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Abstract

The development of nano-devices relies on a combination of internal solid-solid interfaces
between materials with different elemental and crystallographic structures to provide the
functional operation of the device. Traditionally, these devices have been designed with
the operational performance and efficiency in mind, with consideration of thermal energy
management and heat dissipation only as a design afterthought. Therefore, the current
methodology in dealing with thermal management issues begins with external device struc-
tures and scales upwards. However, as the feature size of most nano-devices continues to
diminish, the impact of thermal transport across solid-solid interfaces on device perfor-
mance, reliability, and lifetime becomes increasingly important.

Developed starting in the 1980’s, the transient thermoreflectance/time-domain ther-
moreflectance technique has been a primary tool in the measurement of nanoscale thermo-
physical properties and in particular thermal boundary conductance. Over the past several
decades there have been a number of improvements made to refine and extend the appli-
cability of the technique to nanoscale systems. In this work, the theory for modeling the
measured results is extended from a sinusoidal to a pulsed waveform analysis which includes
the effects of higher harmonics in the measured signal and allows for variations in the duty
cycle of the modulation waveform. The inputs to the thermal model were critiqued and
convergence criteria for the numerical analysis were established for high and low repetition
rate laser systems to ensure accurate modeling. In addition, methods to quantify the sen-
sitivity of input parameters in the thermal model were defined and the characterization of
noise in the raw data and statistical outliers in the deduced parameter presented. To assist
in the statistical interpretation of experimental results, a series of simulated data sets were
analyzed to develop a set of empirical relations for the anticipated standard deviation in
the collected results, based on the sensitivity of the model to the parameter being deduced
and the amount of noise in the data.

Finally, an experimental study to test the theory of vibrational bridging through the

use of an intermediate layer between two solids as a means to enhance thermal boundary



conductance is presented and discussed. The thermal boundary conductance between Pt/Si
and Pt/Ge is measured using the transient thermoreflectance technique and the results
compared to measurements made with a Ni intermediate layer of varying thickness between
the Pt and Si (or Ge). The measured results are compared to theoretical calculations of the
contributions of interface bonding and electron transport across the metal-semiconductor
interface. It is found that the contributions of electron transport are minimal, and that
while it is assumed that bonding plays some role in the increased boundary conductance
observed with the addition of the intermediate layer, it alone cannot explain the trend in
the data. Overall, the results in the measured data support the hypothesis of vibrational
bridging via a metallic intermediate layer and support the concept as a possible means to

phononically engineer thermal conductance across solid-solid boundaries in nanodevices.
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Forward

There is a saying that you should never go back and reread your dissertation after it is com-
pleted because there will always be mistakes to be found or things you would have presented
differently. While this may be the case, this body of work is part of an evolving process
that will continue with the aim of refining the methods in measuring and understanding
nanoscale heat transfer. Therefore, any comments and/or suggestions from interested read-

ers are always welcome.
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Sensitivity of the real signal, X, as a function of extended time for the thermal
parameters in the 100 nm Al on Si system for hgp = 1.00 MW/m2K. Ce
Standard deviation coefficient as a function of sensitivity coefficient for the
100 nm of Al on Si simulated data series. . . . . ... ... ... ......
Fitting coefficient as a function of the absolute value of the sensitivity co-
efficient for various parameter fits in the diffusive regime. The data was fit
using a double exponential of the form f (z) = axexp (bx)+ cxexp (dx) with
the fitting coefficients listed. The bounds on the coefficients and the grey
shaded area represent a 95% confidence interval in the fitted values and the

model respectively. . . . .. ..
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6.25

6.26

6.27

6.28

6.29

Estimated standard deviation of the population of hgp values for a modeled
system of 100 nm of Al on Si (hgp = 30 MW /m?K) as a function of the SNP
in the data as calculated from Equation 6.19. The blue data points represent
the analysis based on the best fit coefficients and the gray shaded region the
95% confidence region in the model. . . . . . . . ... ... ... . .....
Fitting coefficient as a function of the absolute value of the sensitivity co-
efficient for hgp in the AlSi, AIAIN, and AlGe sample series in the effusive
regime. The data was fit using a exponential of the form f (z) = a*exp (bx)
with the coefficients AlSi (a = 97.76 £ 5.14, b = —1.93 £+ 0.25), AIAIN
(a = 51.65 £4.40, b = —1.13 £ 0.26), and AlGe (¢ = 186.40 £ 13.20,
b = —1.55 + 0.30). The bounds on the coefficients and the grey shaded

210

area represent a 95% confidence interval in the values and model respectively. 211

Schematic in the non-parametric bootstrapping of experimental data to de-
duce ABD. -« v o e e e
Distribution of 50,000 and 5,000 random samples respectively selected from
(a) a normal distribution with Sy, = 3 and a skewness coefficient of Sgkew =
0 and (b) a skewed distribution with Sius = 2.9 and Sgkew = —0.8. The skew
and kurtosis listed in the plots are the calculated values from the data sets.
Distribution of bootstrap means from 10 random samples selected from a
normal and skewed population with Srut = 3, Bskew = 0 and Syt = 2.9,
Bskew = —0.8 respectively, see Figure 6.27, for B = 10,000 resamplings. The

skew and kurtosis listed in the plots are the calculated values from the data

Example of the standard error of the bootstrap distribution of the means,
where (a) is the distribution of the random sample of n = 50 selected from
a normal distribution, F,, with mean p = 215 MW/m2K and standard
deviation ¢ = 2 MW/m?K, and (b) is the bootstrap distribution of the
means for B =50,000. . . . . . .. ...
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6.36

6.37

Distribution of the difference in the means between sample 1 and sample 2,
T1 — T2, with the means calculated from random samplings with replacement

of n = 10 from all 20 values shown in Table 6.4. The arrow denotes the

location of the difference in the means calculated for the original data samples.220

Possible number of combinations of n values with repetition and independent
of order, see Equation 6.24. . . . . . . . . .. ... oo
Four random samples of size n = 8 selected from a normal distribution F}, ,
with mean = 215 MW /m?K and standard deviation o = 2 MW /m?K are
shown in the left column. In the right column, the bootstrap distribution of
the sample means for each corresponding sample, B = 50,000. . . ... ..
Four random samples of size n = 30 selected from a normal distribution,
F, o, with mean p = 215 MW /m”K and standard deviation ¢ = 2 MW /m*K
bootstrapped to establish the bootstrap distribution of sample means for
each corresponding sample, B =50,000. . . . . . . ... ... ... ... ..
Distribution of hgp values fit using the quasi-stochastic accuracy analysis for
input parameters (a) normally distributed with a 1o uncertainty given by the
percentages in Table 6.5 and (b) uniformly distributed between a maximum
and minimum given by p£1o. . . . . ...
Sensitivity coefficient per parameter as a function of time for the 100 nm of
Pt on Si system where L; denotes the Pt film and Lg the Si substrate. . . .
For the quasi-stochastic sensitivity analysis of the Pt/Si system (a) the dis-
tribution of the input hpp values and (b) the resulting distribution of the
average sensitivity coefficient for thermal boundary conductance based on
N = 1,000 iterations of the sensitivity model, with the red vertical line
representing the sensitivity results using the nominal input parameters.

Sensitivity parameter as a function of hgp for the modeled 100 nm Pt on Si

system, where L1 denotes the Pt film and Lg the Si substrate. . . . . . . ..
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6.42

Calculated anticipated standard deviation of the population of hpp values for

a system of 100 nm of Pt on Si (hgp = 140 MW /m?K),

SieX| = 04770,
as a function of SNP for calculations from both the diffusive and effusive
regimes, given by Equations 6.19 and 6.20 respectively. The shaded regions
represent a 95% confidence region in the predicted values. Note: Data points
overlap. . . . . .. L
Distributed of deduced hgp values for a modeled system of 100 nm of Pt on Si
(hp = 140 MW /m’K) for the assumed uncertainty in the input parameters
provided by Table 6.8. The red vertical line represents the nominal hpp
value, and the green lines plus/minus one standard deviation. . . . . . . ..
Relative population standard deviation as a function of signal-to-noise pa-
rameter for 100 nm of Pt/Si with hgp = 14O.OOMW/m2K. Error bars rep-
resent a 95% confidence interval of the measured SDgr and the solid line
represents a best fit of a power law to the data, of the form SDg = a x SNP?,
with parameter a provided for a fixed b = —1, along with the 95% confidence
level ina. . . . . . .
Fitting coefficient as a function of the absolute value of the sensitivity coef-
ficient for hpp in the Al/Si sample series in the effusive regime. The data is
fit using an exponential of the form f (z) = a x exp (bx) with the coefficients
(a=97.76£5.14, b = —1.93 £ 0.25). The bounds on the coefficients and the
grey shaded area represent a 95% confidence interval in the values and model
respectively. The data point for the Pt/Si system (hpp = 140 MW /m?K)
corresponds to the developed exponential trend. . . . . . . .. ... ... ..
Distributed of deduced hpp values for an experimental system of 100 nm of
Pt on Si using the input parameters provided by Table 6.8. The red vertical
line represents the average hpp value, and the green lines plus/minus one

standard deviation. . . . . . . .. ..o
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7.2

7.3

7.4

7.5

7.6

7.7

Representation of the phonon density of states as a function of frequency w
for (a) a solid-solid system in which Op gim(Red) < Op gubstrate(Blue) and (b)
a solid-solid system with an intermediate layer between the film and substrate
such that Op gim(Red) < Op int(Yellow) < Op substrate(Blue). . . .. . . ..
Schematic of the computational domains used by English et al. [14] for (a)
the baseline case and (b) the case of an intermediate film of varying mass
and thickness. Image reproduced with permission from [14]. . . . . . . . ..
Measured ratio of hgp with the addition of the intermediate layer to the
baseline case without the intermediate layer as a function of the mass and
thickness of material C for (a) 0.1 7}, and (b) 0.5 T,,,. Image reproduced
with permission from [14]. . . . . . . . .. ...
Isotropic occupies phonon density of states for (a) the baseline interface with
the gray shaded region denoting the vibrational overlap and (b) with the
addition of the intermediate layer at the interface between material A and C
and C and B with the hatched region indication the added area of vibrational
overlap. Image reproduced with permission from [14]. . . .. .. ... ...
Example computation domains from the work of English et al. showing a
varying degree of compositional disorder added to the interface region. Image
reproduced with permission from [14]. . . . . . .. .. ... ... ... ...
Measured ratio of hgp with the addition of the intermediate layer to the
baseline case without the intermediate layer as a function of the mass and
thickness of material C for (a) 0.1 T}, and (b) 0.5 7}, for a system with
simulated interface disorder. Image reproduced with permission from [14]. .
Isotropic occupied phonon density of states for (a) the added intermediate
layer with an abrupt interface with the vibrational overlap denoted and (b)
with the added intermediate layer with compositional disorder added with
the hatched region indicating the added area of vibrational overlap. Image

reproduced with permission from [14]. . . . . . . ... ... ... ...
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7.8

7.9

7.10

7.11

7.12

7.13

7.14

(a) The ratio of thermal boundary resistance with the intermediate layer to
the baseline case as a function of the ratio of the Debye temperatures be-
tween the intermediate layer material and material B for several intermediate
layer thicknesses. (b) The ratio of thermal boundary resistance with the in-
termediate layer to the baseline case as a function of the intermediate layer
thickness for several Debye temperature ratios between the intermediate layer
and material B. Image reproduced with permission from [20]. . . . . . ...
Table of potential ideal Debye matches, see Equation 7.1, for the vibrational
bridging effect. The left hand column provides the available metals and their
respective Debye temperatures in K, and the row across the top the available
substrates and Debye temperatures. In the field are the Debye temperatures
of the ideal intermediate layers. . . . . . . . ... ... L.
Two examples of randomized raster patterns of 45 locations used to scan the
sample surfaces in the TTR/TDTR experiment. . . . ... ... ... ...
Theoretical thermal resistor network for a Pt film on a Si substrate with a
Ni intermediate layer. . . . . . . . . ... ..
Thermal conductivity as a function of film thickness, for data from Hopkins
et al. [21], Li-Dan et al. [22], and Caffrey et al. [23]. Image reproduced from
Li-Dan et al. [22]. . . . . . . o
(a) The sensitivity coefficient as a function of time and parameter and (b)
the sensitivity coefficient as a function of hgp and parameter for 100 nm of
Pt on Si with a 5 nm Ni intermediate layer. . . . . . . ... ... ... ...
Total conductance from Pt to Si based on the thermal resistor network model,
see Equation 7.2, as a function of the Ni intermediate layer thickness. The
data points represent the average hpp value and the error bars represent
a 95% confidence in the precision of the deduced value based on repeated

samplings. . . . . ... oL
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7.15

7.16

7.17

7.18

7.19

Thermal boundary conductance from the Ni intermediate layer to the Si
substrate as a function of the Ni intermediate layer thickness. The horizontal
line represents an independently measured system of 100 nm of Ni on Si. The
data points represent the average hpp value and the error bars represent
a 95% confidence in the precision of the deduced value based on repeated
samplings. . . . . ... oL
Total conductance from Pt to Ge based on the thermal resistor network
model, see Equation 7.2, as a function of the Ni intermediate layer thickness.
The data points represent the average hpp value and the error bars represent
a 95% confidence in the precision of the deduced value based on repeated
Samplings. . . . . .. .. e
Thermal boundary conductance from the Ni intermediate layer to the Ge
substrate as a function of the Ni intermediate layer thickness. The horizontal
line represents an independently measured system of 100 nm of Ni on Ge.
The data points represent the average hpp value and the error bars represent
a 95% confidence in the precision of the deduced value based on repeated
Samplings. . . . . . ... e
Distribution of deduced hpp values for the system 100 nm of Pt on Si with
a intermediate Ni of (a) 5 nm and (b) 10 nm with the assumed uncertainty
in the input parameters provided by Table 6.8. . . . . . . .. .. ... ...
Total conductance from Pt to Si based on the thermal resistor network model,
see Equation 7.2, as a function of the Ni intermediate layer thickness. The
data points represent the average hgp value and the black error bars represent
a 95% confidence in the precision of the deduced value based on repeated
samplings. The green error bars represent the uncertainty in the accuracy
of the deduced results based on uncertainties in the input parameters, see

Table 7.4. . . . . . . e,
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7.20

7.21

7.22

7.23

7.24

7.25

7.26

7.27

7.28

7.29

Total conductance from Pt to Ge based on the thermal resistor network
model, see Equation 7.2, as a function of the Ni intermediate layer thickness.
The data point represents the average hpp value and the black error bar
represents a 95% confidence in the precision of the deduced value based on
repeated samplings. The green error bar represents the uncertainty in the ac-
curacy of the deduced results based on uncertainties in the input parameters,
see Table 7.4. . . . . . .
Effective conductance of a Ni film, hpp e = kni/dni, as a function of film
thickness, with the thermal conductivity of Ni taken from Li-Dan et al. [22],
see Figure 7.12. . . . . . . ..o L
Total conductance as a function of Ni intermediate layer thickness assuming
a Ni-Si boundary conductance of hgp = 38.8 MW/ m?K (the measured value
for the Pt/5nmNi/Si sample) and the total conductance of the thicker Ni
layers driven by the Ni conductance only. . . . ... ... ... .......
Energy band diagrams of (a) an isolated metal and isolated n-type semi-
conductor adjacent to each other and (b) a metal-semiconductor (n-type)
contact at thermal equilibrium. . . . . .. ... ... ... ..........
Work function for various clean metals in vacuum [24, 25]. . . . . . . . . ..
Tunneling condition as a function of barrier height. Tunneling occurs if d is
much less than the tunneling condition, based on Equation 7.9. . . . . . ..
Barrier width as a function of barrier height for various substrate doping
densities. . . . . . oL
Tunneling probability as a function of metal-semiconductor interface barrier
height for various semiconductor doping concentration. . . . . . . . . .. ..
Electron thermal boundary conductance assuming electron tunneling as a
function of metal-semiconductor interface barrier height, for various semi-
conductor doping concentrations. . . . . . ... ... L oL
Electron thermal boundary conductance assuming electron thermionic emis-
sion as a function of metal-semiconductor interface barrier height indepen-

dent of semiconductor doping concentrations. . . . . . .. .. ... ... ..
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A9

A two-dimensional lattice with vectors, a; and as, highlighting three exam-

ples of primitive lattice vectors, which also define three examples of primitive

unit cells, shaded in grey. Additionally vectors a} and a3 provide two exam-

ples of sets of non-primitive lattice vectors, which define two examples of
conventional unit cells, shaded in blue. . . . . . ... .. ... ... ..... 282
Schematic of the construction of the Wigner-Seitz unit cell for a two-dimensional
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The 14 types of Bravais lattices, representing 7 crystal systems: triclinic,
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A schematic representation of x-ray diffraction for (a) a single row of periodic
atoms, (b) a 2D array of atoms in a square lattice, (c) the real space lattice
stretched in the vertical direction and (d) the real space lattice compressed

in the vertical direction. . . . . . . . ... Lo oo 286
Schematic of a periodic one-dimensional chain of atoms of uniform mass m,

and interatomic spacing a. . . . . . . ... Lo 287
Representation of a real space square lattice in reciprocal space showing the
construction of the first (red), second (blue) and third (yellow) Brillouin zones.289
Schematic of the types of phonon polarizations available in a two-dimensional
lattice, (a) longitudinal and (b) transverse. . . . . ... ... ... ... .. 290
Schematic of a one-dimensional monatomic chain of atoms. Here m is the

mass of the atoms, K is the force constant between atoms, a is the equilibrium
interatomic spacing, and j is the index of the atom. The top row of atoms is

the equilibrium configuration, with the lower row depicting atoms displaced

from equilibrium by a distance wjq;. . . . . ..o Lo 292
Phonon dispersion relation assuming a sine-type relation, as in Equation

A.23, extended from —4n/a <k <4dm/a. . . .. ... ... .. 294

A.10 Phonon dispersion relation assuming a sine-type relation, as in Equation
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A .11 Elastic stiffness constants, Cjj, for the longitudinal and transverse phonon
polarizations in the 3 primary crystallographic directions. Note that in the
[100] and [111] directions, the transverse polarization modes are degenerate.
A.12 The phonon dispersion relation for solid Argon in the directions of high sym-
metry at 0 K, modeled with the lattice dynamics program, General Utility
Lattice Program (GULP) [13]. . . .. .. .. ... ... ... .......
A.13 Schematic of a one-dimensional diatomic chain of atoms. Here m and M
are the masses of the two types of atoms, K is the force constant between
atoms, a is the equilibrium interatomic spacing, and j is the index of the

atom. The top row of atoms is the equilibrium configuration, with the lower

row depicting atoms displaced from equilibrium by a distance u;; and vj;.

A.14 Schematic of the motion in (a) a transverse optical mode, i.e the two masses
moving 180° out of phase with each other, and (b) a transverse acoustic
mode, i.e. the two masses moving in phase with each other, assuming an
equal wavelength for both modes. . . . . . .. .. ... .. ... .. ... ..

A.15 Phonon dispersion in half of the Brillouin zone, for a diatomic chain of atoms
of masses m and M, connected by massless springs of force constant K. The
acoustic branch is shown in blue and the optical branch in red, with the
cutoff frequencies at the Brillouin zone boundaries denoted. . . . . . . . ..

A.16 Phonon dispersion of Si in the directions of high symmetry, image from [26].
The lines are calculated from [26], and the circles are experimental data.
Note: The frequency is given in terms of v which is related to w by a factor
of 2m, and the wavevector is denoted ¢, which is equivalent to k in the notation
of this dissertation. . . . . . . . . . . ...

A.17 Schematic representation a constant energy surface in k-space. . . . .. ..

A .18 Schematic of the first quadrant of a constant energy surface in k-space depict-

ing (a) the determination of the number of quantum states that fit into that

volume and (b) the differential expansion of the spherical volume in k-space.

A .19 (a) Debye density of states for FCC Cu from Equation A.53 and (b) DOS of

solid Ar at 0 K calculated from lattice dynamics, GULP [13]. . . .. . ...
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1.1 Microprocessor Heating Trends

The story of thermal management in electronic, micro-electronic, and nano-electronic

devices!

is as old as the story of the electronic computer itself. One of the first electronic
computer systems was the Electronic Numerical Integrator and Computer, ENTAC, devel-
oped in the early 1940’s at the University of Pennsylvania. The ENTAC weighed in at 30
tons, with a footprint of 1,500 ft, contained approximately 17,500 vacuum tubes, 70,000

resistors, 10,000 capacitors, about 5,000,000 solder joints, and consumed around 150 kW

"Micro will generally be used to describe systems with characteristic lengths on the order of 0.1-100 pm,
and nano will generally describe systems with characteristic lengths on the order of 1-100 nm [33].
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of electricity [34-36]. The nearly 18,000 vacuum tubes were cooled by a forced air/air
conditioning system. While one of only a handful of computer systems at the time, the
ENIAC was a major milestone in computer development and increased the speed at which
calculations could be completed by over a factor of 1,000 compared to calculations using
traditional hand held-devices [37].

However, while the vacuum tube based electronic computer was a major step forward in
computational power, vacuum tubes were plagued with a number of issues. Vacuum tubes
in the ENIAC were constantly failing, at a rate from several a day to around one tube
every other day, leading to a maximum period of continuous operation of only 116 hours
[38]. Most of the tube failures occurred during the time of warm-up or shutdown when the
thermal stresses on the tubes were greatest.

In the 1960’s, computer technology was shifted from vacuum tube based components to
the recently developed bipolar transistor technology [36, 39]. The bipolar transistor had the
advantages of being smaller, consumed less power, and therefore produced less heat as com-
pared to the vacuum tube. At the time, this lead to the thought that thermal management
would no longer be an issue in device development, since “no heat [was] developed as in
a vacuum tube” [35]. In order to increase computational power however, device engineers
worked to improve packing density by adding more and more transistors to the circuits.
This continual increase in the transistor density, while increasing system performance, had
the added cost of increasing the thermal density as well. In Figure 1.1 the red data points
show the heat flux produced by high performance computers during the mid 1960’s through
the late 1980’s using bipolar transistor technologies. After 1980, of the data points shown
in red in Figure 1.1, only the Fujitsu M380 and the IBM 4381 were air-cooled, while the
rest, in order to manage the high thermal loads, were water-cooled systems [40]. Computer
engineers were quickly reaching a point where their ability to increase the speed of high
performance computers was limited by the ability to keep the systems cool?.

Thermal management received a brief respite in the early 1990’s when circuit technol-

ogy was shifted once again, from the bipolar transistor to the complimentary metal-oxide-

24Cool” here refers to operating temperatures generally in the range of 60 to 100 °C. As temperature
is increased, switching speeds within the device are reduced due to increased resistance of the interconnect
materials. More on this later.
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Figure 1.1: Heat flux trends of high performance computers since the 1950s for bipolar transistor and
complimentary metal-oxide-semiconductor (CMOS) technologies. Plot taken from [1].

semiconductor (CMOS) transistor. CMOS transistors were cheaper to produce and required
less power to operate, and therefore produced far less heat than their bipolar counterparts.
However, just as in the past, although even more rapidly since the introduction of the
CMOS transistor, the demand for increased performance drove increased packing densities,
and pushed higher the heat flux once again, see the blue data points in Figure 1.1.

Similar trends have been observed in the consumer sector. For more than 4 decades the
development of microprocessors and microprocessor technology has surpassed the trends set
forth by Moore’s Law [41]. “Moore’s Law” states that the density of transistors in a circuit
will double every 18 months®. Figure 1.2 provides the trend in the number of transistors
per die for processors released over the past 4 decades, showing that developments in the
past approximately 5 years have pushed the number of transistors per die past the 1 billion

mark.

3Moore’s Law is in quotes, because while this statement is commonly held as the definition of Moore’s
Law, the statement was not made by Gordon Moore. In 1965 Moore stated that ”we had about doubled
every year the amount of components we could put on a chip”[41]. In 1975 he refined he prediction stating
“we’d only be doubling every couple of years” [42]. The quoted “Law” is a combination of Moore’s predictions
and that of David House who predicted that computer performance was going to double every 18 months.
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Figure 1.2: Number of transistors per die for various commercial processors developed over the past 4
decades. Plot taken from [2].

While the number of transistors on a chip has continued to increase at the rate given
by “Moore’s law”, the size of the die itself has remained relatively unchanged. This has
led to equally significant increases in the transistor density, and therefore the power and
thermal densities as well. As shown in Figure 1.3, the power densities of microprocessors
have continued to increase steadily since the mid-1980’s. To put these power densities into
perspective, the power density of the thermal energy impinging on earth, from the sun, is
on the order of 0.1 W/cm?, a hot plate is on the order of 10 W/cm?, and a nuclear reactor
has a power density on the order of 100 W/cm? [43]. It appears that device designers are
reaching a limit, in commercial components, around the 100 W/cm? power density level,
and are rapidly again reaching a point where one of the major roadblocks to increased device
performance will be the ability to keep the devices sufficiently cool [44, 45].

High power densities repeatedly arising over the decades as a roadblock to device design,
begs the questions as to where all this heat originates? While the events that cause the
generation of heat can be complex, the underlying principle is relatively straight forward.
The heat is generated as current carrying electrons (set in motion by an established poten-

tial) encounter resistance, and a portion of their energy is coupled to their surroundings
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Figure 1.3: Power densities for various commercial processors developed over the past 4 decades. Plot
taken from [2].

in a process known as Joule heating [44]. In CMOS structures, current is consumed from
three primary sources: 1) during the dynamic switching between “on” and “off” states, 2)
subthreshold leakage current, i.e. current flow from the source to drain, even in the “off”
state, and 3) short-circuit current, i.e. current generated due to finite rise/fall times leaving
two sections “on” simultaneously for a brief period with a direct path from the source to
ground [45, 46]. Typically, device engineers tackle the thermal management problem at the
scale of the chip-level or larger [36, 47-49]. However, as history once again repeats itself,
and we are rapidly approaching the power density limit in the current generation of tech-
nology, engineers are beginning to consider the thermal management problem at the scale
of the individual transistors [50, 51|, shifting the focus into the nanoscale length regime.
Regardless of the size of the application, even thermal energy generated on the nanoscale is
eventually passed “upward” until it is expelled to the surrounding macroscale environment.

The remainder of this Chapter, will focus on describing and illustrating the size and
scope of the “thermal management problem” and how the impact is felt across various
sectors of the electronic and computer industries as motivation for the fundamental science

presented in this dissertation. Special care will be taken to help establish the dichotomy
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between more macro-scopically driven and nano-scopically driven affects, and establish the
various levels of thermal management consideration. Finally, the remainder of the chapters

presented in this dissertation will be outlined.

1.2 So What if It’s a Little Hot?

With the increased performance and packing density in microprocessors comes another
important consequence beyond just the high power density. Along with increased packing
density comes an increase in the non-uniformity of the power distribution, and thereby
the thermal distribution as well. Figure 1.4 shows the thermal mapping of a dual-core
AMD Athlon II processor ran under various CPU load scenarios from a SPEC CPU2006
benchmark program [3]. From the figure, there are obvious regions of increased tempera-

ture under operating conditions. These regions of high heat flux, typically refereed to as
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Figure 1.4: Thermal mapping of a dual-core AMD Athlon II processor under various CPU workloads. The
color scale represents the temperature in degrees Celsius. Image taken from [3].

“hotspots”, can have heat fluxes several times higher than those presented in Figure 1.1, on
the order of 0.3-1 kW/cm? [48, 52, 53]. These hotspots can create temperature variations
across the microprocessor surface on the order of 5-30 °C [52, 53]. These high temperature
hot spots, and large thermal gradients, are a major factor in determining the reliability of
semiconductor devices [3, 46, 54, 55]. If the heat generated in a microprocessor cannot be
effectively removed at a rate greater than the rate of generation, the temperature of the

device will rise, reducing the mean time to failure (MTTF) [3, 46].
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The temperature of a device has a direct impact on nearly every metric used to rate the
devices performance including: speed, power dissipation, device lifetime, and cost [3, 46].
The increased cost required for more robust thermal management techniques is an intuitive
relationship. As an example, the limit of air cooling techniques is around 150 W/cm? on
average, with an anticipated cost of approximately $3.5 per Watt above 60 W [56]. The
impact of temperature on the other metrics of device performance are not as intuitive, and
are rooted in the design and operation of the device itself.

The reliability of a microprocessor is directly related to its temperature, particularly
through the reliability of the interconnects between transistors. With increasing tempera-
ture, the integrity of the metal interconnects is degraded due to a process known as electron
migration [46, 54]. As the temperature is increased, due to increased current density, the
dense flow of electrons between the power and ground tracks causes metal ions within the
interconnects to migrate. This migration causes metal ions to build up in one location
to form hillocks, and disappear in another to form voids, ultimately leading to open- and
short-circuit failures [46, 54]. The MTTF due to electron migration trends exponentially

with temperature and can be estimated by Black’s equation [46, 57]:

MTTF = AJ "e@/ksT (1.1)

where A is a process- and geometry-dependent constant, J is the average DC current,
n = 2 under normal operating conditions, () is the activation energy for diffusion, kg is the
Boltzmann constant, and T is the metal temperature. A typical goal is to achieve a 10 year
lifetime, i.e without electron migration failure, at a device temperature of 100 °C [58].
The performance of a processor is determined in part, by the ability of electrical signals
to travel between transistors and other parts of the chip, via the metal interconnects. This is
yet another motivation for increasing the packing density of transistors, to increase speeds.
Increased temperature can affect the performance of a processor in two ways, 1) reducing
the carrier mobility, and 2) increasing the resistance of the interconnects. For a 130 nm

generation processor?, the logic gate delay changes by 4% for a 40 °C change in temperature,

4The feature size is generally used to define the size of the different elements on a microprocessor chip.
Because of the many different components making up the chip, it is not necessarily the smallest, therefore
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and the resistance of a metal interconnect changes by about 5% for the same temperature
change [46]. Additionally, the non-uniformity of the temperature distribution can cause the
clock frequency to become skewed across different portions of the processor. For example,
the clock timing can be skewed as much as 10% for a temperature gradient of 40 °C [46].
Finally, the temperature has a direct impact on the power consumed by the device. As
discussed previously, one of the major sources of current consumption in a CMOS device
is subthreshold leakage. As the geometries of microprocessor design continue to decrease,
the path between the source and drain in the transistor continues to shrink leading to
increased leakage current. For the 90 nm generation of processor technology, leakage current
accounted for 25-45% of the overall power consumed [46]. With the introduction of the 65
nm generation of processors, that number jumped to 50-70% of the total power consumed
[46]. The subthreshold leakage current, i.e. the source-to-drain current, Ipg, is a function
of a number of parameters of the transistor, including the threshold voltage, V. As the
temperature of the processor increases Vry decreases, leading to a “weaker” off state, and
causing an increase in leakage current [46, 59]. It has been shown that the leakage current
increases 2% for each °C increase in temperature, across multiple processor generations [55].
These are just a few ways in which increased temperature reduce the functionality and
reliability of microprocessor devices. What is evident from these examples is that increased
temperature does not have an isolated affect on processors. The cost of thermal management
cannot simply be weighted in terms of sacrificing processor speed, or processor lifetime, but
will impact all aspects of the final product. Making matters worse, the microprocessor is

usually only one component, in a much larger structure.

1.3 How Big Can Such a Little Problem Be?

It is estimated that in 2008 there were 108 million PCs in offices across the US, costing
$4.2 billion in energy consumption [45], and that is only a fraction of the story. One of
the major challenges of thermal management in the micro- and nano-electronics industry

currently being faced is that the problem is not isolated to just individual processors. The

45 nm “generation” chips will have features smaller than 45 nm. The generation classification is generally
the half-pitch, or half the distance between metallic connections.
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invention and proliferation of the internet and its subsidiary services such as online banking,
online shopping, cloud computing, etc. have created a huge demand for data centers. The
video sharing website YouTube alone reports 72 hours of video content is uploaded every
minute [60].

In 2005 the worldwide electricity demand for power in data centers reached 152 billion
kWh per year, representing 0.97% of the total worldwide electricity consumption [61]. This
consumption is expected to increase dramatically in the near future as developing nations
increase technology consumption. Currently 58% of the world’s computers are found in
the US, Japan, and Eastern Europe, while these countries only contain 15% of the world’s
population [45]. The United States alone consumed 45 billion kWh in 2005 to power its
data centers, costing around $2.7 billion and representing around 1.2% of the total electricity
consumption. This value is expected to increase in the coming years, with one-third of the
total US power consumption expected to be due to electronic systems by 2025 [45].

Of the electricity consumed in data centers, only ~50% is used by the IT systems [61].
That is the systems that actually are responsible for the storage, retrieval, manipulation and
transmission of data. The remaining electricity is used by the thermal management struc-
ture, 33%, and for the distribution of the electrical power, 17% [61]. The energy efficiency of
a data center is typically represented by the power utilization effectiveness, the PUE, which
represents the ratio of the total energy consumed by the center to that used by only the
IT equipment. For data centers, depending on the type of cooling systems employed, the
PUE ranges from 1.1-2.7 [61]. Based on the current electricity budget allocated to thermal
management and the high cost per kWh, thermal management represents a significant cost
to keeping the worlds “technological infrastructure” running efficiently.

In thermal management one of the major challenges is simply the size and scope of the
problem. Considering that the generation of the parasitic heat originates in the intercon-
nects of the transistor device itself, with lengths on the order of nanometers, and that this
heat scales be a major issue for data centers with length scales on the order of 10s of meters,
it is obvious that a one size fits all approach will not be sufficient to tackle the problem. The
design of microprocessors up-to data centers, combines disciplines and integrates electronic,

thermal, electrical, materials, electromagnetic, chemical, mechanical, fluid, etc. fields.
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1.4 Levels of Thermal Management

In the field of thermal management we can typically define 4 packaging levels: 1) the
chip/module-level, 2) the board-level, 3) the system-level, and 4) the more recently es-
tablished transistor-level, as discussed previously due to the continued size reduction and
the increased packing density of transistors in a processor, see Figure 1.5. The transistor-

o I |

Metal Gate Metal ) External
Contact Heat Sink

Insulator

Thermal Interface
Material ¥
External

Internal

Processor Cap

Thermal Interface Processor Chip

Substrate Material

Internal

(b)

(d)

Figure 1.5: The 4 primary packaging levels, that are of interest in thermal management (a) the transistor-
level, (b) the chip/module-level, (c) the board-level (image from [4]), and (d) the-system level (image from

(5])-

level focuses on the solid-solid interfaces of the semiconductor components, and the metal
connections and interconnects between transistors, see Figure 1.5a. The chip/module-level
focuses on the processor as a whole and its packaging up to the first level of the heat sink,
see Figure 1.5b. The board-level considers the placement of active thermal components on
a larger board structure, e.g. a motherboard, to reduce the concentration of the thermal

load, see Figure 1.5c. The definition of the system-level can be more ambiguous and can
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depend on the particular device. The system-level can represent for example; the case of a
smartphone, the case of a desktop computer, or a room full of racks in a data center, see
Figure 1.5d. Regardless of the size, the system-level typically represents the largest amount
of gathered heat being exchanged with the surrounding environment.

While all of these levels share a common issue of excess heat, the particular challenges
facing device designers at these levels vary. At the system-level the challenge is to remove
the most heat, using the least volume and/or mass. Management at the board-level requires
the removal of a large amount of heat with minimal thermal gradients, and the chip-level
challenges arise from localized hot-spots and size effects [6]. The transistor-level is dom-
inated by size effects, where vibrational mismatch between materials, and energy carrier
bottlenecks increase thermal resistance [44, 45].

For the purposes of this dissertation, the primary focus and motivation will be based on
the transistor- and chip/module-level of a system. For typical computer systems, this will
encompass a scale from the heat sink on a processor on down to the individual transistors.
While the fundamental science developed in this dissertation will be focused on solid-solid
interfaces such as those found in the transistors, the principles will in general scale to the

interface between the processor and the heat sink.

1.5 Chip/Module Level Thermal Management

While engineers have done well with keeping up with Moore’s Law, an interesting pic-
ture arises when observing the power density trends shown in Figure 1.3. Over the past
decade, even though the number of transistors per die has nearly exponentially increased,
microprocessor power densities have begun to cluster around the 100 W/cm? level. Device
designers appear to be running into a “power density wall” at this level [45, 56]. In part,
the reason for this limit can be seen in Figure 1.6. The figure shows that at the 100 W /cm?
power density level and below, the thermal energy can be managed by relatively simple heat
spreaders and heat sinks. Above that level, more complex and therefore more expensive,
methods would be required, which are not practical at the consumer level.

To better understand the mechanisms behind this roadblock, and in order to develop new

11
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Figure 1.6: Methods of thermal management solutions, for various power dissipation levels and system
complexities. Image reproduced with permission from [6].

strategies to move beyond these limitations, the source of the issue must be investigated.
Consider the most classical view of thermal conduction, assuming diffusive processes, in a

microprocessor through a steady state Fourier’s law analysis [56]

V(=k(z,y,2) VT (z,y,2)) — P (z,y,2) =0 (1.2)
where P (z,y, z) is the volumetric power distribution, T' (z,y, z) is the temperature distribu-
tion, and k (z,y, z) is the thermal parameters of the package. Equation 1.2 shows that the
average temperature of the microprocessor chip is a function of the total dissipated power
within the device. In order to better quantify this relationship in terms of needs for thermal
management, thermal designers use a metric designated as the thermal design power, or
TDP. The TDP is the maximum amount of power dissipated by the microprocessor during
5

“realistic operations”®.

The primary task for thermal engineers, and the major thermal management problem

5This is not the maximum power that the chip will ever draw. Brief periods of increased activity are
acceptable, provided that they fall within the thermal time constant of the system [62].
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at this scale, is to remove the TDP from the chip surface and expel it to the surroundings.
The temperature at the chip is typically referred to as the junction temperature, T}, and the
temperature of the ambient surroundings, typically the air inside the case, is given by Tj.
For the device to perform efficiently 7} has to be maintained below certain specifications,
such that the TDP can be effectively removed. Removal of the TDP from the microprocessor
surface is traditionally where thermal management solutions have begun. Figure 1.7 shows
a cross-section of a typical consumer level module. The module can typically be broken
into two regions of interest, the internal (passive) and external (active) sections, where
conduction and convection are the primary thermal transport mechanism in each section

respectively [53].

Cooling [
Fan

External
Heat Sink
Thermal Interface
Material 7 —
External Internal

Processor Cap

Thermal Interface Processor Chip
Material
Internal

Figure 1.7: Cross-section view of a typical module found in most consumer grade desktop machines,
denoting the primary components and the internal and external structures.

To be removed effectively, the TDP must conduct through various solid layers and in-
terfaces from the microprocessor unit, into the heat sink, and then finally into the ambient
surroundings. Heat flow is impeded through these various materials, structures, and in-
terfaces. Therefore, there is an absolute thermal resistance, Ry, dictated by the module’s

physical structure and the thermophysical properties of its components. In the most general
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sense, the required absolute thermal resistance for a device is dictated by [48]:

(TJ — Ta)

R = —Tpp

(1.3)

More specifically Ry, can be broken into two primary regions, 1) resistance in the solid
structure of the microprocessor and through the interface to the system packaging, and
2) across the interface from the packaging to the heat sink and into the surrounding at-

mosphere, see Figure 1.8. A large body of research in the field of thermal management

Junction Ambient
Temperature Temperature
T; T,

o VWOVYW@

Solid + Interface

TIM + Heat Sink
Conductance

Figure 1.8: Temperature regions and primary thermal resistances in typical microprocessor cooling.

has been dedicated to increasing the efficiency of cooling solutions primarily by increasing
thermal conduction across the module junctions via thermal interface materials, TIMs, and
by increasing the efficiency of heat sinks via air- and liquid-cooled systems.

The resistance to the flow of thermal energy from a hot spot on a processor chip to
the heat sink, see Figure 1.7, is dominated by what is defined as thermal contact resis-
tance (TCR), its inverse quantity being the thermal contact conductance (TCC). As heat
flows across the mechanical joints in the system, a temperature drop across the interface is

realized. Therefore the TCR across an interface can be defined as:
Ro=—=— (1.4)

where AT is the temperature drop, ¢ is the heat flux, and hc is the thermal contact

conductance. The TCR is a function of several geometric and thermophysical properties,
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Figure 1.9: (a) Schematic of mechanical contact between two materials, showing the surface asperities
and reduced contact between the surfaces, as well as an example of an ideal TIM. (b) Schematic of the
temperature distribution of two materials in contact with the addition of a TIM.

including the surface roughness, surface flatness, the thermal conductivity of the materials
and the surface microhardness [63]. One of the largest contributors to TCR between two
materials is microscopic asperities on each surface. When two surfaces are brought into
contact, these asperities limit the actual area of contact, which can be as little as 1-2%
depending on loading [28], see Figure 1.9a. Therefore the total resistance is a combination
of the resistance across the actual contact area, and the resistance across the fluid occupying
the area between contact points. In order to reduce the overall resistance across the joint,
the gaps between the asperities that are normally filled with air, are replaced by a higher
thermal conductivity material, typically refereed to as a thermal interface material.

The overall effectiveness of the TIM, is based on 3 different factors: 1) the thermal
conductivity of the TIM material, 2) the bond line thickness (BLT), i.e. the RMS thickness
of the TIM material, and 3) the contact resistance between the individual components [28].

Therefore the total resistance of the mechanical joint is given by [28]:

BLT
kv

Rrivm = + Re1 + Re2 (1.5)

where BLT is the bond line thickness, kv is the thermal conductivity of the TIM material,
and R c2 is the contract resistance between the materials on either side of the interface

and the TIM material. From Equation 1.5, we can see that there are 3 primary methods
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Table 1.1: Properties of various types of TIMs [28-31].

Material . - BLT  krmv
Type Typical Composition (mm] [W/mK]
Grease AIN1, Ag, ZnO, Silicon Oil 2.2 0.5-7.5
Gel Al, Ag, Silicone Oil, Olefin 1-1.5 34
Phase Change Polyolefins, epoxies, polyesters, acrylics, BN, Alu- 152 055
Material mina, Al, Carbon Nanotubes - -
Phase Change .

Metallic Alloy Pure In, In/Ag, Sn/Ag/Cu, In/Sn/Bi 2-5 30-50
Solder Pure In, In/Ag, Sn/Ag/Cu, In/Sn/Bi 2-5 30-50
Adhesives Ag particles in epoxy matrix ok ik

which can be used to reduce the thermal resistance across the joint: 1) decrease the BLT, 2)
increase the thermal conductivity of the TIM, and 3) reduce the contact resistance between
the TIM and the two mating surfaces.

The thermal conductivity of the TIM can be increased by using a high thermal con-
ductivity material, or using a lower thermal conductivity base material that is loaded with
a percentage of high thermal conductivity materials such as metals or carbon nanotubes
[64-67]. Properties of some of the common types of TIM materials are provided in Table
1.1. The thermal resistance across the joint can also be reduced by reducing the bond line
thickness. This can be achieved by using materials with a low elastic modulus. Typically
these two properties run in opposition of each other. Materials such as solders and highly
laden polymers have high thermal conductivities, but are generally less mechanically com-
pliant leading to increased bond line thicknesses. On the other hand, polymers and low
density polymer composites generally have good mechanical compliance, but low thermal
conductivity. The ideal properties of a TIM would have both high thermal conductivity
and high mechanical compliance.

Finally, the last property to change the resistance in Equation 1.5 is the contact resis-
tance between the base materials and the TIM, R.; and R.. These contact resistances
arise from two sources; 1) analogous to the original problem, but at a smaller scale, air gaps

between the TIM and the base material due to imperfect wetting of the surface, see Figure
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1.10, and 2) differences in the thermophysical properties between the base material and the
TIM. This implies that even for an ideal TIM, i.e. one that perfectly wets the material’s
surface, there will still be a resistance to the flow of thermal energy due to the presence
of the boundary between the dissimilar materials. It is this boundary resistance, between
two ideally wet interfaces, that will be the focus of the work in this dissertation, as it is the
macroscopic analog of the type of interface resistance observed in transistor-level thermal

management.

Material 2

TIM

Non-wetting
Contact

Material 1

Figure 1.10: Schematic of a microscope contact area of a TIM between two materials, showing areas of
wetting and non-wetting contact.

1.6 Transistor-Level Thermal Management

While much work has gone into dealing with chip level hotspots [28, 29, 36, 40, 48, 52,
65, 66, 68, 69], as the size of device features continues to shrink into the nanometer length
scale thermal management becomes more complex. Consider that the Intel® 386 processor
released in 1985 contained 275,000 transistor on a die about the size of a postage stamp,
with feature sizes on the order of 1 pm [70]. Since 2007 the most widely implemented chip-
sets operate with 45 nm feature sizes (although 32 nm and 22 nm architectures are already
in place) with the Intel® Penryn quad-core processor containing 820 million transistors in
roughly the same size die as the 386 processor [70]. Due to this continued reduction in

the size of device components, feature sizes are shrinking below the mean free path® of the

5The mean free path of an energy carrier is the average distance the carrier will travel between collisions
with another “object”, i.e. another energy carrier, impurity, vacancy, etc. Typically at room temperature
the mean free path of electrons and phonons is on the order of 10s and 100s of nm respectively.
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primary carriers of thermal energy, electrons and phonons’. The question arises as to if the
“classical” view of heat and thermal transport can be applied to systems on such a small
length scale?

The development of nano-devices relies on a combination of internal solid-solid interfaces
between materials with different elemental and crystallographic structures to provide the
functional operation of the device. Traditionally these devices have been designed with the
operational performance and efficiency in mind, with consideration of thermal energy man-
agement and heat dissipation as a design afterthought. Therefore the current methodology
in dealing with thermal management issues is relocated to the external device structures
and beyond [28, 36, 48, 71]. However, as the feature size of most nano-devices contin-
ues to diminish, the impact of thermal transport across solid-solid interfaces becomes ever
increasingly important.

The solid-solid interfaces created within these nano-devices provide additional scattering
sites and impede the propagation of thermal energy carriers [72]. The hindrance to thermal
transport is quantified in terms of the thermal boundary conductance (hpp), the inverse of
thermal boundary resistance (Rpp). Thermal boundary conductance is defined as [33]:

q 1

-4 _ - 1.
hsp AT ~ Bop (1.6)

where ¢ is the applied thermal flux, and AT is the temperature drop across the interface 8.
Thermal boundary conductance has been demonstrated to be the limiting thermal conduc-
tance (dominant thermal resistance) in a wide range of nano-devices and nano-structures
[73].

We notice that the formulation of Equation 1.6 is the same as Equation 1.4 where we
discussed thermal contact resistance. While mathematically these formulations are similar,
the subtleties of their meaning are very important. We defined the contact resistance, R¢,
previously, as the resistance to thermal flow across a mechanical joint, primarily due to

geometric properties such as surface roughness. On the other hand, the thermal boundary

"Phonons are quantized vibrations of elastic waves within a solid lattice. Phonons are the analog of
photons which are quantized energies or perturbations of the electromagnetic field.

8The temperature drop at the interface is generally assumed to be discrete, however as will be discussed
in Chapter 2, there is a spatial extent to the temperature gradient.
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resistance, Rpp, is an inherent property of the interface between two materials with dis-
similar thermophysical properties. This implies that Rpp is a fundamental property that is

present even for ideal interfaces, see Figure 1.11. In terms of chip-level thermal management,

:
3
,
&

(a) (b)

Figure 1.11: Schematic illustrating the physical differences between (a) thermal contact resistance, and
(b) thermal boundary resistance.

this would be analogous to a perfect TIM, i.e. completely wetting. On the transistor-level
however, this represents a thermal resistance at every junction between dissimilar solid
materials.

At the transistor-level, devices are complex systems of interconnected atomic substruc-
tures with various layers of metals and non-metals, i.e. semiconductors and dielectrics,
forming numerous solid-solid interfacial structures. Figure 1.12 shows the typical structure
of a silicon on insulator metal-oxide-semiconductor field-effect transistor (SOI-MOSFET),
overlaid with a resistor network illustrating the primary thermal resistances in the structure.
While a MOSFET is an example of a small subset of nano-devices, it illustrates the wide vari-
ety of interfaces, i.e. metal-metal, metal-semiconductor, and semiconductor-semiconductor
that thermal energy carriers can encounter. It is commonly held that electrons are the
dominant thermal energy carriers in metals, while phonons are the dominate carriers in
semiconductors and dielectrics [74-77]. This dictates that the dynamics of the dominate
thermal energy carriers will depend, in part, on the types of interfaces encountered, and
the overall thermal performance of the device will be governed by the interplay of these

dynamics.
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Figure 1.12: Typical physical structure of a SOI-MOSFET with an overlaid thermal resistor network
showing the primary interfacial thermal resistances. Where Rc_s is the contact-to-source resistance, Rs_o
is the source-to-oxide resistance, Rc—p is the contact-to-drain resistance, etc. [7].

Despite the numerous applications affected by hpp, and the advances made in under-
standing phonon transport at the nanoscale, the ability to manipulate structures and prop-
erties to control hpp has remained limited [78]. While the ability to control the electrical
conductivity of a material spans over 20 orders of magnitude, the ability to control the
thermal conductivity and thermal boundary conductance of a structure spans only around
5 orders of magnitude [78]. Since the birth of the micro- and nanoscale thermal transport
field, in conjunction with advances in the design and fabrication of nanoscale structures, the
breath of knowledge in thermal transport has grown rapidly, while the inherent understand-
ing of how material properties are affecting the foundations of phonon thermal transport
has developed more slowly. In order to move forward, to continue to develop faster and
more efficient nanoscale devices, and to move towards phononically engineered devices, our
understanding of the very fundamentals of phononic thermal transport across solid-solid
interfaces must continue to expand.

While the microprocessor is a cogent example of a device with nanometer feature sizes
for which development and performance is greatly affected by thermal management issues,
it is certainly not the only relevant nano-device of interest. Thermal boundary conductance
has been shown to affect the performance and properties of optoelectronic devices, [79,

80] supperlattice structures and devices, [81-85] and is a major design criteria for the
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development of thermal interface materials (TIMs), [28, 86, 87] nanoelectronic coolers, [45]
phase change memory, [88, 89] and high-electron-mobility transistors (HMETs) [90].

As device components become more complex, and their size continues to decrease, there
is a paradigm shift required in the science and methodology of managing high thermal
loads. Solutions can no longer be post-design considerations, as it is no longer sufficient
to simply add a bigger fan after the fact to deal with thermal issues. The miniaturization
of device components has shifted the focus of thermal management, reducing the role of
convective heat transfer and focusing more on the role of conduction within the system
components. Motivated by the shift towards conductive heat transfer, this dissertation will
focus on the methods of measurements and analysis of thermal boundary conductance at

solid-solid interfaces.

1.7 Outline and Objectives

The work in this dissertation is essentially broken up into four primary parts. The first
part focuses on the basics of phonon transport and a historical perspective of the theoretical
and experimental bodies of work in phonon transport at solid-solid interfaces. The second
part introduces the experimental technique, pump-probe thermoreflectance spectroscopy.
The underlying principles and historical development are presented along with the details
of the current system in the UVa Nanoscale Energy Transport Lab. The theoretical model
used to analyze the spectroscopy results is presented, and while built off previous contribu-
tions the formulation is extended to be applicable for square modulation waveforms of an
arbitrary duty cycle. The third part focuses on the often omitted details of the application
of the pump-probe thermal analysis and establishes robust methods for handling data and
predicting the standard deviation of the fitted results prior to collecting the data. In the
final part, the robust methods developed are applied to an investigation of tuning ther-
mal transport between two solids via the addition of an intermediate layer of mediating

vibrational properties.
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Specifically the remaining chapters present:

In Chapter 2 we present some of the current theories of phonon transport at solid-
solid interfaces, with a specific focus on how the properties of the interface affect thermal
boundary conductance.

In Chapter 3 we describe, in detail, the experimental thermoreflectance system in the
Nanoscale Energy Transport Lab at UVa. The primary beam paths, starting from the
lasers, are followed with descriptions of the purpose and operation of the major system
components provided. When appropriate, any special techniques to increase functionality
are highlighted.

In Chapter 4 the theoretical framework of modeling the results of the temperature
decay in the pump-probe experiment are presented. The theoretical lock-in response in the
frequency domain is provided. The formulation of the lock-in model is re-derived for clarity
from previous work, but is extended from the simple sinusoidal modulation waveform to that
of a square wave of arbitrary duty cycle. A diffusive heat transfer model for multilayered
systems in the frequency domain is presented as an extension of the previous single-layer
lumped capacitance model. Finally the conditions for 1D and 3D transport are discussed.

In Chapter 5 some practical issues in the application of the model discussed in the
previous chapter are presented. The effects of the modulation waveform and duty cycle
are presented and convergence criteria for the infinite summations within the lock-in model
established. Issues are discussed in the current implementation of the sensitivity coefficient
utilized by the field, and corrections are suggested. A method for characterizing noise in the
raw thermoreflectance data is established, and finally a procedure for removing statistical
outliers from the fitted results is presented.

In Chapter 6 we look at establishing robust methods for the collection and management
of the thermoreflectance data. After a brief introduction to statistical methods and termi-
nology, large scale simulations of thermoreflectance data are presented, and an empirical
formulation relating the signal-to-noise in the data and the sensitivity to fitting a parameter
of interest to the expected standard deviation in the results is given. The concept of statis-
tical bootstrapping is presented as a method to verify the statistical assumptions made in

the analysis of the thermoreflectance data. Finally the accuracy of the model, based on the
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uncertainty in the input parameters, is compared to the precision results presented based
on the simulated data.

In Chapter 7 the concept of tuning the total effective thermal boundary conductance
of a system of thin films on a bulk substrate is presented. The theoretical framework and
fundamental phononic principles of the tuning effect are presented based on previously
completed molecular dynamics simulations. Based on the theoretical work, the selection
of a metallic (Ni) intermediate layer is motivated. The structure of the prepared samples
is presented based on characterization via Auger photoelectron spectroscopy. Thermore-
flectance measurements on Pt-Ni-Si and Pt-Ni-Ge systems are presented, and the effective
film-to-substrate thermal boundary conductance presented as a function of Ni thickness.
The results provide preliminary evidence of enhanced conductance due to the presence of
the Ni layer and raises several interesting questions based on the observed trends in the
data. Finally, we review some of the potential challenges in interpreting the Pt-Ni system
results, looking at the effects of solid-solid bonding and electron transport on the the overall
conductance.

Finally, Chapter 8 summarizes the information provided in this dissertation and draws
general conclusions based on the original work presented. Suggestions for expansion on

existing work and/or potential future projects are also presented.
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Chapter 2. Thermal Transport at Nanoscale Solid-Solid Interfaces 2.2

2.1 Introduction

The transport of thermal energy in solid materials by phonons is a fundamental branch
of solid-state physics. At this point it is assumed that the reader has a background in the
fundamentals of crystallography and phonon physics. If this is not the case, Appendix A
has been provided as a brief introduction to these topics. The interaction and scattering
of phonons within a constituent material, i.e. phonon-phonon scattering, are the primary
mechanisms leading to finite thermal conductivity. Variations from a perfect crystal system
such as impurities and defects are additional mechanisms which reduce the inherent thermal
conductivity of a material. Along similar lines, in Chapter 1 the concept of thermal bound-
ary conductance, hgp, the inverse of thermal boundary resistance, Rgp, was introduced as
a quantification of the interaction and transmission of phonon energy across a boundary
between two materials with dissimilar thermophysical properties. In this chapter, we will
begin by first discussing what energy carriers are dominate in several material systems, i.e.
metals, semiconductors, and insulators, and then discuss several semi-classical models that
have been developed in an attempt to predict hgp. In a similar manner as the thermal
conductivity of a material is impacted by scattering caused by impurities and defects in
the surrounding material, so too is hAgp impacted by the localized properties of the inter-
face. Therefore, we will take time to discuss some of the pertinent literature and theories
dealing with the impacts of vibrational mismatch, inelastic scattering, bonding, disloca-
tions, defects, roughness, and compositional inter-diffusion at the solid-solid interface on

the propagation of phonon energy across a boundary.

2.2 Mechanisms of Thermal Boundary Conductance - Elec-

trons and Phonons

Before presenting some of the methods used to model Agp and discussing some specific
examples of how different interface structures can impact hgp, it is important to understand
when discussing heat flux across an interface, ¢, the contribution of the primary energy
carriers. In general, the primary thermal energy carriers in solid materials are electrons

and phonons [33]. However, as discussed in Chapter 1, the constituent materials that
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make up solid-solid interfaces in most modern micro- and nano-devices are various pairings
of metals, semiconductors, and dielectrics (electrical insulators). The selection of like or
dissimilar pairs of materials to comprise the interface will determine whether transport
across the interface is dominated by either phonons or electrons.

In metals, the atoms are bonded together in a lattice and the electrons in the outer
orbitals of each atom are free from the bonding of the nucleus and can move throughout
the metal. Phonons and free electrons are therefore both available in metals to carry ther-
mal energy. The velocity of the free electrons however, is nearly three orders of magnitude
greater than the average phonon velocity and therefore the electrons in a metal carry signif-
icantly more thermal energy than the phonons [33]. Therefore, in metals it is assumed that
electrons are the primary energy carriers, and that electrons are the dominant energy carri-
ers across the interface between two metals, see Figure 2.1e. At the metal-metal interface it
is estimated that phonons contribute less than 10% to the overall thermal conductance [75].
From experimental literature, App in metal-metal systems has been shown to be on the
order of 100’s-1,000’s of MW /m?K [75, 91-93], which is several orders of magnitude higher

than the average phonon dominated conductance. Metals also typically have high thermal

=
=
(b)
(f)
(d)

(c)

Figure 2.1: Schematic of the various thermal boundary conductance channels for electron and phonon trans-
port at (a)-(c) metal-semiconductor (e) metal-metal and (f) semiconductor-semiconductor interfaces. Elec-
trons and phonons are the dominate energy carries at (e¢) metal-metal and (f) semiconductor-semiconductor
interfaces respectively. At metal-semiconductor interfaces the total conductance is the sum of (a) phonon-
phonon (b) electron-electron and (c) mixed electron-phonon and phonon-electron transport.
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conductivities, due to the high velocity of free electrons present. Despite the high ther-
mal conductivity in metals, the effective conductance of a thin metal layer can be greater
than the conductance across the metal-metal interface, making the interface the dominate
resistive pathway.

In dielectric (insulating) materials, there are very few available free electrons and there-
fore thermal transport is dominated by phonons. Semiconductors, while having a large free
electron population (~ 10'8 cm™3) in comparison to insulators (~ 105 cm=3), still have sig-
nificantly less free electrons compared to metals (~ 10?3 cm~3) [33]. Therefore, for normally
doped semiconductors thermal transport is still dominated by phonons'. Only for heavily
doped semiconductors does electron transport become appreciable. At the interface between
two semiconducting materials, phonon transport across the interface is assumed to be the
dominant transport mechanism, see Figure 2.1f. The majority of theoretical modeling and
simulation over the past two decades has focused on phonon dominated thermal transport
across metal-semiconductor and semiconductor-semiconductor interfaces [10, 72, 73, 94].

At the interface between a metal and a semiconductor or dielectric, the picture of thermal
transport is more complicated. In this type of system there are populations of electrons and
phonons available for thermal transport in both the film and the substrate. In addition to
the potential of electron-electron and phonon-phonon transport across the interface, there
is also the potential for electrons in the film to couple with phonons in the substrate,
and phonons in the film to couple with electrons in the substrate, see Figure 2.1a-2.1c.
Typically, for the sake of simplicity it is assumed that there is no direct energy exchange
between electrons and phonons across the interface. That is not to say that the phenomena
has not been studied however.

Huberman and Overhauser studied the contribution of direct energy transfer between
electrons and phonons in Pb and diamond respectively, as a means to describe the failure
of the acoustic mismatch model to predict hpp across the Pb-diamond interface [95]. They
concluded in the case of Pb on diamond, that there was direct energy transfer between

Pb and diamond but caution that their results were specific to the material system being

!Since phonons are the dominate energy carriers in both semiconductors and insulators, when metal-
semiconductor and semiconductor-semiconductor interfaces are discussed, it is implied that from the per-
spective of phonons equivalent relations will hold for metal-dielectric and dielectric-dielectric interfaces.

27



Chapter 2. Thermal Transport at Nanoscale Solid-Solid Interfaces 2.3

studied. Hopkins et al. investigated the impacts of electron-substrate energy transfer in
Au/Si and Au/glass systems as a function of gold thickness via a modified version of the
two-temperature model (TTM) which was designated the three-temperature model (3TM)
[96, 97]. Their results showed that the influence of energy transfer with the substrate
became more significant for film thicknesses on the order of the thermal penetration depth.

When assuming no direct energy transfer between electrons and phonons on either side
of a metal-semiconductor interface, the electrons in the metal must first couple their energy
to phonons in the metal prior to energy being transferred across the interface. There has
been some debate as to whether this added electron-phonon interaction impacts the overall
thermal resistance in the metal-semiconductor system. Majumdar and Reddy proposed
that the total resistance between a metal and substrate is the sum of two series resistors:
1) the interfacial phonon-phonon resistance and 2) the volumetric electron-phonon coupling
resistance in the metal [74]. Singh et al. considered the same resistor network, but calculated
the contribution of electron-phonon resistance independent of the assumed phononic thermal
properties of the metal, and concluded that the electron-phonon coupling thermal resistance
is not significant in metal-semiconductor systems for temperature above 200 K [76].

In this chapter, the primary focus will be on phonon-mediated transport in semiconductor-
semiconductor systems, and electron-mediated transport in metal-metal systems. In Chap-
ter 7, we will return to the issue of mixed transport in metal-semiconductor systems and take
a closer look at the possibility of electron-electron transport across the metal-semiconductor
interface and thermal resistance due to electron-phonon coupling in a metal film, as they

apply more specifically to the material systems under study.

2.3 “Predicting” Thermal Boundary Conductance at Solid-

Solid Interfaces

As can occur in scientific research, experimental observation of hgp predated theory of
its existence or prediction of its values. Since it was first observed, much work has gone
into predicting hpp for solid-liquid and solid-solid interfaces, based on the thermophysical

properties of the materials.
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2.3.1 Phonon Transport - Semi-classical Approach

In terms of modeling hpp, there are a variety of methods to choose from all with a
varying level of computational expense. Rigorous methods such as molecular dynamics
(MD) simulations, have been used to model trends in thermal transport for a number of
systems [14, 98-116]. MD is a classical mechanical technique in which the time-evolved
position and velocity of a group of atoms within a computational domain are tracked and
recorded. Ome of the biggest advantages to MD simulations, is they do not require a
priori knowledge of the properties of the system. Instead only the equilibrium positions of
the atoms and the interatomic potentials between them? need be specified. The classical
nature of the calculations results in the restriction that simulations are only strictly valid
at temperatures at or above the Debye temperature, © p, of the constituent materials. The
computational expense for MD simulations can be high, with simulations taking on the
order of hours to days to complete depending on the level of complexity.

In contrast to MD simulations, Atomistic Green’s Function (AGF) methods are based
on a quantum mechanical description of the phonon energy distribution [117]. AGF simu-
lations, similar to MD simulations, have the advantage that no a priori information on the
phonon density of states is required, only the atomic positions and interatomic potential(s)
[117]. Unlike MD simulations, the results from the AGF simulations are only strictly valid
at low temperatures [118]. The computational expense of AGF methods can vary from
on the order of several minutes to several hours, depending on the resolution of the mesh
required for the solutions to converge [117].

In addition to these more complex models, there have been semi-classical methods de-
veloped in order to predict hgp across an interface, namely the Acoustic Mismatch Model
(AMM) and the Diffuse Mismatch Model (DMM). While not overly rigorous, these mod-
els are often turned to as relatively simple formulations that provide insight into the key
fundamental processes that are driving or restricting thermal transport across an interface.
Because the focus of this dissertation is centered more on experimental methodology and

results, we will not belabor the details of the more rigorous modeling techniques. However,

2Note however, that the results of MD simulations depend heavily on the choice of interatomic potential,
which in itself is generally as much a function of the property to be “measured” as it is the material system
itself.
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because of their usefulness in gaining insight into the processes driving or restricting ther-
mal transport, and in as much provided the motivation for the experimental studies in this

work, we will take the time to discuss some of the merits and shortcomings of the DMM.

2.4 General Phonon Flux Across an Interface

Regardless of the semi-classical model used to predict hpp, the general ambition is to
predict the amount of heat transported across an interface. Therefore, assuming phonons
as the primary energy carries, a discussion of thermal transport should most logically begin
with a general expression for the transmitted phonon flux. Defining the two materials on

either size of the interface as material 1 and material 2, the phonon flux from 1 — 2 in the

1—2
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z-direction, g, 7%, is given by: [33]:

where z is the direction of transport, j is the phonon polarization, #; and ¢; are the
azimuthal and elevation angles of the phonon flux in material 1 approaching material 2
relative to the direction of transport, ('~ is the transmission coefficient, v; is the phonon
group velocity in material 1, fy is the equilibrium distribution of phonons in material 1,
and k is the wavevector. Since we are dealing with phonons as the primary energy car-
ries, the equilibrium distribution function, fy, is given by the Bose-Einstein distribution,
fo=1/(exp(hw(k)/kpT) — 1). Typically, only phonon flux approaching the interface from
material 1 is considered, and therefore the direction dependence can be simplified by inte-
grating over half the Brillouin zone and taking the absolute value of the group velocity, v1,
which gives:

87 /k /
1—2 E
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Furthermore, under the assumption that the materials have isotropic properties, and there-

fore an isotropic phonon dispersion, this relation can be further simplified to:
1
12 2 12
¢ = WZ/ hwja (ki) k71 ¢ 7% Joja(kja)| fo dkja . (2.3)
- kj1>0

Recall from Chapter 1 that we defined hpp as a proportionality constant relating the heat
flux across an interface to the temperature drop within the interfacial region. Therefore,

we can define hgp in a modified version of the Fourier law, given by:

12 152712 152 _ 56]1_>2
q, " =hpp T 7 = hgp = o2 (2.4)
Combining Equations 2.3 and 2.4 provides a formulation for hpp given by:
ki = Z g ) K2 €2 a0 0) 8 (25)
hgp T 82 J,1 ‘,1 J:1 oT Ji1 :

It is important to note, so it will be reiterated, the formulation of hgp was derived assuming
small temperature perturbations at the interface, an isotropic phonon dispersion, and a
spherical Brillouin zone.

Outside of these assumptions, the primary element that delineates the different methods
of modeling hpp is the formulation of the transmission coefficient (!72. One of the primary
metrics used to determine the appropriate choice of methodology used to model (172 is the
assumption of the dominate phonon scattering mechanism at the interface. The two most
common assumptions are that either the scattering at the interface is completely diffuse?
or completely specular?, which in turn is used in the formulation of the DMM and AMM

respectively.

3Diffuse scattering typically occurs at rough surfaces/interfaces, and the angle at which an incident wave
reflects or transmits is independent of the incident angle. It is therefore said that in diffuse scattering, an
incoming wave “loses all memory” of it’s incident properties.

“Specular scattering, typically occurs at a smooth surface/interface, and the angle at which the incident
wave reflects or transmits, is dependent on incident angle the properties of the material(s).
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2.4.1 Acoustic Mismatch Model

The phenomenon of thermal resistance at an interface was first discovered by Kapitza
in 1941 at the interface of Cu and He II during an experimental investigation into the
superfluidity of He II [119]. It was originally hypothesized that the thermal resistance at
the Cu/He II interface was a unique property of the superfluid helium, and it was not until
later experiments were conducted that it was found that the resistance exists between any
pairs of materials with dissimilar properties [73]. Kapitza’s experiments were conducted at
temperatures in the range of approximately 1-3 K. At these temperatures, the wavelengths
of phonons are much larger than the atomic spacing between the atoms and therefore the
assumption can be proposed that phonons can be treated as plane waves and that the
interface can be treated as a smooth plane between the two materials. This assumption
implies that the materials on either side of the interface can be treated as continua, rather
than lattices of individual atoms. These assumptions are the basis of the acoustic mismatch
model which was proposed in general form by Little in 1959 [120].

Under the assumptions of the AMM, i.e. a smooth interface, plane wave phonons, and
continuous media, phonons incident on the interface can only react in a finite number of
ways: 1) reflect back to material 1, 2) reflect back to material 1 and change polarization
modes, 3) refract in material 2, and 4) refract in material 2 and change polarization modes
[72]. The angle at which a transmitted phonon leaves the interface, assuming it transmits,
can be calculated from an analog of Snell’s law used for electromagnetic waves, given by
[72]:

V2 (w7j) in
vr (w, ) o 2

where 05 is the angle of transmission in material 2, v; (w,j) is the phonon velocity as a

sin 92 =

function of phonon frequency w, of the polarization j on the i*" side of the interface, and
0, is the incident angle. Similarly to Snell’s law, there is a critical angle above which the
probability of phonon transmission across the interface reaches zero. The collection of all
these critical angles defines a cone of transmittance, from within which there is a finite
probability of phonons transmitting across the interface.

In order to calculate the probability of phonon transmission across the interface, Little
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turned to an acoustic analog of the Fresnel equations for the transmission and reflection of
light [120]. Under this formulation, each material is prescribed an acoustic impedance, Z;,
which is the product of the materials mass density, p, and phonon velocity, v, i.e. Z; = p;v;.

The transmission coefficient as a function of incident angle is then given by [120]:

471 Z5 cos 05 cos 01
(Z1 cos Oy + Zy cos 62)2

a1 (01) = az1 (62) = (2.7)

2.4.2 Breakdown of the AMM

Outside of the continuum assumption, the major assumption of the AMM that affects
its applicability is the assumption of completely specular scattering at the interface. This
assumption will hold, in general, for very low temperatures and very low interface rough-
nesses, but will break down as either of these conditions increases. In order to provide
a rough estimate of the effectiveness of these assumptions, i.e. the percentage of specu-
larly scattered phonons, Ziman derived an approximated relation known as the specularity

parameter, Sp, given by [121]:

—16736?

where ¢ is the RMS roughness of the interface, also known as the asperity parameter, and
L is the phonon coherence length given by [33]:

_ hy

L=
kgT

(2.9)

where h is Planck’s constant, v, is the phonon group velocity, kg is the Boltzmann constant,
and T is the temperature. To illustrate the functional dependence of Sp, Figure 2.2 provides
Sp as a function of temperature for a selected variety of phonon velocities assuming an
asperity parameter of 6 = 1 nm. As a particular example, for the highest velocity phonons
in Si, vy = 8,192 m/s, impingent on an interface with an RMS roughness of 1 nm there
is a less than 1% chance of specular scattering at temperatures above 40 K. Additionally,

we can look at Sp as a function of interface roughness, i.e. the asperity parameter, for
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Figure 2.2: Specularity parameter, calculated from Equation 2.8, as a function of temperature for a variety
of phonon group velocities, vg, assuming a asperity parameter of § = 1 nm.

various temperatures assuming a phonon group velocity of v, = 10,000 m/s, see Figure
2.3. These results indicate that the AMM will only be applicable in situations of very low
temperature and very low interface roughness. For temperatures above approximately 40

K and for phonon frequencies above 100 GHz the assumptions of the AMM break down,

and the interaction at the interface is dominated by diffusive scattering [74, 122].

1 -

Specularity
Parameter - S

1 2 3 4 5 6 7 8 910
Asperity Parameter - 6[nm]

Figure 2.3: Specularity parameter, calculated from Equation 2.8, as a function of asperity parameter, ¢,
for a phonon velocity of v, = 10,000 m/s, at several temperatures.

2.4.3 Diffuse Mismatch Model

Due to the low temperature restrictions of the AMM, the most commonly referenced
model for the prediction of thermal boundary conductance across a solid-solid interface,
under the assumption of diffusive scattering, is the diffuse mismatch model developed by

Swartz and Pohl in the late 1980’s [72, 123]. By definition of its diffusive nature, the
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DMM implies that phonons® lose memory of their incident polarization and direction after
scattering at the interface. This has the implication that the probability of the energy
carried by the phonons being transmitted from material 1 to material 2, is the same as the
probability of the phonon energy reflecting from material 2 to material 1. Mathematically

this can be represented by [33]:

<1—>2 — R2—>1 -1 C2—>l (210)

where ¢ and R*™J are the probability of phonon transmission and reflection from material
i to material j respectively. As with the AMM, the major assumption that goes into the
development of the DMM is the formulation of the transmission coefficient, ¢!172.
Somewhat counter-intuitively, the transmission coeflicient of phonon flux across an in-
terface is calculated using the concept of local thermal equilibrium. Again, invoking the
assumption of small temperature perturbations, the DMM assumes a local thermal equi-
librium at the interface, i.e. T} = T5, and therefore there is no net heat flux across the
interface. Through the application of the principle of detailed balance, it is possible to

2—

equate heat fluxes from both sides of the interface, i.e. ¢l7? = ¢2>7!, and therefore solve

for the transmission coefficient (17?2 explicitly which is given by:

(on > ‘ij (kz,j)‘

- > ’Vf,f (kzj)’ +2; )Vf,jz (klvj)’ 210

The formulation of the transmission coefficient depends heavily on the assumptions invoked
in the application of detailed balance. A more thorough review of the different assumptions
and their impact on calculating hpp can be found elsewhere [124]. In the case of Equation
2.11, the primary assumptions are that phonons scatter elastically® at the interface, and that
phonons can scatter into any available phonon polarization, i.e. longitudinal or transverse.

It is important to note, that the assumptions made in the application of detailed balance,

5In reality, the formulation for hgp across an interface proposed by the DMM is applicable for phonons,
electrons, and even photons [91]. However, the majority of the time it is only applied to phonons, as it will
be the focus of our discussion.

5Tn an elastic phonon scattering process, a phonon from the film of frequency w can only transfer energy
across the solid-solid interface by scattering with a phonon in the substrate, also of frequency w.
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i.e. small temperature perturbations, isotropic phonon dispersion, etc., were the same
assumptions made in the formulation of the expression for hpp, see Equation 2.5. When
applying the DMM it is important to keep assumptions consistent for both the formulation
of hgp and ¢172.

With the established formulation of the DMM, there is a key issue that should be
pointed out. In the purely diffusive regime, the phonon transmission probability predicted
by the DMM in the limit of the same material on either side of the interface is 50%.
This may be viewed as an incorrect result of the model, but is in fact a correct description
assuming the most rigorous definition of diffusive scattering. Given an interface between two
identical materials and assuming that phonons scatter diffusely, thereby loosing all memory
of incident direction, phonons will have an equal probably of scattering in all directions, i.e.
forward and backward, and therefore the transmission probability of the incident phonon
flux will be 50%. In Chapter 2, a closer look is taken into some of the issues facing the

DMM and how the predicted values compared to experimental data.

2.4.4 Electron Transport - eDMM

When the two materials comprising an interface are both metals, it is expected that
electrons will be the dominate energy carries facilitating thermal transport across the inter-
face [75, 93]. Recall that it has been estimated that phonons contribute less than 10% to the
overall thermal transport between typical metals [75]. Therefore, formulations such as the
DMM would not be appropriate for modeling thermal transport at metal-metal interfaces.
However, there have been several series of experimental and theoretical studies that have
shown that electrons do scatter diffusely at an interface” between two metals [75, 125-129)].
The assumption of diffuse scattering at the interface is one of the major assumptions of
the phonon-mediated DMM discussed previously. This correlation lead Gundrum et al. to
develop an electron-mediated diffuse mismatch model (eDMM) to model thermal transport
across an Al-Cu interface [75].

Recalling the formulation of hgp for phonon-mediated thermal transport, see Equation

"Note: The diffuse scattering in these studies is upheld in part to do to the presence of a disorder region
at the interface, with a spatial extent on the order of a few atomic-layers.
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2.5, the development of a model for electron-mediated thermal transport, under the diffusive
assumption, is a matter of the appropriate choice of electronic over phononic properties.

Therefore, the electron dominated thermal boundary conductance, hpp e, is given by® [92]:

1 oF;

hBD,e = 4/0 (e —er1)D(e) aiTUF,1Celﬁ2 de (2.12)

where € is the electron energy, ep 1 is the Fermi energy of metal 1, D (e) is the electron density
of states (eDOS), f is the electron distribution function, 7" is the electron temperature, vp

is the Fermi velocity, and ¢! 72 is the transmission coefficient from metal 1 to metal 2. As

e
with the development of the AMM and DMM, the challenge in implementing the eDMM is
the formulation of the transmission coefficient, (}72. Recall that in the development of the
DMM, care was taken care to ensure the same assumptions were made in the derivation of
hgp and the transmission coefficient. The same restrictions are valid for the development
of the eDMM, and therefore in the formulation of the electron transmission coefficient it is
assumed that scattering is diffuse and elastic, and there is a local thermal equilibrium at

the interface. Under these assumptions, the principle of detailed balance can then be used

to formulate the transmission coefficient [92]:

/O (e — 1) D1 () fropaCl? de = /0 e —epa) Do () (L— f)vpa®' de (2.13)

Under the assumption of detailed balance, i.e. no temperature gradient at the interface,
the Fermi levels between the two metals will be equivalent on an absolute scale [92], i.e.

€r,1 = €p,2. Therefore the transmission coefficient can be written as [92]::

152 _ Dy (€) (1 — f2) vr2
‘ D1 (€) five, + Do (€) (1 — fa) vp2

(2.14)

Under the low temperature assumption, i.e. typically below a few thousand K (< 3,000 K

8Note: This is a modified version of the original eDMM proposed by Gundrum et al. to take into account
sub-conduction electrons at elevated temperatures. However, it will be shown that this formulation reduces
to the original derivation by Gundrum in the low temperature limit.
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for Cu), Equation 2.14 can be reduced and the expression for hpp . simplified to [92]:

1
hBDe = — Y1VF,17Y2VF,2 T (2.15)

4 v1vF,1 + Y20F 2

where ~; is the electron heat capacity constant, also known as the Sommerfeld constant.

2.5 Failures of the DMM in Predicting Thermal Boundary

Conductance

While the DMM is a very computationally efficient tool for understanding the funda-
mental processes of phonon transport across an interface and predicting hgp, the question
arises as to how accurate of a predictor the DMM really is? Taking a subset of experimen-
tal data from available literature and comparing the measured values of hgp along with
those predicted by the DMM, we find that the results are generally not well correlated, see
Figure 2.4. Despite a few cases where the experimental data and DMM predictions match,
in general, half of the data is over-predicted by the DMM and half is under-predicted.
Typically, the values of hgp for systems with phonon dominated thermal transport, e.g.
metal-semiconductor systems, only range from 10’s to 100’s of MW /m?K. Recalling again
Figure 2.4, we see that for the data presented the predictions are only within plus-or-minus
one order of magnitude in accuracy. With the data and the model varying by roughly the
same orders of magnitude, there is little chance of any accurate predictive calculations or
correlations between the DMM and experimental data.

Since the development of the DMM by Swartz and Pohl, there have been many attempts
at modifying the DMM in order to more accurately match experimental data. Investigations
and modifications to the development of the models [105, 122, 124, 130, 131], the role of
optical phonons [132], the accuracy of the phonon dispersion used [132-134], methods to deal
with crystal anisotropy [15, 135, 136], and the role of inelastic phonon scattering processes
[11, 12, 137-141], all have been considered as potential ways to improve the accuracy of
the DMM. While these modifications highlight important considerations that are not found

in the original development of the DMM, they are focused on modeling a specific case
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Figure 2.4: Ratio of experimentally measured hpp to that predicted by the DMM versus the ratio of Debye

temperatures of the film and substrate. The data plotted is taken from Stoner & Marris, [8] Lyeo & Cahill,
[9] Stevens et al., [10] and Hopkins et al. [11, 12].

targeted at a specific subset of data. Therefore, while the modifications appear to enable
the model to match well with experimental data for which it was developed, they are not
applicable globally, or in conjunction with each other, and the DMM has remained largely
a post-dictive tool with little accuracy as a predictive model.

To investigate potential mechanisms of failure that led to the under or over prediction
of hgp via the DMM, we turn back to its formulation. Recalling Equations 2.5 and 2.11
we notice that the majority of the variables, the phonon frequency, wy ;j (k1,;), the phonon
wavevector, ki ;, the phonon group velocity, vy ; (k1 ;), and the transmission coefficient,
¢'72, are a function of the phonon wavevector k. The relationship between all these prop-
erties can be ascertained from the phonon dispersion relation, see Figure 2.5. The phonon
dispersion in itself is a mapping relationship between the phonon wavevector k£ and the
phonon frequency w, where the phonon group velocity is taken as the slope of the disper-
sion at a given wavevector, i.e. vy, = dw/dk. Therefore with knowledge of the phonon
dispersion relation for the two materials adjacent to an interface the DMM should enable
the prediction of hgp.

What we find is lacking in Equations 2.5 and 2.11 are properties defined to quantify the
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Figure 2.5: The phonon dispersion relation for solid Argon in the directions of high symmetry at 0 K,
modeled with the lattice dynamics program, General Utility Lattice Program (GULP) [13].

9

“Interface””. ¢ 1=2

While the transmission coefficient, , gives the probability of a phonon
from material 1 transmitting to material 2, it is formulated based on the inherent, isolated,
properties of the materials on either side of the interface. As the name implies, the DMM
assumes that all phonons approaching the interface scatter diffusely, and while (17?2 gives
the probability of forward transmission to material 2, it assumes that all phonons scatter at
a single spatial location. Recalling the definition of hgp from Equation 2.4, this scattering
of phonons at the interface creates a finite temperature drop between the two sides of the
interface, see Figure 2.6a. Throughout these formulations, there is no definition of what
the “interface” actually consists of.

In the mathematical formulation of hgp in the DMM, the interface is assumed to be
an infinitesimally thin boundary between two solid materials. No spatial extent is given

to the interface, and therefore there are no inherent properties attributed to this region.

The two solids are assumed to have inherent thermophysical properties based on their

Interface is written in quotes, because there is no coherent definition as to the extent of the interface
or its properties, as will be discussed shortly.

40



Chapter 2. Thermal Transport at Nanoscale Solid-Solid Interfaces 2.6

bulk dispersions, to be in close proximity to each other, to be non-interacting, and to be
unperturbed by the presence of the adjoining solid. This means that the thermophysical
properties of the solid-solid system i.e., atomic mass, force constants, the phonon group
velocity, etc., follow a step function with the point of inflection at the interface, see Figure

2.6Db.

Properties

Location Location
(a) (b)
Figure 2.6: A solid-solid system with (a) a finite temperature drop at the interface as described by

the DMM and (b) a step function dependence on material properties, e.g. atomic mass, etc. due to the
infinitesimal physical extent attributed to the interface.

As may be expected, this is an idealized case and realistic solid-solid systems do not
behave in this manner. The closest representation of this type of system would be the
epitaxial growth of a well matched system such as TiN/MgO [142]. In reality, solid-solid
systems fabricated with more common sputtering and evaporation processes used in the
microfabrication of nanoscale devices will not form perfect interfaces. Due to the energetics
of the fabrication process, the lattice mismatch between the two solids, thermodynamically
driven interactions, etc., solid-solid interfaces can deviate greatly from the “ideal” picture.
In realistic nanofabricated devices, species interdiffusion and reaction can occur on the
order of the devices’ characteristic length scale, even at room temperature [143]. In most
cases, the realistic interface between two solids will have varying extents of interdiffusion,
amorphization, and reaction based on the nature of the materials and fabrication processes.
To better understand how the properties of the interface affect phonon transmission, we will
look at several subsets of studies and experimental data focused on particular properties
of the interface. A basic understanding of how these various properties affect hgp will be

important when analyzing the results in Chapter 7.

41



Chapter 2. Thermal Transport at Nanoscale Solid-Solid Interfaces 2.6

2.6 Interface Effects on Thermal Boundary Conductance at

Solid-Solid Interfaces

Formulations such as the AMM and DMM assume that the interface between two ma-
terials is an infinitely thin plane with no unique properties. In contrast to this, the devel-
opment of the transient thermoreflectance technique by Paddock and Eesley [144], which
will be discussed in detail in Chapters 3-4, was done in part to allow the measurement of
the thermal properties of a thin film, supported by a substrate, without the influence of the
film-substrate interface. Paddock and Eesley cite that while the thermal modeling considers
an ideal interface, in reality there are many factors that alter the properties of the interface
relative to the bulk. Over the past two decades much scientific effort has gone into better
understanding the impacts of properties in the vicinity of the solid-solid interface on hpp.
Recently, there has been several excellent reviews that have summarized these efforts, and
have highlighted some of the major issues currently facing the field of nanoscale energy
transport [91, 94, 145, 146]. Here we will briefly introduce several topics related to phonon
transport across a solid-solid interface, which will be pertinent when considering the ex-
perimental results in Chapter 7. While not an exhaustive review, a selection of theoretical
work, simulations, and experimental results are presented to provide insights on how several

key interface properties affect hpp.

2.6.1 Mismatch of Vibrational Properties

The formulation and dependence of both the AMM and the DMM relies in large part on
the transmission coefficient, given by Equations 2.7 and 2.11 for the AMM and the DMM
respectively. In either case, the transmission coefficient, in part, describes a numerical
comparison between the thermophysical (vibrational) properties of material 1 and material
2. When the vibrational properties between the materials are similar, the transmission
coefficient approaches a maximum. Conversely, when there is a large mismatch between
the vibrational properties the transmission coefficient approaches a minimum. Beyond the
considerations in the AMM and DMM, Pettersson and Mahan [147] used lattice dynamics

theory to investigate the impact of dissimilar lattice properties, i.e. atomic masses, force
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constants, and lattice constants, on hgp. Their results showed decreased conductance with
deviation from the ideal case of matching properties for both materials comprising the
interface.

Much more work has been undertaken studying the impacts of mismatched vibrational
properties on hpp via molecular dynamics. MD is ideally suited for this task due to the
ability to individually control the properties of the crystal systems. Twu and Ho [111] stud-
ied hpp between two FCC crystals defined by a Lennard-Jones (LJ) and Morse potential
respectively. They tuned the mismatch between the crystals by varying the width of the
interatomic potential well of each crystal, and found a nearly exponential decrease in inter-
face conductance with an increase in the ratio of the widths of the potential wells. Stevens
et al. [110] used the mass ratio between two Lennard-Jones FCC solids to tune the vi-
brational mismatch between the two crystals, finding that interface conductance decreased
with increasing mass mismatch as expected from the DMM theory. Similar results were
found by Wang and Liang [148] who showed a nearly linear dependence on hpp with mass
ratio. Landry and McGaughey [105] used a more complex Stillinger-Weber (SW) potential
to study hpp between Si and “heavy-Si” and also found a monotonic increase in hgp with
decreasing mass ratio. Hu et al. [149] varied the vibrational mismatch between Si and an
amorphous polyethylene polymer through the atomic spring constant in Si. This in turn
quantified the elastic modulus of the Si which varied from the baseline Si to that similar
to diamond. They found hpp decreased with increasing elastic modulus, as it increased
the vibrational mismatch between the Si and the polymer. Lyver and Blaisten-Barojas
[112] directly compared the vibrational mismatch between two LJ crystals by comparing
the calculated phonon density of states (PDOS) in each material as a function of the ratio
of LJ parameters in each material. They found that as the ratio of € increased, phonon
modes were shifted from lower to higher frequencies. Increasing the mass difference ratio
on the other hand shifted mid range frequency phonons down to the lower frequency range.
However, ultimately in both cases hpp decreased as the ratio of LJ parameters increased.

As molecular dynamics techniques have been expanded, it has become possible to find
the phonon density of states near the region of the interface. Shin et al. [150] compared the

bulk PDOS in Si and In to the PDOS in a region confined to the Si/In interface. They found
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that the PDOS in In shifted to higher frequencies locally at the interface, while the PDOS
of Si shifted towards lower frequencies. Similar redistribution of the PDOS at an interface
was found by English et al. [14], see Figure 2.7, and Liang et al. [20, 151]. The locally
modified PDOS at the interface region was later used to attempt to tune hpp through the

use of an intermediate layer, which will be the focus of Chapter 7.
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Figure 2.7: (a) Bulk occupied phonon density of states for material A (40 amu) and material B (120 amu),
with the shaded region representing the overlap in the bulk density of states. (b) Occupied phonon density
of states in the z-direction calculated from the monolayers on either side of the interface between material
A and B. Data and figures reproduced with permission from English et al. [14].

Experimentally, the variation in vibrational properties between two materials is difficult
to quantify, as there is no simple method to vary system parameters or determine the
PDOS. As a proxy for the overlap of the PDOS in two materials, Stoner and Maris [8]
used the ratio of the Debye temperatures. Using picosecond thermoreflectance to measure
hgp, they found that App decreased as the Debye temperature mismatch between the
film and substrate increased. Similar results were found by Stevens et al. [10] for metal-
semiconductor systems of interest to microelectronic device designers. Lyeo and Cahill [9]
found very low hpp for the highly vibrationally mismatched system of Bi on diamond,
but found that their measurements exceeded the conductance predicted by the phonon
radiation limit, i.e. the theoretical upper limit for thermal conductance. They attributed
this discrepancy to the possibility of inelastic phonon scattering processes, which we will

focus on next.
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2.6.2 Inelastic Scattering Contributions

Most semi-classical treatments of hgp, such as those formulated in the AMM and DMM
only consider elastic phonon interactions. Under this assumption the phonon transmission
coefficient, see Equation 2.11, is independent of temperature. Therefore, hgp is expected to
remain constant above the Debye temperature of one or both materials, depending on the
underlying assumptions of phonon interaction. To test this assumption Stevens et al. [110],
using nonequilibrium molecular dynamics (NEMD), found hpp between two mismatched
Lennard-Jones crystals as a function of temperature. Their results showed a strong linear
dependence of hgp with temperature which was attributed to inelastic'® phonon scatter-
ing. This work was further corroborated by molecular dynamics work from Landry and
McGaughey [105], Luo and Lloyd [152], Ju et al. [114], and Duda et al. [131]. The linear
dependence of hgp was supported experimentally for a wide range of material systems by
measurements of hpp at elevated temperature by Lyeo and Cahill [9] and by Hopkins et al.
[11, 12].

There have been numerous theoretical models developed and existing models modified
in an attempt to describe the contributions of inelastic scattering to the total thermal
conductance across an interface. In 2004 Dames and Chen introduced the maximum trans-
mission model (MTM) as an extreme upper bound to hpp, which included interaction of
all possible phonon frequencies on either side of the interface and therefore all inelastic
processes. Hopkins and Norris [138] proposed a joint frequency diffuse mismatch model
(JEDMM) which considered a weighted portion of the phonon spectra in the substrate to
interact with the incident phonons from the film, as a means to estimate the contributions
of inelastic scattering without specifying inelastic transmission probabilities. In an attempt
to specifically quantify the contributions of inelastic scattering on the transmission coef-
ficient of phonons at an interface, Hopkins [140] developed the higher harmonic inelastic
model (HHIM). The HHIM considers higher order phonon interactions, i.e. three-phonon,
four-phonon processes, etc., with reduced probability of each higher order event. Because

the HHIM considers only integer combination phonon process, it represents a lower bound

10Tnelastic, sometimes called anharmonic, phonon scattering involves two or more phonon which combine
(or separate) to form a phonon with a frequency that is the sum (or difference) or the incident phonons.
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to the contribution of inelastic processes. To more rigorously consider inelastic phonon pro-
cesses, of any combination, Hopkins et al. [15] further modified the HHIM to integrate the
available phonon flux over all possible combinations of n-phonon processes when calculating
the transmission coefficient. The new model, denoted as the anharmonic inelastic model
(AIM), showed that for samples with a high degree of vibrational mismatch at elevated
temperatures, higher order processes (up to 10-phonon processes) contributed significantly

to hgp, see Figure 2.8.
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Figure 2.8: (a) Anharmonic inelastic model predictions of hgp for Pb on diamond as a function of temper-
ature and n-phonon processes for n=2-17. (b) Comparison of hgp predicted from the DMM and the AIM
along with experimental data for Pb/H/diamond, Pb/diamond, and Au/diamond. Figures and data from
Hopkins et al. [15].

2.6.3 Bonding at the Interface

As discussed more thoroughly in Appendix A, the bonding between atoms contributes
in part to the behavior of phonons in a crystal. It is therefore reasonable to surmise that the
bonding between two crystal types will create a modified local dispersion with properties
inherently different than the surrounding bulk, and in turn impact hgp.

To study the impact of interface bonding on hpp, Prasher [153] developed a modified
version of the AMM, which assumes perfect contact, to take into account weaker van der
Waals forces at the interface. His results showed large deviations from the AMM for interface
adhesion energies below 200 mJ/m?, with weaker adhesion reducing hgp. Persson et al.

[154] used linear elasticity theory to study hpp across the solid-solid interface as a function
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Figure 2.9: (a) Crystal structure of the SiO2/Si system, with the Si denoted in grey and the O atoms in
red. (b) hsp at the SiO,/Si interface as a function of the length of the interface junction for both weak and
strong interfacial coupling. Figures and data reproduced with permission from Chen et al. [16].

of temperature. They found for very low temperatures, T' < 3 K, that a weakly and
strongly bonded interface transmitted phonons equally well. However, they found that at
room temperature and above, phonon transport across the interface may be reduced by a
factor of 100 or more for the weakly bonded interface as compared to the strong interface
interaction.

Using molecular dynamics simulations, Chen et al. [16] studied the impact of the
strength and physical organization of bonds on hpp at the interface between amorphous
and crystalline Si. It was found that hpp increased monotonically with increasing bonding
strength at the interface. In the limit of weak interfacial coupling, it was found that the
physical organization of the bond, i.e. bond angle and the distance between bonds, signif-
icantly impacted hgp. In contrast, in the limit of strong coupling, hgp was shown to be
nearly independent of the details of the bond structure, see Figure 2.9. A monotonic rela-
tionship between hpp and interface bond strength was also observed by Hu et al. [149] at
the interface between single-crystal Si and amorphous polyethylene using molecular dynam-
ics simulations. Shen et al. [155] investigated using MD simulations the roles of interface
boding and pressure on hpp between two Lennard-Jones FCC crystals. They found that
increasing the pressure at the interface was essentially the same as increasing the interface
bond strength, with the increased pressure stiffening the interface bonds. Therefore, in the

case of weak bonds hpp increased with increasing pressure while for the case of strong bonds
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hpp was pressure independent. Similar trends of increasing hpp with increasing pressure
were also showed by Liu et al. [156] for simulations of hgp between a single open-ended
carbon nanotube and crystalline Si.

Collins et al. [157] and Monachon and Weber [158] both experimentally studied hpp
between Al and diamond with various surface chemistry configurations on the diamond
surface to introduce different bonding conditions. Both investigated various surface pre-
treatments to the diamond substrate, including oxygen and hydrogen treatments. The
results showed that the samples that were oxygen treated had significantly higher (by a
factor of 4-5) hpp than those with the hydrogen treatment. Both groups attributed the
increased hgp to more open bonds at the interface and therefore better wetting of the
deposited Al. In a similar manner, Hopkins et al. [159] measured hpp between Al(Au)
and a functionalized single layer of graphene using time domain thermoreflectance. The
single graphene layers were functionalized with either an oxygen or hydrogen plasma prior
to deposition of the metal, to control the number of covalent bonds at the metal-graphene
interface. Their results showed increased conductance across the oxygen functionalized
interface, attributed in an increased density of covalent bonds. To more directly control
the number of covalent bonds, Losego et al. [160] investigated hpp between Au and quartz
with an intermediate layer of a self-assembled monolayer (SAM) with varying termination
chemistries. For a methyl:thiol SAM layer with varying thiol termination, hgp was shown to
increase 80% as the fraction of thiol termination (which corresponds to increasing covalent

bond density) increased from 0 to 100%.

2.6.4 Strain, Defects and Dislocations at the Interface

In the next few subsections we will discuss physical nonidealities at the solid-solid inter-
face. The major factor in determining the separation of the various phenomena into cate-
gories will be the scale of the phenomenon. In reality, the challenge is all these categories are
interdependent. Compositional inter-diffusion can be viewed as a form of roughness, and
any roughness is likely to introduce crystallographic dislocations, vary lattice strain, and
can be viewed as a form of defects. However, in an attempt to categorize the phenomena,

we will consider dislocations/defects, roughness, and inter-diffusion to be increasing scales
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of interface nonidealities, not to be confused with their importance in determining hgp.

For the smallest deviations from the ideal interface, we will consider the impacts of lattice
strain, defects, and dislocations on hgp. These are considered physically small phenomena
that are a natural product of the interaction between the two species at the interface. While
the selection of material pairs and fabrication conditions can be use to mitigate these effects,
in general these factors will almost always be present to some degree.

Kozorezov et al. [161] theoretically derived the probability of phonon transmission
between two solids with an intermediate region of material with properties differing from
either solid to act as an analog for interface defects, mixing, etc. They found that scattering-
mediated transmission is possible at high phonon frequencies, but is less frequency depen-
dent for low frequencies. Prasher and Phelan [162] created a scattering-mediated acoustic
mismatch model to account for scattering at the interface between two materials. Their
formulation was generalized to account for any non-bulk like properties at the interface
through an effective index of refraction at the interface. Meng et al. [163] studied the effect
of a strain field at the interface on phonon conductance. For low frequency phonons below
a certain cutoff frequency they found no scattering at the interface, with the magnitude of
the cutoff frequency increasing with increasing interface strain.

Using molecular dynamics simulations Stevens et al. [110] studied the impact of inter-
face defects on hpp using a Lennard-Jones solid-solid lattice structure with large lattice
mismatch, which was relaxed to form a disordered interface structure a few atomic layers
thick. Their results showed that the presence of defects at the interface reduced hgp, with
the impact of the reduction being greatest for systems with well matched Debye tempera-
tures. For highly mismatched systems, the results of added defects were not significant. Li
and Yang [17] used a combination of molecular dynamics simulations and atomistic Green’s
function calculations to determine the impact of lattice strain and the presence of vacancy
defects at the interface between Si and Ge-like crystals on hpp. For the impact of lattice
strain, Li and Yang investigated strain induced by a lattice mismatch of up to 16% and found
that hpp decreased with increasing lattice mismatch, see Figure 2.10. While the presence of
lattice strain has been shown to increase the allowed mode conversion at the interface, and

therefore hpp [147], the disorder introduced at the relaxed interface negated these effects
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Figure 2.10: (a) Relaxed Si/Ge interface formed from an 8% lattice mismatch. (b) Phonon transmission
as a function of frequency for different lattice mismatches. Figures and data reproduced with permission
from Li and Yang [17].

and reduced the overall phonon transmission, agreeing with the results of Stevens et al.
[110]. Additionally Li and Yang studied the affects of two atomic layers at the Si/Ge-like
interface with randomly distributed spherical vacancy defects of varying size and distri-
bution. The simulations showed that the defect size had a larger impact than the defect
density, with the transmission of low frequency phonons being the most impacted. When
the defect size was large enough, the changes to phonon transmission due to the defects
were greater than the effects of the lattice mismatch. Duda et al. [164] investigated how
the size and distribution of impurity atoms near the solid-solid interface of Lennard-Jones
materials impacted hpp. In general, their findings in both cases showed a trend to reduce
hgp with increasing impurity distribution and mass. Their results did show increased hgp
for impurities with a mass that was the mean between the constituent masses, however un-
certainty in their results make that claim inconclusive. Ju and Liang [165] used molecular
dynamics and wave packet simulations to study the effects of grain boundary twists between
Stillinger-Weber Si on hpp, for twist angles between ~ 12 — 37°. The hpp across the grain
boundary interface was found to decrease with increasing twist angle and was attributed to
increased grain boundary energy with increasing twist.

Hopkins et al. [166] experimentally studied the effects of ion implantation on hgp be-
tween Al/Si and Al/AlyOs systems. They found an order of magnitude reduction in hpp

for the highest ion dose (5.79x10'7 protons/cm?) in both systems, which was attributed
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to increased surface roughness, near surface damage, and bond breaking. Compared to the
baseline samples, they found a large drop in hgp for even the smallest ion dose (5.79x10'*
protons/cm?). Additionally Hopkins et al. [167] measured hpp across the Al/GaSb and
GaSb/GaAs interfaces for GaSb grown to promote varying densities of threading dislo-
cations (5 x 10 — 5 x 10® dislocations/cm?). It was found that hpp decreased across
both interfaces with increasing dislocation density. In contrast to Hopkins et al., Hanisch-
Blicharski et al. [168] found no difference in the hpp for a Bi/Si system with and without
misfit dislocations at the interface. One possible explanation for the independence of hpp is
the Bi/Si system had nearly 5 times fewer dislocations as compared to the work of Hopkins
et al. Additionally the Bi/Si system has a high degree of vibrational mismatch (Debye ratio
= 0.19) compared to the Al/GaSb/GaAs system from Hopkins et al. (Debye ratio of 1.48

and 0.74 respectively), which may mask the effects of the misfit dislocations.

2.6.5 Roughness at the Interface

We will generally define a rough interface as one in which the interface is not planar,
but where there is still a sharp'' compositional gradient from material 1 to material 2.
Quantifying the degree of roughness is generally accomplished via two quantities: 1) the
root mean square (rms) roughness of the interface and 2) the correlation length. Either
parameter on its own provides an incomplete picture of the surface roughness. Because
the rms roughness is an average deviation from the mean plane, the same rms roughness
can be accomplished by either very large deviations sparsely populated in the horizontal
direction, or many smaller deviations in the same surface area. To add clarification, it is
also usually helpful to consider the correlation length, which in the direction parallel to the
interface is a measure of the average distance between similar features. Prior to depositing
the film the surface roughness can be measured via microscopy techniques such as atomic
force microscopy (AFM) [169]. After the film is deposited, the interface roughness can be
characterized by X-ray techniques such as X-ray reflectivity (XRR) for rms roughness and

X-ray diffuse scattering (XDS) for surface roughness and correlation length [170].

HYWe can see how categories are difficult to define as the difference between a rough interface and one that
is compositionally inter-diffuse is a matter of semantics in the definition of sharp. Much more research will
have to be conducted to determine if there are distinct trends delineating rough from inter-diffuse interfaces.
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There have been a number of studies that have focused on the theoretically determined
contributions of atomic level interface roughness to variations in the transmission of phonons
across an interface, and therefore hpp. In the early 1990’s Kechrakos [171, 172] studied
the transmission of elastic phonons, specularly and diffusely scattered, across the interface
between two crystals with an atomic level roughness on the order of one monolayer using
a simplified lattice dynamics approach. They showed an increase in interface conductance
across all temperatures, as high as a factor of 3 above the perfect interface for vibrationally
mismatched materials above the Debye temperature. Kazan [122] created a modified version
of the phonon transmission coefficient based on the morphology of the solid-solid interface
to weight the probability of specular and diffuse scattering and bridge the gap between the
AMM and DMM. He found in general that the conductance between two solids with similar
vibrational properties increased with increasing rms roughness. Conversely when the two
solids have highly dissimilar vibrational properties, thermal conductance is increased only
for low rms roughness.

Using Green’s function methods, Fagas et al. [173] studied the transmission of elastic
phonons across a disordered atomic monolayer between two perfect crystals, which was
tuned by varying the mass of the atoms in the disordered layer. They found that the
phonon transmission was a function of phonon frequency and the correlation length of the
disordered region. Zhao and Freud [174] used a Green’s function method to determine the
scattering and transmission of phonons at the atomically rough interface between two FCC
crystals, with phonon dispersions approximately equal to that of Si and Ge. They found
that the proportion of specular scattering, as compared to diffuse scattering, was strongly
dependent on the interface roughness and only weakly dependent on the correlation length.
In contrast, they found that the overall phonon transmission across the interface was gen-
erally independent of both the interface roughness and the correlation length. Additionally,
Tian et al. [18] combined Green’s function methods with density functional theory (DFT)
to calculate phonon transmission and phonon conductance across an ideal and roughened
Si/Ge interface, see Figure 2.11. They found that the conductance across the interface can
be increased when the thickness and profile of the interface roughness is properly controlled.

Molecular dynamics simulations have also been utilized to study interface roughness
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Figure 2.11: Phonon transmission from Si-to-Ge (a) and thermal conductance from Si-to-Ge (b) based on
Green’s function calculations using DFT force constants from Tian et al. as a function of the thickness of
the roughened interface layer. Figures reproduced with permission from [18].

effects on hpp. Sun and Murthy [104] used the molecular dynamics wave-packet method to
study the transmission of phonons across the Si/Ge interface for an ideal interface, an inter-
face with random roughness, and an interface with roughness organized in a regular pattern.
The phonon transmission was shown to be a strong function of frequency compared to the
interface roughness. For the ideal interface, the transmission predicted by the simulations
agreed well with the expected values from the AMM. For the roughened interfaces, trans-
mission decreased with increasing phonon frequency with the transmission for the regularly
roughened interface showing complex mode conversion. Zhou et al. [175] used MD to study
hpp between Al and GaN for regularly arranged interface patterns including rectangular,
sinusoidal, and triangular morphologies. Their results showed that when bonding at the
interface between the two species was weak, and the correlation length between features
long, that hgp was proportional to the surface area of the interface which increases with
increasing surface roughness.

Experimental studies of hgp dependence on surface roughness have also been under-
taken. Hopkins et al. found hpp decreased as a function of interface roughness in an
Al/Si system for roughness caused by both chemical etching of the substrate prior to Al
deposition [176] and the growth of quantum dots on the Si surface [177]. For quantum dot
roughening on the order of 4 nm, they found a decrease in hpp on the order of 1.6 times

compared to the case of no quantum dots. Chen and Hui [178] found decreased thermal
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conductivity in thin Au layers on Si(100) substrates with high Si surface roughness. The
reduced thermal conductivity was attributed to increased electron scattering near the in-
terface and increased grain-boundary scattering due to small grain sizes, caused by limited

adatom mobility during Au deposition.

2.6.6 Compositional Inter-diffusion at the Interface

Similar to interface roughness, the degree of compositional inter-diffusion at the solid-
solid interface can also impact hgp. While it is difficult to provide a clear definition of
the delineation between roughness and inter-diffusion, generally the spatial extent of inter-
diffusion is larger than the surface roughness. In addition, inter-diffused species will intermix
as opposed to conformal mapping of a film on a rough surface and can form compounds.
Therefore, while the interface roughness was quantified by the rms roughness and the co-
herence length, the inter-diffused region will be quantified by the width of the mixed region
and the compositional profile of the species throughout the region.

Theoretically, the treatment of disorder between two solids was treated as an extension
of the DMM by Beechem et al. for crystalline [179] and non-crystalline [180] interphase
layers. The former treated the inter-diffused region as a virtual crystal layer with properties
based on the weighted average of the constituent material properties. The latter used a
similar formulation, but considered the inter-diffused region as a non-crystalline (disordered)
layer. The results of the modified version of the DMM agreed reasonably well with the
experimental data with which it was compared.

Li and Yang [17] used a combination of MD simulations to create the relaxed crystal
structure, and atomistic Green’s function calculations to determine the phonon transmission
across the interface between Si and Ge-like materials with a Si/Ge alloy layer of varying
thickness at the interface. Their results showed a reduction in the phonon transmission
across the alloyed layer with increasing layer thickness, and the disappearance of peaks
in the transmission for certain phonon frequencies which they attributed to phonon mode
conversion, see Figure 2.12. The hgp was also reduced with increasing layer thickness with
a 50% drop for an alloy layer thickness of 1 nm.

Using nonequilibrium molecular dynamics simulations Twu and Ho [111] investigated
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Figure 2.12: (a) Alloyed Si/Ge layer created via melting and quenching of the interface region with an 8%
lattice mismatch. (b) Phonon transmission as a function of frequency for different thicknesses of the alloyed
region. Figures and data reproduced with permission from Li and Yang [17].

hpp across the interface of two FCC crystals with the crystal systems being described by
a Lennard-Jones and Morse potential on either side of the interface respectively. An inter-
diffused region of varying thickness and compositional disorder was added between the two
crystals, and it was found that in all cases hgp was reduced as compared to the perfect
interface. In contrast, Stevens et al. [110] found an increase in hgp between dissimilar LJ
solids by a factor of 1.4-1.8 for alloy layers between 2 and 20 atomic planes in thickness. It
should be noted in the work of Twu and Ho the alloy layer had random mixing, while in the
work from Stevens et al. the atoms in the alloy layer were systematically arranged. Choi et
al. [181] used more realistic potentials and parameters to calculate the thermal conductance
across atomically clean and disordered Al/Si interfaces via NEMD. Their results showed
decreasing hgp with increasing disorder, and attributed the reduction to increased phonon-
phonon scattering. In contrast once again, Zhou et al. [175] found that a disordered layer of
2.9 nm between Al and GaN increased hpp by a factor of 1.6. They attributed the increase
in hpp to a phonon bridging effect, which was proposed by English et al. [14] and later
by Liang and Tsai [20]. More details of this phonon bridging effect will be discussed in
Chapter 7.

Hopkins et al. [182, 183] experimentally measured hpp for a Cr/Si system as a function

of inter-diffusion layer thickness, which was created via backsputtering etching and heat
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treatment of the Si substrate prior to the deposition of Cr. Their results showed a reduction
in hgp as large as 40% for a diffusion layer thickness of ~ 15 nm. The results showed a
dependence on both the width of the inter-diffused region and the slope of the compositional

change between Cr and Si.

2.7 Chapter Summary

In this chapter the primary energy carriers of thermal energy in different material sys-
tems were discussed as well as some of the modeling techniques used in an attempt to
model hgp. To highlight some of the current work in the field a brief review of literature
was presented focused on various properties of the interface that can potentially alter App.
It would appear from the review of the subsets of literature focused on hgp, that hgp is in
fact impacted by many different variables. In part this is true, with in essence hgp being a
complex function of the physical structure of the solid-solid interface. The important take
away from this review is that while hpp is impacted by many interface features, all these
properties are interconnected and it is important not to necessarily consider each property,
but rather decide which has the most dominate impact on hgp. For example, for highly
dissimilar materials the vibrational mismatch has the greatest impact on hgp overshadow-
ing the contributions of crystal defects. Therefore, when analyzing and interpreting data it

is important to consider which features will most directly impact the results.
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3.1 Introduction

In this chapter we will detail the components and configurations of the pump-probe
thermoreflectance system used in the University of Virginia Nanoscale Energy Transport lab
and in support of this dissertation. While the major components of the thermoreflectance
system itself were in place and operational when I began my study at UVa it has been one
of my primary goals during my time as a graduate student to improve the performance
of the system, provide standards for consistent operation, and introduce methodologies to
reduce the time needed to realign the system after laser maintenance or other changes to
the system optics.

In an effort to achieve these goals, a series of improvements were implemented to both

the physical design of the experimental system and the formulation and methods of deducing

o7



Chapter 3. The Experimental System 3.1

thermophysical parameters of interest from the experimental data. Chapters 4-6 will cover
the details of the improvements to the analytic side of the experiment including improved
computational models, methods for increasing the accuracy and efficiency of the modeling
process, and methods to ensure robust statistical treatment of the data. In this chapter, the
focus will be on the physical improvements and configuration of the experimental system.

After learning to operate and maintain the thermoreflectance system for a few years 1
was fortunate to have the opportunity to make a major upgrade to the experimental system.
Physically this included breaking the system down and moving to a new location, adding
optical table space, improving the infrastructure for the ancillary equipment, building a
partitioning wall for increased laser safety, improving the electrical service, and improving
the HVAC management of environmental conditions. For the laser system itself, the layout
and design of the system was reconfigured to include improved thermal management of
the primary laser systems, doubling of the temporal capacity of the pump-to-probe delay,
implementation of a colinear pump-probe geometry, adding CCD imaging capability of
the sample surface, installing xyz motion control of the sample stage for alignment and
raster scanning, and implementation of a continuous flow cryostat system for temperature
dependent measurements. One of the primary goals of the redesign and re-implementation of
the thermoreflectance system was to make the system versatile, allowing the experiment to
be switched from a low-rep to a high-rep configuration with minimal optical realignment, the
ability to switch between a down-probe and side-probe configuration for room temperature
and temperature dependent measurements via the cryostat respectively, and to minimize
the system down time after laser realignment or other system maintenance and repair.

In this chapter a brief introduction into the history and fundamental properties of the
pump-probe thermoreflectance technique are provided to assist in the understanding of the
modeling methods used to deduce nanoscale thermophysical parameters, see Chapters 4-
6, and the experimental studies conducted, see Chapter 7. The more specific design and
implementation of the pump-probe thermoreflectance system used in this work and housed
in the Nanoscale Energy Transport Lab at UVa is also provided. Traditionally, there is very
little information on the details of the setup and operation of thermoreflectance experiments

that makes its way into literature making for a steep learning curve in the operation and/or
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setup of such a system. It is the goal of this chapter to provide a useful guide on the
background, setup, and operation of the thermoreflectance experiment so that this work
can be duplicated and/or extended without each new generation having to start from the

beginning and learn from experience and mistakes alone!.

3.2 Optical Methods for Thermal Measurement

As highlighted in Chapter 1, as the nanotechnology revolution continues structures in
technologies ranging from the most basic home computer to advanced computational sys-
tems are continually decreasing in size and operating at ever-increasing frequencies. Ther-
moelectrics [184], thermal interface materials [28, 185], optical storage media [186], and
solid-state transistors [187] all have device dimensions equal to, or smaller than, carrier
mean free paths (MFPs) at room temperature. Some such devices, like high electron mo-
bility transistors [188] and quantum dot cascade lasers [189] not only employ structures
at these length scales, but also operate within or above the terahertz frequency regime.
Measurement of thermophysical properties in such systems requires a measurement system
with both fine temporal and spatial resolution.

For solid materials, the opto- and electro-mechanical properties that are observed, e.g.
refractive index, resistance, dielectric constant, etc., arise from the interaction of the lattice
and electronic structure that comprise the solid. The measurement and characterization
of these phenomena have been completed using a variety of techniques [190]. Properties
such as electrical resistance and dielectric constant [191] can be determined using electrical
characterization techniques. Electrical techniques can be used because the signals generated
during the characterization fall within the bandwidth of electronic measurement devices.
The resolution or band-width of electronic measurements, determined by the RC time con-
stant of the system, is such that when the measured (material) response is much slower
than the time constant, the measurement can be accurately determined by the experiment.

If signals received by the electronic components are much faster than the RC time constant,

T have made plenty mistakes along the way in my understanding of thermoreflectance and would be
only happy, if others can avoid them and/or learn from them to be able to take the system further than I
ever could.
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the signals will be quickly damped out by the electronics and the signal will be lost. This
limitation sets a lower bound to the timescale that electronic devices can measure of about
0.1 ns (10 GHz) [192]. In order to measure signals generated by processes on sub nanosecond
time scales, non-electrical methods must be utilized.

Advances in laser technology have made optical pump-probe spectroscopy an attractive
choice for the measurement of thermophysical properties in systems with micro- and nano-
scale feature sizes. Modern pump-probe spectroscopy systems typically operate utilizing
an ultrafast? laser system which provides sub-picosecond temporal resolution. The lateral
spatial resolution is given by the diffraction limited spot size of the focused laser beam
(on the order of microns) and the depth resolution is typically on the order of nanometers
determined by the thermal penetration depth. Optical techniques are ideally suited for
investigation of nanoscale thermal properties as they require no physical heaters and/or

temperature sensors and can work through optically transparent system environments.

3.2.1 Photothermal Techniques

The primary purpose of pump-probe spectroscopy is the detection of thermal waves
within a medium. Any time there is periodic excitation of a solid medium, thermal waves
are created [193, 194]. While for pump-probe spectroscopy the source of excitation is laser
energy, thermal waves in non-contact systems can be created by many periodic sources
ranging from electron beams to chopped sunlight. The thermal waves generated by the
periodic source leave the heated region as diffusive critically damped waves traveling only
a few wavelengths before losing most of their intensity [195]. As these waves propagate,
they interact with thermal features® in the material causing the thermal waves to scatter
and reflect. Thermal features arise from variations in the local lattice structure caused by
impurities, vacancies and other defects. These lattice disruptions can greatly affect thermal
transport properties, such as thermal conductivity, but have a negligible effect on local

optical and elastic parameters due to statistical averaging over a large number of lattice

2Ultrafast laser systems typically refer to systems with pulse widths on the order of attoseconds to
nanoseconds (107% — 107 %s).

3Thermal features are defined are regions in an otherwise homogeneous surrounding which exhibit vari-
ations in thermal parameters such as density, specific heat, and thermal conductivity [195].

60



Chapter 3. The Experimental System 3.2

bonds.

Several methods have been developed for the detection of thermal waves [194], these
methods include: 1) gas-microphone photoacoustic detection, 2) photothermal measure-
ment of emitted infrared radiation, 3) optical laser beam deflection, 4) interferometric and
optical detection of thermoelastic surface deformations, and 5) piezoelectric detection of
thermoacoustic signals. One of the earliest methods developed for the detection of thermal
waves was photoacoustic spectroscopy [196]. The premise of this technique is based in part
on the work by Alexander Graham Bell in 1880, who detected an audible signal from a solid
in a closed gas cell when a periodically interrupted beam of sunlight was impingement on
the surface [197]. Modern techniques use a gas microphone to inspect local surface tem-
peratures by monitoring variations of gas pressure in a closed photoacoustic cell as a result
of periodic conduction from the sample surface to the gas. While the photoacoustic tech-
nique works well for samples with thicknesses in the micron range, the limit of modulation

frequencies in the range of 10s of kHz limits the applicability for thinner samples.

3.2.2 Femtosecond Thermoreflectance Techniques

With new advances in the development of picosecond and femtosecond laser systems in
the early 1980’s, a combination of high repetition rates and small pulse durations allowed
for the investigation of thinner samples and faster thermal phenomena. Paddock and Eesley
[144] are credited with implementing the first modern transient thermoreflectance system
for measuring diffusive thermal properties. Their implementation utilized two pumped ring
die lasers with a pulse width on the order of 8 ps and a 246 MHz repetition rate to measure
the thermal diffusivity of metal films on the order of 100 nm in thickness, independent of the
properties of the supporting substrate. Over the past several decades many improvements
have been made to the original system configuration to improve the accuracy, resolution, and
ease of implementation of the thermoreflectance experiment. The basic principles behind

the thermoreflectance technique however, have remained relatively unchanged.
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Basics of Pump-probe Thermoreflectance Spectroscopy

In general, the pump-probe thermoreflectance technique uses an ultra-fast pulsed laser
source split into a high intensity pump beam which imparts a time varying heat flux on a
sample surface, and a lower intensity probe beam that interrogates the surface temperature
as a function of time through the temperature dependent changes to the optical reflectance?
of the sample surface. Because of the dependence in the thermoreflectance experiment on
the relationship between the temperature and optical properties of the material, metals
are always used as the top layer in a thermoreflectance sample. The metal film can be
a primary component of the sample system or a thin layer to act as a thermal transducer
only. The change in optical reflectance of the metal surface with temperature is given by the
thermoreflectance coefficient, dR/dT. For a given metal, the thermoreflectance coefficient
will be dependent on the electron band structure of the metal and the incident photon
wavelength. Typical thermoreflectance coefficients are on the order of 107* — 10~ for
most metals. More details on specific thermoreflectance coefficients for metals and photon
wavelengths of interest in pump-probe thermoreflectance experiments can be found in [198].

A schematic of the major components in a pump-probe thermoreflectance system is
shown in Figure 3.1. After the output from the initial laser source is split, the impulse-train
of pump pulses is further modulated by an optical modulator to impart a “heat frequency”
to the system and allow for a lock-in detection scheme for increased signal-to-noise. The
frequency at which the pump beam is modulated is a function of the original repetition
frequency of the laser system and will determine several properties of the thermoreflectance
analysis as will be discussed in further detail in Chapter 5. Typically, thermoreflectance
experiments are separated into two categories based on the repetition frequency of the
laser system. Laser repetition frequencies in the kHz regime are typically denoted as low-
rep systems, while systems with repetition frequencies in the MHz regime are denoted as
high-rep systems. The major difference between the two types of systems will be whether
it can be assumed that after thermal excitation due to a single laser pulse, the system
returns to thermal equilibrium before the arrival of the next laser pulse. While there is

no agreed upon nomenclature established in the nanoscale thermal community, for the

4See Appendix B for brief discussion on the difference between reflectance and reflectivity.
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Figure 3.1: Basic schematic of the primary components of the pump-probe thermoreflectance experimental
system.

purposes of this dissertation the low-rep configuration of the experiment will be denoted as
the transient thermoreflectance (TTR) experiment, while the high-rep configuration will be
denoted as the time-domain thermoreflectance experiment (TDTR). When the discussion
of a particular topic is independent of the laser repetition rate, the system will be described
as the TTR/TDTR experiment.

The length of the probe path is varied using a mechanical delay stage to provide temporal
resolution of the surface temperature decay from the time of the arrival of the pump pulse,
to typically on the order of a few ns after the initial heating event. The resolution of
typical commercially available delay stages is on the order of microns. This translates into
a temporal resolution of on the order of a few femtoseconds, which is typically much less
than the duration of the lases pulses. Therefore, the laser pulse width is the limiting factor
determining the temporal resolution of the thermoreflectance technique. The laser pulse
width will then determine the different types of thermal phenomena that can be deduced

from the thermoreflectance experiment.

3.2.3 Energy Transport/Conversion Following Pulsed Laser Heating

As discussed in more detail in Chapter 2, the primary energy carriers in solids are

electrons and phonons. From the theory of wave/particle duality we know that these carriers
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can be treated as either particles or waves. The choice of how we analyze these energy
carriers depends on both the length and time scale of interest. In the regime of thermal
transport, the shortest time scale that is generally of interest is the time between energy
carrier collisions, 7., also known as the mean scattering time. The shortest length scale of
interest is typically the collision length, I, also known as the mean free path®. Traditionally,
the dominant phonons that contribute to thermal transport have been considered to have
MFPs on the order of 10-100 nm at room temperature [78]. However, recent advances in
simulation and experimental methods have shown that phonons cover a much longer MFP
spectrum, with the majority of thermal energy being carried by phonons with MFPs greater
than 1 pm [199, 200]. Classically, the mean free path and the time between carrier collisions

is related through the carrier velocity [33]:

le = vTe (3.1)

Carrier velocities are typically on the order of ~ 10%, ~ 103, and ~ 10% m/s for free electrons,
phonons, and photons respectively [33]. Excited carriers typically require on the order of
5-20 collisions to reach a local thermal equilibrium [201]. This is characterized by the
relaxation time, 7., and the volume in which the local thermal equilibrium can be defined
is related to the relaxation length, [, [201], see Figure 3.2. The relation between relaxation
time and length, and the physical and temporal constraints of the system of interest will
determine the type of carrier modeling required to describe the system.

When the length and time scales of the system are much shorter than the relaxation
length and time, i.e L < [, and t < 7., the wavelength of the carriers must be taken into
account and the transport described by wave mechanics. When the length of the system is
on the order of the relaxation length, i.e L ~ [, and the time scale is much greater than
the relaxation time, i.e. ¢t > 7,. the carrier transport is ballistic and no thermal equilibrium
can be defined. When the system length is much greater than the relaxation length, and
the system time is on the order of the relaxation time, i.e. L > [, t =~ t., a local thermal

equilibrium can be defined, but time-dependent properties must be used. Under these

5Note: The scattering time and scattering length are both statistical quantities, and represent the
average time or distance an energy carrier will travel between collisions respectively.
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Figure 3.2: Schematic defining and comparing the relaxation and collision length of energy carriers. For
a collection of carriers, e.g. electrons, phonons, photons, the mean free path is the average distance be-
tween scattering events. The relaxation length is the length required to reach thermal equilibrium. Note:
Perspective is for illustration only. In reality mean free paths can be orders of magnitude longer than the
average carrier separation.

conditions, transport is modeled utilizing the Boltzmann transport equation. When both
the length and time are much greater than the relaxation length and time respectively, a
thermal equilibrium can be defined in both space and time, and therefore carrier transport
can be model with classical conduction laws, e.g. Fourier law for phonons and Ohm’s law
for electrons [201].

As mentioned previously, the focus of experiments in this work is on non-contact methods
of measuring thermal properties, specifically using an ultrafast laser system interacting with
a metal film. In the analysis of laser heating of the metal, we can consider 4 primary time-
frames: 1) the deposition of laser radiation energy into the electron sub-system of the metal,
2) the thermalization of the electron sub-system from a non-equilibrium to an equilibrium
state, 3) the exchange of energy between the electron and phonon sub-systems, and finally
4) the diffusive propagation of thermal energy through the system, see Figure 3.3.

For laser wavelengths in the UV to near IR range, the radiation energy interacts with the
metal through the excitation of free/bound electrons and electron-phonon interaction. For
lasers with pulse durations in the sub-picosecond range, the electrons are initially in a highly
non-equilibrium state immediately after laser absorption [202, 203]. The electron sub-system
thermalizes through two potential processes which occur simultaneously, see Figure 3.4. The

most general case is the collision of the excited electrons with other excited electrons and
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Figure 3.3: Schematic depicting the 4 primary time frames of ultrafast laser interaction with metals, 1) the
deposition of laser radiation energy into the electron sub-system of the metal, 2) the thermalization of the
electron sub-system from a non-equilibrium to an equilibrium state, 3) the exchange of energy between the
electron and phonon sub-systems, and 4) the diffusive propagation of thermal energy through the system.

electrons near the Fermi level [204-208]. The second path of electron thermalization is
through ballistic transport of electrons through the metal film. Assuming that the ballistic
electrons travel at the Fermi velocity®, which for typical metals is on the order of vp = 1x10°
m/s [206, 209, 210], during the pulse duration (~100 fs) the ballistic electrons will travel
100 nm into the film.

The electron thermalization time, 7., can be experimentally determined using time-
resolved two-photon photoemission spectroscopy [211]. The experimental results show gen-

eral qualitative agreement with the electron thermalization time derived from Fermi liquid

128 Er \?
. = 2
K 7r2\/§wp (E — EF) (32)

where w), is the plasma frequency of the metal and EF is the Fermi energy. Equation 3.2

theory given by [32, 192]:

provides an upper bound for the e-e scattering rate in metals, with real scattering rates being
much more complex due to electronic band structure and electronic screening [212]. The
main focus being that the e-e scattering time is proportional to density of electrons in the

conduction band [212]. This has been experimentally demonstrate in Cu(100), Cu(110),

5The Fermi velocity, vr, is related to the Fermi energy, Er, through the classic kinetic energy relation-
ship, Ep = 1/2mvf [32]
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Figure 3.4: Schematic describing the distribution of electrons and the interaction of the laser and mate-
rial system (a)-(b) after pulse deposition but before electron-electron thermalization and (c)-(d) after the
thermalization of the electron sub-system.

and Cu(111), with scattering times ranging between ~ 5 — 75 fs depending on electron
excitation levels [213]. Once the electron sub-system has relaxed to an equilibrium Fermi-
Dirac distribution a well-defined electron temperature, T,, can be used to describe the
electron system [204-206].

In comparison to the phonon sub-system, the electron sub-system has a relatively small
heat capacity and therefore while the thermal input of the laser may only raise the lattice
temperature of a sample by a few degrees Kelvin over the course of a measurement, during
the initial non-equilibrium period shortly after laser heating the effective electron temper-
ature can be on the order of several thousand Kelvin. Assuming that the pulse duration

is very short and can be assumed to be instantaneous, and in the absence of any thermal
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coupling or diffusion, the peak electron temperature, T¢ max, is given by [214]:

2(1—R)J
Te max — - < - Tg .
, \/ = (33)

where R is the reflectance of the metal, J is the incident laser fluence, d is the radiation pen-
etration depth, « is the electron heat capacity or Sommerfeld constant, and T, is the initial
temperature of the system. The high temperature electron sub-system, T, couples its en-
ergy to the low temperature phonon sub-system, T},, through a series of scattering events at
a rate that is proportional to the electron-phonon coupling factor, G. The electron-phonon
coupling factor is dependent on several system properties including film thickness and grain
size [215], contributions of inter- and intraband excitations [21, 216, 217], contributions of
ballistic electron transport and substrate effects [96, 218], and the excitation of d-band elec-
trons at high temperatures [219]. Examples of experimentally measured electron-phonon
coupling factors are on the order of G ~ 4 x 10'® W/m?K, G ~ 12 x 106 W/m3K, and
G ~ 22 x 10'® W/m3K for Au, Cr, and Al respectively [215].

The interaction of the electron and phonon sub-systems due to the nonequilibrium tem-
perature introduced during the ultrashort laser heating of the metal film, can be described

by the two-temperature model (TTM) first proposed by Anisimov in 1974 [220], and given

by:
@@giﬁ:—equu+ﬂ%w (3.42)
Cy (1) T = GIT.~ T, (3.40)

where C, is the temperature dependent electron heat capacity, given by vT,, G is the
electron-phonon coupling factor, C, is the temperature dependent heat capacity of the
phonon sub-system, i.e. the lattice, and S is the source term which describes the energy
absorbed by the laser. The time constant for the electron and phonon sub-system to reach

thermal equilibrium, ¢, is given by [221]:

C.C, C.
= e e 3.5
= (C.+C)G G (3:5)
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Typically electron-phonon relaxation times have been found to be on the order of 1’s to
10’s of picoseconds [215, 221-224].
Once the electron and phonon sub-systems have reached thermal equilibrium the thermal

transport can be described by the parabolic one step (POS), given by [221]:

o _ 2 ( o7,

ot = s kfeqaz) + S(t) (3.6)
The POS is a special form of the standard heat diffusion equation and is generally applicable
for lasers with pulse durations in the pico- or nanosecond regime and/or when considering
thermal transport after the electron and phonon sub-systems have reached thermal equi-
librium. Even though the measurements completed in this dissertation were performed
with a femtosecond laser system, the primary interest was in diffusive phononic transport.
Therefore the analysis was completed using thermal models of the form of the POS, with
considerations restricted to times greater than ¢ > 100 ps after laser excitation. Much more

detail on the thermal analysis is provided in Chapter 4.

3.3 The General System and Components

To begin the discussion of the physical experiment, a full schematic of the TTR/TDTR
system in the University of Virginia Nanoscale Energy Transport lab is shown in Figure
3.5. The system is centered around a Coherent Ti:sapphire ultrafast laser oscillator, MIRA,
and an ultrafast regenerative laser amplifier, RegA, both of which are optically pumped
by a solid-state Coherent VERDI. To provide a robust description of the thermoreflectance
system we will walk through the primary beam paths and highlight the major components,

detailing their purpose and functionality as part of the system as a whole.

Pump Laser - VERDI

The primary laser power source to pump the Ti:sapphire lasers is a Coherent VERDI
V18 (18 W) diode-pumped solid-state (DPSS) laser”. The VERDI itself is a pumped laser,

"The VERDI V18 is an upgrade from the original system configuration, replacing two VERDI DPSS
lasers, a V5 (5 W) and V10 (10 W), that pumped the MIRA and RegA respectively.
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utilizing dual diode assemblies (Fiber Array Package - Integrated, FAP-I™), producing on
the order of 40 W each at a wavelength of 808 nm to pump a ring laser configuration in the
VERDI laser head. The primary gain medium in the laser head is a Nd:YVO, (neodymium-
doped yttrium orthovanadate, a.k.a vanadate) crystal producing 1064 nm output which is
then frequency doubled by a birefringent lithium triborate (LBO) crystal to produce the

final output of 532 nm at a power of 18 W.

Ultrafast Oscillator - MIRA

The 18 W power output of the VERDI DPSS laser is used to optically pump both the
MIRA and RegA systems. A beam splitter located in the MIRA is used to split the incoming
laser power into 8 W and 10 W to pump the MIRA and RegA respectively. The MIRA is a
modelocked ultrafast Ti:sapphire laser oscillator with a tunable output wavelength between
710-910 nm. The MIRA emits a train of laser pulses with a temporal width on the order
of 200 fs, at a nominal repetition rate, or rep-rate, of 76 MHz (approximately one pulse
every 13.2 ns). For our configuration the wavelength was centered at 785 nm providing
an individual pulse energy on the order of 6-13 nJ per pulse®. The laser output from the
MIRA has two potential paths: 1) using a pair of indexing mirrors the MIRA beam can
be used directly for the high-rep rate configuration of the thermoreflectance experiment or
2) the output is seeded into the regenerative amplifier for amplification to be used in the
low-rep rate configuration. The latter path is the one we will continue to follow as it is the
configuration the system is in the majority of the time and the configuration used primarily

in this work.

Regenerative Amplifier - RegA

The remaining 10 W from the V18 is used to optically pump the Ti:sapphire regenerative
amplifier, RegA. The RegA increases the laser energy from on the order of nJ’s per pulse,
to on the order of uJ’s per pulse. The RegA emits a train of laser pulses with a temporal

pulse width on the order of 200 fs”, at a repetition rate between 10 kHz - 300 kHz. For our

8The power output of the MIRA is in large part a function of the quality of the cavity alignment, which
can vary significantly.

9Prior to the compression stage in the RegA, the pulse width is on the order of 40 ps, and can be
compressed to on the order of 200 fs.
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experiments the repetition rate was set at the maximum of the gain curve, or 250 kHz (one
pulse every 4 us).

The RegA amplifies the energy of the incoming MIRA pulses seeded into the RegA
cavity by first passing the MIRA pulses through a Faraday isolator. The Faraday isolator
allows the MIRA pulses to be seeded into the cavity without optical feedback back into the
MIRA and allows the amplified RegA pulses to leave on an alternate trajectory without
attenuation. A single MIRA pulse is allowed into, or out of, the cavity using a TeOq
(tellurium dioxide) acousto-optic cavity dumper which uses a high frequency RF driver to
send acoustic waves into the TeOy crystal via a piezoelectric transducer (lithium niobate,
LiNbO3), changing the index of refraction. Prior to injection of the MIRA pulse, or shortly
after the ejection of the previous pulse, lasing in the RegA cavity is suppressed by a TeOq
acousto-optic Q-switch. Suppressing lasing in the cavity allows energy to build up in the
Ti:Sapphire crystal. After injection, the MIRA pulse is amplified making 20-30 round trips
within the RegA cavity before being ejected by the cavity dumper. After leaving the RegA
cavity via the cavity dumper and through the Faraday isolator, the pulse width of the
amplified pulse is on the order of 40 ps due to temporal stretching during the amplification
process. The laser pulse is recompressed to on the order of 200 fs via a quadruple passed

compression stage utilizing a gold-coated holographic grating.

Beam Conditioning

The main output of either the MIRA or the RegA is passed through a beam compressor
to shrink the beam diameter and reduce optical losses through the optical isolator and
electro-optical modulator. The beam compressor is created using a pair of achromatic
doublet lenses with focal lengths of 200 mm and 100 mm (Thorlabs AC254-200-B-ML and
AC254-100-B-ML) to create a 2X beam compressor. One of the two lenses is mounted on
a linear translation stage (Thorlabs PT1) to ensure accurate lens positioning to maintain
beam collimation.

The compressed laser output is then passed through an optical isolator (Conoptics Model
713A) to prevent any laser energy from returning into the laser cavity via back reflections

which can cause laser instability and/or damage. A schematic of the optical isolator is
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Figure 3.6: Schematic of the optical isolator used to prevent optical feedback into the MIRA or RegA
cavity.

shown in Figure 3.6. Inside the isolator, the laser input first passes through a polarizing
cube, PBCy, oriented to match the incoming laser polarization (p-pol). The Faraday rotator
at the heart of the isolator utilizes an intense magnetic field to rotate the polarization of the
incoming light 45° off-axis compared to the incoming polarization. The output is passed
through a second polarizer, PBCsy, which is oriented 45° compared to the incoming axis. Any
feedback light that makes it through PBCs on the return trip will be rotated an additional
45° to s-polarization, and be rejected by PBC; preventing feedback along the original beam

path.

Beam Splitting - Pump/Probe

The laser light is then split into the pump and probe beam via a polarizing beam
splitter system, see Figure 3.7. The polarizing beam splitter works by utilizing a variable
A/2-waveplate and a polarizing beam cube (PBC). To split the beam, the horizontally
polarized, i.e. p-polarized, light from the laser is rotated off-axis by the \/2-waveplate,
which is mounted on a rotational stage to vary the degree of off-axis rotation. The beam
is then passed through the PBC which separates the laser light by polarization, sending
the s-polarized light in a direction perpendicular to the original beam path!?, while the
direction of the p-polarized light is unchanged. The percentage split between the pump
and probe beam can be continuously varied by rotating the waveplate and changing the

percentage of the beam in each of the orthogonal axes. In our system, typically ~ 12% of

10 Assuming the face of the cube is properly aligned perpendicular to the direction of the incoming laser
light.
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Figure 3.7: Schematic of the polarizing beam splitter system. The incoming p-polarized light from the
laser is rotated off access by the \/2-waveplate, and the vector components are then separated by the PBC
to scatter the s-polarized light and pass the p-polarized light.

the incoming laser power is sent down the probe arm, and the remainder is used for the

pump arm!!.

Pump Modulation

Continuing to follow the pump beam first, the beam is next sent through an electro-
optical modulator (EOM) (Conoptics 350-160 EOM and 25D amplifier). The purpose of
the EOM is to impart a modulation waveform onto the pump impulse-train to provide a
reference frequency, besides the laser frequency, to allow for signal detection via a lock-in
amplifier. Much more detail on the affects of the modulation waveform on system response
and data analysis will be provided in Chapter 4.

A schematic of the EOM system is shown in Figure 3.8. The EOM contains a non-linear
crystal that essentially acts as a voltage controlled waveplate that can be used to rotate the
polarization of the incoming laser light as a function of the driving voltage applied (called

the Pockels effect), and in combination with an output polarizer can be used to select the

"For the low-rep system, utilizing both the MIRA and RegA.
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Figure 3.8: Schematic of the electro-optical modulator (EOM) driven by a square wave for (a) low logic
and (b) high logic.

exit location of the beam. When the EOM is driven at low logic, the beam is unmodified
and passes through the EOM, see Figure 3.8a. In the high logic state, the polarization of
the laser light is rotated to s-polarization and therefore the output of the EOM is via a side
aperture towards a beam block, see Figure 3.8b'2. In our system the non-linear crystal in
the EOM is a potassium di-deuterium phosphate (KD*P) crystal, with the 25D amplifier
supplying the crystal with a max +125 V at the driving waveform. The EOM can modulate
from DC to 30 MHz with a rise and fall time of 8 ns, and in our system imparts a square

waveform onto the laser pulse train.

Temporal Delay - Pump Advance

After leaving the EOM, the pump beam is sent through a 5X beam expander, increasing
the 1/e? diameter from 1.3 mm to 6.5 mm. The purpose of expanding the beam diameter
is to reduce the beam divergence as the path length of the pump beam is varied. Even
for a perfectly collimated Gaussian beam, the beam radius will diverge as it travels in the
direction of propagation from the smallest point, known as the beam waist w,, see Figure

3.9. The spot radius as a function of position in the direction of propagation is given by

w(z) = w, [1 + (Zﬂ v (3.7)

Zo

[225]:

2Note: The choice of EOM output based on low/high logic from the driving signal is arbitrary. De-
pending on the polarization of the light and the orientation of the EOM, it is possible to reject the light in
the low logic condition and pass during the high logic condition.
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Figure 3.9: Gaussian beam diameter as a function of the direction of propagation, z.

where z, is known as the Rayleigh distance, i,e, the distance at which the cross sectional
area of the beam has doubled (and the spot radius has increased by a factor of v/2), and is
given by:

2o = —— (3.8)

where A is the wavelength of the laser. Due to this phenomena, the un-expanded beam (1.3
mm) over the course of the delay travel would increase in size by ~ 5%. This in turn would
change the focused pump spot size and therefore the incident fluence and pump-to-probe
ratio causing inputs to the thermal model (discussed in Chapter 4) to vary as a function
of delay time. Expanding the beam size prior to sending it onto the delay stage reduces
the amount of beam divergence over the length of the stage travel, see Figure 3.10. By
expanding the pump size prior to the delay stage the expansion over the length of the delay
stage is reduced to under 0.02%

Delay between the pump and probe beam is achieved using a linear mechanical de-
lay stage (Newport IMS600PP linear stage) which provides 600 mm of linear movement.
Mounted to the delay stage is an optical retroreflector (Newport UBBR2.5-1S) which pro-
vides a return beam that is parallel to the incoming beam trajectory. In this configuration
a total of 1.2 m of optical delay provides a maximum of 4 ns of pump-to-probe delay. In
order to increase the possible temporal pump-probe delay polarization “tricks” are used to

double pass the delay stage.
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Figure 3.10: Percentage change in the pump beam radius as a function of stage delay, based on Equation
3.7, for various expansion powers.
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Figure 3.11: Schematic of the optical delay system used to create temporal resolution between the pump
and probe beams.

The p-polarized pump light passes through a PBC before being sent onto the delay
stage towards the retroreflector and is linearly shifted and sent back on a parallel return
path. The beam is then passed through a \/4 waveplate which rotates the p-polarized light
into a circular polarization and is impinged on a zero degree mirror. The pump beam is
then sent back through the \/4 waveplate rotating the beam polarization from circular to
s-polarization and sent back along the original beam path. When the pump beam reaches

the PBC for the second time the beam path is shifted perpendicular to the original beam
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path. Using this polarization scheme the effective length of the delay stage is doubled to

2.4 m providing a maximum optical delay of 8 ns.

Sample Heating - Pump

After leaving the delay stage, the pump beam is recompressed using another pair of
lenses to set the final beam size before reaching the objective. The size and collimation of
the beam as it enters the objective and the magnification of the objective will determine the
focused beam size. In order for the lock-in detection scheme to be effective it is important
that no pump light be allowed to reach the photodetector. For the thermoreflectance system
at UVa there are two options for filtering scattered pump light, color and spatial filtering.
For the color filtering scheme, before the pump beam reaches the sample stage it is routed
through a frequency doubler via a set of indexing mirrors. The frequency doubler uses a
non-linear beta barium borate (BBO) crystal to convert the 785 nm (“red”) pump light to
392.5 nm (“blue”) light. The pump and probe beams are then combined through a dichroic
mirror which reflects the pump wavelength and passes the probe through the objective and
onto the sample surface, see Figure 3.12a. Both the pump and probe beams return along
the original beam path and again theoretically filtered by the dichroic mirror allowing the
probe to pass through onto the photodetector and reject the pump light. To filter any pump
light that makes it through the dichroic mirror a second bandpass filter is placed in front
of the photodetector.

While the color filtering scheme is highly effective and particularly useful for samples

Pump Pump

Path Path

Sample Sample
BS P BS Iris P

Filter —
o] | N\
3 <31 ) s a

s [
Detector Dichroic opjective Detector PBS Obijective

Probe Mirror Probe

Path Path
(a) (b)

Figure 3.12: Schematic of the filtering methods to block scattered pump light from reaching the photode-
tector (a) using the color filtering scheme and (b) using the spatial filtering scheme.
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with a high degree of surface roughness which cause diffuse scattering of the pump beam, the
trade-off is the laser power consumed during the frequency doubling process. For samples
with a relatively smooth surface the pump beam can also be filtered spatially. By bypassing
the frequency doubler the pump and probe beam are sent towards the objective through
a polarizing beam cube. The pump beam is sent into the PBS off-axis compared to the
probe beam and therefore enters the objective along the edge of the aperture, see Figure
3.12b. After reflecting off the sample surface the pump beam leaves the rear aperture of
the objective equally off-axis but on the opposite side of the objective. An adjustable iris is
then placed in the beam path so as to allow the probe and incoming trajectory of the pump

to pass but blocking the return trajectory of the pump beam from the sample surface.

Signal Detection - Probe

In either filtering scheme the probe beam follows the same trajectory going through the
center axis of the objective and returning on the same beam path after being reflected from
the sample surface. The reflected probe signal which now contains a modulated response at
the pump modulated frequency due to variations in the surface temperature of the sample,
is sent through a long wavelength lens to focus the signal onto the photodetector. The
photodetector is a high speed Si photodiode (ThorLabs DET10A) with a 1 ns response

2

time and a 0.8 mm* sensor area. The photodetector is connected to the lock-in amplifier

(Stanford Research Systems SR844).

3.4 Summary

In this chapter the design and setup of the thermoreflectance experiment in the Nanoscale
Energy Transport lab at the University of Virginia was described in detail. Many of the
details that are all too often left out of literature but which are incredibly important to
success in the application of the thermoreflectance technique have been provided with the
hope that they may be of use to anyone who is working to reproduce these results or indi-
viduals who are new to the technique and need an introduction to the fundamental optical

systems.
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4.1 Introduction

In the most general sense, ignoring the details from Chapter 3, the primary process

flow in pump-probe spectroscopy experiments is input from the modulated pump beam and

output from the lock-in amplifier. Between the input of the pump laser and the output of

the lock-in amplifier lies a complex transfer function, Z (w), see Figure 4.1. The transfer

function contains all the physical characteristics of the system, including the thermophysical

properties of the sample and the properties of the laser system, as well as the thermal

response of the system to the modulated heating. The primary task in the mathematical

modeling of thermoreflectance data is to determine the transfer function.
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Transfer
Function

Modulated Lock-in
Source Response

Figure 4.1: This figure illustrates the basic process flow in pump-probe spectroscopy. Input from the
modulated pump source is converted to the output response of the lock-in amplifier via a complex transfer
function Z(w), containing information on the spectroscopy system and the sample response.

In this chapter we will detail the derivation of the transfer function, Z (w). We will begin
by treating the interaction of the pulsed pump and probe beams using linear time-invariant
theory for a generic frequency domain temperature response, H (w), and detail how Z (w)
is translated into the various output forms of a lock-in amplifier. We will deviate from the
typical assumption that the waveform used to modulate the pump is sinusoidal, and provide
an analysis for a pulsed modulation waveform, which more accurately represents the physical
system configuration. In Chapter 5, we will go into more detail on how the properties of
the pulsed waveform affect the system response. Before that however, in Section 4.3, we
will provide the details of the thermal response, H (w), and discuss the switch from a
time-domain single film-on-substrate analysis, to a general multi-layer frequency domain

analysis.

4.2 Pulsed Laser as a Linear Time-Invariant (LTI) System

In order to develop the transfer function, Z(w), for the TTR/TDTR system, the theory
of linear time-invariant (LTI) systems was utilized. LTI theory is well established and used
in a wide variety of fields including circuit analysis and signal processing [226, 227] and
has been used previously to describe TTR/TDTR. systems® [79, 228-230]. As the name
suggests, systems studied utilizing the LTI theory have the properties of linearity and time

invariance.

!The derivation presented here will expand primarily on the work of Schmidt, extending the analysis to
pulsed waveforms.
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4.2.1 Assumptions of Linearity and Time Invariance

Linearity suggests that the system obeys the property of superposition. That is, if the
input is a series of several weighted signals, then the output is simply the sum of the weighted
responses to each of those individual signals. Mathematically this can be represented, if 31 (¢)
is the system response to an input z1(t), and ya(t) is the system response to an input z2(t),
then aqy;(t) + agys(t) is the total system response to the summed input ayx;(t) + agza(t).
This idea can be extended to any number of inputs such that y(t) = >, arpyi(t) is the
response of the input x(t) = >, arx(t).

Linearity for pump-probe spectroscopy experiments relies on small temperature pertur-
bations. When focusing on the investigation of diffusive thermal processes, i.e. when the
electron and phonon sub-systems have reached a thermal equilibrium, for small temperature
perturbations (~ 10 K) the systems response, i.e. the change in the reflectance coefficient,
can be assumed to be linear [144].

Time invariance suggests that a time shift in the input signal will cause a subsequent
time shift in the output signal by the same amount. Mathematically that is, if y(t) is
the output for an input signal x(t), then y(t — t,) is the output of the input signal z(t —
to). The physical pump-probe system, as well as the mathematical analysis relies on the
property of time invariance. One of the basic premises of using the pump-probe spectroscopy
technique is that electronic devices do not have the bandwidth necessary to capture the
entire thermoreflectance scan (on the order of nanoseconds) after the arrival of the pump
pulse. We therefore rely on time invariance to allow us to sample the system response from
many different, i.e. widely spaced temporally, pump pulses to build the time dependent

change in surface temperature.

4.2.2 Frequency Domain Response - TTR/TDTR

As we apply the LTI theory to the pump-probe thermoreflectance system, we will focus
our application on the frequency domain response of the system. Schmidt showed that the
derivation can be carried out in either the time or frequency domain, and in fact the results
are transforms of each other [228]. However, the thermal model that we will use, presented

in Section 4.3, is a frequency domain model and we were therefore not consider the time
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domain derivation.

To begin, we will consider the output of the laser to be a periodic train of pulses.
In our system, the laser pulses either originate from a laser oscillator (the MIRA) or the
regenerative amplifier seeded by the oscillator (the RegA). In the former case, the pulses
arrive at a frequency of 76 MHz, i.e. roughly one pulse every 13 ns. In the latter case,
the pulses arrive at a frequency of 250 kHz, or one pulse every 4 us. In both cases, the
individual pulse widths are on the order of 200 fs. Since typical delay times for pump-
probe spectroscopy experiments are on the order of pico- to nanoseconds, each pulse will
be treated as an impulse with absorbed energy (. The generic impulse-train, scaled by the

impulse energy @), is given by:

Ggen (t) = Q Z 0 (t - nT) (4'1)

n=—oo

where T is the time period between pulses, ¢ is time in the usual sense, and 0() is a delta
function. A plot of an impulse-train representation of the MIRA and RegA is shown in

Figure 4.2.
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Figure 4.2: Impulse-train modeled from Equation 4.1 for (a) the MIRA and (b) RegA, for Q@ = 1 J,
T =13.2 ns and 4 ps for the MIRA and RegA respectively.
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Sampling Theory

To analyze the interaction of laser pulses in the TTR/TDTR experiment sampling theory
is used. Sampling theory is commonly used in image and signal processing, turning the
analog world into digital information that can be stored and manipulated. Mathematically,

sampling theory in the time domain is represented by [226]:

zp(t) = p(t)z(t) (4.2)

where z(t) is the function to be sampled, p(t) is the sampling function, and z,(t) is the
sampled function. In pump-probe spectroscopy, first the pump impulse-train will be sampled
by the modulation waveform, and then the temperature response of the system, due to the
modulated pump, will be sampled by the probe impulse-train®. It can be shown that while
sampling theory in the time domain is represented by a product, in the frequency domain

it is given by the convolution of the impulse and sampling functions such that:

eplt) = P(E)e(t) 53 Xpfoo) = 5 [P () # X ()] (43)

where X, P, and X, are the function to be sampled, the sampling function, and the sampled

function in the frequency domain respectively and the convolution of P(w) and X (w) is given

by:
[P(w)* X (w)] = /OO X(Q)P(w—Q) dQ2 (4.4a)
= /00 X(w—Q)P(Q) dQ2 (4.4b)

where Q is a small shift in frequency, and by definition the convolution of P(w) and X (w)
is the sum of shifted impulses in the frequency domain P(w — §2) weighted by the function
at that frequency, i.e. X () df2 (also shown is the commutative equivalent). Combining

Equations 4.3 and 4.4a-4.4b we arrive at a generic expression for a sampled function in the

?Note: Since the sampling function p(t) will first be the continuous modulation waveform and then the
discrete probe impulses, the notation of the impulse-train will alternate. However, there will be no loss of
generality since the functions used obey the commutative property.

84



Chapter 4. Measurement Theory and Data Analysis 4.2

frequency domain (and its commutative equivalent):

X, (w) = % _OO X(Q)P(w - Q) dO (4.50)
_ % T X(w-QP©Q) (4.5b)

As stated previously, in the analysis of pump-probe spectroscopy experiments we will utilize
the sampling theory twice. Beginning with the pump pulses sampled by the modulation
waveform, we need expressions for the waveform and the impulse-train of the pump in the
frequency domain. For generality, at this time we shall consider P(w) to be a modulation
waveform to be defined later. The modulation waveform and the pump impulse-train in
the frequency domain, P (w) and X (w), are given by the Fourier transforms of the time
domain representations of the modulation waveform and the pump impulse-train (given by

Equation 4.1 in the specific form of the pump):
P(w) = F{p(t)} (4.6a)

X(w) = 27}@ 3 s <w - M?) (4.6b)
s Me—oo s

where QQpm is the pump energy and T is the time between pump impulses. Inserting

Equations 4.6a and 4.6b into Equation 4.5b we have:

Qpm [ = 27
Xp(w) = T | Y PO (w—0-— Mi o (4.7)
M=—00
Using the property below, the integration can be eliminated:
/ F@)0(x — 20) do = F(zs) (4.8)
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and we are left with a generic expression for the sampled function, i.e. the train of pump

impulses modulated by a generic waveform P (w):

Xp(w) = lejm i P (w - M?) (4.9)

5 M=—oc

Pump Modulation Function

At this point we will define the functional form of the modulation waveform that we
left generic in the previous steps. In most of the prominent TTR/TDTR literature, the

functional form of the waveform used to modulate the pump is sinusoidal [230, 231], i.e:

Pen(t) = €t = cos(w,t) + i sin(w,t) (4.10)

where w, is the angular modulation frequency. While a sinusoidal waveform is used in the
analysis of these works, the true waveform analyzed by the lock-in amplifier is typically, in
reality, a square wave. In the sinusoidal analysis it is assumed that the contributions of
the higher harmonics comprising the square wave are either negligible or sufficiently filtered
using inductive resonance filters [230-232]. A detailed derivation of the transfer function
Z(w) using a sinusoidal waveform as in Equation 4.10 is provided in Appendix C.3 for clarity
and comparison.

In this work the modulation function of interest is a square wave with an arbitrary duty
cycle?, i.e. a pulsed waveform, see Figure 4.3. There are several requirements of such a

modulation waveform:
e As with the sinusoidal waveform, we seek a modulation period of T,.

e The function should act like a logic gate, with a 0 and 1 condition in the off and on

state respectively.

e The time period that the waveform is in the “on” state is variable and given by d,

which will adjust the duty cycle of the waveform given by D = d/T,.

3The choice of duty cycle will not be completely arbitrary. While not a fixed 50% as considered in most
analyses, there will be discrete choices of duty cycle based on the laser and modulation frequencies. More
on this to come.
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Figure 4.3: Generalization of the pulsed waveform used in the LTI modeling of the pump-probe spec-
troscopy experiment, with the functional form in the time domain given by Equations 4.11a-4.11c.

e The waveform must include a time delay 7; to account for the temporal shift of the
waveform relative to the pump pulses as the pump distance is varied via the delay

stage in the TTR/TDTR experiment.

While adding some complexity to the analysis, using the pulsed waveform will have two
benefits: 1) more accurate representation of the modulation waveform will eliminate the
need for resonant filtering as the modulation frequency is changed, and 2) define the dis-
crepancies between high and low rep rate systems where the duty cycle is not necessarily
50%. The functional form of the pulsed waveform used in this analysis is given below, and

the detailed formulation from Fourier Series analysis is provided in Appendix C.1:

o0
Psq(t) = Z apetkeot (4.11a)
k=—oc0

k+#£0

where k is the index of the harmonic components, and the a;’s are the DC* and AC Fourier
coefficients given by:

ag = (4.11D)

d
T,

V[ ikmd/T, _ emd/n] oikwoTa (4.11c¢)

= —2mik

where d/T, is the duty cycle, D, and 74 is the pump-probe delay. In the frequency domain

“Note: In the practical application of the signal detection, the lock-in amplifier will filter out the DC
portion of the signal, therefore the majority of our analysis will focus on the AC components of the signal.
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Equation 4.11a is given by:

o0

P(w) = Z aid (w — kw,) (4.12)

k0

where the Fourier coefficients, the a’s, are w-independent and still given by Equations
4.11b-4.11c. Inserting Equation 4.12, the frequency domain representation of the pulsed
waveform, into the generic expression for the sampled pump, Equation 4.9, we obtain the

frequency domain solution for a periodic pump impulse-train modulated by a pulsed wave-

form:
Qw) = X,(w) = 2mQpm i i ad (w — Mw, — kw,) etkwoTd (4.13)
’ TS M=—00 k=—o0 ’ ’ .
k0

As a check at this point we can take the inverse Fourier transform of Equation 4.13 and
observe the pump impulse-train modulated by the pulsed waveform in the time domain.

The inverse Fourier transform is given by:

q(t) = FH{Q ()} (4.14a)
q(t) = Qpm i i ayd (t — nTy) etheotethweta (4.14b)
BT

Figure 4.4 shows the MIRA impulse-train, see Figure 4.2a, modulated by a square wave,
i.e. a pulsed waveform with D = 0.5, at a frequency of w, = 4.22 MHz. Analysis of the plot
shows that the functional form of the pump impulses, modulated by the pulsed waveform,

meets the requirements of the desired pulsed waveform previously listed.

Temperature Response

While Q(w) represents the heat input to the system by the modulated pump impulse-
train, what we are interested in for pump-probe spectroscopy is the system’s temperature
response to the periodic heat input. In the time domain the temperature response of the
system to the heat input from the periodic pump train is given by the convolution of the heat

input ¢(t) and the system’s thermal response A(t). In the frequency domain the convolution
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Figure 4.4: Modulated pump impulse-train, from the MIRA, given by Equation 4.14b for Qpm = 1 J,
D =0.05, Ts = 13.2 ns, w, = 4.22 MHz, and 74 = 0.

is simply a product of the two, i.e.:
0(t) = q(t) x h(t) +— O(w) = Q(w)H(w) (4.15)

where Q(w) and H(w) are the heat input and temperature response in the frequency domain
respectively. Operating on Equation 4.13 we get the frequency domain temperature response

of the system, © (w), due to periodic pump heating:

o0 oo

Ow) = 2mQpm > Hw)ard (w — Muw, — kuw,) eFo™ (4.16)

At this point we will only describe H (w) as a generic frequency domain temperature re-
sponse, and in Section 4.3 will provide a formal definition of the model used in this work,

based on a frequency domain solution for the heat diffusion equation in stratified mediums.

Probe Sampling

While we have formulated an expression for the temperature response of the system due
to the periodic heating of the pump beam, the physical temperature cannot be measured
without interaction interaction from the probe impulse-train. This is where the probe beam
comes into play, and as discussed earlier, where the sampling theory will be applied for the

second time. To begin, we give an expression for the periodic impulse-train of probe pulses
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in the time domain:

Por(t) = BQp Y 8(t —ITs — 74) (4.17)

I=—cc
where @, is the heat input of the probe pulses, 3 is a constant that contains information
about the thermoreflectance coefficient of the sample and the gain in the measurement
electronics®, and 74 is the time delay between the pump and probe pulses. In the frequency

domain, the probe impulse-train is represented by:

2 T . 2 —iWT,
7@521) Z ) <w—l;>] e "Td (4.18)

l=—00 s

Pw) =

Recalling the formulation of the sampling theory in the frequency domain, we have the
expression for the sampled function as being the convolution of the function to be sampled

X () and the sampling function P(w — 2), the probe in this instance:
1 o
Xp(w) = 2/ X(Q)P(w— Q) d2 (4.19)
™ —0o0

Inserting Equation 4.18 into Equation 4.19 we have:

X,(w) = B?p / h > X(Q)s <w —Q— 12T”> e~ WM (4.20)

s
 |=—00

and again using the property:

/_00 f(@)d(z —x,) dx = f(x,) (4.21)

we arrive at a generic expression for an arbitrary function X sampled by the probe impulse-

train:

= Bgf z X (w — lwg)e twsTa (4.22)

l=—00

Xp(w)

In this case the function that we want to sample, via the probe, is the temperature

response of the system due to the periodic heating from the pump, given by O(w), see

5When fitting the thermal model to the data to deduce a parameter of interest, the model will be
normalized to the data, see Chapter 5.4.2, therefore we will not need specific knowledge of 3, although
thermoreflectance coefficients can be found in literature [198, 233, 234].
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Equation 4.16. Inserting ©(w) into Equation 4.22 we have:

2(0) = Xyfw) = T er § 5 Z

k=—oco l=—00 M=
k0

H(w — Mw)d(w — lws — kwy — Mws)age WWsTagthweTa  (4,23)

Simplifying:

Z(u) = 270l $~ 3 Z

k=—oco l=—00 M=
k#0

H(w — lws)d(w — kwy — (I + M)ws)age 1wsTagikwoTa (4 94)

The quantity Z(w) will evaluate to zero, except where the terms in the delta f