








Abstract

Uncertainty is inevitably introduced into machine learning paradigms and threatens the

validity and robustness of class prediction. This uncertainty can be introduced at the

model level or from the utilized features that are input into the model. This dissertation

presents multiple methodologies for evaluating and reducing uncertainty to improve model

performance. The work is divided into two sections, which address two types of machine

learning problems: handling uncertainty for signature detection (i.e., template matching

paradigms) and handling uncertainty for predictive problems for systems with diverse in-

formation sources. This work utilizes model fusion methodologies to build upon previously

developed machine learning methods to improve the predictive power. The contribution in

Part I is a theoretical framework that quantifies and handles model uncertainty assignments

allowing multiple sources of information to be fused together in order to improve detection

and scalability of temporal and spatial signatures. The contribution in Part II is novel feature

engineering techniques and a model fusion approach for improving the downstream effects

of uncertainty. Overall, the focus of this work is on the various avenues of how uncertainty

enters systems. Through different methods of handling uncertainty, we demonstrate that we

can improve the performance of predictive models.
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Life isn’t always black and white. You’re not always sure you’re right. At least I’m not.

Brad Paisley

1
Introduction

In practice, when a decision is to be rendered through machine learning (ML) methods, there

are two main types of uncertainties one may encounter: aleatory uncertainty or epistemic

uncertainty. Aleatory uncertainty refers to a system behaving in a “random” way and rep-

resents unknowns that differ each time the system is observed. This type of uncertainty is

not reducible, but it can be accounted for and modeled using historic data via probability

distribution models. Epistemic uncertainty is caused by a lack of knowledge which can be

reduced through increased understanding. One way of increasing understanding around spe-

cific hypotheses is through obtaining more information in the form of new features or sensor
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CHAPTER 1. INTRODUCTION

modalities. Thus, ML algorithms can be improved by reducing epistemic uncertainty and

appropriately handling aleatory uncertainty, which, in turn, helps ensure a robust system

design.

The work in this dissertation discusses uncertainty in two different ML architectures. Part

I of the dissertation focuses on detecting signatures using basic matching algorithms. This

work is applied to images and time series data that are highly corrupted, and then addresses

the scalability of the paradigm in a MapReduce framework. Part II of the dissertation

examines more complicated systems that handle a multitude of features where we apply

typical ML paradigms to cross-sectional data sets. This work discusses the development of

bio-signal processing methods for featuring engineering, a paradigm to quantify uncertainty

in the designed ML model over numerous sensors and approaches to handle low samples

of data that contain class imbalances. Each of the two partitions in this body of work

consists of three chapters, where each chapter is independent of each other and addresses

overall arching themes for handling uncertainty in either signature detection (Part I) or

complicated, predictive system design (Part II). Each chapter is its own body of work and

is structured to be published by itself.

Each partition has developed an augmented uncertainty theoretical framework that is used

in conjunction with a prior ML methodology. The application of the uncertainty frame-

work is stacked upon the ML framework. ML Stacking is a generalized terminology that

refers to use of combining different predictive models for improved accuracy. The stacked

uncertainty framework is developed around Dempster-Shafer (DS) Theory which is a method

that accounts for epistemic uncertainty and combines evidence to reduce uncertainty while

achieving a more accurate decision. However, in the each body of evidence (BoE) within the

DS framework uncertainty is distributed to the set of propositions. Thus, properly charac-

terizing uncertainty within the BoE is pivotal to improve the overall predictive framework.

Likewise neglecting or improperly characterizing the uncertainty can lead to poor performing
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CHAPTER 1. INTRODUCTION

algorithms. Thus, we must appropriately reduce and address uncertainty to ensure success-

ful behavior of the system. This enables the paradigm to handle conflicting information

and essentially weigh the various sources of information differently in order to support the

set propositions (i.e., hypotheses). In addition, these bodies of work extend beyond the

developed theory, which address uncertainty in other facets, practical applications of the

framework, and the scalability of the paradigms.

3



Part I

Handling Uncertainty for Signature

Detection
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Part I of the this dissertation strictly discusses the detection of temporal and spacial sig-

natures, typically referred to as template matching or motifs. Part I is partitioned into

three conference proceeding papers, each making up a chapter (i.e., Chapters 2, 3, and 4).

Each individual chapter demonstrates specific contributions, key-points, and conclusions.

Chapter 2, “Template Matching: Accounting for Uncertainty in Selecting the Winner," is

a theoretical paper that discusses template matching and how an uncertainty framework is

assigned to sets of templates. Chapter 3, “D.S. MapReduce Paradigm," demonstrates how

this framework can be implemented for distributed computing to improve computational

speed and reduce uncertainty on large fused data sets. The last chapter in Part I, “Handling

Time Series Data: ECG Corruption," demonstrates the framework for a practical time series

application - electrocardiograms - which highlights how utilizing multiple fused sources of

information reduces uncertainty and increases predictive power.

Although this work was designed and implemented using correlation coefficients (a feature

depicting the degree of a match between templates), it does not require the use of correlation

values. The theoretical framework only requires an input that is bounded and normalized,

thus methods such as Normalized Match Filtering and Normalized Dynamic Time Warping

would be applicable for this framework as well. Although one of the easiest methods to

implement, correlation is a rudimentary method and more sophisticated methods may be

better. Thus the correlation coefficients one produces are not always the best to use for

detection problems and provides, at times, a high amount of variance and conflict between

matches. However, the main point of this work is not to use correlation coefficients for de-

tection but rather to exemplify how the quantified uncertainty paradigm can capture this

uncertainty (i.e., variance) and conflict among disputed winners. The overall points to note

within this compilation are 1) how the theoretic framework for quantifying uncertainty pro-

vides additional contextual meaning (i.e. belief, uncertainty and plausibly) for detecting the

winning template; 2) how fused information from additional sources provides lift in detection

performance; and 3) how the various use-cases can be augmented for future work.

6



When one admits that nothing is certain one must, I think, also add that some things are more

nearly certain than others.

Bertrand Russell

2
Template Matching: Accounting for

Uncertainty in Selecting the Winner

The problem of selecting a template that matches a given candidate signal is applicable

across a wide variety of domains (e.g. character recognition, radar and sonar). Using the

correlation coefficient as the avenue for selecting the winning (or most highly-matching)

template is perhaps the most common technique. The challenge lies in selecting the winning

template when there is no clear separation between the correlation coefficient values of the

winning template and the others. In this paper, we present a simple Dempster-Shafer (DS)
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CHAPTER 2. TEMPLATE MATCHING: ACCOUNTING FOR UNCERTAINTY IN
SELECTING THE WINNER

theoretic model that enables one to capture the uncertainty regarding the winner selection

in correlation-coefficient-based template matching. The DS theoretic framework provides

an avenue to develop the model with few resources and little to no prior knowledge. We

validate the model using several numerical examples and a numerical character recognition

application where the evidence provided by several sets of templates are combined using a

DS theoretic fusion strategy to arrive at a better decision.

2.1 Introduction

The correlation coefficient is widely used as a measure that captures the strength of the

linear relationship between two variables. When applied to random variables, the correlation

coefficient between the random variables X and Y usually takes the form [95]

rX,Y =
cov(X,Y)

σXσY
=
E[(X−X)(Y −Y)

σXσY
, (2.1)

where E[�] denotes the expectation, X = E[X] and Y = E[Y] denote the means, and σX =

E[X2] − E2[X] and σY = E[X2] − E2[X] denote the standard deviations. The correlation

coefficient takes values in [−1,+1]: values closer to +1 indicate a strong positive relationship;

values closer to −1 indicate a strong negative relationship; and values closer to 0 indicate

weak a or non-existent relationship.

The correlation coefficient is also widely employed to gauge the ‘closeness’ or similarity

between two data vectors, in which case it usually takes the form [107]

rx,y =

∑n
i=1(xi − x)(yi − y)√∑n

i=1(xi − x)2
∑n

j=1(yj − y)2
, (2.2)

where x = 1
n

∑n
i=1 xi and y = 1

n

∑n
j=1 yj denote the ‘sample’ means of the real-valued time

series data vectors x = [x1, . . . , xN ]T and y = [y1, . . . , yN ]T , respectively.

8
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Prior Work. In practice, one is often interested in determining how well a template signal

vector belonging to a set of templates matches a given candidate signal. The template which

yields the highest correlation coefficient with the candidate can be considered the ‘winner’

thus implying that the candidate indicates the presence of the winning template [4,8,24,47,

81]. Over the years, this simple and popular method based on correlation coefficients has also

been employed when there is a set of candidate signals to be considered [34,82,86,102].

Challenges. However, this technique of selecting the winning template may not be satisfac-

tory when multiple templates yield high correlation coefficients with no significant separation

of values between the correlation coefficient of one template and the others.

For instance, two templates which yield correlation coefficient values that are close to each

other creates an uncertainty regarding which template should be declared the winner. Ap-

proaches that attempt to deal with such situations tend to employ various weighting and

voting strategies to select the winning candidate [55,82,102]. Another source of difficulty in

selecting the winner is the presence of noise. For example, within the context of reconstruct-

ing physiological signals, the work in [55] employs additional leads to mitigate problems

caused by sources corrupted from noise. Fuzzy reasoning has been suggested as a way to

improve the detection process in such situations [34].

These methods however do not provide a satisfactory solution for capturing the uncertainty

associated with assigning a template to the candidate signal. To account for noisy signals,

multiple templates, and multiple candidates, researchers have also embraced the use of more

elaborate Kalman filtering and other statistical approaches [96].

Contributions. How should we handle such uncertainties in selecting the winning template?

While probability theory is perhaps the most widely used approach for representing and

handling imperfect information, probabilistic methods usually call for a priori assumptions

regarding the underlying distributions and priors for handling data uncertainties. On the

other hand, alternate imprecise probability formalisms, such as the Demspter-Shafer (DS)

9
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belief theoretic approach, provide ways to represent and deal with data uncertainties while

requiring only little more information than voting and set intersection techniques [20,63,135,

149]. DS theoretic (DST) methods can represent a wider variety of data imperfections in a

more intuitive manner [20, 63]; they are more robust to modeling errors [15, 140], and when

compared to what alternate frameworks provide, the DST belief and plausibility measures

enable a decision to be made with a better understanding of the associated uncertainties [160].

When there is no uncertainty regarding the underlying distribution, these DST measures

equal probability thus allowing seamless integration of DST methods with probabilisitic

methods [20,63,135,160,162]. This is a unique feature of the DST framework.

In this paper, we present a simple DST model which can be used to capture the uncertainty

associated with assigning a template to the candidate signal. This model, which is only

slightly more complicated than a probabilistic model, is based on the correlation coefficients

between the candidate and the templates, and it allows us to view the candidate as an

evidence source which indicates the ‘presence’ or ‘absence’ of each template. One may then

utilize a DST evidence fusion strategy to combine multiple evidence sources, where each

source provides evidence towards the ‘presence’ or ‘absence’ of each template, to make a

decision regarding the winning template. Moreover, the availability of DST measures of

belief and plausibility provide valuable information regarding the confidence one can place

on this decision.

2.2 Basic Notions of DS Theory

The frame of discernment (FoD) Θ refers to the set of mutually exclusive and exhaustive

propositions of interest. We take the FoD to be Θ = {θ1, . . . , θn}, i.e., Θ is finite and

composed of n singleton propositions. The power set of Θ is denoted by 2Θ. A basic

probability assignment (BPA), otherwise referred to as a mass function, is a function m :

10
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2Θ → [0, 1] such that

m(∅) = 0;
∑
A⊆Θ

m(A) = 1. (2.3)

Contextual considerations (e.g., accuracy, source reliability, source conflicts, etc.) all play

a role in determining the mass to be allocated to a given proposition [133]. A proposition

which has been allocated a non-zero mass is referred to as a focal element. The core F

refers to the set of focal elements and the body of evidence (BoE) E refers to the triplet

{Θ,F,m(�)}.

By allowing the allocation of masses directly to non-singleton or composite propositions, DS

theory provides an avenue to capture ignorance and uncertainty. While m(A) measures the

support that is directly assigned to proposition A ⊆ Θ only, the belief Bl(A) represents the

total support that can move into A without any ambiguity; plausibility Pl(A) represents the

extent to which one finds A plausible. So,

Bl(A) =
∑
B⊆A

m(B); Pl(A) =
∑

B∩A 6=∅

m(B). (2.4)

These DST belief and plausibility measures are closely related to the inner and outer mea-

sures of a non-measurable event A ⊆ Θ with respect to probability mass functions (p.m.f.s)

defined on Θ. Furthermore, when focal elements are constituted of singletons only, the mass,

belief and plausibility all reduce to a p.m.f. The uncertainty interval Un(A) = [Bl(A), P l(A)]

provides information regarding the support for A ⊆ Θ.

Dempster’s combination rule (DCR) allows one to combine or fuse evidence represented as

DST models [135]:

m(A) =

∑
B∩C=A

m1(B)m2(C)

1−
∑

B∩C=∅

m1(B)m2(C)
, (2.5)

where E1 = {Θ,F1,m1(�)} and E2 = {Θ,F2,m2(�)} are the BoE being fused to generate the

fused BoE E = {Θ,F,m(�)}. The fused mass and BoE generated by the DCR are usually

11
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denoted by m = m1 ⊕ m2 and E = E1 ⊕ E2, respectively. The DCR is commutative and

associative, thus allowing one to fuse multiple sources of evidence with ease.

2.3 Proposed DST Model

Consider the correlation vector corresponding to a single candidate vector and a set of N

templates {T1, . . . , TN}:

v =

[
v1 v2 · · · vN

]T
, (2.6)

where vi ≥ 0, i = 1, . . . , N , denotes the positive correlation coefficient between the candidate

vector and the template Ti. In what appears below, we will deal with only non-negative values

of correlation coefficients. In most applications, all the information regarding the identity

of the template is captured by the absolute value of the correlation coefficient. In some

application contexts, a negative correlation coefficient usually implies the absence of the

corresponding template and treating such coefficients as having a value of zero would force

the corresponding DST mass to be zero as well. On the other hand, if negative correlation

coefficients provide additional information regarding the identity of the template, one can

easily modify the algorithm we present below to account for negative coefficients values.

In constructing a DST model to represent the correlation coefficient vector v in (3.4), we must

ensure that the model captures the potential conflicts among templates that are ‘competing’

for a match with the candidate signal reasonably well. For example, a correlation vector

with multiple entries having a value of +1 would indicate that multiple templates are perfect

matches for the candidate.

Weighting Matrix. First, consider the following (N × N)-sized matrix ∆V = {∆Vij}:

∆V = {∆Vij}, where ∆Vij = vi − vj. (2.7)

12
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Note that ∆Vij ∈ [−1,+1], ∀i, j = 1, . . . , N , can be considered the ‘distance’ between the

correlation coefficients for templates Ti and Tj; the sum of the entries in the j-th column of

∆V is the ‘sum of distances’
∑N

i=1 ∆Vij =
∑N

i=1(vi − vj) from the correlation coefficient of

template Tj.

However, the entries in the ∆V matrix still lack information about the ‘strength’ of the

correlations. For example, take v = [0.4, 0.3, 0.7, 0.6]T . This yields (v1 − v2) = (v3 − v4) =

0.1, irrespective of the fact that the values v3 and v4 are significantly higher (thus more

correlated with the corresponding two templates) than the values v1 and v2 (which are less

correlated). To account for this, we utilize the following weighting strategy:

∆W = {∆Wij} = ∆v ·DV, (2.8)

where Dv = diag{v1, . . . , vN} denotes the diagonal matrix with the diagonal entries {v1, . . . , vN}.

Column j of ∆W is simply column j of ∆V weighted by the correlation coefficient vj

corresponding to template Tj. Taking the same example v = [0.4, 0.3, 0.7, 0.6]T , we get

v1∆V12 = (0.4)(0.4− 0.3) = 0.04 and v3∆V34 = (0.7)(0.7− 0.6) = 0.07, which now accounts

for the strength of the correlation coefficients.

Figure 2.1: Plot of ∆Wij = vi ∆Vij versus (vi, vj), for vi, vj ∈ [0, 1].

Note that each column of ∆W evaluates the correlation coefficient corresponding to a specific
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template against the correlation coefficients of the entire set of templates. For example,

column j of ∆W captures the strength of the correlation coefficient vj and the distance

between vj and all other correlation coefficients (vi − vj). In essence, the matrix ∆W =

{∆Wij} accounts for both the strength of the correlation to each template and also the

distance between the correlations of pairs of templates. When one or both aspects are low,

the corresponding entries in ∆W will take on lower values. This feature of ∆W is important

when attempting to fit our DST model. Fig. 2.1 demonstrates the mapping ∆Wij = vi ∆Vij

versus (vi, vj). Note that the maximum and minimum achievable values of ∆Wij are +1 and

−1/4, respectively; and these values are achieved when (vi, vj) = (1, 0) and (vi, vj) = (1/2, 1),

respectively. Note how ∆Wij rewards higher strength of correlation coefficients and larger

distances of pairs of templates.

Column Weights Vector. The sum of column j of ∆W informs us about how well the

template Tj matches the candidate and how different the correlation coefficient associated

with Tj is when compared to the other correlation coefficients. We refer to the vector created

by the sum of the entries in each column of the weighting matrix ∆W as its column weight

vector c:

c =

[
c1 · · · cN

]
= 11×N∆W, (2.9)

where 11×N = [1, 1, . . . , 1], i.e., the (1×N)-sized row vector with all entries taking the value

1. Note that the diagonal entries of ∆W are always 0. Hence, ci ∈ [−(N−1)/4, (N−1)], ∀ i ∈

1, N . These column weights allow us to identify the rival templates that are competing to

be a match for the candidate. Let us take some examples to demonstrate this.

Mass Measure Vector. Non-positive entries of c indicate templates that cannot compete

for being a match to the candidate vector. So, such entries are replaced with values of 0 to

get the mass measure vector h:

h = [h1, h2 · · · , hN ], where hi =
ci + |ci|

2
. (2.10)
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Clearly, hi ∈ [0, (N − 1)], ∀i ∈ 1, N . Note that, h is identical to c, except that it substitutes

0 for all the non-positive elements of c. We will later use the entries of h to generate the

DST masses associated with the templates Tj. For convenience, we use the notation

Sv =
N∑
i=1

vi; Sh =
N∑
i=1

hi. (2.11)

As it turns out, Sh denotes the total of DST masses that will be assigned to the singletons

{Ti}.
Table 2.1: Some Examples

v c h
(1) [1, 0, 0, 0]T [3, 0, 0, 0] [3, 0, 0, 0]
(2) [1, 1, 0, 0]T [2, 2, 0, 0] [2, 2, 0, 0]
(3) [1, 1, 0.9, 0]T [1.10, 1.10, 0.63, 0] [1.10, 1.10, 0.63, 0]
(4) [1, 1, 0.9, 0.1]T [1, 1, 0.54, −0.26] [1, 1, 0.54, 0]

Examples. Table 2.1 show some examples of how h can be used to capture those templates

that can be a match for the candidate. Note the following:

Example (1): Template T1 is the only match, and h puts the maximum weight on T1.

Example (2): Templates T1 and T2 are both competing for being a match, and h puts equal

weights to T1 and T2. This weight is however less than what T1 gets in Example (1) because

of the presence of potentially two matching templates.

Example (3): Templates T1-T3 are competing for being a match, with template T3 being the

slightly weaker, and h distributes its weights among T1-T3.

Example (4): All templates have positive correlation coefficients, but only T1-T3 are legit-

imate potential matches. Note how h discards T4, but puts less values for T1-T3 because

c4 < 0.

‘Extreme’ Case. Examples 1-2 above are instances of an ‘extreme’ situation when the corre-

lation coefficients of all the templates take on values 1 or 0 only, i.e., vi ∈ {0, 1}, ∀i ∈ 1, N .
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We refer to this case as the extreme case. For this case, without loss of generality, we may

assume that the templates yielding a perfect match appear as the top elements of v, i.e.,

v = [

P of 1 s︷ ︸︸ ︷
1, . . . , 1,

(N − P ) of 0 s︷ ︸︸ ︷
0, . . . , 0 ]T . (2.12)

This yields

∆W =

 ∅P×P ∅P×(N−P )

1(N−P )×P ∅(N−P )×(N−P )


c = h = [

P of (N − P ) s︷ ︸︸ ︷
(N − P ), . . . , (N − P ), 0, . . . , 0]. (2.13)

Here ∅K×L and 1K×L denotes the (K × L)-sized matrices with entries 0 and 1, respectively.

Note that, Sh = P (N − P ).

Focal Elements. The FoD of the proposed DST model is the set of N templates, i.e.,

Θ = {T1, . . . , TN}. We use the column weights vector c to identify the focal elements of our

DST model. First, we make the following observations:

(a) When vi → 1 and vj → 0, ∀j 6= i, the column weights ci → (N − 1) and cj → 0, ∀j 6= i,

i.e., the uncertainty regarding the template Ti being a match decreases (see Example 1

above). Conversely, the higher the difference between (N − 1) and a column weight, the less

likely the corresponding template is the correct match. When the column weight is zero or

negative, we become more certain that the corresponding template is not a match.

(b) When a template is unable to compete against the other templates, the corresponding

column weight becomes zero or negative (see Example 4 above). So, in our model, we

neglect the templates corresponding to non-positive values of ci, thus preventing them from

becoming focal elements in our DST model. This strategy restricts the domain of candidate

templates that are potential focal elements thus avoiding having to assign DST masses to
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‘weak’ candidates.

The number of non-zero entries of h (or equivalently, the number of positive entries of c)

determine the number P of singleton focal elements of our DST model:

P =
N∑
i=1

ti, where ti =


1, if hi > 0;

0, if hi = 0.

(2.14)

DST Mass Allocation. We will develop the model first for the extreme case, and then

extend it to the more general case. The focal elements of the proposed DST model are

F = {T1, T2, . . . , TP , Θ}. (2.15)

We will assume that P ∈ 1, N ; P = 0 case implies complete lack of information, and we

trivially assign the DST model m(Θ) = 1.

Extreme Case. a) Masses Allocated to Singletons m(Ti): From the examples in Table 2.1,

we notice how the values hi appear to weigh templates according to how well they match

the candidate. With this observation in mind, we propose

m(Ti) ∝ hi =⇒ m(Ti) =
hi
K

=
N − P
K

, (2.16)

where K > 0 is the proportionality constant.

b) Mass Allocated to Complete Ignorance m(Θ): Since the masses allocated to all the focal

elements must add to 1, we must have

m(Θ) = 1−
P∑
i=1

m(Ti) = 1− Sh

K
= 1− P (N − P )

K
. (2.17)

On the other hand, in the extreme case, consider (2.12) and (2.13) where P templates are
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yielding perfect matches. Clearly, when P = 1, template T1 provides a perfect match while

the others offer 0 correlation. We should then allocate no mass for Θ, i.e., m(Θ) = 0. On

the other hand, when P = N , all the templates exhibit equally ‘perfect’ matches, and no

decision can be made in favor of any template. We should then allocate m(Θ) = 1. Using a

linear relationship, for the extreme case, we then use

m(Θ) =
P − 1

N − 1
. (2.18)

Compare (2.17) and (2.18) to get

K = (N − 1)P. (2.19)

Thus we arrive at the following DST model:

m(A) =



N − P
P (N − 1)

, for A = Ti, i ∈ 1, P ;

P − 1

N − 1
, for A = Θ;

0, otherwise.

(2.20)

General Case. c) Masses Allocated to Singletons m(Ti): As we did for the extreme case, we

again propose

m(Ti) ∝ hi =⇒ m(Ti) =
hi
K
, (2.21)

where K > 0 is the proportionality constant.
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Mass Allocated to Complete Ignorance m(Θ) Again, as before, we must have

m(Θ) = 1−
P∑
i=1

m(Ti) = 1− Sh

K
. (2.22)

In the extreme case, we know that Sh = P (N − P ). This corresponds to the case when P

templates have perfect matches, viz., vi = 1 and ci = hi = N−P , for i ∈ 1, P (see (2.12) and

(2.13)). In the general case however, when one or more of the P templates have correlation

coefficients that are less than 1, as we show in Appendix 2.5, Sh < P (N − P ). In other

words, for a given value of P , the extreme case (where vi = 1, i ∈ 1, P ) yields the maximum

value for Sh. So,

m(Θ) = 1− Sh

K
> 1− P (N − P )

K
. (2.23)

The amount of the increase in m(Θ) from the extreme case should be [P (N − P )− Sh]/K.

Thus we would get

m(Θ) =
P − 1

N − 1
+
P (N − P )− Sh

K
. (2.24)

Since the masses should add to 1, considering (2.21) and (2.24), we get

Sh

K
+
P − 1

N − 1
+
P (N − P )− Sh

K
= 1. (2.25)

This yields

K = P (N − 1). (2.26)
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Thus, we arrive at the following DST model:

m(A) =



hi
P (N − 1)

, for A = Ti, i ∈ 1, P ;

1− Sh

P (N − 1)
, for A = Θ;

0, otherwise.

(2.27)

Noting that hi = N − P, t ∈ 1, P , for the extreme case, we note that the DST model in

(2.27) is valid for the extreme case as well. Finally, we note that, for i ∈ 1, P ,

Bl(Ti) =
hi

P (N − 1)
; Pl(Ti) = 1−

∑
j 6=i hj

P (N − 1)
. (2.28)

2.4 Evaluation and Discussion

In this section, we address the following research questions regarding the a bounded matching

algorithm (i.e. correlations coefficients) being implemented for the use of DS Theory.

RQ1 Does the proposed DS mass assignments hold for theoretical generalizable cases?

RQ2 How robust is the proposed DS algorithm when applied within the context of numerical

character recognition in images?

2.4.1 RQ1: Generalized Template Match Model Validation

In this section, we provide some examples to demonstrate the validity of the proposed DST

model. All examples use N = 4, and we will use m to denote the vector of mass assignments,
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i.e.,

m = [m(T1), m(T2), m(T3), m(T4), m(Θ)]T . (2.29)

Some General Observations. Example 1: v = [y, y, y, y]T . This example demonstrates

the case when all the correlation coefficients are identical. In this case, we get

∆W =



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0


,

and

c = h = [0, 0, 0, 0].

Thus, P = 0, i.e., we have no singleton focal elements. The corresponding DST model

is

m = [0, 0, 0, 0, 1]T .

Note that, Un(Ti) = [0, 1], i ∈ 1, 4, which shows the complete lack of evidence to make any

decision.

Example 2: v = [y, y, y, z]T with z > y. Here, all the correlation coefficients are identical,

except one which has a higher coefficient. In this case, we get

∆W =



0 0 0 z(z − y)

0 0 0 z(z − y)

0 0 0 z(z − y)

y(y − z) y(y − z) y(y − z) 0


,
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and

c = [y(y − z), y(y − z), y(y − z), 3z(z − y)];

h = [0, 0, 0, 3z(z − y)].

Thus, P = 1. The corresponding DST model is

m = [0, 0, 0, 3z(z − y)/3, 1− 3z(z − y)/3]T .

Note that the mass assignments for T4 and Θ are dependent on the distance (z − y). As

(z−y) increases, them(Θ) decreases andm(T4) increases. The maximum distance achievable

is when z = 1 and y = 0, yielding m(T4) = 1. However, as (z − y) decreases, the m(Θ)

increases and m(T4) decreases. The minimum achievable distance occurs when z = y. As

we approach this minimum distance, we converge to the scenario of maximum conflict where

m(Θ) = 1. Also note that Un(T4) = [3z(z − y)/3, 1].

Example 3: v = [y, y, z, z]T with z > y. Here, half the correlation coefficients are identical;

the other half also has identical coefficients but with a higher value. In this case, we get

∆W =



0 0 z(z − y) z(z − y)

0 0 z(z − y) z(z − y)

y(y − z) y(y − z) 0 0

y(y − z) y(y − z) 0 0


,

and

c = [2y(y − z), 2y(y − z), 2z(z − y), 2z(z − y)];

h = [0, 0, 2z(z − y), 2z(z − y)].
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Thus, P = 2. The corresponding DST model is

m = [0, 0, 2z(z − y)/6, 2z(z − y)/6, 1− 4z(z − y)/6]T .

Compare this DST model, Example 3, with that of Example 2 above. While the masses

are still dependent on the distance (z − y), the values of the masses for T3 and T4 have

been reduced. This lowering of the value can be attributed to having additional competing

templates. Furthermore, notice how m(Θ) has been increased; it will never be reduced to 0,

even if a maximum distance between z and y is reached. The range of of values for m(Θ)

is [0.33, 1] because of the amount of focal elements present in the vector. Also note that

Un(T3) = [Un(T4) = 2z(z − y)/6, 1− 2z(z − y)/6].

Numerical Examples. Example 1: v = [0.01, 0.03, 0.12, 0.98]T . Here, the template T4 is

the only strong match. Note that we have

∆W =



0 −0.125 −0.232 −0.204

0.147 0 −0.172 −0.159

0.568 0.357 0 −0.030

0.666 0.440 0.040 0


,

and

c = [−0.0110, −0.0306, −0.0792, 2.7244];

h = [0, 0, 0, 2.7244].

Thus, P = 1. The corresponding DST model is

m = [0, 0, 0, 0.9081, 0.0919]T .

Also note that Un(T4) = [0.9081, 1].
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Example 2: v = [0.98, 0.83, 0.40, 0.30]T . Here, the templates T1 and T2 act as strong

matches. Note that we have

∆W =



0 −0.125 −0.232 −0.204

0.147 0 −0.172 −0.159

0.568 0.357 0 −0.030

0.666 0.440 0.040 0


,

and

c = [1.3818, 0.6723, −0.3640, −0.3930];

h = [1.3818, 0.6723, 0, 0].

Thus, P = 2. The corresponding DST model is

m = [0.2303, 0.1120, 0, 0, 0.6577]T .

Also note that

Un(T1) = [0.2303, 0.8880]; Un(T2) = [0.1120, 0.7697].

Example 3: v = [0.31, 0.32, 0.43, 0.44]T . Here, all the templates are weak. Note that

∆W =



0 0.0032 0.0516 0.0572

−0.0031 0.0473 0.0528

−0.0372 −0.0352 0 0.0044

−0.0403 −0.0384 −0.0043 0


,
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and

c = [−0.0806, −0.0704, 0.0946, 0.1144];

h = [0, 0, 0.0946, 0.1144].

Thus, P = 2. The corresponding DST model is

m = [0, 0, 0.0158, 0.0191, 0.9652]T .

This illustrates that, with our proposed model, even with a weak set, masses are still assigned

to the stronger templates, but with an increased value for m(Θ). Also note that

Un(T1) = Un(T2) = [0, 0.8652];

Un(T3) = [0.0158, 0.9810]; Un(T4) = [0.0191, 0.9843].

Example 4: v = [0.31, 0.32, 0.73, 0.74]T . We use this example to compare with Example 3

to demonstrate how uncertainty decreases if T3 and T4 become stronger candidates. We

have

∆W =



0 0.0032 0.3066 0.3182

−0.0031 0 0.2993 0.3108

−0.1302 −0.1312 0 0.0074

−0.1333 −0.1344 −0.0073 0


,

and

c = [−0.2666, −0.2624, 0.5986, 0.6364];

h = [0, 0, 0.5986, 0.6364].

25



CHAPTER 2. TEMPLATE MATCHING: ACCOUNTING FOR UNCERTAINTY IN
SELECTING THE WINNER

Thus, P = 2. The corresponding DST model is

m = [0, 0, 0.0998, 0.1061, 0.7942]T .

Notice how T3 and T4 are being supported more, while the support form(Θ) is being reduced.

Also note that

Un(T1) = Un(T2) = [0, 0.7942];

Un(T3) = [0.0998, 0.8940]; Un(T4) = [0.1061, 0.9003].

2.4.2 RQ2: Correlation Coefficients as a a form of Evidence

In this subsection, we demonstrate the applicability and robustness of the proposed model

within the context of numerical character recognition within images.

Data Set. We used the data set in [147] for detecting numerical characters from computer

fonts with 4 variations (combinations of italic, bold, and normal) and in 85 font types. Each

font type provides a set of 10 images thus creating a total of 850 template images within the

data base.

Figure 2.2: Template T5 in 15 different font types.

Formulation of Correlation Coefficients as Evidence. For our experiment, we used

only 15 font types. With the templates {T0, . . . , T9} denoting the numerical characters

{0, . . . , 9}, respectively, we therefore used a set of 150 templates. Fig. 2.2 shows the 15 font

types corresponding to the template T5 (which corresponds to the numerical character “5”).

The data base was then partitioned into two groups. The first partition was designated as
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the training set (i.e., evidence sources) and the other as the testing set. It is important to

emphasize that the purpose of this experiment is to simply evaluate the DST model. We

have undertaken no preprocessing of the images.

With each font giving a set of 10 templates, when correlated with an unknown image, we

obtain the vector v in (3.4). We treat this vector corresponding to each font as one source

of evidence. With the 15 font types, we therefore obtain 15 evidence sources and their

corresponding 15 DST models. These sources are then fused using the DCR in (7.8). For

the testing data set, unknown candidate images are randomly selected from the remaining

700 templates and then we introduce ‘salt and pepper’ noise to corrupt the image prior to

generating the correlation coefficients. Several different noise density, d, levels of ‘salt and

pepper’ noise were employed. Figs 2.3, 2.4, and 2.5 show three levels of d. The noise level

applied to a candidate image was quantified via the peak signal-to-noise ratio (PSNR) [87].

Results and Discussion. No noise was added initially to determine the baseline accuracy

Figure 2.3: d = 0.55 Figure 2.4: d = 0.75 Figure 2.5: d = 0.90

which was 93.17% for the detection of 600 randomly selected samples using all 15 evidence

sources. It typically required a minimum of 3 fusion combinations to converge to the correct

match, thus making it obvious that simply taking the highest correlation coefficient would

be an inadequate approach. The confusion matrix in Table 2.2 demonstrates the difficultly

in distinguishing a specific template from one another (in particular, for T4 and T1).

When high distortion is introduced into the samples (d = 0.9, PSNR = 35.02), the overall

accuracy is 76.7%. The corresponding confusion matrix appears in Table 2.3, where an
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Table 2.2: Confusion Matrix: d = 0, accuracy = 93.17%

T0 T1 T2 T3 T4 T5 T6 T7 T8 T9

T0 55 0 0 0 0 0 0 0 2 0
T1 0 49 0 0 15 0 0 0 0 0
T2 0 0 71 0 0 0 0 0 0 0
T3 0 0 0 54 0 0 0 0 0 0
T4 0 5 0 0 53 0 0 0 0 0
T5 0 0 0 0 0 58 0 0 0 0
T6 0 0 0 0 2 9 40 0 4 0
T7 0 1 0 0 0 0 0 69 0 0
T8 0 0 0 0 0 0 0 0 52 0
T9 3 0 0 0 0 0 0 0 0 58

increase in false positives and false negatives across all templates is observed.
Table 2.3: Confusion Matrix: d = 0.9, accuracy = 76.7%

T0 T1 T2 T3 T4 T5 T6 T7 T8 T9

T0 42 0 0 0 2 0 2 3 3 0
T1 0 43 1 0 7 0 0 0 0 1
T2 1 0 55 4 0 0 0 11 0 0
T3 0 1 0 45 0 8 0 0 11 1
T4 0 5 0 0 67 2 0 1 0 1
T5 5 1 0 1 0 52 5 0 1 0
T6 8 0 0 1 4 12 33 0 6 2
T7 0 3 2 0 1 0 0 46 0 0
T8 3 0 0 1 0 1 3 0 42 2
T9 11 5 0 0 2 0 1 4 0 34

Table 2.2 demonstrates that detection errors were mostly attributable to a sample that

may not fit well with our 150 evidence sources. This suggests that we could possibly pick

different sources of evidence that could better represent the database for improved detection.

On the other hand, Table 2.3 demonstrates that a failure in detection is attributable to noise

distortion.

The importance of our proposed DST model is demonstrated by how it captures the uncer-

tainty as noise is introduced into the sample. As Table 2.4 shows, when noise increases, we

are unable to reduce the uncertainty even when multiple sources of evidence are fused. We

are still able to detect the winner (by simply picking the template with the highest mass),
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but now, the DST model provides us invaluable information regarding our confidence (or

lack thereof) in the match. This is an important and useful feature of our model.

Table 2.4: Noise Levels Vs Uncertainty

ND .05 .25 .45 0.65 0.85 0.95
PSNR 47.46 40.52 37.91 36.37 34.70 35.16

Θ 0.57 0.74 0.86 0.94 0.98 0.99

2.5 Conclusion

We have proposed a simple DST model for capturing the uncertainty associated with al-

locating a template for a given candidate signal. This model can be especially useful in

situations where there is no clear winning template in terms of the correlation coefficient

values. Such a situation creates uncertainty as to the template to be declared the winner.

The DST framework allows the model to be developed with little prior knowledge, and the

DST uncertainty interval (constructed from the belief and plausibility values) provide valu-

able information regarding the confidence one can place on this decision. Moreover, DST

evidence fusion strategies can be utilized to fuse evidence generated from different sources

thus allowing the decision to be refined and improved. This is exactly the strategy that we

followed in the experiment carried out in Section 2.4.2.

We emphasize that the results in Section 2.4.2 are extracted simply by using the correlation

coefficient as applied directly to the templates and the candidate. In practice, when one

employs correlation coefficients for template matching, template and candidate signals are

pre-filtered (e.g., light compensation, rotation, etc., for images). The results we give do not

employ any pre-filtering, and the decisions can be significantly improved by employing such

schemes.

The model proposed in this work is simple in the sense that it captures uncertainty via

the assignment of a mass to the complete ambiguity (i.e., Θ). A better model would be to
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allow other non-singleton propositions to be focal elements. For example, if the correlation

coefficients corresponding to the templates T1 and T2 are high and the coefficients for the

others are low, a better model would generate a focal element from (T1, T2). The model in

this paper employs Θ as the only non-singleton focal element.

Chapter Appendix: Maximum of Sh =
∑N

i=1 hi

Consider the correlation coefficient vector v in (3.4), where vi ∈ [0, 1], ∀i ∈ 1, N . Generate

the following matrix associated with V:

∆W =



v1∆v11 v2∆v21 . . . vN∆vN1

v1∆v12 v2∆v22 . . . vN∆vN2

...
... . . . ...

v1∆v1N v2∆v2N . . . vN∆vNN


, (2.30)

where ∆vij = (vi−vj). Next, generate a column weights vector, c, by summing the elements

of each column of ∆W:

c =
[
N v2

1 − v1Sv, N v2
2 − v2Sv, . . . , N v2

j − vjSv, . . . , N v2
N − vNSv

]
. (2.31)

Without loss of generality, let us assume that only the first P elements of c are positive

which implies that

N v2
i − viSv


> 0, for i ∈ 1, P ;

≤ 0, for i ∈ P + 1, N,

⇐⇒ vi


> Sv/N, for i ∈ 1, P ;

≤ Sv/N, for i ∈ P + 1, N.

(2.32)
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The mass measure vector thus generated is

h =
[
N v2

1 − v1Sv, N v2
2 − v2Sv, N v2

P − vPSv, 0, . . . , 0
]
. (2.33)

Then,

Sh =
P∑
j=1

(
N v2

j − vjSv

)
= N

P∑
j=1

v2
j − Sv

(
P∑
j=1

vj

)
. (2.34)

We now consider the following problem: how much can we increase Sh by changing vj, j ∈

1, P , while making sure that only the first P elements of c are positive? We note the

following:

– For vi, i ∈ 1, P , use (2.32) to get ∂Sh/∂vi = 2Nvi − Sv −
∑P

j=1 vj > 0.

– For vi, i ∈ P + 1, N , ∂Sh/∂vi = −∑P
j=1 vj < 0.

So, it is clear that the maximum of Sh is achieved when vi, i ∈ 1, P are increased to their

maximum value (viz., 1) and when vi, i ∈ P + 1, N , are decreased to their minimum value

(viz., 0). In doing so, we do not violate the conditions in (2.32) and therefore we ensure

that only the first P elements of c are positive. So, putting vi = 1, i ∈ 1, P , and vi = 0, ß ∈

P + 1, N , in (2.34), we get

maxSh = NP − P 2 = P (N − P ). (2.35)
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The best teamwork comes from men who are working independently toward one goal in unison.

James Cash Penney

3
DS MapReduce Paradigm

Normalized cross-correlation template matching is used as a detection method in many

scientific domains. To be practical, template matching must scale to large datasets while

handling ambiguity, uncertainty, and noisy data. We propose a novel approach based on

Dempster-Shafer (DS) Theory and MapReduce parallelism. DS Theory addresses conflicts

between data sources, noisy data, and uncertainty, but is traditionally serial. However, we

use the commutative and associative nature of Dempster’s Combination Rule to perform a

parallel computation of DS masses and a logarithmic hierarchical fusion of these DS masses.

This parallelism is particularly important because additional data sources allow DS-based
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template matching to maintain accuracy and refine uncertainty in the face of noisy data. We

validate the parallelism, accuracy, and uncertainty of our implementation as a function of

the size and noise of the input dataset, finding that it scales linearly and can retain accuracy

and improve uncertainty in the face of noise for large datasets.

Template Matching methods are ubiquitous in the scientific community. Matching ap-

proaches have been implemented across many scientific disciplines ranging from electro-

cardiogram analysis in medicine [82, 86], to gene expression in biology [129], to signature

detection in communications [9], to analysis of seismic signals in geo-science [7, 22], and to

image tracking and recognition in computer vision [24,83,163]. Traditional template match-

ing methods are popular because they are effective, easily interpreted, and can be evaluated

or prototyped rapidly. The fundamental concept behind template matching is to quantify

similarity between two objects, which are single- or multi-dimensional signals such as time

series information or images. There are several ways to quantify similarity, including sum of

absolute difference, histogram matching, and selective correlation coefficients [83, 101, 163].

This paper focuses on the popular method of correlation to quantify object similarity. This

statistical approach measures the linear relationship between two objects by providing a

correlation coefficient as a metric indicating evidence of similarity.

Prior Work. Traditional single-template cross-correlation matching techniques establish

the statistical linear relationship between two objects’ unique features [107]. A template

is serially translated over a signal or image to search for the strongest correlation coeffi-

cient [47, 65, 82], and if a threshold criterion is exceeded a match is concluded. Contempo-

rary approaches also consider sets of templates. A template set acts as a source of evidence

for detecting various features within a single signal of interest [86]. Each template in the

set represents a specific hypothesis; the template with the highest coefficient is reported as

the winner. This work raises three interesting questions: 1) what can be done if this serial

algorithm does not scale to larger datasets, 2) what should be returned if multiple templates
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report similar correlation coefficients, and 3) what is the certainty that the reported template

is the true match?

Challenges. This issue of ambiguous winners creates an uncertainty regarding which tem-

plate is the true match [110]. The complexity of the decision is increased when additional

sources of information are provided as sets of multiple templates. Current approaches employ

voting and weighting strategies [55,82,102]. However, these approaches do not appropriately

capture the uncertainty associated with deciding a winner [110]. This situation is further

compounded when working with high-volume datasets that require significant computation

time. Additionally, the veracity of real-world data is frequently degraded by noise and mea-

surement error. We desire a scalable template matching approach that handles multiple

templates and a high volume of noisy source data while still capturing ambiguity.

Insights. As relevant datasets become larger and more readily available, there is evidence

that increasing the size of the dataset can increase detection specificity and sensitivity [167].

Such benefits are contingent on proper regularization and treatment of noisy samples [167].

Dempster-Shafer (DS) theory offers combination rules that can properly account for the reg-

ularization of noise [29]. These combination paradigms allow fusion of evidence sources into

a single set of hypotheses. Fusing sources allows contextual considerations to be captured,

such as conflicts between sources, corrupt information, uncertainty, source reliability, and

accuracy [134]. We propose to use a DS theory-based approach for template matching to

address the issues of multiple templates and ambiguity; however, the benefits of DS the-

ory cannot be fully leveraged unless the approach applies efficiently to many templates and

sources.

The MapReduce distributed programming paradigm has become increasingly well-supported

by companies and computing clusters [45]. MapReduce takes advantage of insights from func-

tional and parallel programming to gain high performance, but requires that computations

be structured and data be staged with Map and Reduce tasks operating over 〈key , value〉
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pairs. While MapReduce has been used successfully in research [90, 106] and industrial

practice [45, 136], to our knowledge it has not been used to support DS theory. This may

result from the relative nascency of MapReduce and the variety and novelty of DS theory

frameworks to form evidence. We exploit the associativity and commutativity of Dempster’s

Combination Rule to produce a parallel Map and a hierarchical logarithmic Reduce over

〈key , value〉 pairs representing DS correlation information, to scale template matching to

large datasets.

Contributions. We design and implement a parallelized and distributed framework based

on the MapReduce paradigm that carries out Dempster-Shafer theory calculations to perform

multiple-set template matching in a manner that handles large datasets, ambiguity, and noisy

data. The contributions of this work are:

1. We develop a MapReduce framework for an evidence fusion methodology that can

leverage large volumes of templates and sources to improve uncertainty.

2. We demonstrate that our framework scales to high volumes of data.

3. We demonstrate that our framework is robust against noisy data.

3.1 Background

In this section, we introduce the MapReduce framework for distributed computation and the

Dempster-Shafer Theory approach evidence fusion.

3.1.1 MapReduce

MapReduce [45] is a programming paradigm intended for distributing computations over

large datasets on a cluster. In principle, MapReduce consists of two phases: Map and Reduce,

named after the map and reduce (or fold) functions in functional programming. MapReduce
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is powerful in situations where a large amount of input can be processed independently (e.g.,

embarrassingly parallel applications). The Map phase transforms, filters or sorts data in

parallel. Map operates on each element of the input (represented as a 〈key , value〉 pair)

and produces zero or more 〈key , value〉 pairs as output. Map should be stateless, operating

only on its input. Many instances of the Map function can execute simultaneously (e.g.,

on different nodes) because there are no dependencies between pairs. After the Map phase,

the output may be staged or exchanged between nodes, and 〈key , value〉 pairs are sorted

and assigned (or partitioned) to nodes for reduction. The Reduce function is applied once

for each key , accessing all of the values associated with that key and producing zero or

more outputs. MapReduce frameworks or implementations handle staging, marshaling, and

data transfer aspects while the user provides a few specified functions (e.g., reading the

input files, Map, Reduce, writing the output, etc.). In this paper, we take advantage of

the commutativity and associativity of Dempster’s Combination Rule to realize a highly

parallelized framework for DS fusion. Traditionally, MapReduce parallelism benefits come

from the Map stage; hierarchical reductions such as the one proposed in Section 3.2.4 are

not part of most MapReduce frameworks.

3.1.2 Dempster-Shafer Theory Background and Notation

Dempster-Shafer Theory is an evidence-based approach which develops support for hypothe-

ses. Evidence is constructed around information regarding occurrences of events [75]. A

single piece of evidence may support multiple hypotheses. To create the necessary evidence,

information is gather from sources, which can be sensors, organizations, databases, people,

or other entities [75].

DS Theory is a generalization of classical probability theory [145], where the support of

hypotheses can be considered propositions. These propositions, referred to as the frame of

discernment (FOD), are mutually exclusive and exhaustive. We take the FOD Ω to be a
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finite set (i.e., Ω = {θ1, . . . , θN}). Ω is finite and composed of N singleton propositions.

The basic probability assignment (BPA), otherwise referred to as a basic belief assignment

or mass function, is a function m : 2Ω → [0, 1], where 2Ω is the power set of Ω, such that all

probabilities sum to 1:

m(∅) = 0;
∑
Xi⊆2Ω

m(Xi) = 1. (3.1)

While m(X) measures only the support that is directly assigned to proposition X ⊆ Ω, the

belief Bl(X) represents the total support that can move into X from all other propositions

that contain X. Thus, Bl(X) =
∑

Y⊆X m(Y ). Belief is the minimum amount of support

that is given for a specific proposition. For the singleton case, the DS mass of the proposition

is equal to the belief.

Capturing Uncertainty via DS Theory. Uncertainty has many ways of entering a model.

There are two classifications of uncertainty: aleatory uncertainty and epistemic uncertainty.

Aleatory uncertainty represents unknowns that differ each time the system is observed, and

can be accounted for using historic data. In this work, we focus on epistemic uncertainty,

caused by a lack of knowledge, which is reduced through increased understanding [134,145].

Hence, when more evidence is provided a refinement of the uncertainty for the decision is

possible through increased knowledge.

DS Theory is a major tool for deciphering uncertainty. It uses data fusion techniques to re-

duce uncertainty from imperfect data (e.g., source information that is conflicting or sources

reporting similar information) [91, 134, 155]. Combining additional sources of evidence, re-

ferred to as evidence fusion [109], reduces uncertainty and redistributes masses to the propo-

sitions. Therefore, when one source of evidence indicates a specific template and another

source conflicts with that prediction, the uncertainty in the model increases. Likewise,

if there is no conflict and both sources report similar findings, the uncertainty decreases.
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The evidence fusion approach implemented in this paper uses Dempster’s Combination Rule

(DCR):

m(Xi) =

∑
Xp∩Xq=Xi

m1(Xp)m2(Xq)

1−
∑

Xp∩Xq=∅

m1(Xp)m2(Xq)
, (3.2)

where the evidence provided by the mass functions m1 and m2 are combined to obtain the

fused mass function m. We write m = m1⊕m2 to denote that m is the fused mass function

produced by combining m1 and m2.

Finally, we note that the DCR ⊕ has two important mathematical properties: it is commuta-

tive (i.e., m1⊕m2 = m2⊕m1) and associative (i.e., (m1⊕m2)⊕m3 = m1⊕(m2⊕m3)). While

these properties of DCR are well-known in the literature [75, 134], to our knowledge they

have not been previously used to support a distributed implementation of DS Theory.

3.2 MapReduce Framework for Template Fusion

To position our framework within a MapReduce environment, we describe two algorithms,

Map and TreeReduce, that compute a winning match. Typical implementations compute

a match serially. However, by noting the associativity and commutativity of Dempster’s

Combination Rule, we can execute our Map and TreeReduce functions in parallel, gaining

significant speedups when a computing cluster is available. In addition, the structure of our

inputs is pivotal to the correct execution of these algorithms.

3.2.1 Source Dataset

The input dataset is structured to properly combine MapReduce with DS Theory. This

dataset contains D different sources, with an individual source denoted by Sd. Each source

is considered to provide evidence for its own FOD, and all sources contain the same number
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Figure 3.1: Visual representation of the structure of input sources. Each template is anm×n
signal, each source contains N different templates. There are D sources in the dataset.

of templates, N , in the same order. A specific template i associated with source d is denoted

as Td,i. Each template i supports a specific hypothesis. As each source contains a series of

templates in the same order, each source can thus be thought of a series of hypotheses. For

example, template T1,i in source S1 reflects the same proposition/hypothesis generated by

template T2,i. Furthermore, every template in every source is identical in size.1 This is a

necessary precondition for the computation of correlation coefficients. In practice, templates

can be uniformly resized in a preprocessing step. Each set of templates is examined to

create our support for each proposition in the set. This structure allows each source to be

reconstructed into its own FOD (Ω), which is crucial for MapReduce because a single FOD

can be represented by a single 〈key , value〉 pair.

3.2.2 Correlation to DS Framework: Map

The Map function’s task is to analyze a source’s information and develop evidence using

correlation. This set of correlation coefficients is then placed into a DS Framework [110].

1In our evaluation, we investigate an example image processing task in which we consider every image to
have the same dimensions.
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There are two inputs to the Map function. The first input is an unknown 2-dimensional

signal, A, with dimensions m by n. The second input is a Source, Sd, composed of a set of

N templates, where each template’s dimension are m by n.

Forming Evidence Using Correlation

To develop evidence, correlation between the unknown template and a known template, Td,i,

produces a correlation coefficient. This correlation coefficient is assigned to the template,

providing evidence of the match. A cross-correlation value of ρ = 1 denotes a perfect

match between the unknown and known templates. When ρ = 0, there is no match, and

when ρ = −1, the two signals are out of phase or negatively correlated. Since we are

examining a set of correlation coefficients from a source, this framework can be applied to

multidimensional template matching. In this paper, our work considers the two dimensional

case (e.g., images), where the correlation coefficient can be expressed as

ρA,B =

m∑
j=1

n∑
i=1

(Aij −A)(Bij −B)√√√√( m∑
j=1

n∑
i=1

(Aij −A)2

)(
m∑
j=1

n∑
i=1

(Bij −B)2

), (3.3)

where we denote the ‘sample’ means of images A and B as

A =
1

mn

n∑
i=1

m∑
j=1

Aij, and B =
1

mn

n∑
i=1

m∑
j=1

Bij.

This process normalizes the correlation coefficient, ρ, where ρ ∈ [−1, 1]. A set of normalized

correlation coefficients is generated from Sd’s set of templates by using equation 4.2 and the

unknown template thus take the form

V =

[
V1 V2 · · · VN

]T
, (3.4)
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where Vi ∈ [0, 1] to only denote the positive normalized correlation coefficient. The negative

correlation coefficients are set to zero. Further discussion can be found in Napoli et al. [110].

Each Vi provides evidence on how similar Td,i is to the unknown template. This correlation

calculation is carried out for all sources in a parallelized manner.

3.2.3 Set of Correlations Coefficients to DS Masses

We follow the DS framework of Napoli et al. [109] for correlation coefficients to capture the

overall certainty of each element in V by utilizing a weighting strategy as

∆W = ∆V ◦ JNNDN

=



V1∆V11 V2∆V21 · · · VN∆VN1

V1∆V12 V2∆V22 · · · VN∆VN2

...
... . . . ...

V1∆V1N V2∆V2N . . . VN∆VNN


, (3.5)

where ◦ denotes the matrix Hadamard product, ∆Vij = (Vi − Vj) ∈ [−1,+1]. JNM denotes

the N × M matrix with each entry being 1 and DN = diag [V1, V2 · · · , VN ] denotes the

diagonal matrix with the diagonal entries being {V1, V2, · · · , VN}. The columns of ∆W are

references for each Vi proposition being analyzed. The summation of these column vectors

informs us the strength of a proposition being a winner relative to other propositions in V.

The sum of all the elements in a column vector is referred to as the column weight. The

column weights, Ci, are calculated as

C =

[
C1 C2 · · · CN

]T
= (J1N∆W)T , (3.6)

where Ci ∈ [−(N−1)/4, (N−1)]. We determine P different focal elements from the positive

values in the column weights vector, C. These focal elements are assigned DS masses. We
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define a mass measure vector H = [H1, H2, · · · , HN ] as

Hi =
Ci + |Ci|

2
. (3.7)

We first observe that each Hi ∈ [0, (N − 1)]. More generally, Hd is associated with source

Sd. Note that, Hd is associated with source Sd. The mass measure is adjusted to DS masses

via

M(A) =


1−

(
Y

(N−1)P

)
, for A = Θ;

Hi

(
1−m(Θ)

Y

)
, for A = Hi,

(3.8)

where Θ = {V1, V2, · · · , VN} and Y =
∑N

i=1 Hi is the FOD consisting of the propositions

Hi, i ∈ 1, . . . , N . Once the correlation coefficients for a single source have been converted to

masses, those mass vectors can be fused.

3.2.4 DCR Fusion: TreeReduce

Our TreeReduce function takes any two FOD vectors V1 and V2 as input. The TreeReduce

function fuses the two vectors into a single DS mass vector of the same length. The TreeRe-

duce function can then be executed hierarchically to fuse all D FOD vectors in log(D) steps

until one fused vector remains. This final output vector contains the fused DS masses from

all the processed sources. From this output, we account for the belief and uncertainty of the

winning template based upon the maximal mass in the vector.

3.3 Architecture and Implementation

In this section, we describe the architecture and implementation of two prototypes for our

parallel framework. The first prototype for running our framework uses Hadoop [1], which
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Algorithm 1 — Map: calculate DS mass from one source.
Input: A, and unknown input observation to match
Input: B, a single source containing N templates
Input: corr, a subroutine implementing Equation 4.2
Output: correlation vector OUT of length N + 1

count = 0
1: for i = 0 to N − 1 do
2: C[i] = corr(A, B[i])
3: for i = 0 to N − 1 do
4: for k = 0 to N − 1 do
5: OUT [i] = OUT [i] + (C[i]− C[k])*C[i]
6: if OUT [i] < 0 then
7: OUT [i] = 0
8: else
9: count = count+ 1

10: sum = sum(OUT )
11: if sum > 0 then
12: uncertainty = 1− sum/count
13: for i = 0 to N − 1 do
14: OUT [i] = OUT [i] ∗ ((1− uncertainty)/sum)
15: OUT [N ] = uncertainty
16: else
17: OUT [N ] = 1

Algorithm 2 — TreeReduce: Dempster’s Combination Rule
Input: V1 and V2, mass vectors of length N + 1
Output: OUT , a fused vector of length N + 1

tmp = (N + 1)× (N + 1) array
norm = 0

1: for i = 0 to N + 1 do
2: for k = 0 to N + 1 do
3: tmp[i][k] = V1[i] ∗ V2[k]
4: for i = 0 to N + 1 do
5: norm = norm+ tmp[i][i] + tmp[i][N ] + tmp[N ][i]
6: for i = 0 to N do
7: OUT [i] = (tmp[i][i] + tmp[i][N ] + tmp[N ][i])/norm
8: OUT [N ] = tmp[N ][N ]/norm
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Figure 3.2: Architecture of the proposed framework on a handwriting identification task
using template matching. D refers to the number of sources present in the system, N refers
to the total number of templates each source provides. The Map operation correlates the
input image with the ith template image of the dth source (Td,i), producing a vector of
masses. Pairs of masses are provided to each TreeReduce operation, which fuses the two
vectors together. In particular, the fused vector has an increased mass for templates that
already had higher masses in the input vector. unc represents the uncertainty.
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allows arbitrary scalability depending on the number of nodes and cores available in a dis-

tributed compute cluster. The second prototype is a flexible pthreads implementation in

Linux that uses the MapReduce paradigm akin to Phoenix [124]. This enables rapid de-

bugging of our framework on a single node in instances where a Hadoop cluster is not

practical.

3.3.1 Testing Methodology

We examine changes in mass vectors as a function of source count and compute core count.

The system’s workflow is illustrated in Figure 3.2 using a simple handwriting letter classifica-

tion task. Each source contains an array of template images corresponding to alphanumeric

characters. As illustrated in Figure 3.2, all templates across all sources maintain the same

order (described in Section 3.2.1). The parallel Map operation produces an mass vector using

the unknown input image and a particular source. The TreeReduce operation then applies

DCR in parallel, fusing pairs of mass vectors together and outputting a single updated mass

vector. The TreeReduce operation is repeated log(D) times until a single fused mass vector

remains.

3.3.2 MapReduce Implementation

Our framework takes advantage of popular open source tools for massively parallel compu-

tation. We use Apache Hadoop [1], Hadoop FS [138], and Apache YARN [153] for cluster

and computational resource management. These tools apply our framework to any general

Hadoop cluster with minimal human effort. In addition, we take advantage of MapReduce4C

(MR4C [60]), a C wrapper to run jobs on a Hadoop cluster. MR4C allows executing an ar-

bitrary C function in a Hadoop task managed by YARN. Our overall framework enables the

use of all the cores in a cluster to efficiently execute our implementation while reaping the

benefits of temporal parallelism.
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The first part of the implementation described in Algorithm 1 serves as the Map function.

The 〈key , value〉 pair identifies the source and the array of mass values, respectively. In

MR4C, the key would be the name of a source file and the value would be its contents. The

output of Map is then a single 〈key , value〉 pair: the key is unchanged, but the output value

is a vector of DS masses produced by the data values from that source and the unknown

input sample. Because the inputs are independent, many instances of the Map function can

execute simultaneously.

The second part of the implementation described in Algorithm 2 serves as the Reduce func-

tion. This function takes two 〈key , value〉 pairs and applies Dempster’s Combination Rule

(⊕), producing a single 〈key , value〉 pair. To further leverage the associative and commuta-

tive properties of DCR, a logarithmic TreeReduce is implemented rather than a traditional

serial reduction. Ultimately, this improves the total Reduce latency from D to log(D).

3.3.3 Pthreads Implementation

To demonstrate the generality of our framework, we also implement it using pthreads as the

underlying parallelism framework. While pthreads cannot directly apply to a distributed

environment, it can be used in rapid prototyping situations to take advantage of all of the

cores on a machine.

In a parent process, we load the input sample and the sources into global memory (e.g., via

mmap()). We then create a new thread for each source (and thus each instance of the Map

function). Each thread j can independently read from global memory to compute its own

mass vector (relating source j to the input sample). We synchronize all threads with a barrier

before, we hierarchically execute our TreeReduce function in multiple threads to fuse the

mass vectors produced in the Map step. Each level of the TreeReduce hierarchy is similarly

synchronized with a barrier before continuing. While threading is limited to shared memory

machines, our approach can take advantage of thread pools (e.g., with BoostThreads [44])

46



CHAPTER 3. DS MAPREDUCE PARADIGM

in situations where the source count is extremely large.2

3.4 Evaluation and Discussion

In this section, we validate our claims that our distributed MapReduce implementation of

template matching using DS theory. This Framework combines the handling of uncertainty

using DS Theory with the efficiency and scalability of MapReduce. We seek to answer the

following research questions:

RQ1 Does our framework scale as the number of sources increases and as the number of

computational resources increases?

RQ2 Is our framework robust against noise that corrupts the data sources?

RQ3 Does increasing the number of sources reduce the amount of ambiguity and uncertainty

in our final winning template?

For evaluation purposes, we consider the task of two-dimensional letter classification. In prac-

tice, there are many other domain-specific approaches for handwriting recognition (e.g., [36,

46,88]). We consider this application because it simplifies the generation of additional sources

as well as the introduction and interpretation of noise and uncertainty in a way we can con-

trol. However, our approach can be applied to other domains as well. So long as the input

dataset meets the structure criteria described in Section 3.2.1, DS mass values can be com-

puted for propositions related to that dataset.

We consider two datasets: the Chars74K [147] dataset of computer fonts, and the MNIST [89]

handwriting dataset. Chars74K contains images of numbers and characters using about 1000

different fonts—we consider each font to be a different source of information for our purposes.

The MNIST handwriting dataset contains handwritten numbers from unique writers—here,

2Linux often soft-caps thread count to about 32,000; having more sources would be inappropriate for
pthreads alone.
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each writer is a different source. Varying amounts of salt-and-pepper noise [30] were added

to the data source images. The noise is characterized by a noise density (ε). An ε of 0.5

equates to 50% of pixels randomly assigned either black or white. Figure 3.5 illustrates how

this noise affects the template images. The prediction accuracy is measured as the fraction

of trials that yielded a correct prediction over the number of total trials. A correct prediction

is a True Positive (TP); an incorrect one is a False Positive (FP).

We discuss and present experimental results that address each of the research questions

below. In each experiment, we also verified the results of our parallel or distributed algorithm

against a previous independent serial implementation: in each trial our algorithm and the

reference provided the same answer.

3.4.1 RQ1: Scalability

We address the scalability question by measuring total latency as a function of both the

number of sources and the number of compute nodes available. We vary the number of

sources D used when executing our framework, noting the starting and completion times to

determine the total amount of time elapsed (with n = 50 repeated trials per measurement).

We also repeat this experiment by varying the number of compute cores available to the

framework. We normalize the results according to the longest time taken during serial

operation.

Figure 3.3 shows the results of this timing experiment for our pthreads implementation. The

Hadoop results are similar. Each line corresponds to a different number of cores available to

the framework during execution. The lower the slope of the line, the faster it completes the

matching task. We note a linear relationship in the number of sources—the total latency

is directly related to the number of sources, indicating scalability. Additionally, by taking

ratios of the slopes of the lines, we can compute the amount of speedup obtained by dou-

bling the number of available cores. We find that doubling the number of available cores
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Figure 3.3: Total execution latency as a function of source count. The line slopes indicate
linear scalability with additional computational resources.
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Figure 3.4: Belief vs. number of sources at different noise densities. 3.4a shows results for
the Chars74K dataset, while 3.4b shows the MNIST results.

approximately yields a 1.9x speedup. We suspect that switching, staging, and networking

overhead contribute to performance degradation at a high number of sources.

3.4.2 RQ2: Robustness against noise

We hypothesize that having many sources, even in the presence of noise, benefits our DS

framework by allowing refinement of the uncertainty and DS masses. We executed our

framework, over n = 1000 trials, with varying numbers of sources and measured the accuracy
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of our predictions. Once the trail is complete, we select highest mass to predict in the input

image. Figure 3.6 shows that when we consider a high number of sources (the top two lines),

increasing noise does not degrade the accuracy of our framework. These results indicate that

our highly-parallel MapReduce framework allows us to leverage a high number of sources to

make robust decisions in the presence of large, corrupted information sources.

3.4.3 RQ3: Reducing uncertainty with more sources

One key advantage of DS Theory for matching is that each classification answer comes

equipped with an uncertainty value for your decision. Scientists can make use of quantified

uncertainty to help interpret results: high belief and lower uncertainty in a prediction is

valued. We demonstrate that increasing the number of sources results in higher belief and

lower uncertainty for predictions from our framework, even in the presence of noise.

Figure 3.4a shows belief as a function of sources and noise in the Chars74K dataset, broken

down by FP vs. TP predictions. Consider the lines corresponding to 0% noise: at 200

sources, correct answers come with a belief of about 0.25 while incorrect answers come with

a belief of about 0.15: a small margin. By contrast, at 1000 sources, the margin has spread

to about 0.8 vs. 0.4. The trends for data with reasonable amounts of noise (e.g., 30%) are

similar. Figure 3.4b shows the same results using the MNIST handwriting dataset. Again,

at 1000 sources, the margin for noiseless predictions 0.9 vs. 0.45.

Additionally, the data suggest that adding many sources in the presence of noise helps the

system gain more confidence in its predictions. In other words, our MapReduce framework

ε = 0 ε = .1 ε = .3 ε = .5 ε = .7 ε = .9

Figure 3.5: A template image shown with varying noise densities ε which represents the
fraction of pixels that are impacted by noise.
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is capable of lowering uncertainty in the presence of noisy data by leveraging high amounts

of noisy sources. In particular, Figure 3.7 shows the uncertainty for correct and incorrect

predictions at varying levels of noise. These results show how increasing the number of

sources leads to a more robust prediction.

We note that our current framework considers only singleton cases—that is, single hypothe-

ses. Restricting attention to singletons admits a lower complexity class for the TreeReduce

function (O(n2)a for Algorithm 2). Addressing non-singletons increases the complexity of

the TreeReduce function as it requires computing matrix cross-products (O(n3)). We leave

the non-singleton case for future work, but note that it creates further potential for exploit-

ing the massive parallelism we achieved to reduce uncertainty and resolve ambiguities in a

practical runtime with a large number of sources.

3.5 Conclusion

In this paper, we present a novel MapReduce framework for improving uncertainty in DS

template matching. By taking advantage of the associativity and commutativity of Demp-

ster’s Combination Rule, we construct a highly scalable framework for fusing evidence in the

form of DS mass vectors from many sources of information.

We implement two prototypes of our framework using open source software—one using

Hadoop, and the other using pthreads. The pthreads implementation allows rapid devel-

opment and debugging cycle where testing is required before full-scale deployment. The

Hadoop implementation allows rapid deployment since there is very little effort required to

deploy a MapReduce algorithm on a Hadoop cluster once written.

We demonstrate the scalability of our system by comparing total execution latency as a

function of both source count and the computational elements available. Our system yields

about a 1.9x speedup every time the number of cores is doubled. This linear scalability
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allows practitioners to consider more sources,yielding benefits for accuracy, belief, and un-

certainty in the face of noise. We show that providing many sources to our framework allows

it to maintain a high level of accuracy even when source data is affected by noise, while

maintaining practicality. Finally, we show that our system improves belief and uncertainty

when considering many sources.
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It is a very sad thing that nowadays there is so little useless information.

Oscar Wilde

4
Handling Time Series Data: ECG Corruption

4.1 Introduction

Intensive Care Units (ICUs) have started looking toward the future with real-time data

predictive models to aid physicians at the bedside. These algorithms are intended to detect

latent physiological indicators that provide information to the physician about the patient’s

trajectory and imminent risk [40]. The most commonly used information for determining

a patient’s trajectory is the analysis of electrocardiogram (ECG) signals. Methods such as

Heart Rate Variability (HRV) and Heart Rate Complexity (HRC) have been demonstrated
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to be predictive of numerous types of physiological ailments such as myocardial infarction,

mortality, autonomic responses, and hypoglycemia, [72, 76]. The measurement of HRV and

HRC rely on calculating the time delay between heart beats; this term is clinically known

as the R-R intervals. In order to calculate R-R intervals, it is critical to detect the QRS

complexes within the ECG signal, which corresponds to the depolarization of the ventricles

in the heart. Thus, predicting potential complications for a patient using HRV and HRC is

dependent on accurate and precise detection of QRS complexes in the ECG signal.

Prior Work. Standard benchmarking methodologies utilized for QRS detection are cross-

correlation and non-syntactic algorithms [86,115]. These approaches are well developed, easy

to implement, and have been around for decades. Cross-Correlation examines how well the

shape of the waveform coincides with a particular template [150]. The basic idea is that

these approaches acquire a template and pass the template through the signal searching for

a set threshold in the correlation coefficient in order to assume a match [82]. Non-syntactic

algorithms manipulate the signal to form peaks at the locations of the QRS complexes and

attenuate the other waveforms in the signal. A threshold is set for the height of the peaks

to determine which peaks indicate a QRS complex; however, when noise is introduced in the

signal, this threshold fails to provide information on the quality or context of the prediction.

These methods raise three interesting questions: 1) How can we determine the quality of

the QRS complex prediction, 2) what can be done if the ECG lead or multiple leads are

corrupted or inconsistent in their predictions, 3) can an algorithm address these questions

using little or no prior knowledge?

Challenges. The current discussed QRS detection paradigms pose a challenging problem

because the real-time data from the ICU faces corruption and a multitude of noise artifacts.

These problematic conditions are attributed to missing data, physical activities, muscle

artifacts, electromagnetic interference and baseline wandering [55]. This noise is typically

combated by attempting to manually or dynamically choose which lead (source) has the
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best signal-to-noise ratio (SNR), but this practice still detects QRS complexes from only

a single source of information [81, 82, 116]. In order for this work to be practical, real-

time implementation of these models is necessary. Thus, the approach must account for

ingesting data that is continually streaming regardless of the quality and reliability of the

information.

Insights. There are a number of factors that can contribute to the corruption of an ECG

lead. However, a majority of these QRS detection algorithms require a supervised approach

to account for their parameters (thresholds, windowing lengths, filtering). Furthermore,

these algorithms continue to analyze information from only a single lead for QRS detection.

Dempster-Shafer (DS) Theory is an approach that allows us to quantify uncertainty and

fuse data to then refine uncertainty from imperfect data from multiple sources (such as

conflicting source information or sources reporting similar information) [134]. DS Theory

offers combination rules that fuse multiple evidence sources into a single set of hypotheses.

Fusing sources captures contextual considerations, such as conflicts between sources, corrupt

information, uncertainty, source reliability, and accuracy [134]. Recent work has developed a

method for quantifying uncertainty in a set of correlation coefficients using a DS framework

[111]. We propose building upon this cross-correlation method to address the three questions

posed in the Prior Work section.

The proposed DS theory-based approach for template matching addresses the issues of multi-

ple templates and ambiguity. Using this methodology, we are able to capture different levels

of ambiguity that occur when sources report either the same or conflicting information. If

one ECG lead indicates QRS detection while another lead conflicts with that prediction,

the uncertainty in the model should increase. Likewise, if there is no conflict (both sources

report similar findings), then the uncertainty should decrease. Therefore, we sought a DS

approach with the ability to use all available ECG leads, appropriately deal with corruption,

conflict, and uncertainty, and use little to no prior knowledge.
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Contributions. This DS framework is then designed to be applied to quasi-periodic signals

(such as ECG data [55]) using a set of cross-correlated ECG templates as a form of evidence.

The contributions of this work are:

1. We develop an uncertainty and ‘probability’ value at each point in time of the ECG

signal to provide information on the quality of each QRS prediction.

2. We develop a template cross-correlation approach using DS theory to fuse ECG leads

to overcome corruption.

3. We demonstrate that the only prior information used was a single set of templates for

each ECG lead.

Cross-Correlation.

The central idea of cross-correlation is to examine how well the shape of the waveform

coincides with a particular template [150]. This correlation coefficient is assigned to the

template for a particular point in time within the ECG signal, providing evidence of a match.

A correlation coefficient of ρ = 1 demonstrates a perfect match between the template and

the signal, a coefficient of ρ = 0 indicates no match, and when ρ = −1 the topology is

the same but the two signals are out of phase or negatively correlated. A recently explored

method reduces the original template into multiple components which searches for specific

components within the ECG waveform [86].

Non-Syntactic.

The Non-Syntactic approaches tend to have two stages, a pre-processing stage and a decision

stage [86,116]. There are many designs for a non-syntactic approach; however, [116] has one

of the most accepted approaches for QRS detection. The pre-processing stage filters the

signal to remove baseline wandering and increase the SNR. The signal is then differentiated
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to provide slope information of the QRS complex and rectified using a squaring function [116].

A moving window integration is applied to obtain features of the QRS and essentially defines

how many peaks are produced from a QRS complex. Fiducial Marks are then placed on the

rising edges to indicate the locations of the assumed QRS complex.

4.2 Methods

The overview of the methodology is to construct a template for each lead, capturing the

inherent characteristics of the topology for an ECG lead. This template is partitioned to

compartmentalize critical waveforms of the ECG signal (P-wave, T-Wave, QRS Complex).

These partitioned components of the template are then cross-correlated with their associ-

ated lead producing correlation coefficients for each component over the time span of the

signal. Using these correlation coefficients for each lead, we apply the DS Framework to the

correlation coefficients to produce DS Masses. We then apply Dempster Combination Rule

(DCR) to analyze conflict between leads and refine our detection by evaluating the belief

and uncertainty of the propositions. The proposed template fusion algorithm and the non-

syntactic model, otherwise known as the Pan Algorithm, described by [116] are compared to

evaluate performance under corrupted signal conditions.

4.2.1 Template Framework.

Creating a proper template framework is one of the cornerstones of this algorithm. First,

the template must accurately develop and compartmentalize the waveforms of interest that

comprise the ECG signal. Moreover, for unsupervised detection regarding the partitioning,

it is crucial to know where the compartmentalized critical waveforms are located within the

master template.
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Master Template.

We first construct a master template for each lead using a sample of the first 20 seconds of

data. The template is developed by segmenting the raw ECG waveform over multiple itera-

tions. In the time-domain, the ECG waveforms are optimally aligned using cross-correlation

coefficients and the lag before averaging all of the time series together, a process similar

to [59, 77]. This provides a stronger model by accentuating prevalent waveform features of

the signal and filtering out the noise.

Compartmentalizing Template Components.

A multi-component template method is developed around the master template for each

lead. This method aids us in avoiding previous thresholding techniques in the detection

process [116], assessing conflict between competing components, and incorporating a DS

framework using this conflict between competing coefficients [109]. To incorporate this DS

Theory into a multi-component template method, the compartmentalization within the mas-

ter template needs to be formalized with meaningful evidence to satisfy the FOD framework.

Therefore, we propose a windowing scheme that will capture a set of critical events to be

K = {κ1, . . . κD}, of the ECG signal, where we consider a single critical event in the set

as κi. For our purposes, we defined these critical events as the P-Wave, T-Wave, and QRS

Complex with a window length n. In addition, a fifty percent window overlap scheme is

implemented to capture transitions from one criteria event, κi, to the next criteria event,

κi+1. Thus, we form additional events called transitional events. The number of events, N,

using a fifty percent windowing scheme is defined as

N = |ev| = 2|K|. (4.1)
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Each event has fixed windowed length, n, segmenting the master template into N/2 critical

events. Therefore we produce N events, evi, which are considered as a doubletons, due

to the overlapping windows having intersections within the finite set, shown in Figure 4.1.

Formulating this windowing framework will later enable us to apply DCR as a fusion method

by treating the additional leads as evidence sources by accounting for these intersections,

which will aid in refining our decision.

Figure 4.1: Compartmentalized Evidence Templates

4.2.2 Templates to DS Masses

Cross Correlation of Components.

In the implementation of any template matching scheme, the evidence that is obtained

informs us of how well a segmented component or event matches a specific time point within

the signal. We quantify this evidence for each ECG lead by calculating a cross-correlation

coefficient using Equation 4.2 for every time instance, t, in the signal. We quantify the
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strength of the match between the two signals with a correlation coefficient, which gauges

the ’closeness’ or similarity between two signals. This quantification can be expressed as:

ρx,y(τ) =

∑n
i=1(xi − x)(yi+τ − y)√∑n

i=1(xi − x)2
∑n

j=1(yj+τ − y)2
, (4.2)

where the correlation coefficient ρ ∈ [−1, 1], x = 1
n

∑n
i=1 xi and y = 1

n

∑n
j=1 yj denote

the ‘sample’ means of the real-valued time series data vectors x = [x1, . . . , xn]T and y =

[y1, . . . , yn]T , respectively.

Correlations to DS Framework.

Evidence is formed around each indexed time point, where we produce a vector of normalized

correlation coefficients, V, for each ECG Lead. Within V, we have N elements, where each

element is a coefficient that represents the correlation of a specific event, evi, to the signal

at time t. Therefore, each ECG lead can be considered a separate, independent source

of evidence, producing a set of N correlation coefficients. The correlation coefficients are

developed into a DS Frameworks by analyzing the conflict and penalizing the propositions

that are weak within the set described in [111]. This framework is appropriately suited for

the singleton cases. However, due to the size of set (n) and uniqueness of the QRS in the set,

this framework should roughly capture the conflict appropriately. Applying the windowing

scheme discussed above for a single lead, a vector of normalized correlation coefficients are

generated, thus taking the form V =

[
V1 V2 · · · VN

]T
, where Vi ∈ [−1, 1] and Vi, i =

1, . . . , N , denotes only the positive normalized correlation coefficient between a corresponding

windowed event within the ECG signal and the ith event in the template data set. We

consider negative correlations events that have already passed in time because of the phase

change in the signal. We follow [109]’s DS framework for correlation coefficients to capture
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the overall magnitude of each element in V by utilizing a weighting strategy as

∆W = ∆V ◦ JNNDN

=



V1∆V11 V2∆V21 · · · VN∆VN1

V1∆V12 Ev2∆V22 · · · VN∆VN2

...
... . . . ...

V1∆V1N V2∆V2N . . . VN∆VNN


, (4.3)

where ◦ denotes the matrix Hadamard product, ∆Vij = (Vi − Vj) ∈ [−1,+1], ∀i, j ∈ 1, N .

JNM denotes the N ×M matrix with each entry being 1 and DN = diag [V1, V2 · · · , VN ]

denotes the diagonal matrix with the diagonal entries being {V1, V2, · · · , VN}. The columns

of ∆W compares the distance of an element Vi with all the elements in V and weights Vij

with Vi. This weighting of Vi could be thought of as an indication of the “strength" of the

corresponding prototype being a match. Thus, the column weight, the summation of the

column vectors, informs us how each element in V is different from the other elements and

how strongly it matches a specific event. The column weights, Ci, are calculated as

C =

[
C1 C2 · · · CN

]T
= (J1N∆W)T , (4.4)

where Ci ∈ [−(N − 1)/4, (N − 1)], ∀ i ∈ 1, N .

A reduction of propositions is done by applying a constraint to the column weights vector,

C. This determines the propositions that are assigned DS masses, known as a focal element.

The criterion to determine the number of focal elements, P , is the number of elements whose

Ci is positive. This determines the propositions that are assigned DS masses, known as a

focal element. The criterion to determine the number of focal elements, P , is the number of

elements whose Ci is positive. The mass measure vector H = [H1, H2 · · · , HN ] is defined

as Hi = Ci+|Ci|
2

. Thus, Hi ∈ [0, (N − 1)], ∀ i ∈ 1, N . The mass measure vector’s elements are
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calculated to DS masses by

m(A) =


1−

(
S

(N−1)P

)
, for A = Θ;

Hi

(
1−m(Θ)

S

)
, for A = Hi,

(4.5)

where Θ = {V1, V2, · · · , VN} and S =
∑N

i=1 Hi is the the FoD consisting of the propositions

Hi, i ∈ 1, N .

Template Fusion.

The fusion of evidence sources (ECG Leads) allows us to refine our supports and our un-

certainty. Thus, as additional information (ECG sources) is provided, we can refine our

epistemic uncertainty by quantifying conflict within a single source and the conflict between

sources. This ability to handle conflict allow us to work with imperfect data in an effective

and more intuitive manner [92]. The fusion method utilizes the Dempster’s Combination

Rule (DCR) [19]:

m(Ai) =

∑
Ap∩Aq=Ai 6=∅

m1(Ap)m2(Aq)

1−
∑

Ap∩Aq=∅

m1(Ap)m2(Aq)
, (4.6)

where the evidence provided by the mass functions m1 (ECG lead 1) and m2 (ECG lead 2)

are combined to get the fused mass function m, denoted as m = m1 ⊕m2.

4.3 Evaluation and Discussion

This section evaluates and validates the performance of the proposed fusion algorithm using

the following three research questions:
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RQ1 Does our template fusion framework provide and capture contextual meaning about

the quality of the information and the QRS prediction?

RQ2 Does our framework appropriately handle corrupted and inconsistent leads?

RQ3 Does this template approach require a large amount of historic information for its

decision or training processes?

The non-syntactic model described by [116] and the proposed fusion model were evaluated

using the annotations and data from the MIT-BIH Normal Sinus Rhythm Database [57].

The traditional template methodology was not used in the comparison since the proposed

methodology is built upon this traditional approach and therefore would be expected to

produce similar, if not better, results.

These signals are a two lead extended ECG recording from subjects with no significant

arrhythmias that were taken at the Beth Israel Deaconess Medical Center, with annotated

QRS complexes. Each original signal, Xs, from the Beth Israel Deaconess Medical Center

was not initially filtered to enhance its SNR. Furthermore, Gaussian additive noise, Ng, was

introduced by Xc = Xs +Ng, producing a further corrupted signal, Xc. The original signal,

Xs, was bandpass filtered to produce a further degraded signal, XE, and assess the SNR by

(E[X2
E]/E[X2

c ]) for quantifying the signal quality.

The performance was calculated using the number of false positives, FP and false negatives,

FN . False positives occur when the method indicated that a QRS complex occurred but it

actually did not. The number of false negatives is when a QRS complex was not detected

when one actually did occur. The QRS failure rate is defined by,

ε =
FP + FN
TQRS

(4.7)

where TQRS is the total number of QRS complexes in the signal [116]. Although, the precision

and recall metric are typically used in analytics, this domain has used this metric for decades
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[116]. Since an hour of data would produce over a million samples, but only 4000 QRS

complex. The goal is to strictly highlight the misses and detections of the QRS complex,

rather than being over shadowed by total number of samples causing a small change in the

performance metric. We discuss and present experimental results that address each of the

research questions below. In each experiment, we address a research question demonstrating

our findings associated with that specific question.

4.3.1 RQ1: Capturing belief and uncertainty

We address the question regarding capturing contextual meaning by running various exper-

iments with different SNRs providing a graphical representation of belief vs uncertainty for

QRS candidates. Figure ?? depicts the calculated belief and uncertainty for instances in

the signal that indicated a possible ‘candidate’ of a QRS complex. A ‘candidate’, in red,

is indicated by having the highest belief within the set after applying DCR for a particu-

lar time instance. The actual QRS complexes, in blue, are plotted over the candidates to

demonstrate their belief and uncertainty relative to the other candidates. Note, if we took

all the proposed candidates our error rate would be very high. However, we can note the

linear separability of the two classes even when the SNR is below common standards (SNR

less than 1), seen in Figure 4.2c. As the SNR degrades further, the class separation becomes

more complex.

We can note the capturing of contextual meaning of the quality of the information by how

the uncertainty graphically increases and belief decreases as SNR further degrades. Similar

quantitative results can also be observed in Tables 4.1 and 4.2 discussed in research question

two, where the average belief (Belµ) and uncertainty (Ωµ) were listed.
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(a) SNR1 = .98 & SNR2 = .77 (b) SNR1 = .98 & SNR2 = .38

(c) SNR1 = .98 & SNR2 = .11 (d) SNR1 = .38 & SNR2 = .28

Figure 4.2: Uncertainty vs Belief

4.3.2 RQ2: Robustness against noise

Here we address whether our framework appropriately handles corrupted and inconsistent

leads. Regardless of what pre-processing methods are utilized, imminent sporadic events

of noise will always occur, which drastically affect the calculations for HRC and HRV and

have downstream effects on predictive algorithms.The simulated noise that was added to

these unfiltered signals was done to demonstrate the effectiveness of detection when these

sporadic events occur and when pre-processing the signal fails to obtain adequate SNR.

We also hypothesize that the proposed DS template algorithm is more effective than the

benchmark non-syntactic methodology signal in corrupted situations. For simplicity, we

took an arbitrary classification stance where, in order to classify a candidate as a QRS
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complex, it must have a Bel > .4 and Ω < .55. However, it is recognized that optimizing

these constraints on these given conditions would provide superior results for DS template

method.

Table 4.1: Corruption: MIT Data Set 16265 (TQRS = 253)

Corruption Pan Algo. D.S. Fusion Algo.
SNR1 SNR2 εS1 εS2 Belµ Ωµ εF12

.96 .74 0 1.18 .66 .32 1.18

.47 .66 129.6 1.18 .64 .34 0

.29 .29 146.2 62.8 .58 .40 24.5

.13 .11 203.2 221.3 .52 .46 80.2

The simulation in Table 4.1 and the simulation in Table 4.2 were done for a small segment

of the time series, associated with Data Sets 16125 and 16272, respectively. Equation 4.7

was applied providing the performance for the fusion algorithm (εF12) and the non-syntactic

algorithm for each ECG lead (εS1 and εS2). The two QRS algorithms have comparable

performance at the higher SNR cases; however, the non-syntactic algorithms’ performance

deteriorates as corruption of the signal occurs. More interestingly, the proposed DS template

algorithm is able to handle inconsistent leads. This can be seen when the performance of

the non-syntactic algorithm deteriorates on a single lead or on both leads, and the marginal

error for the DS template method is substantially smaller than the marginal errors for the

non-syntactic algorithms.

Table 4.2: Corruption: MIT Data Set 16272 (TQRS = 164)

Corruption Pan Algo. D.S. Fusion Algo.
SNR1 SNR2 εS1 εS2 Belµ Ωµ εF12

.70 .78 1.83 31.7 .76 .23 1.83

.64 .44 1.83 39.0 .74 .25 1.23

.52 .39 3.65 47.0 .70 .29 1.22

.40 .32 58.5 145.7 .66 .32 5.49

The experiment was then extended for approximately one hour’s worth of data, providing a

more accurate measure of performance, Table 4.3. We can note that for this specific example

of the fusion algorithm performance, εF12 , it outperformed the non-syntactic algorithm in
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both leads, S1 and S2. Obviously, S2 had a higher QRS failure detection percentage of

54.5%, since the SNR for that particular signal was much lower. However, it is worth noting

that we were able to obtain an improved detection using the degraded signal from S2. This

ultimately cuts our error by half.

Table 4.3: Method Comparison: MIT Data Set 16265

M SNR TQRS FP FN #ε ε
F12 .82/.31 4647 25 51 76 1.6%
S1 .82 4647 128 19 147 3.2%
S2 .31 4647 1680 857 2537 54.5%

4.3.3 RQ3: Little Prior Knowledge

The proposed approach requires very little to no information, where no training is required.

The amount of information required is equivalent for the traditional template algorithm for a

single ECG lead. which is important for the use of algorithms in clinical setting. Algorithms

that are reliant on large data sets for clinical research can contain hidden biases that might

restrict the algorithm’s accuracy and application on heterogeneous data sources. Hence, this

design was built around the idea of template matching. However, more data with respects to

the number of ECG leads would further refine the support of the DS framework for further

enhanced performance.

4.4 Conclusion

Future work will focus on optimization methods for defining the proper constraints for the

belief and uncertainty values to enhance classification, and on producing a better framework

to handle the doubleton case. We have demonstrated strong potential for further improve-

ment, which could include utilizing more ECG leads as evidence sources, parallelizing the

process [112], and detection of other cardiac waveforms using this template paradigm.
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The proposed DS fusion multiple template approach over multiple leads has demonstrated

strong evidence for being a superior detection methodology when signals are corrupted with

noise. This work demonstrates that using little to no prior knowledge, contextualized QRS

detection provides powerful evidence to support a decision. Unlike the non-syntactic and

conventional cross-correlation methods, where an arbitrary threshold is set and requires

adjusting, this contextual meaning provides information on how corrupt the signals are by

quantifying the uncertainty that is associated with the present conflict between competing

templates. More importantly, unreliable information from corrupted signals still provides

value to the detection process and are leveraged by addressing the conflicting information

sources across additional leads.
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Part II of this dissertation analyzes key components of where uncertainty enters a predictive

system for detecting human performance error in pilots. Part II is also partitioned into

three individualized papers that make up an additional three chapters (Chapters 5, 6, and

7). The first two chapters (Chapters 5 and 6) focus on feature engineering and Chapter 7

focuses on modeling paradigms. The two feature engineering chapters do not directly dis-

cuss uncertainty and its downstream effects on model performance, but rather core featuring

engineering methods to reduce uncertainty that is introduced into our predictive models.

This is demonstrated in Chapter 5, “Evaluating Sensor Metric Uncertainty Due to Noise,"

by examining how noise alters reported metrics or features through a large scale Monte Carlo

Simulation approach for heart variable metrics. The simulation approach presented in this

chapter can be utilized to evaluate other metrics that are vulnerable to real-time noisy con-

ditions. Chapter 6, "Featuring Engineering to Provide Additional Model Dimensionality,"

focuses on engineering new features that capture additional information (that previous fea-

tures do not) to reduce epistemic uncertainty. The second takeaway from this work is that the

fundamental design for features is not dependent on changes from technical variability. This

variability could be caused by a number of reasons such as subject variability, signal drifting,

sensor problems, conductivity of electrodes, etc. From a data science perspective, standard-

ization is usually viewed as a means for trying to control input from technical variability that

goes into the model, but maintains biologically driven global variation. However this cannot

be fully controlled, and feature engineering design should incorporate these considerations

into the design process. We demonstrate this by examining electroencephalogram intensity,

which varies from subject to subject (due to the technical variability in the conductance of

an electrode placed on the scalp of a subject), through features that are linked to timing

rather than conductance. Chapter 7, "Naive Adaptive Probabilistic Sensor Fusion," then

utilizes these features and others to develop ML paradigms to detect human performance.

This work explores novel designs that address and quantify model uncertainty.
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Errors using inadequate data are much less than those using no data at all.

Charles Babbage

5
Evaluating Sensor Uncertainty due to Noise

Heart rate complexity (HRC) is a proven metric for gaining insight into human stress and

physiological deterioration. To calculate HRC, the detection of the exact instance of when

the heart beats, the R-peak, is necessary. Electrocardiogram (ECG) signals can often be cor-

rupted by environmental noise (e.g., from electromagnetic interference, movement artifacts),

which can potentially alter the HRC measurement, producing erroneous inputs which feed

into complex decision models. Current literature has only investigated how HRC is affected

by noise when R-peak detection errors occur (false positives and false negatives). However,

the numerical methods used to calculate HRC are also sensitive to the specific location of the
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fiducial point of the R-peak. This raises many questions regarding how this fiducial point is

altered by noise, the resulting impact on the measured HRC, and how we can account for

noisy HRC measures as inputs into our decision models. This work uses Monte Carlo simula-

tions to systematically add white and pink noise at different permutations of signal-to-noise

ratios (SNRs), time segments and HRC measurements to characterize the influence of noise

on the HRC measure by altering the fiducial point of the R-peak. Using the generated infor-

mation from these simulations provides improved decision processes for system design which

address key concerns such as permutation entropy being a more precise, reliable, less biased,

and more sensitive measurement for HRC than sample and approximate entropy.

5.1 Introduction

The growing field of physiological telemetry systems is a continual source of research in

numerous domains such as health care, aerospace, and nuclear power (e.g., [66, 100, 105]).

These telemetry systems are designed to provide informative decision support and predic-

tive analytics to gain physiological insight on health monitoring [100] and cognitive states

identification (e.g., cognitive workload) [28, 31, 159]. One major physiological component

that is leveraged in order to gain these insights is the sympathetic nervous system, which is

the part of the autonomic nervous system responsible for monitoring and adapting to stress

imposed on the body [71,121,130]. An extended increase in arousal of the sympathetic ner-

vous system has been associated with a decrease in performance [148], increased cognitive

workload [11,35], and deteriorating health for patients in a clinical setting [146,166].

One of the most relevant and informative measures associated with sympathetic response

is heart rate complexity (HRC) [146]. HRC algorithms have been developed as an inte-

gral latent physiological indicator being utilized in numerous studies assessing cognitive

workload [17, 84, 132], a patient’s physiological health and imminent risk [76, 100, 108], and
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analysis of depression [93]. HRC is often operationalized in the form of entropy measures

which are calculated using a person’s heart rate variability (HRV) [100]. These measures

require accurate, precise detection of individual heart beats. While there are many methods

to measure heart rate, such as electrocardiograms (ECGs), photoplethysmograms, and opti-

cal heart rate monitors, ECGs are the only method that provide information about the QRS

waveform - the so-called combination of the three deflections typically seen in the ECG -

which corresponds to the depolarization of the heart ventricles (a single heart beat). These

QRS waveforms are critical to precisely calculating R-R intervals and thus HRV. HRV is

then used to quantify the fluctuations in HRC. Thus, ECG telemetry stands as the only

proven method for calculating HRC accurately. For these predictive technologies to provide

insights, computational algorithms are required to examine variations from normal physiol-

ogy [165]. Since many of these technologies require consistent monitoring, intermittent noise

is inevitably introduced into the system. Thus noisy occurrences and detection of physiolog-

ical anomalies generate ambiguities, leading to false detection, inaccurate decision support,

and alarm fatigue [37, 99, 152]. However, much of the previous, original work surrounding

HRV detection was developed on cleaned, retrospective datasets [58, 100, 108, 125]; thus,

we cannot assume that complexity algorithms perform appropriately on noisy and corrupt

data.

Understanding the robustness of HRC measurements under noisy conditions allows for cor-

rective computational approaches and system design [99]. These corrective measurements

are becoming a paramount objective as systems are expected to work in real time which

leads to high risk of signal corruption. In this investigation, we aim to fill this research gap

by evaluating complexity algorithms under noisy and corrupted conditions.

Prior Work. The majority of work on HRC was conducted by Costa et al. [39], based on

Pincus’s work with approximate entropy [119]. These ideas, concepts, and applications used

to evaluate heart rate entropy spawned a multitude of measures [125,126]. The two most uti-
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lized complexity measures since are approximate and sample entropy. In line with Pincus’s

and Costa’s prior work, these complexity measures have been used on retrospective data to

demonstrate predictive model feasibility and practicality in classifying patients in clinical

settings [39]. While extensive studies have been conducted on various HRC methods and

applications in the past few decades, few studies exist that evaluate the influence of noise

and erroneous behavior on these measures. These works have demonstrated that missed

detection of QRS complexes (heart beats) could drastically alter downstream entropy mea-

surements [78, 99]. This was demonstrated by examining the effects of corruption through

the false positive (FP) and false negative (FN) rates of the detection algorithms rather than

looking at how the SNR itself alters entropy [78, 99]. This was done to control for the false

positive and false negatives in the detection algorithms. These approaches manipulate the

HRV signal through the concatenation of sequences or random down and up sampling, which

changes the entropy measurement associated with the HRC [78, 99]. Although robust and

accurate QRS complex detection algorithms are highly desirable and have been achieved

through various types of machine learning approaches [108], QRS detection is not the only

avenue through which erroneous entropy measurement can occur. ECG sampling frequency

and R-peak interpolation have demonstrated importance as methodological considerations

in obtaining consistent HRV signals [48]. These concerns underline the importance of the

fiducial marker for the R-peak and its relationship to producing reliable HRV measurements,

thus impacting the HRC. This can be depicted in Figure 5.1, an illustration where the ECG

signal R-peak has an arbitrary confidence interval which therefore induces uncertainty in the

HRV signal below. Noise plays an integral role in where the fiducial marker for the R-peak is

placed, which affects downstream applications. However, neither the extent to which noise

alters HRV and HRC measurement through changes in the fiducial marker nor the down-

stream implications of these fiducial markers on statistical models have been characterized.

Ultimately, current literature’s focus has been on the advancement of complexity algorithms

and their utility for classification, rather than understanding how and when these algorithms
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fail. Developing this understanding is critical for appropriate system design in preventing

alarm fatigue, erroneous prediction, and decision support systems [99,152].

This work raises six relevant research questions (RQs): 1) How does the SNR and the color of

the noise alter the fiducial marker of the R-peak? 2) Is any particular entropy measurement

more precise under corruption than others? 3) Does signal length contribute to a more

robust measurement in the presence of corruption? 4) Can a precise entropy measurement

still be statistically sensitive in differing HRC dynamics expected in study populations? 5)

If the fiducial point is altered by noise, how does this effect the direction of the measured

entropy calculation? 6) How much impact does noise and the fiducial marker downstream

have on the statistical implications of a study?

Challenges. Due to the multiple stages involved in the process of calculating HRC, it

is difficult to pinpoint exactly where noise alters an entropy measure’s reliability. Noise

can alter HRC reliability through numerous avenues such as False Positives for the QRS

detection, false negatives of the QRS detection, or the QRS waveform fiducial point shifting.

However, the robustness of current methods has only been evaluated by resampling HRV

signals, thus only examining the false positive and false negative rate [78–80]. Therefore,

the fundamental issue of how corruption in an ECG signal alters the HRV signal through

slight shifts in fiducial points and QRS waveform timing has been neglected and is difficult

to capture. Additionally, the numerous types of complexity measures produce different

outputs with different scales, further complicating the validation process and comparative

analysis.

Insight. A systematic process of validation in which noise can be exactly replicated through

the seeding of a random number generator and introduced to a signal provides control and

reproducibility when applied to testing datasets. Monte Carlo simulations allow for an in-

creased number of controlled iterations enabling the evaluation of the aleatory uncertainty

from a set of selected parameters (e.g SNR, type of entropy measurement) to form distri-
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Figure 5.1: This illustration demonstrates the variation in the identified location of R-wave
peaks result in uncertainty in the heart rate variability (HRV). Variation in the identified lo-
cation of the R-peak from the QRS complex results in uncertainty in the heart rate variability
(HRV) signal.

butions that characterize errors caused by the fiducial R-peak. This controlled simulation

enables rigorous analysis on how the fiducial points impose errors in the system. Here we

strictly analyze shifts in the mean and variance associated with the fiducial point at which

noise enters the system. Using these approaches, we can overcome scaling differences from

different entropy measures by evaluating the percent error (PE) in the various reported en-

tropy distributions with respect to that found without the introduced noise.

Contributions. We designed and implemented a Monte Carlo simulation to evaluate the

effects of time window size and SNR level of ECG signals on the percent error of three en-

tropy calculation methods applied to those ECG signals. This method provided a controlled

framework for evaluating the effects of ECG corruption on the reliability of three entropy

measures.

The contributions of this work are as follows:

1. We characterize how SNR alters the locations of the fiducial point of the R-peak via a

probability mass function (PMF), and demonstrate that the fiducial point for R-peak

is most affected by white noise at varying SNR levels, as compared to pink noise.
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Figure 5.2: Flow Chart Process of Simulation

2. We demonstrate that permutation entropy is more precise than both approximate and

sample entropy (i.e., it has the lowest standard deviation).

3. We demonstrate that, regardless of the entropy measurement or type of noise, as the

time window segment increases, the precision of the measured entropy improves.

4. We demonstrate that increased precision does not imply a lack of sensitivity for demon-

strating significant differences in HRC.

5. We demonstrate that as the SNR increases (altering the fiducial marker), there is a

directional change in the measured entropy.

6. We show the level of SNR that affects the likelihood of making a distinguishable dis-

tribution statistically indistinguishable.

All of these findings ultimately aid us in future design methodologies to reduce predictive

modeling error downstream from upstream feature extraction methodologies.
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5.2 Methods

The methods section is split into two sections. The first method section addresses research

questions RQ1 to RQ3 and the second section addresses RQ4 to RQ6.

5.2.1 Monte Carlo Simulation: Addressing RQ1 to RQ3

This section outlines the Monte Carlo simulation implementation method shown in Fig-

ure 5.2. These simulations were designed to study the effects of time window segmentation

length and signal corruption resulting from multiple “colors” of noise on the prevalence of

fiducial marker shifts on approximate, permutation, and sample entropy calculations.

1) Normal Sinus Rhythm Data: Single lead ECG data from 10 subjects (130 min,

128 Hz) selected from the MIT-BIH Normal Sinus Rhythm Database on PhysioNet [58] were

utilized. The Normal Sinus Rhythm database was selected to reduce measurement variability

that could be attributed to physiological dysfunction such as atrial fibrillation, ectopy, and

other disorders [39]. Each subject’s ECG signal was divided into 65, 26 and 13 intervals for

2, 5, and 10 minute time windows, respectively. Following signal preprocessing, noise was

added, and the prevalence of shifts in the fiducial marker (i.e., the location of the R-peak)

was collected to form a PMF.

2) Signal Preprocessing: After segmenting the ECG signals into intervals, a high pass

and low pass finite impulse response Butterworth zero phase filter was applied to each time

window. This produced our cleaned ECG signal, XS. The zero phase filter avoids distortion

in the phase of signal [62]. A key component for also avoiding fiducial marker shifting.

3) Simulation A: Determine Effect of Noise on Prevalence of Fiducial Shifts: The

following section describes the procedure for creating a PMF of the prevalence of fiducial

marker shifts caused by the addition of either white or pink noise to ECG signals.

80



CHAPTER 5. EVALUATING SENSOR UNCERTAINTY DUE TO NOISE

a) Step 1: Add Noise: In Step 1, a white or pink noise signal, XN , was added to the cleaned

signal XS comprising signal-to-noise ratios (SNRs) from 2 to 20 in increments of 2. The

SNR level XN added to XS is defined as

SNR = 10 log10

√√√√∑(
XS · X̄S

)2∑(
XN · X̄N

)2 , (5.1)

where X̄N and X̄S are the complex conjugates of XN and XS. A randomly seeded XN of

each SNR was added to each subject’s cleaned ECG signal interval 100, 250, or 500 times

for each 2, 5, and 10 minute interval, respectively.

White noise is designed into the implementation of the Monte Carlo Simulation to evaluate

the effects of electromagnetic interference, problematic sensors, or issues with wireless de-

vices [33,97]. A uniform distribution was used to model white noise in the frequency domain

by sampling from a random Gaussian distribution in the time domain sequence. The SNR

is altered by adjusting the variance of the Gaussian distribution.

Pink noise was selected to evaluate the effect of correlated noise typically associated with

observation noise on the ECG [38]. Pink noise was modeled as a decreasing function (1/f)

in the frequency domain and has close similarity to brownian motion-like noise which is

modeled as a decreasing function (1/f 2) and is related to electrode movement noise [38].

Pink noise was implemented using a noise generator package on MATLAB’s file exchange

service based on the theory for discrete simulations of colored noise by Kasdin [74].

b) Steps 2 and 3: Identify Fiducial Shifts and Construct Fiducial Shift PMFs: In Step 2, a

QRS complex detection algorithm was applied to both the cleaned and noisy data to identify

individual heart beats, R-R intervals, and heart rate variability (HRV) [117]. Using the Pan-

Thompkins algorithm, the fiduical mark’s location for the R-peak is determined from the

rising edge of the waveform [117]. The locations of each R-peak extracted from the noisy

signal were compared to the locations of the R-peaks extracted from the filtered signal. In
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Step 3, the prevalence of noisy R-peaks within ±39.1 ms of their filtered counterparts were

collected to form a PMF. This particular time increment was due to our sampling frequency

of 128 Hz, thus F−1
s = 128−1 = 39.1 ms. False positives (i.e., noisy R-peaks detected outside

of this window) and false negatives were not included in the construction of these PMFs.

This process of creating PMFs was repeated for all subjects’ time intervals (2, 5, 10 mins),

resulting in PMFs for each noise type (white or pink), and for each SNR level (2,4,. . . ,20)

equaling a total of 60 PMFs (i.e. 3 Time Intervals x 10 SNR Levels x 2 Types of Noise).

4) RQ1: Effects of Noise Level and Type on Fiducial Shift PMFs: We used visual

inspection of PMFs and the corresponding tabulated shift frequency values to evaluate the

effects of different SNRs and noise types on the prevalence of fiducial marker shifts.

5) Simulation B: Determine Effect of Fiducial Shift Prevalence on Heart Rate

Complexity: The following section discusses the process of determining the effects on

entropy measures resulting from perturbing the location of R-peaks extracted from filtered

(cleaned) signals by an amount sampled from the PMFs constructed during Simulation A. a)

Step 1: Sample Fiducial Shift PMF: In Step 1, the location of R-peaks of subjects’ filtered

ECG signal intervals were perturbed with a probability determined from the fiducial shift

PMFs constructed in Simulation A. A HRV signal was then computed for both the filtered

and perturbed signals.

b) Step 2: Compute Entropy and Percent Error: In Step 2, three entropy measures were

applied to each of the HRV signals–approximate entropy [119], permutation entropy [13,126],

and sample entropy [125].

Approximate entropy is defined as

ApEn(m, r,N) = Φm(r)− Φm+1(r), (5.2)

where Φm(r) = (N − m + 1)−1
∑N−m+1

i=1 logCm
i (r). Cm

i (r) is the number of matches to

82



CHAPTER 5. EVALUATING SENSOR UNCERTAINTY DUE TO NOISE

template i of length m within a tolerance of r (including self matches) [119].

Sample Entropy is defined as

SampEn(m, r,N) = − ln

[
Am(r)

Bm(r)

]
(5.3)

where Am(r) and Bm(r) are the probabilities of two sequences matching for m + 1 and m

data points respectively within a tolerance of r (excluding self matches) [125].

Permutation Entropy employs rank order (i.e., not exact distance) to quantify time series

similarity. This is defined as

Hn = −
n!∑
j=1

p′j log2 p
′
j (5.4)

where p′j is the proportion of the occurrence of th jth template (of lengthm) in the signal [13,

126]. Approximate [119] and sample entropy [125] both use distance as the measurement

to examine similarity in time series to quantify entropy. The main difference between the

two is that unlike approximate entropy, sample entropy excludes self matches. On the other

hand, permutation entropy employs rank order (i.e., not exact distance) to quantify time

series similarity [13, 126]. In Step 2, approximate, permutation, and sample entropy values

were computed for both the filtered and perturbed HRV signals and compared to calculate

percent error 100, 250, or 500 times for each 2, 5, or 10 minute interval, respectively; each

noise type (white or pink); and each SNR level (2,4,. . . ,20).

6) RQ2: Comparison of Entropy Method Reliability: We computed the standard

deviation of each time interval and then applied the natural logarithm to the data to ob-

tain relatively equal variances and reasonably symmetric distributions. We then tested for

the differences in the mean log standard deviation of the percent error using a one-way

ANOVA.

7) RQ3: Effects of Window Size on Reliability: Using the data from Simulation B,

conditional distributions were constructed of the percent error in entropy for time window
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sizes of 2, 5, and 10 minutes and for both pink and white noise by collapsing over SNR, sub-

ject, and time interval number. Using visual comparison and descriptive statistics, the effects

of window size on entropy reliability were addressed for both white and pink noise.

5.2.2 Sympathetic Response Dataset: Addressing RQ4 to RQ6

The experience of hypoxia is known to result in autonomic-nervous-system-driven changes

(sympathetic arousal) in the cardiac and respiratory systems [61]. We utilize a dataset which

characterizes hypoxic responses because of these known physiological changes in sympathetic

arousal to address research questions RQ4 to RQ6.

1) NASA Hypoxia Data: The dataset was collected by a research team at NASA Langley

Research Center (LaRC) who subjected 49 volunteers (all with current hypoxia training

certificates) to normobaric hypoxia to study the impact on aircraft pilot performance [141,

142].

The goal of the study was to understand cognitive impairment due to exposure to mild

hypoxia in order to improve the safety of psychophysiologically-based automation interfaces.

Subjects in the study experienced simulated altitudes of Sea Level (21% O2) and 15,000 feet

(11.2% O2) induced by an Environics, Inc. Reduced Oxygen Breathing Device (ROBD-2).

During non-hypoxic and hypoxic exposures each subject performed a battery of written,

computer-based, and flight simulation tasks each lasting 10 minute. In each exposure the

research team collected task performance measures, a subjective self-report of workload

(NASA Task Load Index), and multiple physiological responses (including ECG). This article

discusses only the ECG data and task performance/conditions collected during hypoxic and

non-hypoxic exposures.

2) RQ4: Evaluating Entropy Method Sensitivity: To evaluate the sensitivity of en-

tropy measures in detecting mild hypoxia, approximate, permutation, and sample entropy
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were calculated for ECG data collected during the final 2 min and final 5 min of non-hypoxic

and hypoxic exposures. Ten minute time segments were excluded from this analysis because

hypoxic exposures were only ten minutes long and thus not all subjects demonstrated indica-

tors of mild hypoxia (e.g., Sp02 < 80%) until serveral minutes into the 15, 000 ft exposures.

Due to small sample size and non-normality, the non-parametric Wilcoxon rank-sum test was

employed to test for differences between the hypoxic and non-hypoxic cohorts with smaller

p-values indicating a greater ability for an entropy calculation method to discriminate be-

tween hypoxic and non-hypoxic states. The initialized parameters used in calculating the

entropy measurements were the same as in Simulation B (m = 2 & r = 0.15σ for sample

and approximate entropy and m = 3 for permutation entropy order).

3) Simulation C: Effect of Fiducial Shifts on Entropy Data from Hypoxic Sub-

jects: Using the NASA hypoxia ECG dataset and the PMFs of the fiducial marker shifting

found in Simulation A, we corrupt the HRV signals by altering the locations of the R-peaks

for 2 and 5 minute time segments at various SNR levels. Each subject and their respective

cohort’s (hypoxia and non-hypoxia) fiducial markers are corrupted 250 times for each subject

to examine the raw change in the entropy distribution.

4) RQ5: Effects of Fiducial Shifts on Entropy Skew and Bias in Hypoxic Subjects:

We pooled the approximate, permutation, and sample entropy values for all subjects’ Monte

Carlo trials for both hypoxic and non-hypoxic exposures at each SNR level and time window

size (2 and 5 min). Kernel density plots of each pooled distribution were obtained and

visually inspected for skewness. For each conditional pooled distribution, the mean entropy

value was computed and qualitatively assessed for general trends in the data.

5) RQ6: Effects of Fiducial Shifting on Cohort Discriminability: We demonstrate

this through an approach similar to that of RQ3. Using the NASA hypoxia dataset and

the probability distributions associated with the fiducial shifts, we alter the fiducial markers

of the R-peaks in the ECG signals to simulate corruption for each subject. This process is
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simulated 250 times for each time window segment length, cohort, and entropy measurement

at each SNR level.

During each simulation trial the non-parametric Wilcoxon rank-sum test evaluated differ-

ences between the hypoxic and non-hypoxic distributions with the null-hypothesis signifi-

cance level set at 0.05. After all simulation trials were complete, the percentage of tests

rejecting the null-hypothesis (i.e., having p < 0.05) were collected. A greater percentage

of null-hypothesis rejections indicates a greater ability to resolve hypoxic from non-hypoxic

states.

5.3 Evaluation and Discussion

In this section, we address the following research questions regarding the effects of ECG

corruption on entropy dynamics which were introduced in Section I:

RQ1 How does SNR and various colored noise effect the fiducial point of the R-peak?

RQ2 If the fiducial point of the R-peak shifts, does a single entropy method demonstrate

superior precision from the proposed three types of entropy calculations that measure

HRC?

RQ3 Does increasing the HRV signal time segment length enhance HRC variance (entropy

dynamics)?

RQ4 Is increased precision associated with lack of sensitivity for demonstrating significant

differences in HRC?

RQ5 Is there a directional change in the measured entropy upon corruption in which the

entropy increases, decreases, or does only the variance symmetrically increase providing

no actual change in complexity?

RQ6 At what simulated SNR level do fiducial shifts render two previously distinguishable

86



CHAPTER 5. EVALUATING SENSOR UNCERTAINTY DUE TO NOISE

distributions indistinguishable?

Table 5.1: Pink Noise Monte Carlo Simulation Summary of Probability Distribution of the
Fiducial Shift (Trials=∼ 65, 000).

Target Distribution of Fiducial Shift by Milliseconds
SNR -15.62ms -7.81ms 0ms 7.81ms 15.62ms

2 0.0 4.63 90.39 4.95 0.0
4 0.0 3.68 92.41 3.89 0.0
6 0.0 2.94 93.97 3.07 0.0
8 0.0 2.33 95.22 2.42 0.0
10 0.0 1.85 96.21 1.92 0.0
12 0.0 1.47 96.99 1.53 0.0
14 0.0 1.18 97.60 1.21 0.0
16 0.0 0.94 98.10 0.96 0.0
18 0.0 0.75 98.48 0.76 0.0
20 0.0 0.60 98.79 0.60 0.0

5.3.1 RQ1: Fiducial R-peak Marker, Type of Noise, and SNR

We hypothesized that the fiducial marker will change as a function of the SNR and type of

noise. Each row in Tables 5.1 and 5.2 present a PMF of the fiducial marker shifting for white

and pink noise, respectively, as a function of the targeted SNR. The PMF was generated by

part A of the simulation discussed in Figure 5.2 and describes the probability of the fiducial

marker shifting. Each shifting in the fiducial marker is a single discretized point or index in

the time series equivalent to F−1
s . Since the sampling rate of the discretized signal is 128Hz,

the index shifts in increments of 7.81ms. Both of these tables demonstrate that as the SNR

increases, there is a greater probability of altering the fiducial marker. As a function of the

type of noise applied to the signal, white noise is the most corruptive in altering the fiducial

marker.

5.3.2 RQ2: Type of Entropy and Precision

Due to the fiducial point of the R-peak shifting, we address how precision (i.e., standard

deviation, σ) can alter the proposed three types of entropy calculations that measure HRC.
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Table 5.2: White Noise Monte Carlo Simulation Summary of Probability Distribution of the
Fiducial Shift (Trials=∼ 65, 000).

Target Distribution of Fiducial Shift by Milliseconds
SNR -15.62ms -7.81ms 0ms 7.81ms 15.62ms

2 0.01 9.74 78.9 11.21 0.10
4 0.0 8.02 82.90 9.02 0.04
6 0.0 6.52 86.29 7.16 0.01
8 0.0 5.23 89.13 5.62 0.0
10 0.0 4.20 91.35 4.44 0.0
12 0.0 3.33 93.15 3.49 0.0
14 0.0 2.65 94.57 2.79 0.0
16 0.0 2.10 95.71 2.17 0.0
18 0.0 1.66 96.60 1.73 0.0
20 0.0 1.37 97.21 1.41 0.0

Table 5.3: Pink Noise Entropy Percent Change Distribution: (Trials=∼ 65, 000).

Time Target Approximate
Entropy

Permutation
Entropy

Sample
Entropy

Window SNR µ σ µ σ µ σ

2 2 0.34 5.90 1.83 1.38 7.68 9.23
2 6 0.27 5.14 1.50 1.23 5.89 9.10
2 10 0.34 3.95 1.05 1.01 4.02 6.25
2 14 0.20 3.12 0.68 0.84 2.48 4.96
2 18 0.04 2.45 0.47 0.68 1.65 4.31

5 2 1.52 4.39 1.65 0.93 5.50 7.85
5 6 1.18 3.89 1.35 0.81 4.25 7.16
5 10 0.82 2.82 0.93 0.64 2.97 4.98
5 14 0.53 1.98 0.62 0.50 1.95 3.32
5 18 0.36 1.49 0.42 0.39 1.28 2.50

10 2 4.78 3.22 1.61 0.59 6.99 2.50
10 6 3.77 2.63 1.32 0.52 5.45 2.09
10 10 2.50 1.88 0.90 0.40 3.55 1.66
10 14 1.64 1.33 0.60 0.32 2.31 1.29
10 18 1.09 1.04 0.40 0.26 1.50 1.05

Tables 5.3 and 5.4 are generated from Part B of the Simulation discussed in Figure 5.2 that

develops distributions based on the percent change for their respective entropy measurement,

SNR, Time Segment, and type of noise. To address RQ2 we can first visually compare the

standard deviations of Tables 5.3 and 5.4 where for each row in the table, all the variables

(e.g., SNR, Time Segments) are held constant except for the type of entropy measurement

(e.g., sample entropy). We demonstrate that the standard deviation of the permutation en-
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tropy is respectively lower than either approximate or sample entropy across all SNR levels,

time segments, and type of noise. Thus from the Monte Carlo simulation, we demonstrated

that permutation entropy provides a more precise HRC measurement than either approx-

imate or sample entropy. This finding is likely due to the manner in which permutation

entropy is calculated versus sample and approximate entropy. Permutation entropy analyzes

HRV by rank order of the R-R interval timing rather than their distance criteria like sample

and approximate entropy. Outside of false positives and missed detections of the QRS wave,

corruption of the fiducial shift and the timing of QRS wave indices has a stronger effect on

distance than on the rank order.

For both white and pink noise, the one-way ANOVA indicated that there were significant

differences in the mean log standard deviation of the percent error of the three entropy

measures (F (2, 31575) = 12440, p < 0.05 and F (2, 30957) = 11156, p < 0.05 for white and

pink noise respectively). Post-hoc comparisons using the Tukey-Kramer procedure revealed

that all entropy methods produced significantly different mean log standard deviations of

the percent error (p < 0.05) for both white and pink noise with permutation entropy having

the lowest mean log standard deviation of the percent error followed by approximate entropy

and then sample entropy.

5.3.3 RQ3: Noisy Time Segments and HRC Variance

Increased time segments provide more data which should aid in reducing the aleatory un-

certainty for entropy measurements. Therefore we hypothesize that increased time segment

lengths at a fixed SNR value would result in more stable and precise HRC measurements.

Through the proposed Monte Carlo Simulation (Part B) in Figure 5.2, the SNR values were

kept fixed but the time windows varied by 2, 5 and 10 minutes for pink and white noise.

By examining Tables 5.3 and 5.4 at their respective SNR levels, we note that the standard

deviation and expectation decreases as the window size increases for both white and pink
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Table 5.4: White Noise Entropy Percent Change Distribution: (Trials=∼ 65, 000).

Time Target Approximate
Entropy

Permutation
Entropy

Sample
Entropy

Window SNR µ σ µ σ µ σ

2 2 -0.34 11.21 3.45 2.07 18.84 14.63
2 6 0.21 8.35 2.75 1.74 12.92 11.75
2 10 0.40 6.29 1.98 1.46 8.65 9.84
2 14 0.32 4.78 1.39 1.19 5.71 7.84
2 18 0.26 3.77 0.94 0.98 3.63 6.64

5 2 3.31 8.26 3.21 1.65 14.24 13.38
5 6 2.46 6.41 2.57 1.32 9.50 11.54
5 10 1.72 4.96 1.88 1.04 6.42 9.03
5 14 1.15 3.73 1.33 0.80 4.24 6.78
5 18 0.85 2.52 0.89 0.62 2.97 4.20

10 2 12.7 8.07 3.23 1.09 19.20 5.24
10 6 8.54 5.58 2.59 0.86 13.10 3.87
10 10 5.75 3.80 1.89 0.66 8.50 2.82
10 14 3.80 2.69 1.32 0.51 5.49 2.18
10 18 2.48 1.90 0.90 0.40 3.54 1.66
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Figure 5.3: Percent Change Entropy Distribution (SNR=2db, White Noise)

noise.
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Based on the Monte Carlo simulated samples, a pictorial representation of the distribution

was created using kernel density estimation for white noise SNR levels of 2 and 20 at 2 and

10 minute segments shown in Figures 5.3 and 5.4. Figure 5.3 visually demonstrated Sample

Entropy extending beyond a 30% change from its original entropy calculation. However, as

the time segment increases we can note the mass of the distribution becomes more centralized,

thus increasing the precision of the entropy measurement. This effect of increasing the

windowing segment length is consistent for all three entropy calculation methods. In regards

to real-time health monitoring, we are met with a trade-off between time resolution and the

precision of the entropy measurement. For example, as we aim to characterize a subject’s

physiology within a smaller time frame, the precision of the measurement worsens. Thus,

when designing these systems, one should consider the level of imprecision which can exist

before unacceptable Type 1 or Type 2 errors are encountered in the system?
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5.3.4 RQ4: Insight HRC Sensitivity

Although some HRC measurements may not offer ideal precision or stability (e.g., Sample

and Approximate Entropy), we hypothesize that this lack of precision allows for higher

sensitivity in distinguishing features between two cohorts. That is, the increased variation

in the measurement that results in a decrease in precision provides information that can aid

in demonstrating independence between two classes or distributions.

Table 5.5, provides the p-value for the Wilcoxon Rank Sum Test for the three proposed

entropy measurements at 2 and 5 minutes, which evaluates the hypoxic and non-hypoxic

cohorts of the presented NASA experiment. In Table 5.5, we note that permutation en-

tropy had a lower P-Valve for both sets and for all time segments than approximate and

sample entropy, demonstrating independence between two classes or distributions. Based

on the results and discussion of RQ3, permutation entropy was also shown to be the most

precise measurement from the other proposed entropy measurements. Thus, the results of

this data do not fully support our hypothesis that these imprecise measurements are more

sensitive to noise but are better at distinguishing independence. Hence, there is no trade-off

between increased precision and the ability to distinguish the two distributions of hypoxia

and non-hypoxia, a known cause of autonomic nerve system activation which alters HRC

dynamics.

Table 5.5: Significance level (p-value) of Wilcoxon Rank Sum test between hypoxic and
non-hypoxic cohorts

Time PermEntO ApproxEnt SampEnt

2 mins p = 0.022 p = 0.55 p = 0.099
5 mins p = 0.032 p = 0.067 p = 0.034
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5.3.5 RQ5: What is the Directional Change in Entropy

As noise alters the fiducial point, we aim to understand how this affects the direction of the

entropy measurements. For example as noise increases and alters the fiducial point, does the

measured entropy increase, decrease, or is there no clear trend apparent (symmetric)? We

hypothesized that increased perturbations of the fiducial point from increased noise would

make the HRV signal less predictive, thus increasing the entropy measured in the signal.

There is some support of this hypothesis from the results provided in RQ2 and RQ3, where

you can note a general positive shift in the reported expectation (µ) of the calculated percent

change. This is also demonstrated by Figures 5.3 and 5.4, where the percent change of the

distributions are skewed further to the right as SNR increases.

However, in order to properly support our hypothesis RQ5 provides the raw calculated values

which were averaged over subjects and trials. More specifically Table 5.6, provides the mean

value of these distributions specifically associated to either the Hypoxic (Hµ) or Non-Hypoxic

(NHµ) case across SNR levels and time windows. We can note a consistent linearly increasing

mean entropy as noise increases from the initial uncorrupted dataset for all time segments and

entropy measurements. This finding is critical since healthier individuals (an individual with

a lower sympathetic response) have higher entropy measurement producing more complex

heart patterns and higher variability. Hence this informs us that if corruption occurs and

the fiducial point is altered, subjects will appear healthier than they actually are.

5.3.6 RQ6: Indistinguishable Independent Distributions

We demonstrated in RQ5 that there is a clear directional change in the measured entropy

when noise is introduced into the signal. Because the noise does not alter the measured

entropy distribution symmetrically (e.g., Figure 5.3) and thus shifts the entire distribution

in one direction, we must then inquire about the implications of how this statistically affects
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Table 5.6: White Noise Entropy Movement (Trials=∼ 250).

Time Target Approximate
Entropy

Permutation
Entropy

Sample
Entropy

Window SNR Hµ NHµ Hµ NHµ Hµ NHµ

2 2 0.679 0.691 0.888 0.909 1.345 1.483
2 6 0.672 0.688 0.883 0.906 1.332 1.470
2 10 0.669 0.687 0.880 0.903 1.319 1.465
2 14 0.667 0.686 0.878 0.902 1.310 1.462
2 18 0.665 0.685 0.876 0.901 1.307 1.459

5 2 0.911 0.975 0.897 0.914 1.227 1.407
5 6 0.903 0.970 0.892 0.911 1.206 1.393
5 10 0.895 0.967 0.888 0.909 1.191 1.384
5 14 0.892 0.964 0.886 0.908 1.182 1.384
5 18 0.888 0.962 0.884 0.907 1.177 1.377

our readings and to what degree it affects statistical independence. For example if a subject

has a lower entropy measurement, we perceive them to have a higher amount of physiological

stress (i.e., increase sympathetic response). However if noise is introduced into the signal,

causing an increase in entropy, what is the likelihood that the subject would statistically be

viewed as someone not under stress?

Since hypoxia is known to cause an increase in sympathetic response, we address this research

question through an approach similar to that of RQ4 using the NASA hypoxia dataset.

We hypothesized that as SNR increases, it becomes increasingly difficult to discriminate

(α = 0.05) between the two cohorts of hypoxia and non-hypoxia HRC measurements. The

simulation is iterated 250 times for each window time segment, cohort, type of entropy

measurement, and SNR for their respective cohorts, hypoxia and non-hypoxia. In Table 5.7,

(Sigµ) denotes the simulations where noise was only added to the hypoxia cohort data.

However, (dSigµ) denotes the simulations where noise was added to both the hypoxia and

non-hypoxia data. The percentage of statistical tests that were significant from the 250

simulations are shown in each column of Table 5.7. This percentage is intended to provide

contextual meaning of the likelihood that the two cohorts are statistically independent as a

function of SNR, windowed time segment and type of entropy measurement. From Table 5.7
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can observe that there is much smaller percentage of statistical independence when noise is

only introduced to the hypoxia cohort. We already know from Table 5.5, when no noise is

introduced, that Permutation Entropy for a 2 minute time segment is significant, (p = 0.022).

However for the Sigµ case of corrupting only the hypoxic cohort with an SNR of 10, we expect

the two classes to be independent only 5.2%. This means that based on the 250 simulations

that we ran, only 13 of the 250 generated a p-value less than 0.05. Similarly for the dSigµ case

when both the hypoxic and non-hypoxic cohorts are corrupted, 222 out of the 250 simulations

generated a p-value less than 0.05. Thus, we expect to achieve significance 88.8% of the time

when both signals are corrupted. This discrepancy between the Sigµ and dSigµ cases is

due to the impact on how the noise shifts the means the distributions. Hypoxia readings

have a lower entropy measurement since the subject is under stress. However if noise is

present strictly for the hypoxia data it biases the distribution into making the collected data

look as if the subject is not under stress and thus non-hypoxic. Therefore, it becomes more

difficult to statistically distinguish between to the two cohorts. Machine learning approaches

specifically designed to detect anomalies in the data, such as single class Support Vector

Machines (SVMs) [32,144], are designed to learn the decision boundaries strictly on a single

class. Thus as incoming data is altered by noise and the distribution is being shifted outside

classifier boundary, the algorithm will classify it as an anomaly causing a false positive. This

finding is paramount if we know that hypoxia HRV signals are being corrupted, and can be

combated by introducing noise into the control cohort (i.e., non-hypoxia) to appropriately

adjust the results of our statistical inference (re-train our ML algorithm for more generalized

classifier boundaries to incorporate various noise levels) or simply bias the distribution based

on your incoming SNR.
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Table 5.7: Evaluating the Uncertainty in Indistinguishable Independent: (Trials=∼ 250).

Time Target Approximate
Entropy

Permutation
Entropy

Sample
Entropy

Window SNR Sigµ dSigµ Sigµ dSigµ Sigµ dSigµ

2 2 0% 0% 0% 70.0% 0% 0.4%
2 6 0% 0% 0.4% 83.2% 0% 0.8%
2 10 0% 0% 5.2% 88.8% 0% 0.2%
2 14 0% 0% 33.6% 92.4% 0% 1.2%
2 18 0% 0% 72.0% 96.4% 0% 0.4%

5 2 0% 0% 0% 24.4% 0% 18.0%
5 6 0% 0% 0% 47.2% 0% 51.6%
5 10 0% 0% 0% 69.6% 1.2% 88.4%
5 14 0% 0.8% 1.2% 78.4% 26.8% 96.4%
5 18 0% 0% 20% 85.2% 79.2% 99.6%

5.4 Conclusion

Current literature about handling HRC calculations focuses on reducing the false positive

rate and false negative rates of detecting the QRS waveform in the ECG signal. The location

of the R-peak is typically extrapolated from the detected QRS waveform and little attention

is given to how errors regarding the location of the R-peak can alter HRC readings. In this

paper we present a Monte Carlo simulation framework that evaluates the effects of ECG

signal corruption on the fiducial point of the R-peak and how it effects HRC measurements

when using sample, approximate, and permutation entropy.

Through the use of Monte Carlo simulations, we able to characterize PMF distributions and

how the fiducial point shifts based on signal quality of the ECG. White noise was shown to

cause higher perturbations in the fiducial point of the R-peak when compared to pink noise.

This characterization allowed us to run additional Monte Carlo trials in order to evaluate

changes in the precision of the proposed entropy measurement, in which permutation en-

tropy demonstrated to be most precise during corruption. From these findings, we utilized

a secondary data set that addresses the sensitivity of demonstrating a statistical difference

between hypoxia vs non-hypoxia caused by altered heart rate dynamics from the autonomic

nervous system. This analysis showed that permutation entropy not only had better preci-
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sion under noisy environments but was also sensitive statistically for 2 and 5 minute time

segments between the two cohorts. Approximate entropy was not significant for either 5 or

10 minutes and sample entropy was only significant for 5 minute time segments. This work

then demonstrated that as perturbations of the R-peak increased as a function decreasing

SNR, the entropy of the signal increased. Because of biasing of the distribution, we showed

that because of its stronger precision and sensitivity, permutation entropy was still able to

out perform sample and approximate entropy the likelihood of showing statistical change in

heart dynamics during hypoxia for 2 minute segments.

HRC calculations are critical to the implementation of statistical modeling techniques in

numerous bio-informatics domains for physiological insight. Thus we were able to address

critical fundamental design questions, allowing researchers to evaluate what type of entropy

measurements are best, suggestions on how to handle ECG signal corruption of the fiducial

point, and ideal time window segments based on the type of environment imposed on their

telemetry system.
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Discovering the unexpected is more important than confirming the known.

George E. P. Box

6
Featuring Engineering to Provide Additional

Model Dimensionality

Electroencephalograms are utilized for the detection of variations of brain wave patterns

in order to provide information about a person’s cognitive states and to detect neurolog-

ical diseases. Typical methods for EEG analysis are known to examine spectral content,

for which vast amounts of literature have developed spectral interpretations of the signal

over the decades. More recently, non-linear analysis (e.g., sample entropy) has provided

further valuable information, although, there is no non-linear method that examines isolated
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spectral frequency bands tailored to EEG signals. Therefore, we develop a time-frequency

intensity analysis method to extract continuous measures of intensity for key frequency bands

associated with EEG. Utilizing this time-frequency intensity method, we design two novel

non-linear complexity measurements referred to as Activation Complexity (AC) and Rank

Order Complexity (ROC). This paradigm was then applied to a data set from a study in-

volving hypoxia induction in 49 human test subjects, demonstrating that significant changes

in EEG firing patterns can be captured. Utilizing AC, we show that we can capture anoma-

lous changes in firing for extended 10-minute segments by examining how the timing of the

peak intensity is altered during hypoxia. ROC was designed for task-related changes, which

demonstrated how the rank of specific frequencies fluctuating over time is significant during

tasks.

6.1 Introduction

Electroencephalograms (EEGs) detect and track variations in brain wave patterns related

to the electrical activity of the brain. EEG analysis provides information about a person’s

cognitive states such as response inhibition, level of concentration, arousal and even diag-

nostic information regarding diseases such as Alzheimer’s, hypoxia encephalopathies, and

epilepsy [2,6,14,41,73]. In order to acquire these insights and information from EEGs, there

are many types of analyses designed to extract features from the signal that examine co-

herence, intensity of frequency bands, signal entropy, coupling, and source localization [3,6].

These extracted EEG features are then used as the foundation for explanatory and predictive

modeling. Typically, two or more of these features are utilized to generate a feature space

for predictive models that can predict epilepsy, hypoxia, etc. [6]. Thus, capturing these new

EEG features is paramount to uncovering latent patterns that provide further insight into

the complexities of the human brain and distinguishing impairments.

99



CHAPTER 6. FEATURING ENGINEERING TO PROVIDE ADDITIONAL MODEL
DIMENSIONALITY

Literature has demonstrated that conditions like hypoxia, Alzheimer’s, epilepsy and other

neurological issues cause neuronal impairments that change firing patterns. Modification of

firing can potentially occur at the intracellular level of an individual neuron or at the inter-

cellular level in how neurons propagate information to each other (neuronal interactions).

However, the non-linearity of the processes at both the intracellular and intercellular level

are caused by dynamic behavior [3], making it difficult to capture explanatory responses. At

the intracellular level, neuronal firing, or the generation of an action potential, demonstrates

non-linearities in how thresholding and saturation phenomenon are governed [3]. At the

intercellular level, neuronal interactions occur spatially giving a second dimension to these

non-linearities [3]. These combined neuronal interactions are summed, potentially enabling

subsequent neurons to meet their threshold criteria and thus firing, as well [64]. However,

if a neuron is impaired, it has the potential to impede transmission and prevent subsequent

neurons from firing, thus causing neurons to be functionally and electro-physiologically iso-

lated [118].

Prior Work. Through these complex interactions of signal propagation and cellular pro-

cesses, the EEG signal is characterized as a non-linear time series [3,70,118]. Though these

complexities in neuronal firing occur, even in the case of simple cognitive changes (e.g.,

sleeping) signal propagation changes, which ultimately alters whether a neuron’s threshold

criteria is met or not [120]. Thus, this affects instances in the global measurement of elec-

trical activity, changing the intensity/power of EEG band-limited waveforms (e.g. Alpha,

Delta, Theta). Based on this rudimentary and fundamental point, it is not surprising that

the first EEG patterns were noticed by Berger [16], where he observed that oscillatory pat-

terns (alpha waves 8− 12 Hz) were attenuated during conscious walking when compared to

rest/sleep [26].

These observations became visually apparent because the EEG alpha frequency is band-

limited (8-12 Hz) and its intensity is more dominant during specific conditions (such as
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sleep). Thus, spectral intensity analysis methods have been the hallmark approaches for

EEG analysis [3, 70], and Fourier methods have been the typical method for analyzing the

intensity of specific frequency bands (i.e. delta δ, theta θ, alpha α, etc.). However, EEG

signals are non-stationary [70], making Fourier approaches problematic since they require

the assumption that the signal is infinitely long and stationary [113]. We are required to

make this assumption about the signal being analyzed because Fourier uses sine and cosine

waves as its basis function in order to decompose the signal into its appropriate frequency

components. To overcome the issue of EEG signals being non-stationary, Short-Time Fourier

Analysis (STFT) is applied. STFT allows us to assume the signal is stationary by applying

windowing paradigms that typically segments the time series into 5 to 30 second windows [5].

However, this type of analysis prevents us from examining how and when those frequencies

and intensities change within that windowed time segment. This delimma has been previ-

ously identified as it relates to physiological signals [113] and is known as the Signal Proc-

sesing Uncertainty Principle [52], which is related to Heisenberg’s Uncertainty Principle in

physics [68]. This leads to the the Heisenberg Uncertainty Principle’s fundamental trade-offs

related to signal processing [113]. In order to obtain an increased time resolution, one loses

frequency resolution. Like-wise, in order to gain better frequency resolution one loses time

resolution [113]. Furthermore, strictly examining the raw intensity leads to high variabil-

ity between subjects due to the variability inevitably imposed by electrode conductance.

Additional methodoloiges are required to combat this variability.

More current literature aims to determine more suitable non-linear analyses for examining

EEG complexity using various types of entropy measurements to obtain informative features

that can detect cognitive states and diseases [3, 6, 70, 151]. The general underlying concept

of these entropy measurements is based on examining complex sequences for similarities in

patterns to quantify the predictability of the sequence. If the entropy is low, there are many

patterns that are similar and thus the sequence is highly predictable. On the other hand, if

the entropy is high, the sequence has fewer similar patterns and is less predictable.

101



CHAPTER 6. FEATURING ENGINEERING TO PROVIDE ADDITIONAL MODEL
DIMENSIONALITY

There are numerous ways one can quantify similarity, and hence, various methods for calcu-

lating entropy [85]. Sleigh and Abasolo both discuss EEG entropy signal analysis methods

belonging to one of two possible families of entropy estimators [3, 139]. The first family

consists of “phase-space embedding entropies,” which are designed to estimate the signal in

the time domain. Popular methods within this family consist of Approximate, Shannon,

phase, sample, Kolmogorov, fuzzy, and permutation entropy [6]. However, these methods do

not examine similarity with regard to the frequency content of the signal. As depicted in

Table 6.1, these frequency-specific EEG waveforms (e.g. alpha, gamma) have been shown to

indicate discriminable cognitive states and to have contextual meaning associated with brain

damage, disease, and cognitive states based on decades of supported literature [27,143,156].

Thus, these temporal entropy approaches overlook a large part of the classical concepts of

EEG analysis.

The second family of entropy estimators are referred to as “spectral entropy" methods, which

consist of spectral, and Normalized Bispectrum Entropy methods. These methods aim to

examine entropy from a frequency perspective, but at the cost of losing temporal information

due to spectral windowing limitations (i.e., STFT). Furthermore, these methods typically

utilize Fourier analysis methods which, as stated above, are inappropriate for EEG analysis

due to the stationary assumptions Fourier analysis imposes and the lack of granularity in

changes signal frequencies and intensities [113].

A unique method in the spectral entropy family is Wavelet Entropy, which uses a novel

method of analyzing frequency. These entropy measurements use the wavelet transform,

which imprecisely measures frequency through a scaled version of its basis function. The

wavelet transform aims to overcome these traditional trade-offs imposed by Fourier analysis

by using a multi-resolution analysis that provides time, scale, and magnitude. The con-

tinuous wavelet transform (CWT) uses convolution of the signal and its basis function,“the

mother wavelet,” to analyze the signal, similar to how one would analyze a Fast Fourier
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Transform (FFT) Convolution. However, the CWT’s basis function is considered to be a

small, non-stationary wave composed of numerous frequencies (and therefore, imprecise),

whereas the FFT approach uses stationary sine and cosine waveforms at a definitive, unique

frequency. CWT’s mother wavelet or basis function is scaled to where the basis function

is either compressed (consisting of a range of high frequencies), or dilated (consisting of a

range of low frequencies). The output of the CWT produces wavelet coefficients that provide

an indicator of how well the signal correlates to the scaled mother wavelet, which can be

used later to estimate local energy [127]. Thus, Wavelet analysis has gradually become an

advantageous biological signal processing because of its ability to handle non-stationary pro-

cesses and provide a multi-resolution analysis. The Wavelet Entropy methodology utilizes

the CWT and picks only a sparse set of scaled mother wavelets. This approach is called a

decimated discrete wavelet transform (DDWT) [127] and is used because the CWT scaling

can be too granular, where the difference in the frequency content between adjacent mother

wavelets is too similar, which causes redundant analysis. Wavelet Entropy uses these DDWT

coefficients to estimate the energy of a windowed time segment, or signal intensity. How-

ever, this still causes a limitation in time resolution that prevents us from understanding

how events evolve (e.g. onset, duration) over time; a consistent problem within the spectral

entropy family. Furthermore, scaled mother wavelets consist of a range of frequencies and

are traditionally designed in the time domain. Thus, the scaled mother wavelet that is be-

ing used to calculate energy is not designed specifically for the frequencies that incorporate

multiple EEG waveform frequency bands (e.g., alpha and theta). This prevents the ap-

proach from targeting specific EEG waveforms directly, a similar problem within the family

of “phase-space embedding entropies’ analysis.

From an analytical standpoint, none of these Entropy methods used to characterize the non-

linearities of EEG signals capture the intensity of specific EEG waveform spectral properties

continuously over time, nor do they attempt to calculate precise dynamic temporal changes.

Thus, there is no complexity method that can explain both the temporal and spectral com-
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plexity relationships. Analyses involving intensity changes can provide key features and a

new understanding of EEG analysis by assessing the non-linear dynamics.

From a physiological standpoint, these complex neuronal dynamics revealed by a method

to measure both the temporally and spectrally complex relationship of firing patterns can

potentially provide new information. The notion of complex neuronal networks, which gen-

erate these fundamental neuronal oscillations, have been backed by a vast amount of liter-

ature [26, 64, 158]. In order to capture the complexity of these dynamics, we propose the

use of a rudimentary example with a simulated EEG that examines a simplistic network to

enable the development of these methods (see Figure 6.1).

This Figure presents two cases: column one presents a standard-band limited neuronal os-

cillation, and column two depicts a band-limited neuronal oscillation, where a subset of

neurons are functionally isolated (i.e. a neuron is impaired and has the potential to impede

transmission and prevent subsequent neurons from firing). As previously discussed, we can

observe these EEG oscillatory patterns through global field potentials at localized regions

on the scalp which are generated by the summation of large populations of neuronal action

potentials. These populations of synchronized neuronal action potentials (in black) are are

shown in Figure 6.1 in row two. In column two, the action potentials that did not fire are

shown in red. These action potentials are summated at the macroscopic level and are viewed

at the level of global field potentials shown in Figure 6.1, row 1 in black with the intensity

in blue. It is worth noting that the intensity is attenuated via the analysis of the power

spectrum (in row three) and the characterized intensity over time, both in blue.

Moreover, the chaotic nature of the intensity over time is increased. Currently, the non-

linear dynamics of how and when these intensities alter over time are not captured with

these methods (seen in blue in Figure 1 of the first row). Note how a band-limited frequency

and it’s intensity can change over time. Current entropy measurement windowing techniques

do not pinpoint instantaneous changes with regards to intensity, frequency, and time. This
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Table 6.1: EEG Waveform Interpretation

EEG Waveform Frequency Interpretation

Delta 0-3.5 Hz Sleep
Theta 4-7 Hz Idling, Inhibition
Alpha 8-12 Hz Relaxed/Reflecting
Low Beta 13-15 Hz Slight Concentration
Mid Beta 15-18 Hz Active Thinking
High Beta 18-40 Hz Over-Arousal
Gamma 32-100 Hz Sensory Processing

limitation calls for development of techniques capable of assess whether there is additional

information that could provide explanatory responses induced by neurological impairments

(e.g., stroke, cancer, etc.).

Therefore, this work raises three relevant research questions: 1) Can we specifically measure

EEG spectral waveforms (e.g. alpha) continuously over time to better capture changes

in events? 2) How does the complexity of the intensity change for specific EEG Spectral

waveforms over time? 3) How does rank of the spectral intensity change over time across

competing band-limited spectra? 4) How do the proposed novel EEG entropy signal analysis

methods compare to other standard measurements??

Challenges. In order to detect instantaneous changes in intensity and relate them to the

specified band-limited EEG waveforms in Table 6.1, a unique signal processing method must

be developed. This method would share similarities to the DDWT method in order to cap-

ture intensity continuously overtime. However, each filter would have to strictly capture the

specified EEG waveforms and the adjacent filters would have to be considered in the method

design to prevent redundant analysis of frequency content. Thus, if there is no redundancy,

full reconstruction of the original signal can be achieved (plateau value of zero). This would

mean that each filter is properly capturing only its specific intended EEG waveform. This

requires intensive optimization since adjacent filter designs have dependencies on each other

and are constrained by their cut-off frequencies with regard to specific EEG waveform bands.

The second major consideration is how to formally apply these entropy measurements to the
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Figure 6.1: A rudimentary depiction of a standard neural oscillation in column 1 and a neural
oscillation where functional neuronal isolation occurs, altering the local field potential column
2. These two local field potentials in black are demonstrated in columns 1 and 2 in the first
row. The characterized intensity of the signal over time is in blue. The second row of figures
are the simulated spikes of individual neurons, where each dot represents an action potential
in space and time. The red dots in the second column are the neurons that were suppressed
and did not fire. The third row is the power spectrum using the Fourier transform of the
local field potential neuronal oscillation. Intensity of the waveforms in the time domain and
frequency domain are both highlighted in blue in rows one and three.
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proposed signal processing methodologies. Although the Wavelet Entropy method analyzes

the signal in a multi-resolution approach, it does not analyze instantaneous changes in signal

(granular time resolution), but instead examines entropy within the windowed time segment

as a normalized sum of energy across the entire window. Thus, the resolution of any changes

in the signal are generalized to the size of the window and do not examine these instan-

taneous changes in signals, which can inform granular complex changes in firing. Finally,

one must consider how to demonstrate that the new proposed approaches provide significant

explanatory features when capturing these minuscule granular intensity changes from global

field potentials.

Insights. First, we test the feasibility of the proposed designed EEG algorithms using hy-

poxia data. Hypoxia is a state in which the body is unable to provide adeqeate levels of

oxygen to its tissue. When oxygen levels are adequate, proper signal propagation between

neurons can occur [51, 118]. However, when oxygen deprivation occurs, the energy sub-

strate supplied for neurons, Adenosine Triphosphate (ATP), is depleted, preventing synaptic

transmission to other neurons [98,118]. The reduction of oxygen to tissue leads to neuronal

electrophysiological isolation because of the inability to continue signal propagation [98,104],

thus altering the global measurements of the EEG recordings [104,118].

Von Tscharner developed a signal processing intensity analysis method designed for Elec-

tromyography (EMG) signals using a wavelet based analysis [154]. The design of these filters

not only overcomes these time-frequency trade-offs, but the filters were designed in the fre-

quency domain in order to minimize the plateau value of the filters to fully reconstruct the

EEG signal [154]. The filter’s center frequencies and bandwidths were not chosen to capture

any specific frequency ranges but strictly designed to minimize the plateau value of the filter

bank. Using optimization methods and these core concepts that von Tscharner presents,

we can augment the current design to fit appropriate optimal bandwidths specifically for

continuous EEG analysis.
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Contributions We propose a filter bank approach that addresses both the aforementioned

challenges by examining the intensity of band-limited frequencies relevant to EEG in con-

tinuous time. Utilizing this developed intensity approach allows one to analyze entropy as a

function of both time and frequency, unlike any current method available. We coin the term

"EEG Activation Complexity" to refer to the calculation of entropy as the timing between

a frequency band’s peak intensities and Rank-Order Complexity as the measurement of how

the intensity rank alters over time.

1. Utilizing synthetic stationary and non-stationary signals, we capture a one-to-one map-

ping of intensity for the designed filters as a function of time.

2. We demonstrate that the timing of intensity peaks over a band-limited frequency is

significantly less complex during normal oxygen conditions as compared to hypoxia

conditions.

3. We demonstrate that a set of band-limited intensities have a more random fluctuation

during hypoxia than during normal oxygen conditions.

4. We demonstrate that the two proposed methods provide more information and add

another dimension to the analysis of EEG signal processing.

6.2 Methods

The methods section is partitioned into four sections. The first and second section discuss

the data, filter design, and optimization methods applied to produce the time-frequency

intensity analysis. The third and fourth section describe how we apply entropy calculations to

the proposed time-frequency intensity analysis methods, where we introduce the Activation

Complexity and the Rank Order Complexity, respectively.
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6.2.1 Hypoxia Data Set

The dataset was collected by a research team at NASA Langley Research Center (LaRC)

who subjected 49 volunteers with current hypoxia training certificates to normobaric hypoxia

to study the impact of hypoxia on aircraft pilot performance [141,142].

The goal of the study was to understand cognitive impairment due to exposure to mild

hypoxia in order to develop and test psychophysiologically-based adaptive automation/au-

tonomous systems. Subjects in the study experienced simulated altitudes of sea level (21%

O2) and 15,000 feet (11.2% O2) induced by an Environics, Inc. Reduced Oxygen Breathing

Device (ROBD-2). During non-hypoxic (i.e. sea level) and hypoxic exposures, each subject

experienced three 10-minute bouts performing three different tasks consisting of a battery

of written tests, Multiple Attribute Task Battery [131], and flight simulation tasks. In each

exposure the research team collected task performance measures, a subjective self-report

of workload (NASA Task Load Index) [67], and multiple physiological responses (including

EEG). This article discusses only the EEG data collected during hypoxic and non-hypoxic

exposures for the MATB, where the electrode configuration is provided in Figure 6.2. The

specified electrode placement was used to avoid complications with the aviator’s oxygen

mask component of the ROBD-2 breathing device worn using straps around the subject’s

head.

Figure 6.2: The electrode placement for the study design is highlighted in blue.
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6.2.2 Filter Bank Intensity Method

The goal of our filter bank design is to develop a time-frequency intensity analysis for EEG-

specific frequency bands. The general underlying concept for our filter design is to extract

the intensity of the signal as a function of time and was motivated by von Tscharner [154]. In

the proposed method, the filter bank comprises a collection of filters which, when summed,

result in a relatively low plateau value across a range of frequencies (i.e. no one particular

frequency dominates over any other).

Basis Function Definition

The spectral topology of a filter bank’s basis function is important because adjacent filters

in the frequency domain must be summed to obtain a reasonably stable plateau value.

Von Tscharner implemented a derivative of the Paul wavelet, where the filter bank design

had arbitrary cutoff frequencies for the filters. Von Tscharner’s design was acceptable for

analysis of EMG signals since it was only concerned with covering the entire range of possible

frequencies and maintaining a low plateau value. However, this design choice is not suitable

for our application, where individual EEG bands need to be extracted. Additionally, we

found that the Paul wavelet could not handle the additional constraints required to capture

specific EEG waveform frequencies defined in Table 6.1. We adopt a pragmatic approach

in this paper whereby optimization routines are used to find filter parameters that produce

a reasonably optimal plateau value, EEG cutoff frequencies, and avoid the time consuming

process of manually adjusting filter bank parameters for each filter bank component.

For our filter bank, we selected the “flattened” Gaussian [21] basis function topology to bal-

ance the extraction of frequency bands of the EEG spectrum while maintaining an acceptable

filter bank plateau value. In the filter bank, the ith filter (i = 1, . . . , K, where K is the total
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number of filters) in frequencies space is defined as

ψ̂i(f ; fci, ai, bi) = e−ai(f−fci)
2−bi(f−fci)4 ·Θ(f) (6.1)

and is parameterized by the center frequency fci and the tuning parameters ai and bi. The

Heaviside function, Θ(f) constrains the design to only positive frequencies (f ≥ 0). The filter

bank is constructed using non-linear scaling to the basis function (ψ̂) in the time domain by

shifting each center frequency, fci, and tuning the parameters ai and bi to achieve a better

filter bank design. Since these tuning parameters are not constant and altered for each ith

filter, we refrain from referring to this design as a wavelet implementation and instead refer

to it simply as a filter bank design. However, these filters maintain the same generalized

basis function (a “flattened” Gaussian) and the core concepts of design followed by [154]

while still fulfilling a wavelet’s admissibility criterion.

0 1 2 3 4
0

0.2

0.4

0.6

0.8

1

fclb1 fcub1

δ1 δ2/θ1

Figure 6.3: Figure depicting the calculation of center frequency acceptable range for the δ
EEG band (i.e. fclbδ , fcubδ ).

Filter Bank Optimization

The ultimate goal for our filter bank design was to find a set of filters with an acceptable

(near optimal) plateau value. We attempted fitting filter parameters fci, ai, and bi by
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hand, but acceptable results were time-consuming to achieve. We also tried optimizing the

entire filter bank, but the results were not acceptable and were found to be computationally

complex. We modified our approach to optimize sets of three filters at a time. We were able

to achieve better results in less time with this approach, but we encountered difficulties in

seeding the optimization routines with reasonable center frequencies. We attempted to solve

this problem by optimizing only the placement of center frequencies such that the center

frequencies were uniformly spaced with considerations for the boundaries imposed by EEG

band cutoffs. We then used these center frequencies to seed the optimization of sets of three

filters. After iterating through all filters in the filter bank, slight manual adjustments to the

parameters ai and bi were made to better adjust for the plateau value.

Thus, we introduced the following generalized optimization approach for developing the

proposed filter bank for the constraints of this particular EEG. A general overview of the

method is as follows:

Step 1: Select a number of wavelets to represent each band of the EEG spectrum, and

estimate the spacing of wavelet center frequencies by minimizing the sum of differences

between separations of adjacent wavelet center frequencies.

Step 2: Use the set of center frequencies from Step 1 to approximate the optimal plateau

value for the entire wavelet filter bank by optimizing sets of three wavelets.

The details of each of these steps is outlined in the following sections.

Step 1: Estimated Optimal Spacing

The goal of the Step 1 is to find a set of center frequencies (fc ∈ RK , where K is the total

number of wavelets selected) to seed the optimization routine in Step 2. This set is found by

minimizing the sum of differences between separations of adjacent wavelet center frequencies
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as defined in the following optimization problem

minimize
fc

K−2∑
i=1

((fci+1 − fci)− (fci+2 − fci+1))2

subject to fclbi ≤ fci ≤ fcubi , i = 1, . . . , K,

where fclbi and fcubi are the lower and upper constraint boundaries on the center frequencies.

These boundaries can be considered either “hard” – set by the halfway point between the

minimum lower and upper boundaries of the EEG band and the halfway point between the

maximum lower and upper boundaries of the EEG band (as found in 6.1) or “soft” – given

by the approximate acceptable regions of center frequencies that are not fully determined by

the EEG band ranges in 6.1.

An example of a “hard” boundary exists for a single wavelet occupying the δ band (fc1;

starting between 0.5 Hz and 1 Hz and ending between 3 Hz and 4 Hz; see Figure 6.3). This

constraint is considered “hard” because it is imposed by the adjacent θ band to the right and

the undefined region of negative frequency to the left. This wavelet should have a center

frequency that is between 1.75 Hz (fclb1 ; halfway between 0.5 Hz and 3 Hz) and 2.5 Hz (fcub1 ;

halfway between 1 Hz and 4 Hz; space see Figure 6.3).

An example of a “soft” boundary exists for two wavelets occupying the α EEG band, which

contains frequencies starting between 7 Hz and 8 Hz and ending between 12 Hz and 13 Hz (see

Figure 6.4). The constraints on these two center frequencies are considered “soft” because

the single EEG band (α in this case) is represented by two wavelets, and at least one of the

boundaries for each wavelet is “artificially” imposed. For the case of the first filter in the α

band, the θ EEG band is to the left (ending between 7 Hz and 8 Hz) for the first wavelet,

but the upper bound is not well-defined since we have some choice as to the next α band

filter.

These constraints help ensure that the cutoff frequency (fcoi) of each filter would take the
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Figure 6.4: Figure depicting the calculation of multiple center frequency acceptable ranges
for the α EEG band (i.e. fclbα , fcubα )

value of 1/e (i.e. ψ̂i(f = fcoi) = 1/e) between the frequency range specified by the bound-

aries of certain EEG bands during Step 2. Furthermore, center frequencies that are spaced

evenly were found to produce more stable plateau values in Step 2. The aforementioned opti-

mization problem was solved using the nonlinear constrained optimization routine (fmincon)

in MATLAB.

Step 2: Optimize Basis Function Parameter Values The goal of Step 2 is to produce a filter

bank that equally represents all EEG frequencies within the range of interest while providing

reasonable separability of different EEG bands as defined in the scientific literature (see

Tab. 6.1). One possible way to achieve such a filter bank is to find the set of filter parameters

that minimize the path length integral of the sum of all filters in the filter bank. Colloquially,

this amounts to finding the shortest distance between two points (a straight line in Euclidean

geometry). Any deviations from a straight line result in having to “walk” a greater distance

between the starting and ending frequencies. For an entire set of K filters, this objective can

be operationalized as the path length integral between the first and last center frequencies,
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written as

minimize
fc,a,b

∫ fcK

fc1

dfL (6.2a)

subject to f lbj ≤ fcj ≤ fubj (6.2b)

albj ≤ aj ≤ aubj (6.2c)

blbj ≤ bj ≤ bubj (6.2d)

fLj ≤ fcoLj (fcj, aj, bj) ≤ fHj (6.2e)

fLj+1 ≤ fcoUj (fcj, aj, bj) ≤ fHj+1 (6.2f)

ψ̂ (f = fcj−1; fcj, aj, bj) ≤ ε (6.2g)

ψ̂ (f = fcj+1; fcj, aj, bj) ≤ ε (6.2h)

where j = 1, . . . , K (6.2i)

where fc, a, b ∈ RK and L is the arc length of the sum of all filters between the center

frequency of the first and last filter in frequency space

L(f ; fc, a, b) =

√√√√1 +

(
d

df

(
K∑
i=1

ψ̂i(f ; fci, ai, bi)

))2

. (6.3)

As in Step 1, the possible ranges of center frequencies are constrained (Eq. 6.2b) as well as

the parameters a and b (Eq. 6.2c and Eq. 6.2d). Additionally, Eq. 6.2e and Eq. 6.2f ensure

that the lower and upper cutoff frequencies fcoLj (fcj, aj, bj) and fcoUj (fcj, aj, bj) for the jth

filter given by

fcoLj (fcj, aj, bj) = fcj −

√√√√√a2
j + 4bj − aj

2bj
, (6.4)
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and

fcoUj (fcj, aj, bj) = fcj +

√√√√√a2
j + 4bj − aj

2bj
(6.5)

fall within the acceptable ranges for the associated EEG band. Finally, in order to produce a

reasonably biorthogonal filter bank, the value of the jth filter at the center frequencies of the

(j − 1)th and (j + 1)st filters are constrained to be less than or equal to ε = 0.0005 through

constraints Eq. 6.2g and Eq. 6.2h.

Unfortunately, our attempts at directly optimizing Eq. 6.2a were met with poor results.

However, we were able to approximate the global optimum by sequentially considering only

three filters at a time until all K filters’ parameters were determined (see Fig. 6.5). As such,

Eq. 6.2a was modified to account for three filters (ψ̂i, ψ̂i+1, and ψ̂i+2) at a time as described

in the following optimization problem

minimize
fc,a,b

∫ fci+2

fci
df [L− (fci+2 − fci)]
(fci+2 − fci)

(6.6a)

subject to fclbj ≤ fcj ≤ fcubj (6.6b)

albj ≤ aj ≤ aubj (6.6c)

blbj ≤ bj ≤ bubj (6.6d)

fLj ≤ fcoLj (fcj, aj, bj) ≤ fHj (6.6e)

fLj+1 ≤ fcoUj (fcj, aj, bj) ≤ fHj+1 (6.6f)

ψ̂ (f = fcj−1; fcj, aj, bj) ≤ ε (6.6g)

ψ̂ (f = fcj+1; fcj, aj, bj) ≤ ε (6.6h)

where j = i, i+ 1, i+ 2 (6.6i)

116



CHAPTER 6. FEATURING ENGINEERING TO PROVIDE ADDITIONAL MODEL
DIMENSIONALITY

where the arc length along the three consecutive filters L is given by

L(f ; fc, a, b) =

√
1 +

(
d

df

(
ψ̂i + ψ̂i+1 + ψ̂i+2

))2

, (6.7)

and the constraints given in Eq. 6.6b to Eq. 6.6h serve the same functions as with the

optimization problem in Eq. 6.2a.

For the first three filters, fc1, a1, b1, fc2, a2, b2, fc3, a3, and b3 are found such that Eq. 6.6a

is minimized. The optimal values of filter 3 are then used in the next round to find fc4, a4,

b4, fc5, a5, b5 such that Eq. 6.6a is minimized. This process is repeated until all K filter

parameters have been optimized (see Fig. 6.5).

ψ̂1(fc1,a1,b1) ψ̂2(fc2,a2,b2) ψ̂3(fc3,a3,b3)

ψ̂3(fc3,a3,b3) ψ̂4(fc4,a4,b4) ψ̂5(fc5,a5,b5)

ψ̂5(fc5,a5,b5) ψ̂6(fc6,a6,b6) ψ̂7(fc7,a7,b7)

ψ̂7(fc7,a7,b7) ψ̂8(fc8,a8,b8) ψ̂9(fc9,a9,b9)

ψ̂9(fc9,a9,b9) ψ̂10(fc10,a10,b10) ψ̂11(fc11,a11,b11)

ψ̂10(fc10,a10,b10) ψ̂11(fc11,a11,b11) ψ̂12(fc12,a12,b12)

Figure 6.5: Diagram showing filter parameters optimized during each round of Step 2. Each
row corresponds to an optimization round. Boxes shaded gray represent filters whose pa-
rameters were fixed during an optimization round.

As with Step 1, the method in Step 2 was implemented using the nonlinear constrained

optimization (fmincon) routine in MATLAB.
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Table 6.2: Filter Bank Parameters (Pv = .0091)

Filter i Cfi (Hz) ai bi Fp1 (Hz) Fp2 (Hz)

1 2.349 .072 .095 0.6 4.0
2 5.605 .001 .077 3.8 7.6
3 8.759 .101 .119 7.2 10.4
4 11.400 .219 .161 10.0 12.8
5 13.859 .170 .180 12.4 15.2
6 16.608 .007 .135 15.0 18.2
7 19.627 .001 .127 18.0 21.4
8 22.792 .001 .095 21.0 24.6
9 26.094 .001 .090 24.2 28.0
10 29.432 .001 .088 27.6 31.2
11 32.820 .003 .078 31.0 34.8
12 36.307 .001 .070 34.4 38.2

Optimized Filter Parameters

Utilizing the proposed methodology in which the constraints of the filtering paradigm are

accounted for and optimized, we obtain Table 6.2. These parameters are then applied to

Equation 6.8 and shown in Figure 6.6, where we can note the plateau vector, PV(f), is

defined as

PV(f) =
K∑
i=1

e−ai(f−fci)
2−bi(f−fci)4 ·Θ(f), (6.8)

where ∀f ∈ 1, S, S = Fs/2, and Fs is the sampling frequency. The plateau value, Pv, is

obtained by calculating the standard deviation of the vector PV.

EEG Filter Implementation

This discussed method deviates from Von Tscharner’s classical approach of the filter imple-

mentation because of the valid concerns presented by Gabriel [53]. This discussion in [53],

points out how applying the designed filters to the EEG’s source signal in the frequency do-

main, Xs(f), is inappropriate since we are applying the Fourier transform to a non-stationary
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Figure 6.6: An optimized Filter Bank Version defined by the parameters provided in Ta-
ble 6.2.

signal, thus defeating one of the major purposes of the novel signal processing approach. As

Borg highlights [23], von Tscharner’s implementation shares similarities to a basic equalizer

which decomposes the EEG time domain’s source signal, xs(n), into its associated intensity

components, ρi(n), with respect to each filtering process, κi, shown in Figure 6.7.

The presented filtering process utilizes the EEG signal in the time domain, xs(n), where we

obtain a frequency band-limit intensity, ρi(n), over time by applying convolution with the

designed filters, ψ̂i(n) and Gaussian smoothing methods. We define this entire process as,

κ̂i, where i ∈ {1, . . . , K} filters. In order to obtain ψ̂i(n), we transfer the designed respective

frequency domain filter, ψ̂i(fci, ai, bi), to the time domain by,

ψ̂i(n) = CL{F−1{ψ̂i(fci, ai, bi)}}, (6.9)

where F−1 is the inverse Fourier transform and CL is the circular shift of the numeric out of

the function, where L = N
2
and N is the length of the filter in the time domain. The CL opera-

tion with L = N
2
is equivalent to performing a FFT shift, which adjusts the mirroring image in

the frequency domain. However, this sequence happens to be in the time domain. Thus, the

sequence {x(0), . . . , x(N − 1)} is cyclically shifted to {x(N/2), x(N − 1), 0, . . . , x(N/2− 1)}.
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κ̂1(n)

κ̂2(n)
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xs(n)
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ρ̂2(n)

ρ̂3(n)

ρ̂N (n)

Figure 6.7: A Generalized Filter Bank design that mimics an equalizer in which the input
signal xs(n) is decomposed into their respective intensity components, ρ̂i(n), via the filtering
paradigm, κ̂i.

By applying the equation 6.9, we are able to move the filter designed in the frequency domain

to the time domain described with real and imaginary components, shown in Figure 6.8.
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Figure 6.8: Visual representation ψ̂i(n) and ψ̂i(n) in the Time Domain.

Utilizing the filter in time domain, ψ̂i(n), we obtain the intensity of the signal xs(n) by,

ρi(n) = 2 | ψ̂i ∗ xs, | (6.10)

which is defined by the convolution of xs(n) with ψ̂i(n). The intensity sequence, ρi(n), is
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then smoothed using a Gaussian filter,

Gf (n) =
1√

2πσ2
e−0.5( x

σ
)2

(6.11)

where σ = Fs
2
, Fs is the sampling frequency and x =∈ {−3Fs

2
, . . . , 3Fs

2
}. The implementation

of the smoothing is achieved by

ρ̂i(n) = ρi(n) ∗Gf (n), (6.12)

where we obtain a smoothed filtered intensity EEG sequence.

6.2.3 Activation Complexity:

Activation Complexity is used to examine the predictability of how intensity in a sequence,

ρ̂i(n), peaks as a function of time over a specific EEG frequency range (e.g., α, δ). This is

achievable with the proposed filter bank design, a peak detector, and a temporal entropy

measurement (e.g. Sample Entropy). The peak detector implemented in this work utilized

the function “findpeaks" from MatLab version 2017a, where the function will produce a

vector of indices for the locations in time where the peaks occur, Ai(k). In Figure 6.9, we

depict instances in time for the peaks of the intensity of the delta waveform frequencies in

the top part of the figure. Below in the Figure 6.9 is the vector∆A1, the sequence of the

timing differences between all the peaks of the intensity waveform simply by

∆Ai = [Ai(2)− Ai(1), . . . , Ai(n)− Ai(n− 1)]. (6.13)

Following this, we processed the entropy of the new sequence, ∆Ai , by using sample en-

tropy [85]. This reported entropy value from the sequence, ∆Ai produced our Activation

Complexity measurement Aci for each EEG lead. It is important to note that the type
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of entropy measurement employed to the sequence will be sensitive to the number of data

points in the sequence, thus limiting the window size that can be analyzed. Typically sample

entropy and permutation entropy require a minimum of 100 samples, whereas approximate

entropy requires a minimum of 1000 samples [85].

Figure 6.9: This is a pictoral representation of the process for calculating activation com-
plexity. The top figure is the intensity of the designed delta waveform band, ρ1(n), in red.
The blue circles are the indicated peaks on the intensity band, ρ1(n). The differences in
time between those peaks are calculated providing ∆Ai(k), shown in the bottom image. A
standard entropy measurement method can then be applied to this sequence.

6.2.4 Rank Order Complexity:

Rank Order Complexity is used to examine how the intensity of specific frequency bands (i.e.

filters) oscillate continuously over time. If the filter’s rank order stays the same, the entropy of

the windowed time segment is low and thus predictable. However, if the rank of the intensity

of the filter is changing over time, the entropy will be higher and thus less predictable. This

can be visualized in Figure 6.10. We calculate this entropy measurement in a manner very

similar to permutation entropy [164]. However, instead of a single one-dimensional sequence,

we examine the signal in two dimensions, where the rank is evaluated across the filter bank
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for each time step. For a given filter bank design with D filters which follow the κ̂i paradigm

with a given time series xs(n), we produce D intensity sequences, ρ̂i(n), where ∀i = 1, . . . , D

and ∀n = 1, . . . , N . This can be notated as an intensity matrix,

P =



ρ̂1(1) ρ̂1(2) . . . ρ̂1(N)

ρ̂2(1) ρ̂2(2) . . . ρ̂2(N)

...
... . . . ...

ρ̂D(1) ρ̂D(2) . . . ρ̂D(N)


. (6.14)

Similar to how all other entropy measurements examine a vector sequence with a defined

template length [85] or an embedded dimension [164], our embedded dimension is defined

by the number of filters in the filter bank, D. Thus we examine N column vectors composed

from P, which consist of D subsequent intensity values. Each column vector,

Pn = [ρ̂1(n), ρ̂2(n), . . . , ρ̂(D−1)(n), ρ̂(D)(n)], (6.15)

has a specific rank order pattern which is defined as unique permutation, πk = (r1, r2, . . . , rD)

of (1, 2, . . . , D), which fulfills

ρ̂1(n) ≤ ρ̂2(n) ≤ . . . ≤ ρ̂D(n). (6.16)

For the purposes of clarification, a numerical example starting from notation of the intensity

matrix,

P =


1.2 1.3 2.2 2.2

2.1 1.1 1.1 1.2

1.1 2.3 2.1 1.1

 , (6.17)

where embedded dimension is D = 3 and the length of time series is N = 4. P produces

3 unique permutations, where p1 = [1.2, 2.1, 1.1] is π = (312), p2 = [1.3, 1.1, 2.3] is π =

123



CHAPTER 6. FEATURING ENGINEERING TO PROVIDE ADDITIONAL MODEL
DIMENSIONALITY

(213), p3 = [2.2, 1.1, 2.1] is π = (231), and p4 = [2.2, 1.2, 1.1] is π = (321). Therefore, the

total number of unique permutations that can be achieved is D! = 3! = 6, and πi denotes

the number of occurrences for each unique permutation, where i = 1, . . . , D!. Rank order

complexity, RC , can then be defined as,

Rc = − 1

log2(D!)

D!∑
1

πilog2(πi). (6.18)

Figure 6.10: This figure provides a visual representation of the complex nature of how the
intensity of the designed frequency bands alter in rank over time.

6.3 Evaluation and Discussion

In this section, we address the following research questions regarding the filter design inten-

sity method and entropy approaches to distinguish changes in EEG firing patterns during

conditions of 15,000 feet of altitude versus sea level altitude:

RQ1 Can we accurately depict the intensity of the stationary and non-stationary signals

proportionally to the original time-series?

RQ2 Does the proposed Activation Complexity method demonstrate the ability to extract
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long-complexity EEG dynamic trends to distinguish between brain activity under hy-

poxia?

RQ3 Does the proposed Rank Order Complexity method demonstrate the ability to extract

short-complexity EEG dynamic trends to distinguish between brain activity under

hypoxia?

RQ4 How do classical methods perform on distinguishing differences between hypoxia and

sea level changes in the brain?

6.3.1 RQ1: Simulated Continuous EEG Intensity Measurement

We hypothesize that using the proposed filter bank methodology, we can extract pertinent

EEG frequency band intensity continuously over time. Utilizing the designed filter bank

methodology, we simulate various stationary and non-stationary waveforms to evaluate in-

tensity as function of time. In Figure 6.11a, we first modeled four stationary waveforms at

frequencies of 2.3 Hz, 5.6 Hz, 8.75 Hz, and 11.4 Hz with amplitudes of 7.5, 4, 5.5 and 8,

respectively. The fifth component is a non-stationary signal model using a chirp in which

the frequency linearly increases from 0 to 15 Hz with an amplitude of 6. We then provide

an example of a linear combination of two stationary signals at 2.3 Hz and 16.6 Hz with am-

plitudes of 2.3 and 6.5, respectively. All of these waveforms were concatenated together as a

single time series. Thus, the transitions between waveforms were abrupt and discontinuous,

causing mild perpetuations in irrelevant filters to activate. Through visual inspection in Fig-

ure 6.11b, we can obtain an equivalent proportionality to the simulated waveform generated

in Figure 6.11a. Figure 6.11b can be represented in a two-dimension fashion, similar to how

continuous wavelet transforms are presented using contour plots shown in Figure 6.11c. This

allows a clearer depiction of time, frequency (i.e. filter number) and intensity.
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(a) A Synthetically Generated Time Series

(b) 1-D Representation of the Filter Bank Output

(c) Contour Plot of the Filter Bank Output

Figure 6.11: The synthetic time series consists of various stationary and non-stationary
frequencies (a chirp from 20-30 seconds). We demonstrate two visual representations of the
filter bank output. The 1-D representation allows for an enhanced comparison of an accurate
depiction of intensity to the synthesized time series. The contour plot allows for a better
global visualization of which filters are activated and their timing.
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Hypoxia

1.75 1.769 1.787 1.806 1.824

(a) Ac1 Analysis

Hypoxia

Sea Level
Hypoxia

1.817 1.833 1.85 1.867

(b) Ac2 Analysis

Hypoxia

1.791 1.815 1.84 1.864

(c) Ac3 Analysis

Figure 6.12: AC Analysis, Aci , is shown between the hypoxia and sea level cohorts for
the first three intensity filter designs (delta [0.6 − 4.0Hz], theta [3.8 − 7.6Hz], low alpha
[7.2− 10.4Hz]), where i is the applied filter. Ac1 demonstrated no significant changes across
any of the EEG sites. Ac2 demonstrated a significant increase in entropy (i.e. complexity)
at the Poz EEG site with a p-value of 0.033. Ac3 produced an increase in complexity at the
P7, F2, and C1 with p-values of 0.046, 0.004, 0.0001, respectively

Hypoxia

1.812 1.83 1.848 1.866

(a) Ac4 Analysis

Hypoxia

Sea Level
Hypoxia

1.801 1.823 1.845 1.867

(b) Ac5 Analysis

Hypoxia

1.794 1.816 1.838 1.86

(c) Ac6 Analysis

Figure 6.13: Ac4 demonstrated no significant changes across any of the EEG sites. For
Hypoxia, Ac5 demonstrated a significant increase entropy (i.e. complexity) at P7, Pz, Oz,
O2, F1, F2, C2 with P-Values 0.049, 0.021, 0.006, 0.007, 0.033, 0.018, 0.028, respectively.
During Hypoxia Ac6 produced a significant increase in complexity at the P7, O1, F2, C1, P3

with p-values 0.0003, 0.049, 0.017, 0.0464, and 0.033, respectively. Its also worth noting that
O1 had p-values of .065 and .060 for Ac4 Ac5, respectively
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6.3.2 RQ2: Activation Complexity

Activation Complexity (AC) is applied to a hypoxia data set, where we hypothesize that

this novel method can extract irregular neuronal firing patterns from global EEG recordings.

This method was applied to EEG data collected from 49 subjects exposed to three 10 min

bouts of normobaric hypoxic (12% O2/15k ft) and non-hypoxic conditions (22% O2/sea-level)

at NASA Langley Research Center. One sample t-tests were used between the two co-

horts for the performed computerized MATB task bout. The AC analysis using sample

entropy used a template length of m=2 and a threshold value of r=.25, producing 26 dif-

ferent statistically significant AC measurements across filters and EEG regions, shown in

Figures 6.12, 6.13, 6.14 and 6.15. We explored various other threshold values of .15, .2 and

.3, which produced 17, 19, and 25 statistically different activation complexities, respectively.

The AC measurements that demonstrated significant changes utilizing the other threshold

values demonstrated similar patterns with regard to EEG leads and frequency band. The

calculated AC complexity was normalized across all EEG leads, incorporating both the hy-

poxia and sea level cohorts associated to each filter bank’s intensity analysis. This was

done to highlight the differences in complexity produced in the colored contour map in Fig-

ures 6.12, 6.13, 6.14 and 6.15. The details of the results regarding EEG site location and

p-value for the one-sample test (for α ≤ .05 with N = 47) are provided in the figure com-

ments below. Additionally, Table 6.3, is provided for more details regarding the means and

standard errors for instances of α ≤ .1.

Utilizing this novel approach called Activation Complexity, we demonstrate that there is a

significant increase in complexity during hypoxia across numerous EEG sites in the theta,

alpha, and beta EEG frequency regions. However, the only significant decrease in com-

plexity exists in the high frequencies in the gamma region. The sites that demonstrated

this significant decrease in complexity never overlapped with the reported higher complexity

EEG sites in the lower frequency regions. The rear left side of the brain, P7, P3, and C1
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had the most consistent amount of significant activation complexities across frequency bands

having 5, 3, and 4, respectively. In the introduction, we discussed how hypoxia has been

hypothesized to cause neuronal isolation in past literature [118]. This concept was pictorially

demonstrated in Figure 6.1, where the time-frequency intensity peaks were more prominent

for the functional isolation case.

We have found that this Activation Complexity method is not ideal, however, for small

windowed segments of data. It is ideal for long-term trend analysis applications and has

the potential to indicate small, subtle, anomalous patterns within the EEG spectral bands.

Sample Entropy and other temporal entropy measurements typically require a minimum

of 100 data points. The 10-minute segments that were analyzed only produced a mean of

431.2 peaks for each intensity frequency band, ρ̂i(n). When analyzing simply the number of

peaks in each, ρ̂i(n), for each EEG lead against the hypoxia and sea level cohorts, the one t-

test produced 18 significant p-values. Measuring how intensity is maximized and fluctuates

as an informative measure is further supported. However, only 5 of the 18 significant p-

values intersected with the 26 statistically significant different AC measurement. Thus,

eluding to the fact that it is not simply the amount of peaks but the timing of these peaks,

and intensity may hold a very different meaning when it comes to analysis of complex

brain dynamics. Therefore, how a band-limited intensity is sustained may provide valuable

information regarding neuronal firing and indicators for disease.

6.3.3 RQ3: Rank Order Complexity

The use of Rank Order Complexity (ROC) complexity is designed to capture short-term

trends in EEG intensity dynamics. Although the data for this analysis is identical to the

data used in RQ2, only specific instances when the subject was responding to multiple tasks

were included (i.e., Communication and Tracking Tasks). Since the design was to examine

differences in short bouts within the EEG, random sectioning was not appropriate. Thus,
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(b) Ac8 Analysis
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1.834 1.852 1.861 1.879
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Figure 6.14: The hypoxia cohort for Ac7 produced an increase in complexity for EEG sites
P7, Poz, Pz, 02, C1, P3 with p-values 0.036, 0.048, 0.026 0.040, 0.045, 0.035, respectively.
The hypoxia cohort for Ac8 produced an increase in complexity for EEG sites P7, and P3

with p-values 0.031 and 0.035, respectively. Ac9 demonstrated no significant changes across
any of the EEG sites.

Hypoxia

1.853 1.864 1.874 1.885

(a) Ac10 Analy-
sis

Hypoxia

Sea Level
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1.856 1.864 1.873 1.882 1.891

(b) Ac11 Analy-
sis

Hypoxia

1.851 1.859 1.867 1.875

(c) Ac12 Analy-
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Figure 6.15: The hypoxia cohort for Ac10 produced an decrease in complexity for EEG sites
AF4 with a p-value of 0.019. Ac11 also produced a significant decrease in complexity at C2

with a p-value of 0.047. Ac12 demonstrated no significant changes across any of the EEG
sites.
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Table 6.3: Activation Complexity
EEG Hypoxia Sea Level Significance
Site MeanH SEH MeanSL SESL p-value

Ac2: Frequency Range (3.8− 7.6Hz)

P0z 1.87 0.011 1.832 0.013 0.034

Ac3 : Frequency Range (7.2− 10.4)

P7 1.844 0.018 1.801 0.025 0.046
O1 1.861 0.017 1.830 0.020 0.061
Oz 1.865 0.012 1.836 0.013 0.083
F2 1.888 0.010 1.848 0.009 0.004
C1 1.855 0.020 1.791 0.025 0.0001

Ac4 : Frequency Range (10.0− 12.8)

P7 1.846 0.0154 1.812 0.024 0.065
Cz 1.885 0.0089 1.860 0.013 0.098
O1 1.864 0.012 1.836 0.017 0.064

Ac5 : Frequency Range (12.4− 15.2)

P7 1.837 0.018 1.801 0.024 0.049
Pz 1.890 0.008 1.855 0.013 0.021
O1 1.854 0.015 1.823 0.020 0.060
Oz 1.865 0.012 1.818 0.019 0.006
O2 1.868 0.009 1.823 0.016 0.007
F1 1.883 0.011 1.851 0.010 0.033
F2 1.884 0.010 1.842 0.012 0.018
C1 1.850 0.020 1.809 0.028 0.028

Ac6 : Frequency Range (15.0− 18.2)

P7 1.849 0.016 1.794 0.022 0.0003
P8 1.867 0.014 1.839 0.017 0.084
O1 1.854 0.018 1.818 0.021 0.049
F1 1.881 0.011 1.844 0.012 0.017
C1 1.832 0.023 1.798 0.030 0.046
P3 1.872 0.013 1.837 0.017 0.033

Ac7 : Frequency Range (18.0− 21.4)

P7 1.850 0.017 1.814 0.025 0.022
Cz 1.858 0.010 1.832 0.014 0.068
POz 1.883 0.008 1.835 0.013 0.001
Pz 1.867 0.010 1.841 0.013 0.027
Oz 1.861 0.012 1.829 0.016 0.067
O2 1.867 0.012 1.828 0.019 0.032
C1 1.843 0.022 1.798 0.030 0.041
P3 1.867 0.011 1.832 0.018 0.049

Ac8 : Frequency Range (21.0− 24.6)

P7 1.859 0.016 1.827 0.021 0.037
P8 1.868 0.011 1.846 0.011 0.094
P3 1.873 0.012 1.838 0.013 0.029
P4 1.877 0.009 1.854 0.010 0.052

Ac9 : Frequency Range (24.2− 28.0)

C1 1.866 0.014 1.834 0.020 0.061

Ac10 : Frequency Range (27.6− 31.2)

AF4 1.867 0.009 1.895 0.009 0.019

Ac11 : Frequency Range (31.0− 34.8)

C2 1.874 0.009 1.90 0.010 0.047

Ac12 : Frequency Range (34.4− 38.2)

P7 1.857 0.009 1.882 0.010 0.072

we controlled for which bouts to sample from when subjects were prompted to perform dual

tasks. However, for the task instances that were randomized within the experiment (where
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some subjects performed more tasks than others and were independent of the different levels

of oxygen saturation in the blood), a two sample t-test was performed. In addition, since

we are not examining long-term EEG trends to extract how EEG dynamics are altered, we

aim to control these instances by thresholding the data by the level of oxygen saturation

at the time of the task. The hypoxia bouts had an oxygen saturation of less than 85%,

where the mean was 81.42% and the sea level bouts required an oxygen saturation of 95%

with a mean of 97.24%. This produced 215 hypoxia samples and 641 sea level samples.

Since ROC incorporates all the intensities of various bandwidths into one ROC value the

results are more concise, presented in Figure 6.16 and Table 6.4. These results demonstrate

a significant increase in ROC for the parietal and occipital poles of the brain during the

hypoxic MATB dual tasks for tracking and communicating. The interruption of an increase

in ROC means that the intensity of these specific frequency bands are changing in a more

chaotic fashion. We hypothesize that this reduced ROC on the front and central poles may

be caused by a need for increased energy resources (i.e. sugar and oxygen) during hypoxic

tasks, where engagement in these areas is not as demanding. We already know through

literature that task difficulty increases as hypoxia is imposed on subjects, specifically in

the parietal region in which demand is higher during tasks. Therefore, for the parietal and

occipital areas to maintain a more ideal functional state, resources may be required at a

high rate to maintain the subjects’ engagement. It is additionally worth noting that this

method is almost identical to calculating permutation entropy, which requires approximately

100 samples per measurement. Our analysis windowed 10 seconds of data with a sampling

frequency of 256. This produced 2560 samples for ROC. Based on permutation entropy

theoretical requirements, much smaller window sizes and their physiological implications

should be explored.
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Table 6.4: Rank Order Complexity

EEG Hypoxia Sea Level Significance
Site MeanH SEH MeanSL SESL p-value

Cz 0.2670 8.46x10−4 0.2676 4.56x10−4 0.0002
POz 0.2740 7.11x10−4 0.2734 3.76x10−4 0.013
Pz 0.2698 3.69x10−4 0.2688 4.07x10−4 0.058
Oz 0.2753 7.82x10−4 0.2748 4.24x10−4 0.051
AF3 0.2682 6.73x10−4 0.2683 3.68x10−4 0.015
AF4 0.2684 7.07x10−4 0.2677 4.03x10−4 0.013
F2 0.2660 1.09x10−4 0.2666 4.84x10−4 0.094
C1 0.2642 1.01x10−4 0.2669 4.97x10−4 0.024
C2 0.2623 9.91x10−4 0.2652 4.55x10−4 0.014
P3 0.2732 7.06x10−4 0.2722 3.81x10−4 0.062
P4 0.2730 6.33x10−4 0.2729 3.36x10−4 0.015

Hypoxia Sea Level
Sea Level

0.265 0.27 0.275

Figure 6.16: The Rank Order Complexity Method demonstrates significant decreases the
mean ROC during hypoxic tasks in the Frontal and Central poles (Cz, C1, C2, and F2),
except for AF4. However, a significant increase in mean ROC during hypoxic tasks in the
Parietal and Occipital poles (POz, Pz, Oz, P3, and P4 )

6.3.4 RQ4: Classical Methods

We hypothesize that classical EEG methods such as intensity (i.e power) analysis can still

produce significant results, but that they provide an incomplete picture. Moreover, we

specifically use spectral intensity analysis (SIA) since this method is the only approach in

which we can compare effects on both time, spectral bands, and intensity. Currently, there

is no complexity measurement that analyzes all of these components and thus a one-one

comparison would not be possible. Since AC was designed for long trend analysis and specific

frequency analysis across electrodes, whereas ROC is designed for short trend analysis for

generalized global site data, we partition this discussion into parts.
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Comparison for Activation Complexity: We discuss this hypothesis by first analyzing

the changes in EEG intensity caused by hypoxia. Utilizing the filter banks’ summed inten-

sity values for each 10-min segment, we performed statistical one sample t-tests. Due to the

fact that electrical conductance can change from subject to subject and thereby altering the

intensity values, each subject’s individual filter’s intensity values were normalized. When

individual subject normalization was not applied, no significant difference was found. How-

ever, with proper normalization to account for electrical conductance changes, we found 26

filter intensity values across the 16 leads that were significantly different. Since our aim is

not to directly discuss the effects of intensity and its relationship to hypoxia, but rather to

determine the significant indicators that an intensity analysis provides, for brevity, we will

only provide the results of significant EEG sites and their filters rather than the 576 means

and standard errors associated with the intensity data.

Spectra of No Change : The filters 3, 4, 10, and 11 which are associated to frequency bands

(7.2-10.4 Hz), (10.0-12.8 Hz), (27.6-31.2 Hz), and (31.0-34.8 Hz), demonstrated no significant

intensity change across any of the EEG electrodes for SIA. However, AC demonstrated

significance for all four frequency bands, shown in Table 6.3. This demonstrates additional

features that AC has extracted from the EEG signal.

Spectra of Significant Increases: SIA did demonstrate significant increases in intensity only

for Filters 1, 5, 6, 7, and 12 for the hypoxia cohort for a variety of EEG leads. More

specifically, Filter 1 showed a significant increase in intensity for the O2 EEG site. Filters

1 and 5 showed an insignificant increase in intensity during Hypoxia for the O2 EEG site

with p-values of .020 and .038, respectively. AC demonstrated no significance for Filter 1.

However, AC for Filter 5 demonstrated increases for the entire occipital region (O1, Oz, and

O2) as well as other EEG sites. SIA for Filter 6 showed the largest change across EEG leads,

exhibiting a significant increase in intensity during hypoxia for POz, Pz, P8, O1,Oz, O2, AF4,

F2, C1, and P4, with p-values of 0.0006, 0.007, 0.018, 0.015, 0.002, 0.024, 0.040, 0.039, 0.041,
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and 0.009, respectively. All of these sites, except for 01 and C1 are located on the right

hemisphere. On the other hand, the AC measurement only reports significant increases on

the left hemisphere (6 significant sites), demonstrating divergent findings across methods.

SIA for Filter 7 also demonstrates significant increases in intensity for hypoxia for POz, F1,

F2, and P4 with p-values of 0.045, 0.030, 0.024, and 0.027. These regions are essentially the

frontal lobe and left parietal region. AC provided 8 significant sites, but only overlaps with

POz. The majority of AC are located in the posterior right part of the brain in the parietal

and occipital region. SIA for Filter 12 exhibits a significant increase during hypoxia for Oz,

with a p-value of 0.035, and AC reports an increase for P7 during hypoxia. Overall, we can

note that although both methods unanimously demonstrate significant increases with their

respective method, there is very little to no overlap with regard to EEG regions of the brain

and sites.

Spectra of Significant Decreases: With regards to decreases in intensity, only Filters 2, 8,

and 9 showed a decrease in intensity during hypoxia across various EEG locations. Filter 2

showed a decrease in intensity for POz, Pz, Oz, and Pz with p-values of 0.038, 0.013, 0.0009,

and 0.018, respectively. AC only reports POz as increased intensity during hypoxia. Filter 8

demonstrated a significant decrease during hypoxia for O2, AF3, and AF4 with respective p-

values of 0.035, 0.047, and 0.018. We can also note an increased AC for the parietal regions

during hypoxia. Filter 9 has also AF3, and AF4, which exhibited a decrease in intensity

with p-values of 0.029 and 0.026, respectively. AC only reported C1 as a increase during

hypoxia.

Results Summary: In summary we note that when comparing AC to SIA the two methods

are very divergent in their reported findings, specifically on the direction of the measurement

(increase vs decreasing), region of the brain, and spectral properties. These divergent results

support the hypothesis that AC adds an additional dimensionality to the analysis. These

SIA results share a resemblance to Papedelis’s work with hypoxia, where they reported a
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Table 6.5: Engagement Index

EEG Hypoxia Sea Level Significance
Site MeanH SEH MeanSL SESL p-value

P7 0.7109 1.51x10−2 0.6701 8.46x10−3 0.021
P8 0.700 1.66x10−2 0.6635 7.80x10−3 0.032
01 0.6541 1.46x10−2 0.6215 7.75x10−3 0.047
C1 0.5378 1.38x10−2 0.5731 7.77x10−3 0.030
C2 0.4982 1.32x10−2 0.5368 7.28x10−3 0.012

increase in spectral power [118]. One caveat was that the majority of the spectral intensity

findings were on the right hemisphere, whereas Papadelis reported left hemisphere domi-

nance [118]. However, our subjects utilized their left hands for the MATB tracking tasks

whereas the subjects in Papadelis’s study used their right hand [118]. EEG asymmetries and

cerebral lateralization in literature is well known and may explain the discrepancy between

our results [25,118].

Comparison for Rank Order Complexity: Next, we examined a typical way to measure

bouts of engagement using the Engagement Index (EI) [122] and compare the proposed ROC

method. The EI has been used in literature to monitor human engagement during tasks,

which has been related to workload as task load increases [123]. EI is calculated using the

proportion of beta over the sum of alpha and theta waves. Utilizing the proposed filter

design, which proportionally captures intensity over time, we define EI as

EI =

∑τ
n=1 ρ̂5(n) + ρ̂6(n) + ρ̂7(n)∑τ
n=1 ρ̂2(n) + ρ̂3(n) + ρ̂4(n)

(6.19)

where ρ̂i(n) is the intensity of the spectral band over time, n is the discrete time step, and

τ is the length of the 10 second task bout. The results of comparing hypoxia and sea level

changes during dual tasks for EI are presented in Figure 6.17 and Table 6.5, where any

results with an alpha criteria of less that .1 was provided. The controls (i.e. tasks, oxygen

saturation levels) and statistical tests were identical to the proposed ROC method. We

note the similarity between ROC and EI, where there is a decrease in the central poles and
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Hypoxia Sea Level
Sea Level

0.5 0.55 0.6 0.65 0.7

Figure 6.17: During hypoxic conditions, the EI demonstrates a significant decreases in the
Central region (C1, and C2). Additionally, we note a significant increase in EI in the parietal
and occipital poles (P7, P8, and O1) during hypoxia.

a decrease in the parietal and occipital regions. However, the specific EEG sites are not

identical, except for C1 and C2. EI and ROC further share similarities by which all the EEG

sites are positively and linearly correlated using the pearson’s correlation shown in Table 6.6

with all sites having a P value less than .001 . However, ROC has demonstrated 11 EEG

sites to be significantly different versus EI only demonstrating 5 EEG sites to be significantly

different. On the other hand, the only intersection of these sites are C1 and C2. It is not

fully clear whether ROC is a more sensitive metric for engagement. These more chaotic

intensity fluctuations could be strictly related to changes caused by neuronal firing associated

with hypoxia (neuronal isolation) due to the increased workload or a combination of both.

However, EI, mathematically, has the potential to capture these dynamic changes in intensity

because of the proportion it sets between frequency bands, seen in Equation 6.19. Hence, if

neuronal isolation did occur due to hypoxia, these changes in intensity for specific neuronal

oscillations would alter the reported EI. However, ROC quantifies these dynamic intensity

changes more granularly (each discretized instance) and across a larger set of spectral bands

using entropy. In addition, ROC examines rank rather than intensity directly. This allows

ROC to be more robust against large changes in intensity caused by noise.
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Table 6.6: EI vs ROC Correlation

EEG Site Hypoxia (ρ) Sea Level (ρ)

P7 0.7847 0.7184
Cz 0.7343 0.7815
POz 0.7544 0.7426
Pz 0.6741 0.7260
P8 0.7261 0.7300
O1 0.7982 0.7581
Oz 0.7274 0.7462
O2 0.8001 0.8136
AF3 0.5971 0.6500
AF4 0.6505 0.6910
F1 0.6368 0.5910
F2 0.7153 0.7021
C1 0.7881 0.7379
C2 0.7414 0.7217
P3 0.6579 0.6680
P4 0.6274 0.7149

6.4 Conclusions

Our two methods are the only nonlinear dynamic analysis methods for isolated EEG fre-

quency bands and intensity analysis. More specifically, this work demonstrates how we can

recover a continuous reading of intensity for EEG signals and thus extract how intensity al-

ters over time for specific frequency bands. This demonstrates a new predictive EEG feature

for hypoxia and opens up a novel avenue for analysis of diseases and physiological sensory

changes.

These two methods showed significant differences in hypoxic vs non-hypoxic states, facil-

itating future analyses (specifically for diseases related to stroke, ischemia, and cognitive

changes). We hypothesize that these methods are extracting various forms of neuro-isolation

but to fully support this hypothesis we require additional study designs.

This work ultimately opens an additional dimension of spectral and complexity analysis,

opening the exploration of EEG signal for further explanatory analysis in the area of neuro-

and cognitive science. The ability to isolate the intensity of neuro-oscillations as a function

of time allows for further explorations into not only the timing of peak intensity, but addi-
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tional multi-variate features such as their troughs and width dimensions. These additional

complexity analyses can potentially address how these band-limited neuro-oscillations are

sustained.
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All models are wrong.

George E. P. Box

7
Naive Adaptive Probabilistic Sensor Fusion

In the area of human-machine interaction and human-cognitive research, machine learning

(ML) problems become increasingly complex due to limitations in the experimental design,

resulting in poor decision-making processes. More specifically, experimental study designs for

avionic systems produce very few data instances, have large class imbalances, and generate

wide data sets due the diverse amount of sensors. These problems are further exacerbated in

anomaly detection cases where class imbalances occur and there are almost always more fea-

tures than samples. Typically, dimensionality reduction methods (e.g., PCA, autoencoders)

are utilized to handle these issues from wide data sets. However, these dimensionality reduc-
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tion methods do not always map to a lower dimensional space appropriately and they capture

noise or irrelevant information. In addition, when new sensor modalities are incorporated,

the entire ML paradigm has to be remodeled because of new dependencies introduced by the

new information. Remodeling these ML paradigms is time-consuming and costly due to lack

of modularity in their design, which is not ideal. Furthermore, human cognitive research ex-

periments, at times, creates ambiguous class labels because the ground truth data can not be

agreed upon by subject matter experts, making ML paradigm even more challenging.

This work pulls insights from Dempster-Shafer (D.S.) Theory to address uncertainty for

multi-classification ML problems caused by low samples, class imbalances, and wide data

sets. We propose a probabilistic model fusion approach which combines (ML) paradigms built

around bagging algorithms to overcome these experimental data concerns while maintaining a

modular design for future sensor (new feature integration) and conflicting ground truth data.

We demonstrate significant overall performance improvements using NAPS (an accuracy of

95%) in detecting human errors (a four class problem) caused by impaired cognitive states,

when compared to other methodologies (an accuracy of 65%). This work potentially sets

the foundation for other human-machine interaction systems.

7.1 Introduction

The impairment of cognitive states has significant downstream implications on human per-

formance and the type of errors that are produced. Future human-machine interactions aim

to close the gap between humans and machines, but one major hurdle to achieve this is for

machines to understand the human. This understanding can come from the detection of

human emotions, cognitive states, and the errors humans will produce before they happen.

The ability to understand the human from a machine perspective would allow the machine

to aid and compensate for task-related activities required by the human. However, from
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the perspective of impaired cognitive states, a task related error can potentially come from

various cognitive impairments or a combination of them. In order for a machine to directly

adjust and assist the human, we must be able to predict the exact error caused by the

cognitive impairment for the machine to intervene and remediate the event.

Under the umbrella of predictive cognitive research, a large amount of cognitive predic-

tion literature examines human brain function with functional magnetic resonance imaging

(fMRI) and generates reasonable machine learning (ML) results [50]. However, fMRI is

not a feasible approach for highly granular, longitudinal studies or for evaluating people

in open environments performing everyday tasks. Thus, real time monitoring multi-modal

psychophysiological data is necessary to capture subtle changes in cognitive trajectories over

time to detect task performance caused by cognitive impairments. Although analysis of

a single modality can predict a specific cognitive state using traditional statistical meth-

ods [69]. This approach is insufficient for classifying multiple cognitive detection problem

and overall lacks dimensionality to predict multiple classes [12, 128]. This is because dif-

ferent cognitive changes are detectable in patterns of varied combinations of physiological

subsystems [12, 42]. This is because in real time open-world environments, cognition is

multi-dimensional, requiring insight from numerous physiological subsystems, where data

corruption is inevitable and subject-to-subject variability is prominent. This requires ML

methods to handle these complex interactions and properly predict multiple classes of task

relate errors. Thus, by utilizing ML methods we can determine a generalized approach to

predicting psychological states.

Prior Work. Despite the considerable amount of literature that discusses the predictive

cognitive psychophysiological research, some papers do not actually use “predictive modeling”

but rather use “explanatory modeling," where only statistical significance is examined. These

two terms are frequently conflated making the literature a bit ambiguous at first glance [137].

The majority of the other cognitive state prediction literature focuses on examining a single
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physiological system to infer a cognitive state [69]. Thus the research literature for predicting

task related errors caused by cognitive impairment is very sparse, especially when we it multi-

class prediction problems. Even from the standpoint of attention-related human performance

limiting states (AHPLS), which assesses engagement, fatigue, emotion, and workload, there

is scant research for real time classification performance [10] and no accepted generalized

approach to predict psychological states [114]. One major reason there is no generalized

predictive approach for cognitive psychophysiological research is many of the published work

for multi-class problems have not demonstrate exceptional performance on any particular

dataset.

Challenges. For Human-Machine Interaction, large sets of annotated data are required in

order to properly capture the variance of multiple cognitive changes and subject variability

for proper classification. Thus, detecting task performance changes is a complex ML task

which requires numerous modalities of streaming sensors (e.g., Electrocardiogram, Electroen-

cephalogram, etc.) in order to capture the systemic psychophysiological changes [42]. These

sensors create hundreds of features (predictive variables) which can potentially outnumber

the quantity of tasks performed (response variables) in the experiment. The more modalities

used to gain knowledge about underlying cognitive states, the more features we obtain, but

task-related sample size can still limit the usable information. These problems are further

exacerbated in anomaly detection cases (e.g., exposure to rare conditions) where class im-

balances occur and there are almost more features collected than there are samples (e.g.

wide data). Furthermore, in some cognitive experimental designs subject matter experts

tend to disagree with data annotations, causing ambiguity for the ground truth annotated

datasets [103]. All of these design problems caused by uncertainty are challenging to address

due to a lack of training data instances, class imbalances, wide data sets (numerous modali-

ties), subject-to-subject variability, and the inability to modularly scale to new sensors from

previous ML paradigms. Thus these issues place uncertainty on the optimal decision bound-

ary for the ML model and blunts its predictive power. So how can we overcome these ML
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challenges?

Insights. Dempster-Shafer (DS) Theory is a framework equipped to deal with little to

no prior knowledge, ignorance, and uncertainty [18, 157]. DS theory was developed for its

ability to handle imperfect data in an effective and more intuitive manner [92]. DS Theory

has three major caveats when compared to probability theory but can still be considered a

generalization of probability [161]. The first main caveat between the two methods is that

Bayesian approaches assume that the distribution, otherwise known as probability mass

function (p.m.f), is fully defined. Therefore, Bayesian approaches conform strictly to axioms

of probability [49,56]. DS theory relaxes the axiom of additivity, by stating that if evidence

is not provided or there is conflict, the “support" is assigned to the full set of propositions

as uncertainty. Thus, DS Theory handles and quantifies uncertainty for distributions that

are not fully defined due to incomplete information. The second caveat is that probability

theory only assigns probabilities to “singletons" (in the example, {X}, {Y } and {Z}). In

order to determine probabilities associated with other propositions (e.g., Pr({X ∪ Y }) =

Pr({X}) + Pr({Y })), we examine the union of the probabilities. DS theory, on the other

hand, allows “supports" to be assigned to the complete power set of possibilities, meaning

you can set support to various permutations within the set (i.e. doubleton, {X, Y } ). Thus,

DS Theory allows us to model ignorance by the way we set “supports” to propositions,

because we are uncertain of which singleton proposition to support. Thirdly, DS approaches

are conveniently designed to combine B.o.E., through fusion paradigms such as Dempster’s

Combination Rule (DCR) [112,134]. These B.o.E. act as independent sources of information

(i.e. A sensor Modality), but are combined to update the set of ’supports’ for the propositions

and uncertainty.

Although our approach does not need to be restricted to applying DS Theory, the core

concepts of implementing similar frameworks is what potential can address the challenges

previously discussed. Despite D.S. Theory’s designed to handle uncertainty, the three major
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part of the framework that can potentially overcome these challenges are: 1) the concept

of combining independent sources of information (i.e., Combining multiple models) 2) the

concept of setting support to various permutations of the proposition (i.e., augmenting the

response variable).

First, this concept of fusing information from multiple Bodies of evidence (B.o.E.) together

allows use to combining multiple subspaces of information in order to capture the full feature

space of the data. This can be achieved by making a single B.o.E. represented a sensor or a

small subset of features within the vector space. We can simply build numerous small models

that are associated to a sensor or subset of sensors which are then fused together to expand

our to a larger feature space. Thus the most important take away from this framework

concept is our model can cover a larger feature space using fusion but our constraints caused

by high dimensionality and small sample sizes are loosed allowing our model uncertainty is

decreased. This enable us to avoid the application of dimensionality reductions to our data.

These dimensionality reductions methods would potential fail to capture relevant information

caused by the low amount of samples and class imbalances in the data. Furthermore, this

also allows the addition of other B.o.E. (i.e. a new sensor modality) to be included in the

detection paradigm for increased modularity and downstream iterative design.

Secondly, the concept of the framework allows the bodies of evidence (B.o.E.) to avoid

being constrained to specifically support any single hypothesis (i.e. Fussy Classification).

In real world cognitive performance problems subject matter experts do not always agree

on the same cognitive state label. This framework allows the paradigm to give support

to a label that contains multiple class within it (i.e., a doubleton, {X, Y } ). This allows

us to account for ignorance within the data. These labels with multiple classes essential

merge both response variable together and their data. Thus the most important takeaway

is that when we merge a response variable together we can increase sample size and simplify

boundaries of the model’s classification.
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7.2 Methods

7.2.1 Experimental Design and Data Collection

The primary goal of the study was to initial verify and validate the cognitive capacity of

human subjects undergoing normobaric hypoxia induction. Symptoms of hypoxia are shown

to cause cognitive impairment causing lapses of attention, loss of situational awareness in

operational contexts, temporary mental deficits and even complete incapacitation, all of

which threaten safety of flight. It is evident that Hypoxia is a complicated phenomenon

that can result in disastrous consequences in aviation in which Human-Machine interaction

frameworks could pose as a vital solution. Thus, this work provides strong ML design case

for predicting task performance errors caused cognitive impairments either during normal or

hypoxic conditions.

The data was collected by a research team at NASA LaRC who subjected 56 volunteers with

current hypoxia training certificates to normobaric hypoxia to study the impact on aircraft

pilot performance. The dataset was later reduced down to 49 subject due to experimental

obstacles and data attrition. The experimental session lasted approximately 4 hours. Sub-

jects completed informed consent documentation. Subjects were briefed on the operation

of the ROBD-2 and connected to physiological recording equipment. Subjects completed

training sessions for each experimental task. Subjects sat quietly breathing room air while

wearing masks to establish a physiological baseline, shown in Figure 7.1. Subjects performed

each task three times under the following conditions: 1) breathing room air while wearing

a mask, 2) breathing sea level gas mixture through a mask, and 3) breathing 15,000 feet

gas mixture through a mask. Subjects recovered from hypoxia exposure by breathing 100%

O2 for 2 minutes following 15,000 feet exposure. Subjects completed self-reported workload

measures (NASA-Task Load Index, NASA-TLX) after each trial. After completing all trials,

subjects were debriefed regarding the study purpose. Data from the NASA PEC study was
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used to investigate the relationship between pilot physiology and performance under both

hypoxic and non-hypoxic conditions. Subjects in the study experienced simulated altitudes

of sea level (21% O2) and 15,000 feet (11.2% O2) induced by an Environics, Inc. Reduced

Oxygen Breathing Device (ROBD-2). In the study, the pilots were administered a multitude

of tasks comprising of the Cognitive Function Test (CFT) or the CogScreen-HE, the Multi-

Attribute Task Battery (MATB), and X-Plane 10 flight simulator sessions (SIM). During

all trials, multiple sensors collected pilot physiological responses including electrocardiogram

(EKG), electroencephalogram (EEG), electrical dermal activity (EDA), oxygen concentra-

tion (O2), oxygen saturation (O2Sat), photoplethysmogram (PPG), and respiration. Since

hypoxia has been found to cause cognitive and psychomotor deficits, we expected induced

hypoxia to affect a pilot’s ability to perform these tasks. Cognitive modeling of MATB per-

formance captures the behavioral impacts of changes in workload, operator stress level, or

fatigue levels caused by hypoxia and characterizes the high-level strategies engaged during

continuous multi-tasking.

!"#

$%#&'(#

)%%#&'(#

)%%#&'(#*"#

+,-&.#

!"#$

/01(2,0(3'4#503.#6!78"#9:';<-#
9;=0>=2>#+,0?@A2=B,0#

-=C.#

&2<''A2<#

"D%%#&'(#

E,2#=FF#

3:F(0><2'#

9=E<;:#G<3H=0('-'#E,2#I2,;<3B,0#=@=(0';#!1<2#I2<''A2(J=B,0K#
!% ! $6<@AF=;,2'#H=1<#LA(F;M(0#&2<''A2<#2<F(<E#1=F1<#L<;N<<0#?2';#=0>#'<3,0>#';=@<#;,#&2<1<0;#3=;=';2,&H(3#E=(FA2<.#

&%! $6!78"#H='#LA(F;M(0#,1<2&2<''A2<#><;<3;#-<3H=0('-#;,#F(-(;'#&2<''A2<#(0#-='O#;,#%.PQ#I95R.#

'% ! $6!78"#H='#LA(F;M(0#-<3H=0(3=F#&2<''A2<#2<F(<E#1=F1<#&2<1<0;'#&2<''A2<#(0#-='O#E2,-#<C3<<>(0@#)#I95R.#

!%$

&%$ '%$

Experiment Subjects 
•  Sample (N = 50) of men and women will be included 

in the study. 
•  Screened for disorders: neurological, cardiovascular, 

systemic; prescription medication affecting CNS/ANS 
activity, and smoking 

Experiment Apparatus 
•  Environics, Inc. ROBD2 

•  A portable computerized gas-blending instrument 
used to induce hypoxia, without changes in 
atmospheric pressure, through an aviator’s oxygen 
mask worn by the human research subject 

•  Capable of producing Sea Level (21% O2) to 34,000 
feet (4% O2) 

Experiment Tasks 
• Cognitive Function Test (Westermann; 2004)  

• Battery of written tasks including: 
• Simple computational problems –  
 addition, subtraction, or multiplication 

• Serial 7 subtraction 
• Eye-hand coordination drawing  
• Semantic memory and visual–motor coordination 
• Working Memory digit and address recall 
• Trail-making A and B 

• Multiple Attribute Task Battery 
• MATB includes tasks analogous 
 to activities performed by aircraft  
 crewmembers in flight 

• Flight Simulation Task 
• X-Plane 10 simulation connected to force feedback sidestick 

control inceptors – KC-10 aircraft 
• 10 minute departure scenario from KBUF 

Aviation safety is one of the principal missions of the 
National Aeronautics and Space Administration (NASA). 
Human error is the dominant cause of aviation accidents 
and remains an area of on-going investigation. Brief 
hypoxia in humans results in temporary cognitive 
impairment including lapses of attention or loss of 
situational awareness related to human error.  

A research team at NASA LaRC is applying normobaric 
hypoxia induction in human subjects to study the impact on 
aircraft pilot performance. Voluntary subjects in the study 
experience simulated altitudes of Sea Level (21% O2) and 
15,000 feet (11.2% O2) induced by an Environics, Inc. 
Reduced Oxygen Breathing Device (ROBD) . During non-
hypoxic and hypoxic exposures each test subject performs 
a battery of written, computer-based, and flight simulation 
tasks. Task performance measures, NASA Task Load Index 
subjective self-report of workload, and physiological 
responses including: SPO2, EEG, and ECG were recorded. 
The performance, subjective, and physiological data will be 
examined to understand temporary cognitive impairment 
due to mild hypoxia exposure. The purpose of this study is 
to add to the current knowledge of psychophysiologically-
based input to automation to increase aviation safety. 

• Comstock, J. R., & Arnegard, R. J. (1991). The multi-
attribute task battery for human operator workload and 
strategic behavior research. Hampton, VA: National 
Aeronautics and Space Administration. 

• FAA (2011). Next Generation Implementation Plan. 
Federal Aviation Administration. 

•  Jasper, H. H. (1958). Report of the committee on 
methods in clinical examination in 
electroencephalography. Electroencephalography, 10, 
370-375. 

• Stephens, C.L., Scerbo, M.W., & Pope, A.T. (2012). 
Adaptive Automation for Mitigation of Hazardous States 
of Awareness. In Matthews, G., et al. (Eds.), The 
Handbook of Operator Fatigue. Farnham, Surrey, UK: 
Ashgate Publishing. 

• Westermann, R., A., (2004) Hypoxia familiarisation 
training by the reduced oxygen breathing method. 
Aviation Medicine, 5, 11-15. 

• The experimental design is within subjects, so all 
subjects experienced hypoxia while performing all of the 
experiment tasks.

• Self-reported hypoxia symptoms are recorded and will be 
examined to better understand the individual variability of 
hypoxia exposure.

• Self-reported workload (NASA-TLX) will be examined to 
assess effect of hypoxia on subjective experience of 
each task.

• Performance on each of the tasks will be assessed for 
errors of commission and omission.

• Raw physiological data will be reduced to variables 
indicative of OFS to determine the effect of hypoxia on 
indices of OFS.

• The Alternative hypothesis is: human subjects experience 
cognitive impairments to a greater extent (p < 0.05) 
during ROBD2 equivalent altitude = 15,000 feet (11.2% 
Oxygen) than during ROBD2 equivalent altitude = sea 
level (21% Oxygen).

• ANOVA and MANOVA will be used to test for main and 
interaction effects of subjective, behavioral, 
psychophysiological, and performance indices during 
hypoxia exposure.

Effects of normobaric hypoxia on neurocognitive and 
psychophysiological measures of human performance  

An Exploratory Study 

Chad Stephens1, Brenda Crook2, Kellie Kennedy1, Ralph Williams2, 
Paul Schutte1, Ken Goodrich1, & Alan T. Pope1 

1 NASA Langley Research Center, 2 Analytical Mechanics Associates, Inc. 

• Stage and deploy hypoxia induction equipment, 
psychological testing batteries, and physiological 
recording equipment 

• Assess efficacy of cognitive impairment induced by mild 
hypoxia exposure 

• Determine safe and effective method for performing 
hypoxia induction in future studies to support OFS 
assessment 

Technical Goals 

•  The Next-Generation Air Transportation System 
(NextGen; FAA, 2011) is designed to incorporate 
airspace information, e.g., traffic, weather, operator 
state, etc., to improve flight safety. 

•  Within the NASA Aeronautics Research Mission 
Directorate (ARMD Airspace Systems Program (ASP) is 
the Concepts and Technology Development (CTD) 
Project supporting and directing research into an 
automation-supported Single Pilot Operations (SPO) 
cockpit capability. 

•  This future flight deck system is being developed to be 
aware of the vehicle, operator, and airspace system 
state and respond appropriately (Stephens et al., 2010). 

•  The system will sense internal and external hazards, 
evaluate them, and provide information to facilitate 
timely and suitable responses to mitigate hazards. 

•  The current study will verify/validate the use of hypoxia 
to induce suboptimal operator functional state (OFS). 

•  A controlled method for inducing poor OFS will further 
development of behavioral, psychophysiological, and 
performance indices to augment automation capabilities 
and enable reduced crew operations.  

Project Summary 

Introduction 

NASA Aeronautics Research Mission Directorate
> Airspace Systems Program

> Concepts and Technology Development Project
 > Single Pilot Operations Element

NASA Program

• The proposed study investigates use of hypoxia induction 
to improve operator state sensing technologies and 
methodologies. 

• The planned operator state characterization will inform 
the development of future flight deck systems and 
reduced crew operations. 

• Future research will build on the knowledge gained during 
this project to better detect and mitigate hazards related 
to OFS and supporting achievement of NASA aeronautics 
research mission objectives 

Concluding Remarks /  
Future Research 

Proposed Analytic Strategy 

Physiological Recording 
•  EEG is recorded from 16 electrode sites (International 

10-20 system; Jasper, 1958) through a gTEC 
gUSBAmp amplifier. 

•  SPO2, ECG, Respiration Effort, and GSR are recorded 
through a gTEC gUSBAmp amplifier. 

•  All signals are digitized at 256 Hz by gTEC gUSBAmp 
Data Acquisition System. 

•  SPO2 and Pulse Rate are redundantly monitored and 
recorded from the ROBD2. 

Experimental Procedure 
•  Experimental session ≈ 4 hours 
•  Subjects complete informed consent 
•  Subjects are briefed on the operation of the ROBD2 and 

connected to physiological recording equipment 
•  Subjects complete training sessions for each experiment 

task. 
•  Subjects sit quietly breathing room air while wearing mask 

to establish physiological baseline 
•  Subjects perform each task three times under the following 

conditions: 
• Breathing room air while wearing mask 
• Breathing seal level gas mixture through mask 
• Breathing 15,000 feet gas mixture through mask 

• Subjects recover from hypoxia exposure by breathing 100% 
O2 for 2 minutes following 15,000 feet exposure 

• Subjects complete self-reported workload measure (NASA-
Task Load Index, NASA-TLX) after each trial 

• After completing all trials, Subjects are debriefed. 

References 

Method

Figure 7.1: Environics ROBD2 System designed for inducing hypoxia, without changing
atmospheric pressure

Multiple Attribute Task Battery (MATB)

The Multiple Attribute Task Battery (MATB) was use to provide important insight into

the applied effects of performance. MATB was first developed in 1990 as a test designed
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to evaluate operator performance and workload via a set of aviation-related tasks. Tasks

consist of monitoring, tracking, communication, and resource management, as demonstrated

in Figure 7.2. The three tasks imposed on pilots using the MATB were tracking, resource

management, and communications. The tracking is located in the upper middle window

and requires the test subject to keep the circular target in the center of the window using

a joystick. This task is a compensatory task, thus increased reaction time resulting from a

hypoxic state could affect a subject’s ability to compensate or cause them to overcompensate.

Resource management requires subjects to maintain fuel tanks at a level of 2500 units each,

which can be achieved by transferring fuel from tank to tank. However, since hypoxia can

cause impaired mental arithmetic and decision-making skills, maintaining appropriate fuel

levels may be difficult under hypoxic conditions. The subject must also listen for audio

messages addressed to their communications callsign, which is displayed at the top of the

communications window, and ignore messages directed at other callsigns. The audio message

directs the subjects to change the frequency of one of the radios listed on the screen, but

because hypoxia can negatively impact the subject’s ability to learn and memorize their

callsign as well as their ability to pay attention to the audio signal, performance on this task

may decrease with the onset of a hypoxic state.

6

 

 

2.1  System Monitoring Task 
 

Figure 7.2: This illustration demonstrates the Multiple Attribute Task Battery
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Table 7.1: Features Type per Sensing Modality

Modality Feature Type Number of Features

ECG
Summary Stats 2
HR Complexity (HRC) 2

EEG Power Spectrum 15 x 16 Channels
Engagement Index 1 x 16 Channels
Rank Order Complexity 1 x 16 Channels

Respiration
Rate 1
Complexity 2
Interactions (e.g. HRC) 7

02 Saturation mean 1
Interactions (e.g., Age) 7

Demographics Anatomical (e.g., BMI) 2
Flight Info. 2

Total 261

Physio Data and MATB Task Performance Error and

The MATB performance variables are updated and reported every 5 seconds and oxygen

saturation is sampled at 256 Hz. Our design will therefore focus around a window size with

a minimum of 5 seconds and a maximum of 15 seconds. Because this design is multimodal,

not all physiological features can provide information within such a narrow window. Thus,

not all the time series data can be placed on a a single time scaled window. It is simply not

feasible. Ultimately, this will allow for us to analyze the data in a multi-scale approach where

we specifically acquire features that provide longitudinal trend information on the autonomic

system (longer time windows) and instantaneous features of the autonomic system (shorter

time windows). This paints an enhanced picture of both the entire forest and of the individual

trees in the forest.

7.2.2 Naive Adaptive Probabilistic Sensor (NAPS) Fusion

Naive Adaptive Probabilistic Sensor (NAPS) Fusion is a proposed framework that utilizes

numerous, random, small (a sub-space of the feature space), bagged models that have aug-

mented response variables that randomly span the full feature space of our dataset. The
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purpose of NAPS Fusion is to:

1. Reduce model uncertainty caused by the data structure

(a) Small sample sizes

(b) Class imbalances

2. To Better Handle Subject-to-Subject Variability (i.e., Better Model Flexibility)

3. Detect Anomalies

4. Maintain modularity for future modalities and features

5. Handle ambiguous annotations of the ground truth data.

However, the crux of the NAPS Fusion design is to improve predictive performance through

reducing uncertainty in models by employing five specific mechanisms in the following order:

1) smaller, random, but organized, feature sets (i.e. Sensors), 2) augmenting the response

variable, 3) utilizing bagging algorithms, 4) quantifying model uncertainty, and 5) spanning

the feature space through model fusion or combination. Figure ?? provides an overview of

the NAPS Fusion Method, highlighting these five mechanisms which are discussed in more

detail in the following subsections.

Development of “Sensors”

The development of “sensors” refers to the concept of sampling the feature space into orga-

nized subsets of the feature space. These “sensors” or feature sets are the foundation of the

various model permutations formed (as discussed in the following Subsection 7.2.2). This

means that we do not completely select any random vectors, p, within the vector space but

it is randomly structured. For this study, each sensor (i.e., feature set), Sm, (m = 1, . . . ,M)

where M is the total number of sensors created from the full vector space, has 11 features.

These 11 features for each sensor are randomly structured by choosing two random EEG
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leads where, within the each lead, 4 EEG features are randomly taken. These produces 8

features total (2 EEG leads x 4 EEG features). The other three features are randomly taken

from EKG, Respiration, O2 Saturation or Demographics modalities, producing a total of 11

features for each Sm. We produced a total of 175 of these sensors (M = 175), thus there

is obvious overlap within the feature space between various sensors. The reduction in the

amount of features now allows us to avoid model sparsity (issues of uncertainty) caused by

too many features and not enough samples of data.

Augmented Response Variables and their Model Permutations

D.S. Theory’s Framework for modeling ignorance and uncertainty inspired us to test the

notation to augment the response variable. This approach is a way to help with model

sparsity and thus aid in the training of the model by reducing the amount of response

variables. From our insight into D.S theory (discussed in Subsection ??), each individual

class we want to predict, θi, is considered a singleton proposition (i.e., Delay in Error,

Tracking Error). The DS Framework contains a full set of mutually exclusive and exhaustive

propositions of interest which is referred to as the frame of discernment (FOD). Thus, for

our specific case, the FOD Ω is defined with the four hypotheses,

Ω = {θ1, θ2, θ3, θ4}, (7.1)

based on our four-class ML detection problem. The FOD is a set of all subsets of Ω, which

creates the power set 2Ω. The power set consists of the combinatorial set that make up Ω.

This combinatorial sets allows us to model ignorance related to the ML class label, where
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the ML model can be trained around an augmented response variables consisting of

2Ω ={∅, {θ1}, {θ2}, {θ3}, {θ4}, {θ1, θ2},

{θ3, θ4}, {θ2, θ3}, {θ1, θ4}, {θ1, θ3}

{θ2, θ4}, {θ1, θ2, θ3}, {θ2, θ3, θ4},

{θ1, θ3, θ4}, {θ1, θ2, θ4},Ω},

(7.2)

permutations of the response variable. The power set in Equation 7.2, demonstrates there

are 16 different propositions that can be created. These propositions can be augmented and

mixed to produce different variable ML models, for which specific classification boundaries

can now be relaxed or simply neglected. The permutations of the response variables that

were chosen are presented below in Table 7.2. Depending on the permutations that are

Table 7.2: Permutations of the Response Variable (P=8)

Response Permutations Class / Proposition Assignments

1 {θ1} {θ2} {θ3} {θ4}
2 {θ1} {θ2, θ3, θ4, }
3 {θ2} {θ1, θ3, θ4, }
4 {θ3} {θ1, θ2, θ4, }
5 {θ4} {θ2, θ3, θ4, }
6 {θ1, θ2} {θ3, θ4}
7 {θ1, θ3} {θ2, θ4}
8 {θ1, θ4} {θ2, θ3}

chosen as your response variables ({{θ1, θ3, θ4}, {θ2}}), the class imbalances within the ML

paradigm will improve or worsen. In order to combat these issues and reduce model bias

as much as possible, SMOTE was dynamically implemented for each individualized selected

sensor and augmented response. Therefore, this produces n feature sets (i.e. sensors) by P

permutations of the response variables (i.e. augment reponses ), producing nxP individual

models,Mpn. The variety of these models can therefore be expressed as a matrix of randomly
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structured models defined as



M11 M12 . . . M1n

M21 M22 . . . M2n

...
... . . . ...

Md1 Md2 . . . Mnp


. (7.3)

Sensor ML Bagging

A basic probability assignment (BPA), otherwise referred to as a basic belief assignment is a

function m : 2Ω → [0, 1], where 2Ω is the power set, such that

m(∅) = 0;
∑
Ai⊆2Ω

m(Ai) = 1, (7.4)

which requires probabilistic “supports” for its propositions. We aim to obtain these proba-

bilistic “supports” from the outputs of each ML model’s, Mpn, propositions. However, not

all models can be generalized to a probability easily and thus we would be constrained to

specific types of models that may not generalize well with specific data sets. This issue

can be avoided by utilizing a bagging approach, also known as bootstrap aggregation. A

bagging approach not only improves the stability and accuracy of ML model (reducing high

variance/uncertainty) for the statistical classification, but can be thought of as a probability

structure. The typical bagging approach sub-samples the observations ofMpn’s vector space,

T times, using sampling with replacement (typically around 60% of the data). Therefore

for each Mpn, we essentially create T “micro-models”, since Mpn is already a sub-space of

the original dataset. The T models are trained and produce a frequency for each time a

class was chosen as the predicted class and could be thought of as a simplistic probability

structure.
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Figure 7.3: A visualization of the Uncertainty Space

Qualification of model uncertainty

In order to fully develop a BPA from a BOE (i.e. Mpn), an uncertainty assignment is required

to utilize the DS framework approach. Although the proposed NAPS Fusion framework is not

strictly subject to using DS Theory, we can utilize the uncertainty assignment as a means for

determining which models to utilize. The uncertainty assignment is obtained by accounting

for two factors: 1) uncertainty on the contextual meaning of the decision 2) uncertainty of

model bias

Uncertainty on the Contextual Meaning of the Decision: On a data set that has absolutely no

class imbalances, we can obtain contextual meaning around the frequency of each class. This

provides informative context for predicting a specific class based on which T models were

reported as the predicted class. For example, if you have four classes and 100 models, and we

received 25 votes for each each class, we become very uncertain about the appropriate class

to pick. Thus the model for this specific instance is unreliable. Ensembling this model,Mpn,

with another bagged model, Mp(n+1), that handles a different set of sensors may have very

little conflict, thus, fusing these two ensemble methods together can be thought of as a way

to easily perform a pseudo method of model averaging which weights each model differently

according to the uncertainty assignment. Standard ensemble methods do not contextualize

the model within the voting and strictly count the amount of votes [43]. Thus, we aim to

model this uncertainty through the normalized bagging voting space, where T is the total

number of votes (bags in the model) and Vc is the number of votes received for the cth class
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where C is the total number of classes or hypotheses. Therefore, we can define a bounded

vector space defined by the number of propositions (hypotheses) and the amount of votes

each hypothesis received by

Θ1 = 1− (

√
(V1

T
− 1

C
)2 + · · ·+ (VC

T
− 1

C
)2√

C−1
C

). (7.5)

Equation 7.5 is visually depicted in Figure 7.5, where, if all the proportions of the votes are

approximately equal, the uncertainty assignment operates near the maximum uncertainty

region in red. Conversely, if the votes are highly disproportional and there is a dominate

proposition, the uncertainty operates near the edges of the vector space where the minimum

uncertainty resides.

Uncertainty of the Biased Model: Model uncertainty is also altered when class imbalances

are imposed on the model by the data. When classes are imbalanced, the model will tend

to favor the majority class more (the prior). Therefore, similar to the previous uncertainty

assignment, this adds additional doubt as to the model’s ability to perform. Although

SMOTE was applied to address the class imbalance, the approach is not always able to fully

rectify the class imbalance, and the samples are still synthetic instances. Therefore, we use

the original data sets for our uncertainty assignment to address the class imbalance issues.

The imbalance of the class, θi, depends on the proportion of the amount of instances that

occur for the class, Ic, over the total instances in the data set, S. Thus, quantifying the

uncertainty associated to an imbalance for a multi-class problem is defined as,

Θ2 =

√
( I1
S
− 1

C
)2 + · · ·+ ( IC

T
− 1

C
)2√

C−1
C

. (7.6)

Total Uncertainty The total uncertainty, Θ, for the BOE is calculated by simply taking the
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mean of the two methods that account for the uncertainty in the BOE through,

Θ =
Θ1

2
+

Θ2

2
(7.7)

Model Section

Due to the nature of D.S. theory’s framework and cognitive state experiments, developing a

model requires synergy for the model to work well with the psychophysiology data and for

us to fuse models together. Since the sensors (subsets of features) were generated randomly,

not all the sensors will capture the appropriate amount of variance for them to be a strong

predictor. In addition, a top performing sensor may no longer be the sensor for a different

response permutation (a different augment class). Similar to how the uncertainty adapts

and varies across the samples, the sensors used for each permutation of the model should

also adapt. In order to accomplish this, we took a simplistic approach where we utilized the

6 sensors with lowest uncertainty for each response permutation. Therefore, if we implement

an all-vs-one method (Response Permutations 2-5), each response permutation has 6 sensors

that are combined, producing 24 different models for the decision process.

Model Fusion

All the models that were selected are combined together to account for a large feature space,

thus acting like a larger complex model.

An All-vs-one Approach An all-vs-one approach is a simplistic and contemporary approach

that uses a binarization strategy, where we build a binary response model for each class, which

is referred to as an one-vs-all ML framework [54]. The generated combinatorial responses

for M2n to M5n are utilized {C1, C2, C3}, {C4}, {C1, C2, C4}, {C3}, or {C1, C3, C4}, {C2},

or {C2, C3, C4}, {C1}. Then, all the models are evaluated and the one with the highest

probability is the predicted class. This addresses the problem with ignorance but the prob-
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Table 7.3: RF (Ac = 68.37%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 632 24 6 1
θ2 93 24 1 0
θ3 124 5 3 0
θ4 43 2 0 0

lem of feature importance and dimensionality reduction still exists. For instance, when you

have a four-class, classic singleton case we would generate {C1}, {C2},{C3},{C4}. How-

ever for a non-traditional one-vs-all ML framework design, we would generate combinatorial

responses such as {{C1, C2, C3}, {C4}}, or {{C1, C2, C4}, {C3}}, or {{C1, C3, C4}, {C2}}, or

{{C2, C3, C4}, {C1}}. We then evaluated which key features for the model will be analyzed

and how models perform over these combinational patterns.

A D.S. Theory Approach Building upon this body of evidence can be formed at the sensor

level, we aim to combine other sources of evidence to analyze performance using DCR.

Dempster’s combination rule (DCR) allows one to combine or fuse evidence represented as

DST models [135]:

m(A) =

∑
B∩C=A

m1(B)m2(C)

1−
∑

B∩C=∅

m1(B)m2(C)
, (7.8)

7.3 Evaluations and Discussion

In this section we address the following research questions regarding the use case of imple-

menting Naive Adaptive Probabilistic Sensor Fusion for a more generalized ML framework

to handle experimental study data for machine computer interaction:

RQ1 How do typical dimensionality reduction methods perform on our multi-class problems

with small samples, class imbalances, and large features?
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Table 7.4: RF & SMOTE (Ac = 61.37%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 512 71 68 12
θ2 59 52 5 2
θ3 95 13 21 3
θ4 32 6 4 3

RQ2 How does dimensionality reduction combined with augmented response perform?

RQ3 As we address these issues caused by uncertainty, how does performance for these ML

paradigms change utilizing a NAPS framework (dimensionality reduction through the

use of sensor fusion and augmented response variables)?

7.3.1 RQ1: Dimensionality Reduction for Multi-Class Problems

In this subsection, we implement an assortment of various dimensionality reduction methods

and frameworks in order to evaluate if adequate lift in performance is evident to justify a

particular framework. Since the NAPS framework utilized SMOTE to improve the class

imbalances, SMOTE was also implemented to these higher dimensionality problems as well.

Dimensionality reduction was examined by implementing various autoencoder frameworks

(i.e. number of nodes and layers) and activation functions. Typical methods such as PCA,

were deemed unnecessary to implement since a single layer (SL) linear activation function is

strongly comparable to PCA.

Baseline Performance. Prior to implementing the dimensional reduction experiments, we

obtained a baseline by simply examining the performance before we implemented any dimen-

sionality reduction. Considering our concerns about how dimensionality reduction methods

may actually hurt performance by capturing irrelevant information, we took two baselines:

one experiment with strictly the raw data (SMOTE was not implemented), and the imple-

mentation of SMOTE with the Random Forest Algorithm (RF) with 150 bags. Table 7.3, is
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Table 7.5: SL Autoencoders

Autoencoder Size Function Accuracy Function Accuracy

70 logSig 55.63% SatLin 54.07%
60 logSig 55.94% SatLin 53.03%
50 logSig 57.51% SatLin 51.57%
40 logSig 55.21% SatLin 54.28%
32 logSig 55.63% SatLin 50.42%
24 logSig 56.47% SatLin 50.51%
16 logSig 56.36% SatLin 50.93%
8 logSig 52.29% SatLin 48.84%
5 logSig 48.23% SatLin 42.49%

the confusion matrix and accuracy (Ac = 68.37%) for applying a RF algorithm to the raw

data set. Utilizing RF and SMOTE together, Table 7.4, demonstrates a drop in performance

accuracy. However if you examine the confusion matrix in Table 7.3, the precision and recall

is very poor for the other classes (θ2,θ3,θ4). Thus, we can note how SMOTE provides lift in

performance for minority classes by adjusting the class imbalances.

Single Layer Autoencoders. To address this research question, we first started with a single

layer autocoder framework where we ran experiments using two different activation functions

and 9 different neural network (NN) node architectures. The random forest algorithm with

150 bags was implemented on these reduced feature sets from the autoencoders. Table 7.5,

provides the averaged accuracy over a 5-fold cross-validation for each NN architecture and

activation function. These two activation functions essentially allowed us to compare how

linear and non-linear manifolds may increase accuracy. We can note that across all the NN

architectures (autoencoder size/nodes), the non-linear activation function (logsig) provides

an increase in performance downstream. In Table 7.6, we provide the confusion matrix

for autocoder with 50 nodes that utilized the “logsig” activation function which was then

stacked with a random forest providing an accuracy of 57.51% for the four class problem.

However, when compared to Table 7.4, the most accurate autoencoder, which used the same

RF paradigm, still performs the worst across all classes.

Deep Networks. The dimensionality reduction experiments were then extended for designing
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Table 7.6: SL Autoencoder LogSig (Ac = 57.51%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 465 79 82 37
θ2 49 52 12 5
θ3 74 16 33 9
θ4 27 3 14 1

Table 7.7: Deep Network Architectures

Layer 1 Size Layer 2 Size Function Accuracy

220 8 logSig 51.77%
180 16 logSig 53.13%
100 32 logSig 54.27%
85 45 logSig 52.82%
120 64 logSig 53.44%

two layer autocoders with a third soft layer used to train on the feature set. A simulation was

done to test various permutations of the NN architecture, where permutation of the first layer

consisted of 220, 180, 120, 100, or 85 nodes and the second layer consisted of permutations

of 8, 16, 32, 45, or 64. This produced 25 different architectures. In Table 7.7, we provide

the most accuracy architecture for each second layer permutation, where Table 7.8 is the

confusion matrix for the highest performing architecture. As you can note, the current deep

architectures are one of the lowest performing models.

RQ1 Takeaway. There was not a single dimensionality reduction method that provided

better lift in performance when compared to the baseline approach. We hypothesize that

because of subject-to-subject variability within the experimental data, this causes anomalous

patterns in the feature space which can not be generalized or clustered as relevant information

Table 7.8: Deep Network (Ac = 54.27%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 453 72 107 31
θ2 58 38 16 6
θ3 73 22 28 9
θ4 29 8 7 1
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Table 7.9: SL Autocoders & RF All-vs-One

Autoencoder Size Function Accuracy Function Accuracy

185 logSig 61.17% SatLin 55.63%
128 logSig 62.84% SatLin 55.94%
64 logSig 62.84% SatLin 57.51%
32 logSig 60.55% SatLin 55.21%
16 logSig 57.82% SatLin 55.63%
8 logSig 54.17% SatLin 56.47%

through an unsupervised fashion [94]. Thus, it is innate for these unsupervised dimensionality

reduction methods to capture irrelevant information for their new projections of the feature

space.

7.3.2 RQ2: Dimensionality Reduction Combined with Augmented

Response Variables

In this subsection, we aim to address if the combination of a simplified response variable

would allow us to better handle the sparsity of the data for increased performance. We ad-

dressed this issue by applying upsampling using SMOTE, augmenting the response variable,

and reducing the dimensionality (feature space). The augmented response variable approach

we utilized is the all-vs-one approach. Thus four-model binary models are designed, and we

took the highest singleton probability as the predicted class. In Table 7.9, we once again ex-

amine the different NN encoder architectures and activation functions, where we achieved a

tie for the best performance for a 128 and 64 node autoencoder using the nonlinear activation

function. Note there is an approximate 5% increase in performance compared to the previous

method, which did not augment the response variable. In addition, the nonlinear activation

function out-performed the linear activation. In Table 7.10, we provide the confusion matrix

for the single layer 64 nodes autoencoder using the “logsig” activation function.

However, based on our findings and hypothesis from RQ1 that dimensionality reduction is

capturing irrelevant information, it behooved us to also remove the autoencoder from the
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ML design. Table 7.11, demonstrates an increase in performance accuracy when compared

to the other all-vs-one methods, Table 7.10. In addition, there is also a slight performance

increase from the original baseline model using SMOTE, Table 7.4.

RQ2 Takeaway. Once again, we demonstrated that unsupervised dimensionality reduction

decreased the performance. However, when strictly comparing the approach of augmenting

the response variable (i.e All-vs-One) to the original baseline in Table 7.4, we can note a

slight increase in overall accuracy. Thus, by augmenting the response variable, we can aid

in the uncertainty of the model by reducing the sparsity of the data set. However, the

model performance is not optimal because of the large feature space the model is forced to

cover.

Table 7.10: SL Encoder (64 Vars.) & RF All-vs-One (Ac = 62.84%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 522 54 65 22
θ2 57 44 15 2
θ3 85 11 33 3
θ4 30 4 8 3

Table 7.11: Raw Data Set & RF All-vs-One (Ac = 64.91%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 543 57 53 10
θ2 59 54 2 3
θ3 96 14 21 1
θ4 34 4 6 1

7.3.3 RQ3: NAPS Fusion Approach

Baseline. From QR2, we stated that we can improve the performance of the model if the

feature space was reduced. We first examined a framework that uses six different sensors (6

different sub-spaces in the feature space) to build 6 different RF models that span the feature
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Table 7.12: 4 Class Committee Voting Model (Ac = 83.04%)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 659 1 0 0
θ2 74 43 1 0
θ3 49 6 77 0
θ4 31 3 9 2

space. The predicted classes of each model are reported and tallied for a committee vote to

determine the predicted class. In Table 7.12, we can note a significant increase in performance

when compared to the models in QR1 and QR2. Simply through deductive reasoning, we

can attribute this performance increase to the small feature set and combination of features

sets (sensors). This claim can be supported by examining how high dimensionality and low

samples negatively alters classification performance and the SMOTE Algorithm. In order to

increase the dimensionality of a classification problem, the number of training samples must

increase as well. Otherwise, the classifier performance will decrease. When your training

samples are fixed and your dimensionality increases, the density of the training sample

within the vector space will exponentially decrease. This lack of density in the feature space

or sparsity imposes uncertainty on the model, since we become uncertain as to whether the

classification boundary set is correct. In addition, this affects how we attempt to increase the

minor training samples by using SMOTE. SMOTE works on a nearest neighbor algorithm,

and if our vector space is too sparse, the nearest neighbors algorithms begin to break down

since the distances between the adjacent neighbors are pushed to new hyperplanes as the

dimensionality increases with a fixed sample size. Therefore, we are able to properly apply

SMOTE to increase the sample size. However, utilizing a small sub-space within the feature

space (a sensor) should enhance SMOTES capabilities.

A Committee All-vs-One Voting Approach. As previously discussed, the all-vs-one approach

augments the response variable, allowing for a more generalizable model to fit the data.

Possibly more importantly for this case of having high dimensionality, low samples and class
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Table 7.13: Committee All-vs-One Voting Model (Ac = 95.12)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 658 1 1 0
θ2 0 118 0 0
θ3 0 6 126 0
θ4 23 3 12 7

imbalances, we can instantaneously create more data by merging the responses together and

reducing the sparsity vector space which then allows us to better use SMOTE as well. In

Table 7.13, we can note these significant increases in performance of the model as we handle

this issue of model uncertainty. For the all-vs-one model approach for this application, we

handle uncertainty in four ways: 1) by reducing the feature set into groups of sensors 2) by

merging the response variable 3) utilizing SMOTE after these adjustment were made 4) the

implementation of the sensor selection paradigm which aims to quantify model uncertainty.

The sensor selection paradigm is critical since we randomly generated 175 models for each

permutation of responses (a total of 8). Thus, we had 1400 models to choose from, but we

only used 24 of them for this approach.

A DS Fusion Approach. Since our all-vs-one model, a maximum likelihood approach, also

utilizes a committee voting method to combine the other 6 sensors, we explored other ap-

proaches to fuse the models together. In addition, although all-vs-one is revered as an

approach to provide lift in performance, we are unable to handle ignorance when we have

conflicting class labels. However, our proposed DS framework can handle this conflict and

ambiguous labels. We first compared a D.S approach design to the same binarization strate-

gies of response variables as the Committee All-vs-One Voting Approach above, shown in

Table 7.14. There is a very minute increase in performance when compared to the Commit-

tee All-vs-One Voting (shown in Table 7.13), and it is essentially the same in performance.

However, for the cases where ignorance was required to be modeled, an all-vs-one response

variable was unable to be used. In Table 7.15, we demonstrate still a very high perfor-
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mance accuracy of Ac = 93.93% when multiple class doubleton class labels are set to an ML

paradigm. This is an extremely critical aspect of human-machine interaction research and

class labels can not be agreed upon. Thus, if one subject matter expert labels the event as

θ1 and another subject matter expert labels the event as θ2, we can set the class label to

train as a doubleton set of {θ1, θ2}.

RQ3 Takeaway. The NAPS framework provides superior lift in performance compared to

other approaches. This framework opens up the discussion of various methods that could

be implemented to improve on the model selection and the fusion of models. When there

is no conflict within the ground truth labels, we see no need to implement the Dempster-

Shafer framework unless the exploration of a new fusion paradigm or an improved uncertainty

assignment could demonstrate an improved detection performance. The computational com-

plexity of the DS framework is much higher than the all-vs-one approach and can be quite

overwhelming to implement. However, the need to implement a DS fusion framework is

because we have these ambiguities between the class label.

Table 7.14: NAPS Fusion Confusion Matrix (Ac = 95.29%)
Tripleton Set (Comparable to All-vs-One)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 658 1 1 0
θ2 0 118 0 0
θ3 0 5 127 0
θ4 23 3 12 7

Table 7.15: NAPS Fusion Confusion Matrix ((Ac = 93.93%)
Doubleton Set)

Predicted
θ1 θ2 θ3 θ4

A
ct
u
al

θ1 659 1 1 0
θ2 1 117 0 0
θ3 5 10 116 1
θ4 23 10 7 5
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7.4 Conclusion

Many cognitive performance experiments for human-machine interaction produce a small

sample size, have large class imbalances, and have a high dimensionality feature space. Typ-

ically, we are faced with machine learning problems that have one or two of these problems

simultaneously. However, when all three of these problems occur, the standard approaches

for handing each problem individually essentially fails. For instance, class imbalances could

be handled by down-sampling our data to adjust for imbalance in the classes, but we do

not have enough data for down-sampling. Conversely, we can up-sample by using SMOTE,

but as we discussed and demonstrated, the benefits of SMOTE degrade when we have a low

amount of samples and high dimensionality. In addition, we can try to address the prob-

lem by applying dimensionality reduction methods, but they are unable to capture relevant

information most likely due to the small sample size and class imbalances.

The NAPS Fusion framework addresses how we can overcome these experimental data issues

and ML challenges. NAPS accomplishes this through appropriate model selection, uncer-

tainty assignment, augmentation of response variables, and fusion of sensors that span the

feature space that allow SMOTE not only to adjust for its original class imbalances but the

imbalances created by the augmented response variables. The work presented utilizes Demp-

ster Combintation Rule (DCR) as a means of fusion and is one of the most rudimentary fusion

algorithms, which opens up research areas for exploring methods for more optimal model

fusion paradigms, and model selection methods. This DS approach for combining models

under NAPS opens the door for cognitive performance research to move forward into open

world environments, where conflict of class labels occur frequently. Moreover, this framework

provides an extremely modular design, where new models and hardware modalities can be

interchanged easily without tuning and training from ground zero.
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If you hear a voice within you say, “You cannot paint,” then by all means paint, and that voice will

be silenced”

Vincent Van Gogh

8
Conclusion

Part I Contributions. This work, “Handling Uncertainty for Signature Detection," demon-

strates how simplistic ML signature detection applications can be improved by stacking an

additional uncertainty framework upon the pre-existing matching paradigm. This is achieved

by appropriately quantifying the uncertainty within the sets and utilizing D.S. Theory to

handle conflicting information with the uncertainty assigned to aid in deciphering the win-

ning match. Due to the additional computational complexity imposed by this work, we

demonstrate that by utilizing Dempster Combination Rule (a fusion method that is com-

mutative and associative) we can approximately linearly scale on a distributive computing
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framework (i.e., MapReduce) to enhance the computational performance speed and handle

larger-scale data sets. This work also has demonstrated the advantages of handling infor-

mation that is corrupted which provides weak support for its proposition (i.e. hypothesis)

but can be enhanced through fusion methods. This work was then applied to a two lead

electrocardiogram (ECG) data set, where we showed a novel implementation method for

the uncertainty framework. Moreover, we demonstrated the importance of how both ECG

leads do not require strong agreement in order to converge to a consensus for detecting the

appropriate signature. Therefore, if one lead of the ECG signal is corrupted and the other is

mildly corrupted, we can overcome these detection limitations and still see adequate perfor-

mance. The most powerful aspect of this method, and most heavily weighted utility for this

work, is how this approach requires little to no prior data. The only data requirement is a

single template for each source. Part I Future work. This work has opened up avenues in the

area of DS theory for time series and image processing applications. We are currently using

these matching paradigms for Interferometric Synthetic Aperture Radar (InSAR) for tunnel

detection by developing various templates that indicate signatures concavity in the ground.

This paradigm is ideal since it takes 6 months to one full year to obtain a single template

and is highly costly to collect imaging of changes in the ground using InSARs. The current

theoretical framework has demonstrated enhanced detection performance by assuming each

proposition is strictly independent from each of the other propositions (i.e., singleton). An

extension to this theoretical framework would be to address proposition matches that share

similarities within their template signatures (e.g., doubletons, tripletons). This allows us to

model ignorance within the set of propositions.

Part II Contributions. “Handling uncertainty for predictive problems for systems with di-

verse information sources" stresses the importance of how downstream work-flow should be

considered when developing a comprehensive predictive system. Through the use of Monte

Carlo Simulations and signal corruption, we demonstrate how simple noise within the input

features can statistically alter integral results that would lead downstream into the model
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development. In addition, we demonstrate the importance of how new feature engineering

can produce additional dimensionality (i.e. new features for class separation) to potentially

aid in the predictive model. In terms of model development, we demonstrate that these

design problems due to uncertainty in open world settings are challenging due to a lack

of training data instances, noise, class imbalances, wide data sets, numerous modalities,

subject-to-subject variability, and the inability to modularly scale to new bio-sensors from

previous ML paradigms. However, we show that utilizing and developing small individual

models (a small subset of the feature space) which are then fused with other small individual

models (enabling us to expand our feature space) provides a significant increase in classi-

fication performance. This also enables a highly modular design as the system is updated

with additional sensor modalities over time. Part II Future work. The new developed elec-

troencephalogram (EEG) features have demonstrated great value in the clinical and human

performance domain. Extensions of the work would be to evaluate the newly developed

method, rank order complexity (ROC), to prior methods for human task engagement such

as the engagement index. In addition, we hypothesize that the other newly formed EEG

Method, activation complexity (AC), is linked to neuronal isolation. The ability to capture

these effects and quantify them would be invaluable in the clinical domains in the areas

of hypoxia, epilepsy, and stroke research. In terms of the model development, we demon-

strated that small individual models which utilize a committee paradigm are ideal for human

performance research. However, the main finding that will lead to future work is the abil-

ity to handle data sets that have conflicting or ambiguously annotated ground truth data.

This problem occurs consistently for cognitive state human performance research, where the

subject matter experts cannot agree on a specific class label (type of cognitive state). The

developed model uncertainty methodology, naive probabilistic sensor fusion (NAPS), allows

us to model ignorance (the ambiguity of the class label) with the ML paradigm but still

refine our support to a single class proposition.
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