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Abstract 

Vivian Wong, Advisor 

Teachers are vital to students’ learning and success. Yet, we have little evidence of how 

to best support teachers and their practice, particularly as professional demands shift to 

accommodate more technology, greater diversity, and higher standards for learning. The 

ability to make causal links between professional supports and teacher and student 

outcomes is further constrained by the limited methods typically used by researchers. 

Because traditional experiments are often long, expensive, and politically infeasible, they 

are reserved for later stages of evaluation. This dissertation presents three papers, each 

applying an underutilized method for researching and developing effective supports for 

pre- and in-service teachers, with a particular focus on supports to help educators to 

understand and make use of student data. The first study uses an alternative-treatment 

experimental design in order to investigate the impacts of a brief, low-cost data literacy 

workshop within a teacher preparation program.  Paper 2 evaluates a scalable 

intervention to help kindergarten teachers use entry assessment data to inform instruction 

using an embedded factorial design. Finally, Paper 3 describes a special repeated 

measures design – the experimental switching replication – as well as how it was used to 

evaluate skills-based coaching in a simulated learning environment. Together, these 

papers illustrate different approaches to program evaluation, highlighting ways in which 

underutilized research methods can address the design and development of teacher 

supports.  
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Conceptual Link: Improving Teacher Supports through Unconventional Experiments 

 

Over the past two decades, federal agencies such as the Institute for Education 

Sciences and the U.S. Department of Education have prioritized the funding of 

experimental trials in education research. As a result, an increasing number of 

educational studies rely on experiments to provide impact estimates for interventions and 

programs (Stockard & Wood, 2016). The increased prevalence of such experimental 

research has improved our understanding of what works and what does not in education. 

Yet, we still have limited information about how to best support educators as they 

progress through preparation programs and into the classroom (Jacob & McGovern, 

2016). Despite the limited evidence on returns from teacher professional supports to 

student outcomes, departments of education across the country continue to make large 

investments in programs intended to support teacher learning.  

The current literature base on teacher professional learning is mixed. Causal 

research has connected changes in teachers’ practice as result of effective professional 

learning to improvements in student learning (Kraft, Blazer, & Hogan, 2018; Scher & 

O’Reilly, 2009). However, this connection appears tenuous, as large-scale evaluations of 

teacher professional development find that – on average – the formal supports and 

training teachers receive are not associated with gains in student outcomes (Garet, et al., 

2016; Harris & Sass, 2011). Collectively, this evidence suggests that while professional 

learning experiences are able to improve educators’ knowledge, skills, and practices in 

ways that impact students, teachers are not consistently exposed to high-quality training 

on a large scale. The variability in professional supports for teachers can be partly 
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attributed to the high cost associated with many programs that have been identified as 

effective – such as the use of instructional coaches (Kraft, Blazer, & Hogan, 2018) – as 

well as the difficulty in effectively scaling up interventions and supports (Coburn, 2003). 

As such, the education community needs rigorous research to support the evaluation and 

development of scalable teacher development.   

Although experiments can fill the need for additional causal evidence on the 

effectiveness of teacher supports, traditional randomized-control trials (RCTs) are 

difficult to execute in educational settings. First, they require withholding treatment from 

a subset of the sample, making them politically infeasible in many settings. Additionally, 

they are practically difficult to carry out, as educational studies are frequently lengthy, 

draw from limited samples, and evaluate treatments with small effects. This is 

particularly true when teachers are the unit of analysis, increasing the concern for 

spillover effects and further constraining the statistical power of a study. Finally, RCTs 

answer limited questions about the efficacy of interventions, as they evaluate multi-

faceted interventions against a control group within constrained samples and settings. As 

such, experiments are typically reserved for late stages of research and development, 

when program developers have less latitude to address implementation issues. 

Furthermore, these late-stage randomized controlled trials provide little insight into 

which intervention features are necessary in order to achieve the desired effects.  

This three-paper dissertation seeks to both improve the evidence on effective 

teacher supports and expand the experimental approaches employed by educational 

researchers. I highlight alternative experimental designs such as the factorial experiment 

and switching replication, which can enable researchers to answer a wider array of 
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research questions while also combatting issues common in educational studies such as 

small sample sizes and political feasibility. Furthermore, expanding the types of 

experiments employed in education can allow researchers to better identify causal 

mechanisms – allowing the educational community to build more efficient and effective 

interventions. Each chapter of this dissertation provides a different applied example of an 

underutilized experimental design that can be used to evaluate programs for both pre- and 

in-service teachers.  

 One particularly nascent area of research on teacher professional development 

relates to educators’ ability to use data to inform practice. As school systems have 

increased the amount and quality of the student data they collect through state and federal 

initiatives, teachers are expected to be able to review, analyze, and interpret this data to 

inform instruction (Coburn & Turner, 2011; Means, Padilla, & Gallagher, 2010). 

Additionally, the definition of data has moved beyond standardized test scores to 

incorporate all kinds of systematically collected information about students and their 

learning. In theory, incorporating this type of data to inform practice can bolster student 

learning as teachers are able to provide instruction targeted at students’ demonstrated 

needs (Mandinach & Gummer, 2016). However, surveys of educational programs suggest 

that pre-service and in-service teacher training has yet to catch up with the demands to 

prepare teachers to use data in their classrooms (Gallagher, Means, & Padilla, 2008).  

While some research has evaluated treatments intended to improve pre-service 

teachers’ assessment and data literacy skills, there has been no experimental evidence on 

the effectiveness of these interventions. The first chapter seeks to fill the gap by 

providing causal research on data literacy supports within the context of a teacher 
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preparation program. In this experimental study, we evaluate a pre-service teacher 

workshop designed to improve participants’ data literacy. We randomly assigned 90 pre-

service teachers to attend a workshop and complete follow-up activities focused on 

enhancing their understanding of and comfort with different forms of student data. Rather 

than using a traditional parallel RCT in which one group serves as the untreated control 

group and the other receives treatment, we used an alternative-treatments design (Shadish 

et al., 2001). In this design, the comparison group receives a different substantive 

treatment focused on improving teacher candidates’ cultural sensitivity. Relative to those 

who participated in the cultural sensitivity workshop, the data literacy intervention 

improved teacher candidates’ attitudes about assessments, confidence in their data skills 

(.37 standard deviations, p<.05), and their longer-term instructional efficacy (.36 standard 

deviations, p<.10), providing causal support for the use of such interventions in teacher 

preparation programs. 

Although the literature on data-use supports for in-service teachers is more 

developed relative to studies in pre-service settings (Carlson, Borman, & Robinson, 2011; 

Slavin, Cheung, Holmes, Madden, & Chamberlain, 2013), the research base is still small 

and largely descriptive (Ebbeler, Poortman, Schildkamp, & Pieters, 2017; Farley-Ripple 

& Buttram, 2014; Goertz, Olah, & Riggan, 2009). Additionally, none of these studies 

have examined data-use interventions intended specifically to support teachers as they 

interpret assessments administered as students enter school – a promising point for early, 

targeted intervention. As the use of statewide kindergarten entry assessments is growing 

across the country, it is important that we identify ways to help teachers on a large scale. 

In Chapter 2, I contribute to the existing evidence on effective data-use interventions by 
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evaluating the utility of data consultations to support kindergarten teachers’ use of a 

statewide entry assessment. Additionally, I use a novel, two-stage randomization process 

that allows us to address questions about both the overall effectiveness of the data 

consultation in any form as well as the best ways to modify the intervention in order to 

make it more feasible at scale. To do this, I embed a factorial design varying two factors 

of the data consultations: format (one-on-one vs. group) and delivery (web-based vs. in-

person). While we do not find that offering data consultations improved teachers’ 

attitudes about data or data skills on average, our results suggest that the format and 

delivery of the intervention has implications for its effectiveness. Somewhat contrary to 

other research, we find that web-based, one-on-one interventions were most effective at 

improving teacher outcomes, both relative to any other format and to business as usual.  

Chapter 3 contributes more explicitly to the methodological literature by outlining 

the advantages of repeated measures designs in educational settings and focusing on an 

underutilized variant: the experimental switching replication. This hybrid research design 

combines different three different design elements – repeated measures, randomization, 

and replication – in order to provide both causally and externally valid evidence of a 

program’s impacts. The switching replication, therefore, provides a unique combination 

of internal and external validity within a single study when the two types of validity have 

traditionally been at odds with one another. This design is particularly well suited for 

educational contexts, as outcome observations are typically made multiple times over the 

course of the academic year and all study participants are able to receive treatment 

However, the experimental switching replication is poorly represented in both the 

methodological and applied educational literature, leaving researchers with little guidance 
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on how to implement such studies. This paper seeks to fill this gap by outlining the 

features of these different repeated measures approaches, and providing an example of an 

experimental switching replication within a teacher preparation context. We highlight the 

strengths of the design as it was used to evaluate coaching supports for teacher candidates 

as well as the challenges we encountered during implementation.  
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Study 1: Developing data literacy: Investigating the effects of pre-service data use 

intervention 

Abstract 

Currently, we have limited experimental evidence about how to support pre-service 

teachers’ as they develop the skills, knowledge, and attitudes necessary to use of student 

data when they enter the classroom. In this randomized controlled trial, we assigned 

preservice teachers (n=90) to participate in a 2-hour workshop focused on data literacy, 

followed by a series of written reflection prompts in which they applied content in their 

semester-long teaching placements. Using the Conceptions of Assessment (Brown, 

2006), the Teacher Self-Efficacy Scale (Tschannen-Moran & Hoy, 2001), and study-

specific survey items, we measured participants’ perceptions of assessments and data 

skills. Participants in the treatment condition reported significantly higher perceptions of 

assessment relevance, instructional self-efficacy, and data use skills relative to the control 

group.  

 

Introduction 

Over the past fifteen years, international and domestic policies have formalized 

expectations around the use of student data in educational settings (Deluca, LaPointe-

McEwan, & Luhanga, 2016). Such policies have incentivized the creation of large-scale 

data systems (Institute of Education Sciences, 2015), increased requirements around data 

reporting (American Recovery and Reinvestment Act, 2009), improved the quality of 

information available to educators (National Center for Education Statistics, 2015), and 

promoted the use of evidence to inform practice (Council for the Accreditation of 
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Education Preparation, 2013). In the United States, changes to the ways in which 

educational entities collect, store, and organize student data have required substantial 

financial investments at the state and federal levels, and are motivated by the assumption 

that systematic use of data can lead to meaningful improvements in student learning. 

However, these investments have not necessitated changes to teachers’ use of student 

data, in part because many teachers do not have the resources, comfort, or knowledge to 

engage in data-driven instruction (Farley-Ripple & Cho, 2014; Marsh, Pane, & Padilla, 

2006; Means, Padilla, & Gallagher, 2010). This study examines one lever by which to 

encourage data-driven instructional practices by improving pre-service teachers’ 

perceptions of data, confidence in their ability to use data, and knowledge of a variety of 

data. 

While teachers have long used formative assessments to gauge student 

understanding and identify content to re-teach, these measures and their implementation 

have largely been informal in nature (Ingram, Mandinach, 2012; Schildkamp & Kuiper, 

2010). Additionally, educators have relied heavily on intuition to guide instructional 

choices, sometimes deferring to prior experience rather than empirical data about student 

learning (Slavin, 2002). Although prior experience can serve as a useful guidepost, using 

it without multiple sources of information can lead to limited conclusions about students 

and learning (Ikemoto & Marsh, 2007). Alternatively, regularly incorporating broad 

evidence of student learning – a practice referred to as data-driven instruction – can allow 

teachers to draw more accurate inferences about students’ strengths and needs (Coburn & 

Turner, 2011; Mandinach & Gummer, 2016). 
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Data-driven instruction differs from other models of teaching practice in multiple 

ways. First, it emphasizes intentional and ongoing use of diverse data (Datnow & 

Hubbard, 2016). Second, data-driven instruction broadens the definition of assessments 

to include any information systematically collected on students – from standardized tests 

to classroom observations (Boudett, City, & Murnane, 2013). Finally, teachers use 

different types of complementary data sources to gain a more complete understanding of 

student learning (Boudett, City, & Murnane, 2013; Mandinach & Gummer, 2016). In 

turn, teachers are able to better tailor and target interventions, and subsequently monitor 

progress (Means, Chen, & DeBarger, 2011).  

While the literature base is small, multiple empirical studies suggest that this kind 

of ongoing data use can change teacher practices in ways that help to bolster student 

learning gains (Carlson et al., 2011; Konstantopoulos et al., 2013; Lai & McNaughton, 

2016; van Geel, Keuning, Visscher, Fox, & 2016; Wiliam, Lee, Harrison, & Black, 

2004). However, prior research finds many teachers lack understanding of and comfort 

with data, which in turn limits their implementation of data use in the classroom (Means 

et al, 2011; Piro, Dunlap, & Shutt, 2014; Wayman & Jimerson, 2014; Volante & Fazio, 

2007). While many districts and states have instituted professional learning opportunities 

targeting in-service teachers’ data use, these supports are often piecemeal and sporadic 

(Means, Padilla, & Gallagher, 2010) leaving teachers with widely varying abilities to 

engage with data to make instructional decisions (Farley-Ripple & Buttram, 2014; 

Goertz, Oláh, & Riggan, 2009; Ikemoto & Marsh, 2007; Means, Padilla, & Gallagher, 

2010).  
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The need to equip all teachers with data use skills has led various groups to focus 

on teacher education programs as an avenue through which future educators can acquire 

these skills before entering the classroom (Mandinach, Friedman, & Gummer, 2015). 

However, survey research suggests that preparation programs have yet to catch up with 

the shifting demands on teachers to be data literate. Recent surveys of teacher preparation 

programs found that few incorporate courses or other structured opportunities for teacher 

candidates to learn about and engage with student data (DeLuca & Bellara, 2013; 

Greenberg & Walsh, 2012; Mandinach, Friedman, & Gummer, 2015). Additionally, there 

is little empirical evidence of the best ways in which to incorporate data education into 

teacher preparation (Reeves, 2017), and the limited research that is available regarding 

pre-service teachers’ data use has largely been observational or descriptive in nature 

(Reeves, 2017). The lack of rigorous empirical research in the teacher preparation context 

further obscures the best ways in which to affect teacher candidates’ data literacy.  

In the present study, we evaluate an intervention targeting teacher candidates’ 

knowledge and attitudes about educational data. To our knowledge, this study provides 

the first experimental evaluation of data literacy education implemented in a teacher 

preparation program. The treatment consisted of a brief workshop and a series of 

reflection prompts to help teacher candidates integrate concepts from the workshop into 

their semester-long student teaching internship. Because the workshop was short and 

low-cost, it was relatively easy to incorporate into the existing program curriculum. We 

find that pre-service teachers who participated in the treatment reported significantly 

higher perceptions of assessments, improved data skills, and long-term improvements in 

instructional self-efficacy relative to the control group. This intervention suggests that 
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teacher preparation programs provide a promising environment through which to develop 

future educators’ attitudes and proficiency with data, and that such opportunities can be 

provided without significant alteration to the typical teacher preparation curriculum. 

Data Use and Literacy 

Educators are increasingly expected to use evidence rather than intuition to 

support instructional decisions (Ikemoto & Marsh, 2008; Slavin, 2002). Through a more 

data-driven instructional process, teachers refrain from making assumptions based solely 

on prior experience, and instead form inferences using evidence. Within this framework, 

data and evidence constitutes any information systematically collected on students and 

their learning, from classroom observations to standardized tests. However, in order to 

effectively incorporate evidence into their practice, teachers must be data literate 

(Gummer & Mandinach, 2015; Mandinach & Gummer, 2016). Data literacy represents 

the skills and knowledge necessary to access, understand, and evaluate different forms of 

student data (Althanses, Bennett, & Wahleithner, 2013; Means et al., 2011).  

Educational researchers and professional communities have provided different 

definitions of the skills and attitudes encompassed in data literacy. Although these 

definitions have varied, they commonly conceptualize data literacy as an iterative and 

systematic process that includes developing hypotheses about student learning, 

recognizing the strengths and weaknesses of various sources of information, and the 

ability to combine multiple data types in ways that mitigate their individual weaknesses 

(Coburn & Turner, 2012; Mandinach & Gummer, 2016). In their descriptive study of 

educators data use practices, Ikemoto and Marsh (2008) suggest that these data use 

processes occur on a continuum of complexity. In the simplest form, data-driven 
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decision-making involves a single player (such as principal) using one high-level data 

source (such as a standardized test score) to make a decision. Educators more proficient 

in data use, on the other hand, generate hypotheses using multiple sources of data and use 

an iterative analytic process, drawing on additional information to probe alternative 

explanations or support the hypotheses. For example, Ikemoto and Marsh describe one 

exemplary school that engaged in more advanced data use. During this process, both the 

principals and the teachers used disaggregated data to discover that transfer students 

consistently scored higher on literacy exams. In consultation with literacy experts, the 

staff decided to adopt a curriculum used by other schools in the district. As Ikemoto and 

Marsh describe it: “Although they had hunches regarding the underlying causes of the 

data results, educators did not assume that these inclinations were correct. They 

combined evidence with expertise through a collective process to develop actionable 

knowledge and identify a solution” (p. 116). 

Interventions Targeting Data Use 

Previous research has found that data-driven instruction can lead to changes in 

teachers’ classroom practices (Gearhart & Osmundson, 2009; Mertler, 2009) as well 

improvements in student learning (Carlson et al., 2011; Konstantopoulos et al., 2013; Lai 

& McNaughton, 2016; van Geel, Keuning, Visscher, Fox, & 2016). However, the 

evidence of data use’s influence on student outcomes is mixed (Farrell & Marsh, 2016; 

Goertz, Olah, & Riggan, 2009). In one large-scale randomized controlled trial, Carlson 

and colleagues (2011) evaluated the effects of a district-wide, data-driven reform 

initiative on students’ reading and mathematics achievement. Of the fifty eligible 

districts, half were randomly assigned to receive training in data use for school and 



DEVELOPING DATA LITERACY  18 
 

 

district administrators as well as the quarterly benchmark testing for students. After one 

year of implementation, the students in the treated districts scored significantly higher on 

state-administered math achievement tests by 0.06 standard deviations. A follow-up study 

(Slavin et al., 2013) found that the effects extended to reading achievement in the fourth 

year of implementation. Similarly, van Geel and colleagues (2016) found that a school-

level data-based decision-making intervention improved students learning gains 

compared to growth in the two years prior to the intervention. As part of the intervention, 

teachers from 53 primary schools in the Netherlands engaged in team discussions and 

received coaching in data use from an external data expert over the course of two school 

years. The effects of the treatment were especially large in urban schools serving a larger 

proportion of low-income students. 

Developing Data Literacy in the Teacher Workforce 

With the advent of improved longitudinal data systems, teachers have access to 

more student data than ever before. However, surveys of in-service teachers suggest that 

educators are not always clear about how to use data effectively. Analyzing data from a 

large, nationally-representative study (National Educational Technology Trends Study), 

Gallagher, Means, and Padilla (2008) found that while the majority of teachers reported 

using data to inform parents, track student achievement, and monitor progress, less than 

half felt confident in their ability to interpret data. Additionally, more than one-quarter 

felt their professional development experiences had failed to prepare them for data use. 

This lack of confidence is concerning given its negative relationship with the data 

use practices. Gallagher and colleagues found that low levels of confidence in data were 

significantly and negatively associated with th. Similarly, in their analysis of participants 
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from intensive data-use professional development, Dunn, Ariola, and Lo (2013) found 

that teachers’ anxiety around data use was negatively associated with their sense of 

efficacy around implementing data use practices. Conversely, teachers who felt more 

confident in their ability to access and identify relevant student data as well as their 

ability to use available tools and technology were more likely to feel efficacious.  

However, few teacher preparation programs have integrated data literacy concepts 

into their curriculum (DeLuca & Bellara, 2013; Greenberg & Walsh, 2012; Mandinach, 

Friedman, & Gummer, 2015). A recent review of 180 undergraduate and graduate 

schools of education by Greenberg and Walsh (2012) suggests that the vast majority of 

preparation programs do not provide teacher candidates with substantial opportunities to 

develop skills in three primary areas of data use: assessment literacy, data analysis, and 

linking data to instructional decisions (Greenberg & Walsh, 2012). More specifically, 

Greenberg and Walsh (2012) find that while many programs incorporated some course 

content related to assessments, only 10% of programs provided adequate opportunities to 

learn and practice data analysis and using data to inform instructional choices.  

Furthermore, research suggests that the data use opportunities available to pre-

service teachers leave them with limited perceptions of what constitutes data. This is 

partly because exposure to data-related content – both in clinical teaching and through 

coursework – tends to vary substantially from one pre-service teacher to the next 

depending on content area, student teaching placement, or grade-level. In a cross-

sectional study, Volante and Fazio (2007) describe perceptions of data literacy in a 

sample of pre-services teachers at a Canadian school of education. The authors surveyed 

69 teacher candidates in different stages of the same preparation program on their 
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perceptions and understanding of assessments, as well as suggested areas for further 

training. They found that, regardless of their year in the program, most respondents 

possessed a limited view of assessments as summative measures. Respondents also 

tended to favor personal communication and observations as more valuable sources of 

information about student learning, but did not specifically recognize these as student 

data. Furthermore, many of the preservice teachers did not feel confident in their ability 

to use data, regardless of far along they were in the program, and all suggested that they 

would benefit from additional training in assessment and evaluation.  

Unlike Volante and Fazio, Athanases, Bennett, and Wahleithner (2013) found in 

their qualitative study of 80 preservice English language arts teachers the sample tended 

to draw from many different data sources when answering questions about student 

learning. These teacher candidates were able to pull from multiple data points – such as 

essays, surveys, and personal communications with students – in order to triangulate their 

findings and make better sense of student learning. This allowed them to engage in an 

inquiry process and develop important data literacy skills over the course of their clinical 

teaching experiences. However, many teacher candidates used only one or two data 

sources and did not collect further evidence to probe potential reasons for student 

performance, and were left to speculate about the root causes for patterns they initially 

observed.  

Reeves (2017) also found significant variation in the opportunities afforded to 

individual teacher candidates across five different schools of education. However, he also 

suggested that clinical teaching provided teacher candidates with many chances to engage 

in data collection and use. Most teacher candidates reported having opportunities to use 
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data to modify instruction, determine students' levels of achievement, and evaluate the 

effectiveness of instruction at least once a week in their student teaching placements,. 

These experiences were enhanced by formal learning opportunities, as Reeves also found 

that those who had participated in teacher inquiry coursework were more likely to engage 

in data use in their student teaching. But enrollment in these formal courses was not 

consistent, as over one-third of teachers with no coursework in inquiry or teacher 

research. 

Much like in-service teachers, pre-service teachers’ data use practices are also 

influenced by their comfort with and exposure to data. In a survey study of Illinois public 

school teachers, Reeves, Summers, and Grove (2016) found that in-service teachers with 

exposure to courses around data literacy were more likely to use data in their practice. 

However, less than half of respondents reported having any taken classes related to 

inquiry or data use in as part of their undergraduate- or graduate-level coursework. 

Empirical Studies on Data Literacy Interventions in Teacher Preparation 

A handful of studies have evaluated data-use interventions implemented during 

teacher preparation programs. The results of this research suggests the potential for 

providing teacher candidates with data use experiences that broaden their perspective on 

data as well as enhancing their confidence and skills. In a series of qualitative and pre-

post studies, Dunlap, Piro and colleagues evaluate the effects of a data literacy 

intervention embedded in a pre-service teacher preparation course (Dunlap & Piro, 2016; 

Piro & Hutchinson, 2014; Piro, Dunlap, & Shutt, 2014). The intervention, called Data 

Chat, introduced a multi-step process for using data, including analyzing data in teams, 

developing formative and summative assessments, and creating strategies based on 
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identified areas of need. Within the Data Chat, teams of pre-service teachers presented 

their data analyses and subsequent instructional plans. Based on participants' response to 

open-ended survey questions, the authors found that despite a general unease regarding 

data use prior to participation, the students sense of efficacy increased (Dunlap & Piro, 

2016). Furthermore, a pre-post analysis suggested that the teacher candidates improved 

their ability analyze, interpret, and differentiate instruction based on student data, as most 

participants increased the percentage correct on the data skills assessment (Piro & 

Hutchinson, 2014). However, the authors do not provide significance tests and report the 

overall percentage correct across the entire group, making it difficult to determine the 

magnitude of the treatment effect. 

Reeves and Honig (2015) investigated the effect of a 6-hour data course on 

teacher candidates’ attitudes about data, as well as their data literacy skills. Using a 

pretest-posttest design, the authors collected information from 64 pre-service teachers 

attending a school of education. The intervention was provided within the context of a 

longer assessment course, during which the undergraduate teacher candidates learned to 

develop their own assessments. The authors measured outcomes using the Conceptions of 

Assessment (Brown, 2006), the Survey of Educators Data Use (Wayman, Cho, & Shaw, 

2009), and researcher-developed measures of data literacy and overall satisfaction with 

the course. They found that participation in the course improved teacher candidates’ data 

self-efficacy (0.23 standard deviations, p<.01), and perceptions the validity of 

assessments (0.31 standard deviations, p<.05) and their ability to hold students 

accountable relative to baseline (0.29 standard deviations, p<.05).  

Current Study 
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The present study expands on recent examinations of the effects of data 

interventions in teacher educator programs and adds experimental evidence to the current 

literature base. Like Reeves and Honig (2015) and Piro et al. (2014), we look at 

participants’ attitudes about assessments, confidence in their ability to use data, and 

general satisfaction after participating in short courses on data literacy. Our short course 

consisted of a two-hour workshop followed by a series of reflection prompts in which 

participants were asked to reflect on key concepts within their semester-long teaching 

internships. In moving from abstract knowledge to concrete application, we hoped 

participants would further develop their data literacy and skills in ways that would 

translate to their practicum and later classroom practice.While Reeves and Honig found 

evidence of the efficacy of the data intervention implemented within a similar sample, we 

incorporate a more rigorous research design by using a pre-post randomized experiment. 

This design allows us to isolate the causal effects of the data literacy intervention.  

Methods 

Participants 

We worked with 90 students enrolled in a teacher preparation program at a large, 

selective public university in Southeastern United States. The teacher candidates were 

distributed across four different education programs: special education (19%), elementary 

education (48%), social studies education (22%), and English education (11%). All 

participants were enrolled in a one-credit seminar course that accompanied their 

semester-long teaching internships. The sample was predominantly white (85%) and 

female (78%). About half of the participants were in their fifth year of a 

Bachelor’s/Master’s program (57%), while the rest were enrolled in the second year of a 
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Post-Graduate Master’s program (43%). Of those who initially consented to be in the 

study, 85 completed all intervention activities and had complete pre- and posttest data for 

both our proximal and long-term outcomes.  

We present equivalence on pretreatment covariates across the two conditions as 

presented in Table 1. In order to assess whether the treatment and control conditions were 

balanced on key covariates, we estimate a multivariate regression including all baseline 

measures listed in Table 1 using Stata 14. The treatment and control groups did not 

display any significant baseline differences in terms of pretest scores, gender, grade point 

average, or proportion of white participants, as indicated by the individual t-tests as well 

as the test of joint significance. Additionally, we did not find that missing values differed 

across the treatment and control groups. 

Research Design 

Using a randomized experimental design, we examine the impact of treatment on 

participants’ perceptions of assessments as well as the perceived utility of the 

intervention activities at the end of the academic semester. We also evaluate the longer-

term effects on participants’ instructional self-efficacy. Based on prior research, we 

anticipate that preservice teachers exposed to data literacy content would report higher 

levels of assessment relevance and utility and lower perceptions of assessment as a means 

of accountability. 

To ensure an equal proportion of treatment and control participants across all 

programs and account for differences in faculty/instructional content, we employed a 

randomized block design including randomization strata for each course section. More 

specifically, we randomly assigned teacher candidates to treatment or control within each 
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of the four program areas with approximately 50% probability of assignment into either 

condition. Because teacher candidates within each program are exposed to slightly 

different content and classroom settings, we wanted to guarantee equal representation 

across the treatment conditions and account for any variation attributable to course 

section.  

Current Intervention: Getting Data Wise 

The current intervention focused on several aspects of pre-service teachers’ data 

use (see Figure 1). Knowing that most teacher candidates feel ill-prepared to use data 

when they enter the classroom and lack exposure to data literacy concepts within their 

preparation programs, the intervention sought to improve participants’ data literacy by 

improving their knowledge, skills, and perceptions. First, the intervention targeted 

teacher candidates’ knowledge of assessments and data use practices through lecture, 

discussion, and small group activities. Specifically, the workshop content emphasized 

recognizing the strengths and weaknesses of different data sources, the use of multiple 

data sources in the process of triangulation, and making inferences based on evidence. 

During the workshop, teacher candidates were also given opportunities to practice skills 

by examining sample data, interpreting the evidence, and identifying other sources of 

information they would want in order to support their inferences.  

Next, the intervention strengthened participants’ data use skills and perceptions of 

assessments’ usefulness through a series of brief, written prompts that had them apply the 

concepts using real-world classroom data. The participants completed the five writing 

prompts independently throughout the semester by collecting information and data from 

their semester-long student teaching internships (included in Appendix A). The prompts 
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All participants assigned to treatment completed the workshop and the prompts. In the 

long-term, we expected that their increased capacity and experiences with data use would 

improve their confidence and sense of efficacy around these practices in the classroom.  

Data Literacy Workshop. The content of the workshop was adapted from 

Harvard University’s online modules, Introduction to Data Wise. The open-access, 8-

hour course is based on the Data Wise Project’s work with schools and educators, 

summarized in the book Data Wise: A step-by-step guide to using assessment results to 

improve teaching and learning (Boudett, City, & Murnane, 2013). Boudett and 

colleagues designed Data Wise to provide teams of teachers with a framework through 

which they are able to engage with student data to make instructional decisions. As such, 

the course material does not focus on a particular grade or content area, and has been 

used by educators teaching in a variety of settings and subjects. Throughout the course, 

the authors provide data samples reflecting a variety of grade-levels and content. Using a 

combination of readings, videos, and activities, the course outlines the steps of the Data 

Wise process from organizing for collaborative work to acting on data.   

For the present intervention, we concentrated on two of the Data Wise steps: (1) 

building assessment literacy and (2) digging into student data. We chose the material both 

because of time constraints and the applicability of the content to the teacher candidates’ 

teaching internships. The authors of Data Wise designed the program to help build 

capacity within existing teams of in-service teachers and school or district administrators. 

As such, the later steps focus on using data collaboratively. While collaborative inquiry is 

an important component of data literacy, we could not guarantee that teacher candidates 

would be able to take part in such practices in their teaching placements. As such, we 
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chose to focus on the content that would support their habits of mind by providing them 

with protocols for examining data, a common vocabulary for understanding discussing 

data, and an understanding of how data can be used to support instructional decisions. 

Here, we emphasized the utility of data for making informed instructional decisions in the 

classroom rather than an external expectation imposed upon educators. We then 

incorporated elements from “digging into to student data” so that teacher candidates 

would have the chance to practice applying concepts to sample student data. Because we 

had teacher candidates from multiple programs working with students in various grade-

levels, we did not modify the materials to be content or grade-level specific.  

Follow-Up Reflection Prompts. Participants later applied strategies and concepts 

to their clinical teaching. These prompts focused on terms (e.g., validity, assessment 

differentiation) and data use practices (e.g., triangulation, noticing/wondering) covered 

during the workshop and had teacher candidates apply them to their teaching experiences. 

These prompts were intended to both reinforce the content of the workshop and allow 

teacher candidates to make connections to real-word practice. Each prompt consisted of 

three to four questions that required participants to examine different types of data 

collected in their classroom. They began by taking an inventory of all the assessments 

used in the classroom – from teacher-created assessments to statewide, standardized tests. 

They went on to think about potential gaps in the types of skills and learning domains 

that are covered by the different assessments, as well as things they would change in 

order to improve particular assessments. Finally, participants practiced combining the 

information from different assessments to identity a student learning need. They 

completed one prompt approximately every two weeks over three months, for a total of 
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five prompts. The prompts counted towards participation credit in the field experience 

course.  

Control Condition. Teacher candidates in the control condition participated in a 

workshop of identical length and structure focused on cultivating relationships with 

students from different backgrounds. These participants also completed five prompts 

related to the content of the workshop over the course of the semester. Teacher 

candidates were given access to materials for their assigned treatment condition via a 

course repository. No one attended the workshop or completed prompts for the 

alternative study condition, and all participants turned in reflection prompts throughout 

the semester. 

Measures 

We collected information on participants’ demographics, prior achievement, 

attitudes about data and assessments, and teaching self-efficacy via several different 

sources. We describe the specific outcome measures in more detail in subsequent 

sections. In order to collect the information, we administered online surveys to 

participants at two time points: immediately before the workshop at the start of the fall 

semester, and within one week of completing their final reflection prompts in late fall. 

We were able to obtain other relevant information, including demographics, background 

characteristics, and longer-term outcome data through the school of education’s 

participant pool database. Teacher candidates complete measures and surveys at various 

points throughout their program as part of their research participation requirements. We 

used the information teacher candidates provided about their prior school experience, 

race, and gender in the survey completed upon entry into teacher education program. 
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Additionally, we utilize their responses collected at the end of their program – 

approximately 5 months after participants completed the intervention.  

Proximal Outcomes. The Conceptions of Assessment (Brown, 2006) is a 27-item 

measure of educators’ perceptions of the ways in which assessments can and/or should be 

used in schools and classrooms. More specifically, the instrument focuses on four 

constructs: assessment makes schools accountable, assessment makes students 

accountable, assessment improves education, and assessment is irrelevant. We list the 

statements included within each of the four subdomains in Table 2. All items use six, 

positively-packed selected response options (strongly agree, mostly disagree, slightly 

agree, moderately agree, mostly agree, and strongly agree).  Items are averaged within 

each domain in order to produce an overall score for each construct. Prior research 

supports the COA-III’s reliability and validity in large diverse samples of educators 

(Brown 2006, 2011). Three of the four subscales exhibit strong internal reliability in the 

current sample for both the pretest and the posttest (assessment makes schools 

accountable, assessment improves education, and assessment is irrelevant), while the 

fourth subscale displayed weak reliability at both administrations (assessment makes 

students accountable).  

We also gave participants a brief survey at the conclusion of the study to gauge 

the helpfulness of the intervention in several targeted areas. In three Likert-scaled items, 

we asked whether the workshop and prompts helped teacher candidates to: (1) identify 

different uses of assessments in the classroom, (2) recognize the strengths and 

weaknesses of different types of assessments, or (3) combine different assessments. 
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Respondents indicated the utility of the workshop on a four-point scale ranging from not 

at all helpful to very helpful. 

 Long-Term Outcomes. The Teacher Self-Efficacy Scale (TSES; Tschannen-

Moran et al., 2001) measures educators’ sense of efficacy related to instructional 

strategies, classroom management, and student engagement (Table 3). Each item is rated 

on a 9-point scale with anchors at 1 (“Nothing”), 3 (“Very Little”), 5 (“Some Influence”), 

7 (“Quite a bit”), and 9 (“A great deal”), and each subscale is made up of eight statements 

or questions. We use the instructional strategies subscale as our long-term outcome as 

respondents rate their ability to use a variety of assessment strategies and craft good 

questions for students. The TSES has been tested and used in many studies, and has 

demonstrated strong evidence of reliability and validity in many samples of teachers 

(Klassen et al., 2009; Tschannen-Moran & Woolfolk Hoy, 2001; Zee & Koomen, 2016). 

The reliability of the instructional self-efficacy subscale is strong in our sample at both 

pretest (α=.87) and posttest (α=.94).  

Analytic Approach 

 To estimate the main treatment effects on our proximal outcomes, we run a series 

of regressions in Stata 14 using the following model:  

 

𝑌𝑖 = 𝛽0 + 𝛽1𝑇𝑟𝑡𝑖 + 𝛽2𝑃𝑟𝑒𝑡𝑒𝑠𝑡𝑖 + 𝛅1𝐵𝑙𝑜𝑐𝑘𝑖 +  𝜀𝑖 

 

We include a dummy indicator for treatment status (Trt) for each participant (i). This is 

our primary coefficient of interest, and indicates the difference on average between 

participants who participated in the workshop and those who did not on targeted 
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outcomes. We also include a control for the pretest measure when available (𝑃𝑟𝑒𝑡𝑒𝑠𝑡), 

and series of dummy indicators for the program blocks (elementary, special education, 

English, and social studies). We estimate robust standard errors. In the case of the 

individual Likert-scaled survey items, we also use the above regression model without 

pretest scores. While there has been some debate about the best way to analyze ordinal 

survey data as an outcome, simulation studies and sensitivity analyses suggest that 

regression analysis is an appropriate way to evaluate Likert-scale outcomes despite 

potential issues with non-normality (Norman, 2010; Sullivan & Artino, 2013). Therefore, 

we use the regression model to analyze our ordinal survey outcomes as well. Given our 

sample size the estimated explained variation from our randomization blocks and pretest 

covariates (r2=.4 to .5), we will be able to reliably detect a treatment effect ranging from 

0.40 – 0.46 standard deviations. 

Results 

We present the results of our outcome analysis in Table 4. The COA-III outcomes 

demonstrate that participation in the data literacy intervention substantially reduced 

perceptions that assessments are irrelevant to teaching (β=-0.37 sds, p<.05). However, we 

did not find significant improvements in participants’ reports of the ability of assessments 

to improve teaching and learning as anticipated. Additionally, participation in the 

intervention did not affect teacher candidates’ perceptions of assessments’ ability to hold 

schools and students accountable. 

We also asked participants about the usefulness of the workshop in three targeted 

areas: identifying use of different types of assessments, recognizing the strengths and 

weaknesses of different assessments, and combining information across data sources. 
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Across all three areas, teacher candidates reported significantly higher perceptions of the 

workshop’s utility relative to the control group. On average, teacher candidates found that 

participation in the workshop was moderately helpful in these areas. In particular, 

participants reported much higher utility for recognizing the strengths and weaknesses of 

assessments, and generally found that the workshop was moderately useful in developing 

this skill. While the survey items also exhibit the extent to which the control condition 

provided opportunities to develop the skills targeted by the data literacy intervention, 

referred to as the treatment-control contrast, they also suggest that teacher candidates felt 

that the intervention helped them to develop skills above and beyond what was offered in 

the alternative workshop.  

Examining the longer-term impacts of the intervention on participants’ 

instructional self-efficacy four to five months after the intervention, we found substantial, 

marginally significant effects. Specifically, teacher candidates who completed the data 

literacy workshop and prompts rated their sense of instructional self-efficacy 0.36 

standard deviations higher than their peers who participated in the alternative treatment 

(p=.07). Regressions on individual items comprising the self-efficacy subscale suggest 

that these effects were largely driven by increases in treated participants’ comfort with 

using a variety of assessment strategies (β=0.38 sds, p=.06) and implementing different 

strategies in the classroom (β=0.53 sds, p=.06).   

Discussion 

National education organizations now expect teachers to use data and evidence to 

inform instructional practices. Incorporating data literacy content into teacher education 

programs presents a longer-term solution to developing human capacity than providing 
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professional learning opportunities to in-service teachers (Mandinach & Gummer, 2013), 

as schools of education are able to impart pre-service teachers with skills as well as shape 

teacher candidates attitudes and perceptions of assessments. These knowledge, 

perceptions, and attitudes serve as a precursor to data use, ultimately influencing 

educators’ proclivity to engage in these practices to inform instruction (Datnow & 

Hubbard, 2015; Dunn, Ariola, & Lo, 2013; Dunn, Ariola, & Garrison, 2013). Although 

teachers often receive additional training in assessment use after they enter the field, 

these supports often leave in-service educators with gaps in their knowledge and 

understanding of how to use data to inform instructional practice (Means, Chen, 

Debarger, & Padilla, 2011; Means, Padilla, & Gallagher, 2010). Such gaps are further 

exacerbated by a lack of confidence and comfort in using data to inform instructional 

decisions, which make teachers less likely to try to use data to inform their practice 

(Datnow & Hubbard, 2015; Dunn, Ariola, & Lo, 2013). 

Schools of education have seemingly struggled to find ways to incorporate 

opportunities for their teacher candidates to improve their attitudes around data use and 

acquire data skills through their coursework or teaching placements (Deluca & Klinger, 

2010; Greenberg & Walsh, 2012; Mandinach, Friedman, & Gummer, 2015). The 

provision of data literacy coursework has been further complicated by a lack of guidance 

concerning the best ways to structure data literacy in undergraduate and graduate teacher 

education programs (Reeves, 2017). As a result, teacher candidates leave their 

preparation programs lacking the capacity to understand and interpret the various forms 

of student data despite the widespread expectations that they will use data to inform their 

practice (Athanses, Bennett, & Wahleithner, 2013; Reeves, 2012). 
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The findings of this study, however, suggest that a relatively low-intensity and 

low-cost intervention can improve teacher candidates’ attitudes and skills with data, and 

that these improvements do not fade several months after participating. Other teacher 

preparation programs can easily incorporate the practices used in this study into their 

existing coursework using little time or resources, as the workshop required only two 

hours of facilitated class time and brief, ongoing reinforcement through reflection 

prompts. The magnitude of these effects are similar to those reported in previous 

observational studies with a self-selected sample and an intervention of somewhat higher 

intensity (Reeves, 2017). However, some of the expected areas of impact – specifically 

attitudes concerning the ability of assessments to improve teaching and learning – were 

not significantly altered by this intervention. Still, the effects of the intervention 

translated into increased perceptions of instructional efficacy as reported several months 

after the conclusion of the study, which indicate the potential longer-term benefits of such 

an intervention. As previous studies have found that improved instructional self-efficacy 

is associated with lower levels of teacher burnout (Fives, Hamman, & Olivarez, 2007; 

Zee & Koomen, 2016) and greater improvements in student motivation and achievement 

(Mojavezi & Tamiz, 2012; Zee & Koomen, 2016), the modest impacts of this type of 

light-touch intervention could translate into meaningful shifts on important outcomes. If 

the improvements in instructional self-efficacy transfer to the classroom and teaching 

practices, the students of these future teachers stand to gain both in terms of their 

engagement and learning. 

Future Directions and Limitations 
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While this study demonstrates the promise for improving teacher candidates’ data 

literacy through a low-intensity intervention, there are several areas that warrant further 

investigation and potential improvement. First, though we attempted to pull data 

examples from different grades and subjects to increase engagement with the workshop 

materials, we considered that participants may have found the content more authentic if 

we were able to make sample data specific to the content and/or grade level of the teacher 

candidates. In future iterations of the intervention, we plan to divide participants into 

subgroups that will allow us to tailor the data to their concentrations. The intervention 

was also limited by the inability to link these changes to improvements in student 

outcomes. Additionally, while prior research links teacher self-efficacy to student 

motivation and achievement (Mojavezi & Tamiz, 2012; Zee & Koomen, 2016), it is 

unclear whether the current participants will sustain their improved instructional self-

efficacy as they enter the workforce and how these increases in self-efficacy and data 

knowledge might impact student learning. More research needs to be done to see how 

these practices carry over to the classroom as teacher candidates enter the education 

workforce. Finally, due to the lack of an established measure of data literacy skills, we 

relied primarily on teacher candidates’ self-reports rather than direct assessments. While 

researchers are coming to a consensus on the basic skills that comprise data literacy, we 

need to develop scales that allow us to measure these skills in populations of pre- and in-

service teachers.  
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Table 1.  Baseline Differences between Treatment and Control Groups 

 N Constant Mean 

Differencea b 

P-Value 

Conceptions of Assessment-IIIc d     

Assessment Makes Schools 

Accountable 
90 0.01 -0.11 0.67 

     

Assessment Makes Students 

Accountable 
90 0.07 0.14 0.61 

     

Assessment Improves Education 90 -0.10 0.03 0.90 

     

Assessment Is Irrelevant 90 0.10 0.09 0.74 

     

Teacher Self-Efficacyd – Instructional 

Strategies 
83 0.11 0.10 0.74 

     

Post-Graduate Masters of Teaching 78 0.47 -0.12 0.74 

     

Grade Point Average d 65 0.07 -0.03 0.68 

     

White 78 0.72 0.02 0.87 

     

Female 77 0.74 -0.01 0.93 

     

Overall F(13, 85) 0.96    

a Mean difference between students who participated in the data literacy workshops and subsequent prompts versus those who 

completed an alternative workshop and prompts. 

b 
All estimates taken from a multivariate regression including all covariates as dependent variables with fixed effects for 

randomization blocks. The mean difference represents the slope coefficient associated with treatment indicator.   

c Conceptions of Assessment –III Abridged 

d All subscales standardized (
𝑥−𝑥̅

𝑠𝑑
 ). 
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Table 2. Description of the Conceptions of Assessment-III (Brown, 2006) 

Construct/Item Reliability a 

 Pretest Posttest 

Assessment Makes Schools Accountable .76 .83 

Assessment provides information on how well schools are doing.   

Assessment is an accurate indicator of a school's quality   

Assessment is a good way to evaluate a school   

Assessment Makes Students Accountable .32 .37 

Assessment places students into categories   

Assessment is assigning a grade or level to student work   

Assessment determines if students meet qualification standards   

Assessment Improves Education .90 .87 

Assessment is a way to determine how much students have learned from 

teaching 

  

Assessment establishes what students have learned   

Assessment measures students' higher order thinking skills   

Assessment provides feedback to students about their performance   

Assessment feeds back to students their learning needs   

Assessment helps students improve their learning   

Assessment is integrated with teaching practice   

Assessment information modifies ongoing teaching of students   

Assessment allows different students to get different instruction   

Assessment results are trustworthy   

Assessment results are consistent   

Assessment results can be depended on   

Assessment is Irrelevant .63 .75 

Assessment forces teachers to teach in a way against their beliefs   

Assessment is unfair to students   

Assessment interferes with teaching   

Teachers conduct assessments but make little use of the results   

Assessment results are filed and ignored   

Assessment has little impact on teaching   

Assessment results should be treated cautiously given measurement error   
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Teachers should take into account the error and imprecision in all 

assessment 

  

Assessment is an imprecise process   

a Reliability measured as internal reliability of each subscale at pretest and posttest. 

 

Table 3.. Teacher Self-Efficacy Scale – Instructional Strategies  

(Tschannen-Moran & Hoy, 2001) 

Item 

1) How well can you respond to difficult questions from your 

students? 

  

2) How much can you gauge student comprehension of what 

you have taught? 

  

3) To what extent can you craft good questions for your 

students? 

  

4) How much can you do to adjust your lessons to the proper 

level for individual students? 

  

5) How much can you use a variety of assessment strategies?   

6) To what extent can you provide an alternative explanation 

or example when students are confused? 

  

7) How well can you implement alternative strategies in your 

classroom? 

  

8) How well can you provide appropriate challenges for very 

capable students? 

  

   

 Pretest Posttest 

Overall Reliabilitya .87 .94 

a Reliability measured as internal reliability of each subscale at pretest and posttest. 
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Table 4. Outcomes from Data Literacy Workshop 

 Treatment Control Beta 

Meana 

[SD] 

Meana 

[SD] 

Coefb 

(SE) 

Conceptions of Assessmentc (n=87)    

Assessment Makes Schools Accountable -0.07 0.12 -0.05 

 [1.00] [0.98] (0.18) 

    

Assessment Makes Students Accountable -0.03 -0.07 -0.16 

 [1.07] [0.94] (0.19) 

    

Assessment Improves Education -0.06 0.09 0.02 

 [1.11] [0.89] (0.18) 

    

Assessment Is Irrelevantd -0.16 0.17  -0.37* 

 [0.94] [1.06] (0.17) 

Survey Items e (n=85)    

Identify different uses of assessments 2.84 2.29    0.54** 

 [0.91] [0.90] (0.20) 

    

Recognize strengths and weakness of different 

assessments 

2.95 2.27     

0.70*** 

 [0.94] [0.90] (0.20) 

    

Combine different data sources 2.70 2.13    0.56** 

 [0.88] [0.85] (0.19) 

    

Teaching Self-Efficacy Scale – Instructional Strategies 

(n=85) 

0.16 -0.20 0.36^ 

 [1.08] [0.88] (0.20) 

Note: ^p<.10,  *** p<.001, ** p<.01, * p<.05 

a Simple treatment and control group means on the indicated variable. Standard deviations reported in brackets. 
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b All Conceptions of Assessment and Teaching Self-Efficacy subscale values have been standardized ( 
𝑥−�̅�

𝑠𝑑
). 

Coefficients taken from separate regressions with indicated measure as the outcome and treatment assignment as 

the predictor. Each model contains fixed effects for randomization blocks. Regression of COA-III and TSES 

include controls for the pretest of the measure. 

c Conceptions of Assessment Abridged, 3rd edition 

d Higher scores indicate perception that assessment is less relevant to teaching and learning. 

e All items rated on a 4-point Likert scale: Not at all helpful (1), Somewhat helpful (2), Moderately helpful (3), 

and Very helpful (4). Responses are not standardized.  
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Figure 1. Theory of Change 
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Appendix A 

Data Literacy Writing Prompts 

PROMPT 1: 

1. Start by taking an inventory of the assessments used in your classroom. Make a list of the 

different measures that are used in your classroom (you can use the attached table to 

organize), being sure to include the following for each whenever possible/available: 

a. The learning domain assessed (e.g., math, literacy) 

b. The skills assessed (e.g., computation, analytical writing) 

c. The type of assessment (formative, summative) 

d. How/who created the measure  

e. How it is scored 

You may need to consult with your mentor teacher in order to compile the inventory. 

 

2. Consider the coverage of skills and domains. Do you see any gaps in the skills assessed? 

Are there any assessments you would add? 

 

3. Pick one assessment from the inventory. How reliable is the assessment? What would 

you change about the measure? 

 

 

PROMPT 2: 

Practice determining the quality/limitations of a particular assessment. 

 

Pick another assessment from the inventory that you feel could be improved. 

1. Discuss the characteristics of the assessment, being sure to address the following: 

a. How well does the assessment differentiate between students’ skill levels? 

b. How confident are you in the assessment’s consistency (e.g., reliability)? 

c. How well does the assessment cover the intended learning domain? 

2. What would you do to improve the above assessment characteristics (differentiation, 

consistency, and coverage)? 

 

 

PROMPT 3: 

Practice looking closely at a single data source to identify a learner-centered problem. Please 

respond to following prompts. 

 

a) Identify a question you have about student learning, and identify one assessment that will 

help you to answer that question. 

b) Focusing on this data source, describe what this assessment can tell you about student 

thinking. Here it is helpful to look for patterns in students’ responses. Are there 
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commonalities among items that students tend to get right? 

c) Do any of the assessment results surprise you?  

d) After considering the single data source, what other information would you want in order 

to address your original learner-centered problem? 

 

 

PROMPT 4: 

Practice using different sources of evidence.  

 

Identify one student and one skill area/learning domain for which you have multiple data sources 

(e.g., more than one assessment, observation, etc).  Please answer the following: 

a) Describe your impressions of the students’ strengths based on each data source 

separately. 

b) How do the results of each data source support or refute one another? 

c) Describe what each source of information (the observations and the assessment) can and 

can’t tell you about the students skills. 

d) Do you feel the results point to particular areas of student need? Why or why not? 

 

PROMPT 5: 

First – update inventory as necessary with any additional assessments that have been conducted.  

 

Choose a focus area, and practice making observations about the assessment results by moving 

up the ladder of inference. Collect the data that you have available related to performance in your 

chosen focus area. 
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a) Start with 3-5 things you notice about the assessment results. These should be facts with 

no interpretation. 

b) List 3-5 things you wonder about the data. These should be framed as open-ended 

questions. 

c) Next, brainstorm some hypotheses about the reasons for the patterns you observed above. 

d) Consider what other evidence you would need to collect in order to confirm or refute the 

hypotheses you outlined above. 

 

 

 Learning 

Domain 

Skills Assessed Type of 

Assessment 

Author of 

Assessment 

How it is 

scored 

ex. Math Addition Summative (5-

item quiz) 

Ms. Baker Percent Correct 

1      

2      

3      

4      
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Study 2: Digging into Data: An Evaluation of Supports to Help Kindergarten Teachers 

Interpret Entry Assessments 

Abstract: 

States across the country have instituted school entry assessments to provide kindergarten 

teachers with timely information about students’ learning needs. However, teachers are 

often inadequately prepared to use this data to inform instruction. As educational offices 

introduce sweeping changes to the availability of entry data and expectations for their 

use, they must support teachers’ data use practices on a large-scale. In this experimental 

study, we examined the implications for modifying data consultations designed to help 

teachers interpret entry assessments in order to allow for implementation across the state. 

We found that a more scalable form of the intervention, which used web conferencing to 

facilitate one-on-one data consultations between teachers and an external consultant, 

yielded the most consistently positive effects. This study concludes by highlighting the 

potential of incorporating experimental designs in order to develop more efficient, 

scalable interventions to support teachers as they work with kindergarten entry 

assessments. 

Introduction 

In 2011, the federal Race to the Top-Early Learning Challenge named statewide 

kindergarten entry assessments as a top priority for early education. Many departments of 

education have likewise invested in measuring students’ skills upon kindergarten entry, 

with over 30 states piloting or implementing common entry assessments in 2017 (Center 

on Standards and Assessment Implementation, 2017). As entry assessments are 

administered within the first few weeks of school, they are intended to provide educators 
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with high-quality, quick information about students’ incoming skills, allowing teachers to 

identify and target children’s unique needs. Recognizing that school entry is a critical 

point to provide targeted supports (Belsky & MacKinnon, 1994; Chetty et al., 2011; 

Duncan et. al., 2007; Galindo & Sonnenschein, 2015; Hamre & Pianta, 2001), both 

policymakers and practitioners have promoted these measures as a means of decreasing 

achievement gaps in the short and long term (Meisels, 1998; RTT, 2011).  

If entry assessments are to catalyze improvements in children’s learning in the 

classroom, the results must be used in ways that lead to changes in teachers’ practices and 

student learning. However, teachers’ systematic use of large-scale assessment data has 

only recently become a professional expectation (Council for the Accreditation of 

Educator Preparation, 2013), and represents a departure for traditional modes of practice 

that rely more on heavily intuition and professional judgment (Ikemoto & Marsh, 2007; 

Ingram, Louis, & Schroder, 2004; Mandinach, 2012; Slavin, 2002). Given the growing 

use of statewide entry assessments and gaps in educators’ data use skills, program 

developers must identify efficient and effective ways to support teachers’ use of 

kindergarten entry assessments. 

Traditionally, researchers approach the development and evaluation of such 

supports in a linear fashion – starting with observational studies in limited samples, then 

conducting efficacy evaluations of the developed program under ideal conditions, and 

finally implementing a randomized controlled field trial to evaluate effectiveness in 

larger contexts (Flay et al., 2005). However, this research process is often long and 

expensive (Bryk, 2015). Alternatively, some social scientists have adopted an iterative 

approach to developing and refining new programs, in which users interact with early 
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versions of an intervention within low-cost, randomized experiments. In particular, 

Collins and colleagues have suggested utilizing these screening experiments to 

investigate multiple intervention components at once using a factorial design (Collins, 

Dziak & Li, 2009; Collins, Murphy, Nair, & Strecher 2005; Collins et al., 2011; Collins, 

et al., 2007; Dziak et al., 2012). The factorial experiment can circumvent common issues 

associated with randomized-control trials, such as limited statistical power. Furthermore, 

the design permits direct evaluation of modifications to an intervention’s features that 

allow for implementation at scale. 

The current study uses a novel screening experiment in order to pilot and evaluate 

data use supports provided within a statewide entry assessment program. Specifically, we 

examined a consultation model in which teachers were able to review their classroom 

data with members of the research team, with the goal of identifying instructional actions 

related to their students’ performance. We explored questions about the effectiveness and 

scalability of these supports implementing across a subset of diverse, randomly selected 

schools in the state. This permitted us to estimate the level of interest in these supports 

more broadly as well as challenges that should be addressed prior to statewide rollout. 

Statewide Kindergarten Entry Assessments 

 Kindergarten entry assessments (KEAs) have been promoted as a promising 

means to improve student outcomes (Meisels, 1998; U.S. Department of Education, 

2017). The emphasis on measuring skills at school entry stems from two lines of research 

on: (1) the importance of early learning for long-term success, and (2) the process of 

using student data to guide instructional decisions. This literature suggests that school 

readiness skills are important as they allow children to effectively engage in the 
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kindergarten classroom (Sabol & Pianta, 2012) and lay the foundation for future success 

(Claessens, Duncan, & Engel, 2009; Chetty et al., 2011; Duncan et al., 2007; Halle, Hair, 

Burchinal, Anderson, & Zaslow, 2012; Jimerson, Anderson, & Whipple, 2002; Miles & 

Stipek, 2006; Vitaro, Brendgen, Larose, & Trembaly, 2005). However, both natural 

variation in children’s development and differential exposure to educational 

environments prior to school entry place students on unequal footing when they enter 

kindergarten. Without appropriate intervention, gaps in students’ abilities tend to persist 

or grow as they progress through the school system (Pratt et al., 2016; Roy & Raver, 

2014; Sektnan et al., 2010), underscoring the importance of identifying students’ learning 

needs and providing them with appropriate supports as soon as possible.  

In theory, large-scale kindergarten entry assessments provide educators with the 

timely and reliable information needed to provide students with targeted learning 

supports (Meisels, 1998; Snow, 2011). As a result, many states have instituted KEAs in 

order to inform policy and practice. While elementary schools have long used 

homegrown screeners or checklists to assess skills at kindergarten entry, these measures 

cover limited content and frequently do not have established psychometric properties 

(Shields et al., 2016). In contrast, the multi-dimensional, statewide entry assessments that 

have emerged in the past decade offer more comprehensive and reliable information 

about students (Little, Cohen-Vogel, & Curran, 2016; Miller-Bains et al., 2017). 

Furthermore, they provide classrooms, schools, and districts within the same state a 

common metric by which to examine the needs of incoming students. The use of these 

large-scale assessments has increased exponentially – from only seven states 
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implementing a common entry assessment in 2007 to more than 30 states in 2016 

(Connors-Tadros, 2014; Weisenfeld, 2017).  

Despite their growing popularity, research on the use of statewide entry 

assessment data as an instructional tool is sparse and mixed (Little et al., 2016; Shields et 

al., 2016). In one case study, Golan, Woodbridge, Davies-Mercer, and Pistorino (2016) 

examined the practices of kindergarten educators across four states in the early stages of 

implementing a kindergarten entry assessment. Through interviews and surveys, the 

authors found teachers and administrators did not use the results to make decisions about 

instruction or programs. Their use was further constrained by a lack of awareness of the 

information available to them or how to interpret the data reports. These respondents 

further suggested they would have benefited from explicit training on data use (Golan et 

al., 2016).  

Using Student Data to Inform Instruction 

Providing teachers with data through KEAs represents only one stage in a multi-

step process, often referred to as data-driven instruction (see Figure 1). Through data-

driven instruction, teachers collect and examine evidence in order to guide instructional 

decisions rather than relying primarily on intuition or prior experience (Mandinach, 

2012). In this process, teachers first collect systematic information about their students 

through things like assessments, longitudinal databases, class assignments, or classroom 

observations. Then, they review the information in order to identify patterns in the data – 

such as a group of students scoring below benchmark on a particular skill. Teachers link 

these objective observations to needs that can be addressed in the classroom, and identify 

corresponding instructional actions or strategies including targeted lessons, activities, or 
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environmental modifications. After choosing an instructional action or strategy, they 

make a plan for implementation, including ways to monitor whether or not the chosen 

strategy is effective through future observations or assessments of students. They repeat 

this process as necessary, modifying supports based on students’ progress. 

When implemented successfully, data-driven instruction involves using 

disaggregated data to identify specific skills, examining things like subtest scores or 

exam content in order to determine discrete areas in which students need support in the 

classroom (Means, Padilla, & Gallagher, 2010). Instructional responses then focus 

specifically on supporting the identified skill(s). However, in their case study of thirty-six 

schools, Means and colleagues (2010) found that most schools tended to approach data 

use in a more perfunctory manner, reserving these practices to inform things like school-

wide efforts to improve test scores rather than daily classroom-level instruction. 

Likewise, in their analysis of interview data collected from 18 Dutch primary teachers, 

Gelderblom and colleagues found that while most teachers reported using data to make 

instructional decisions, they usually made superficial use of the information (Gelderblom, 

Schildkamp, Pieters, & Ehren, 2016). For example, teachers might identify students that 

fell below average in a learning domain, but would not examine specific skill areas 

associated with the students’ performance. They also failed to make instructional changes 

aligned with identified needs, seemingly re-teaching the same content rather than 

adapting their approach or pinpointing skills within the broader content area.  

National- and district-level surveys further suggest that teachers at all educational 

levels lack the knowledge, confidence, and time necessary to use data (Gallagher, Means, 

& Padilla, 2008; Means, Chen, DeBarger, & Padilla, 2011). Despite attempts to provide 
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professional learning experiences to support teachers’ data use, these efforts are often 

irregular and disjointed (Jimerson & Wayman, 2015; Wayman & Jimerson, 2014). 

Teachers, then, feel unprepared to use data to inform their practice, with their attitudes 

about data as well as their data-use anxiety and self-efficacy predicting the likelihood that 

they engage in data use practices to inform their instruction (Dunn, Ariola, & Lo, 2013; 

Gallagher et al., 2008). However, teachers in districts and schools that provide dedicated 

time and supports to examine data are more likely to use student data to inform 

instruction, suggesting that centralized support for data use at schools could lead to 

increased data-driven practices among teachers (Jimerson & Wayman, 2015; Wayman & 

Jimerson, 2014). 

Recent empirical studies suggest that intensive, ongoing data-use interventions 

can improve teachers’ perceptions of assessments, skills with data, and instructional 

practice as well as student learning. However, this evidence is mixed and stems mostly 

from observational studies. In the most rigorous evaluation of a data use intervention, 

Carlson and colleagues’ randomly assigned 59 districts across seven states to receive a 

comprehensive data use intervention designed by the Johns Hopkins Center for Data-

Driven Reform. The program included benchmark assessments, teacher and administrator 

professional development, and regular data meetings facilitated by an external expert in 

data use. Carlson and colleagues found that engaging in this intervention led to small but 

significant improvements in elementary and secondary students’ math (.059 SD, p<.01) 

after the first year of implementation, as well as substantial and significant effects on 

elementary and secondary students’ math achievement at year four (.32 and .31 SD, 

respectively, p<.05; Slavin et al., 2013). While the effects of the intervention were 
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consistently positive, they were not consistently significant across grade-levels and 

subjects. Slavin and colleagues (2013) noted the wide-range of implementation fidelity 

across participating schools and districts likely led to heterogeneous treatment effects 

across sites. Similarly, Keuning, Van Geel, and Visscher (2017) noted variability across 

schools implementing an ongoing data use intervention. The intervention consisted of a 

series of training sessions targeting participants’ data skills, followed by a series of 

school-level meetings focused on analyzing students’ math achievement and setting goals 

for improvement. The authors found that schools with higher quality teachers, more 

positive attitudes towards data use, and an existing culture of data use tended to 

experience larger positive gains on student achievement.  

Designing Professional Supports for Use at Scale 

While the above research suggests that direct intervention can help teachers 

improve their data use skills, states using entry assessments face the added challenge of 

delivering these supports at scale. Although most experts agree that high-quality PD 

should be embedded in the work environment, individualized, engaging, focused on 

discrete skills, timely, and of sustained duration (Desimone & Garet, 2015; Hill, 2007; 

Scher & O’Reilly, 2009), programs that possess these critical elements can be expensive 

and difficult to implement with many teachers across diverse geographic areas. Studies 

further suggest the difficulty of scaling up high-quality professional development 

initiatives as previously effective PD programs have failed to elicit similar changes in 

teachers’ practices or student learning when scaled up to serve more participants (Garet et 

al., 2008; Garet et al., 2011; Kraft et al., 2018; Keuning et al., 2017). 
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In order to offer PD to large, diverse, and geographically-diffuse group of 

teachers, the provider must often modify the program in ways that might make the 

supports less effective. For example, coaching and consultation have been identified as 

some of the most consistently effective forms of professional support, largely because of 

their inherent ability to satisfy the characteristics of high-quality PD (Kraft et al., 2018). 

However, providing individualized, one-on-one coaching to all teachers within a district 

or state would not be possible without changing some of the common features of the PD 

(see Table 1). For instance, most consultations are one-on-one between a teacher and a 

coach, allowing for individualized and discrete support. Alternatively, providing 

coaching to a team of teachers would decrease the number of sessions needed within a 

larger sample while also opening up the possibility for collaboration. Yet, this 

modification could lead to less teacher engagement, decrease the ability to provide 

teachers with tailored support, and fail in schools lacking collaborative team dynamics. 

Similarly, conducting these sessions in-person allows teachers to feel more engaged and 

also provides a sense of job-embeddedness. However, this would require travelling to 

many schools across a large geographic area. While offering these session via web-

conference would provide greater flexibility, it would likely result in less engagement, a 

potential loss of rapport between consultant and teacher, as well as the added challenge 

and unpredictability of technology.  

Our understanding of how to scale-up PD in strategic ways is further limited by 

the current linear approach to the design and evaluation (Bryk, 2015; Cator & Adams, 

2013; Tripp & Bichelmeyer, 1990), which is not well-suited to evaluating the 

implications of making these modifications. As Cator and Adams (2013) describe, the 
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“most widely accepted model today for determining the impact of a learning resource or 

intervention” involves three basic steps (p. 4). First, a small, often under-powered study 

is conducted to explore the basic principles of an intervention. This is followed by a 

somewhat larger study to investigate the treatment’s effectiveness under ideal conditions, 

and concludes with a large-scale randomized controlled trial to establish efficacy in a 

real-world context (Cator & Adams, 2013). Although treatments may undergo an initial 

phase of refinement under this research framework, many interventions are conceived a 

priori with little exposure to authentic settings or users prior to scaling up (Bryk, 2015; 

Collins, Chakraborty, Murphy, & Strecher, 2009; Penuel & Fishman, 2012).  

Alternatively, a more design-based approach to the development of supports 

focuses on creating efficient tools that operate well within real-world settings (Brown & 

Wyatt, 2010; Bryk, 2015; Collins, Murphy, Nair, & Strecher, 2005). Under this 

framework, simplified representations of the final product – or prototypes – are 

introduced to potential users in situations where prediction is difficult due to complexity, 

previous examinations did not produce satisfactory results, or there isn’t a lot of prior 

informative research (Baek et al., 2008). Furthermore, this type of prototyping can be 

coupled with experimental designs such as the factorial in order to investigate multiple 

treatment components without the loss of statistical power (Collins, Dziak, & Li, 2009). 

The present study sought to investigate how modifying such professional supports 

for use at scale may alter the effectiveness of teacher consultations using a design-based 

approach to evaluation. In particular, we focused these consultations on supporting 

teachers’ data use within a kindergarten entry assessment program. The treatment 

consisted of data consultations with members of the research team and kindergarten 
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teachers. Given our limited capacity, we varied the format (one-on-one vs. group) and 

delivery (in-person vs. web) of the intervention in order to make the supports feasible 

when implemented across the state. The consultations focused on alleviating common 

barriers to data use by providing participants with dedicated time, effective protocols to 

guide the data-use process, relevant instructional resources, and a clear plan of action. 

Through this study, we addressed the following research questions:  

1. What proportion of schools offered treatment take it up and do school 

characteristics predict participation? 

2. Do data consultations affect teacher outcomes?  

3. Does the format and/or delivery of the data consultation matter?  

Research Methods 

In order to determine the relationship between the different types of data supports 

as well as their interactions with one another, we conducted a randomized experiment 

with an embedded factorial design. To do this, we employed a two-step assignment 

process (Figure 2; discussed in more detail below). All randomization occurred at the 

school level with schools blocked by the number of classrooms to ensure balanced 

treatment allocation among small (2-3 teachers), medium (4-5 teachers), and large (6 or 

more teachers) schools. This meant that we were unable to include any schools with only 

one participating kindergarten classroom (n=14), leading to an initial sample of 132 

schools. As we clustered assignment at the school level, all teachers within a given school 

received the same type of treatment.  

In the first step, all schools were randomly assigned to receive data consultations 

or to business as usual (BAU). This contrast allows us to answer our first research 
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question by estimating the effects of receiving any sort of data consultation compared 

with the typical supports provided within schools. Because of the limited capacity to 

provide data consultations, a slightly larger proportion of schools in the sample were 

assigned to the BAU condition. 

In the second step of the assignment process, we randomized all schools in the 

data consultation condition using a two-by-two factorial design, which allowed us to 

address the questions about the effect of varying the format and delivery of the 

intervention. Within a complete factorial design, units are randomly assigned to the 

different levels of each factor separately, and all possible treatment combinations are 

represented. This allows the researcher to estimate the main effects of each factor as well 

as interactions between them. In this case, the two factors vary: (1) whether the teachers 

received the consultation in a one-on-one or group format (referred to as format), and (2) 

whether or not the session was delivered in-person or via web meeting (referred to as 

delivery). 

Current Kindergarten Readiness Program 

Like many across the country, the state in the present study implemented a multi-

dimensional assessment to gain more information about students’ skills at kindergarten 

entry. The state had previously instituted a literacy measure, and the current program 

expanded into other early learning domains including mathematics and social-emotional 

learning. The program was in its third year at the time of the study, and individual 

districts elected to take part in the entry assessment. As part of the program, teachers 

administered a direct assessment of students’ math skills and a rating scale of children’s 

social-emotional skills via an online system within the first four to six weeks of the 
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school year. All participating teachers received training on how to administer the 

assessments, and had access to an online application that housed interactive data reports 

and links to recommended instructional resources based on students’ assessment results. 

We describe the participating teachers, trainings, assessments, online system, and 

resources in more detail below. 

Study Sample. Approximately 149 schools located in 44 school districts 

participated in the program in the 2016-17 school year. Of the 149 schools, 134 had more 

than one kindergarten classroom and were eligible for the study (see Table 2 for 

descriptives by condition). These schools were situated in rural (54%), city (25%), and 

suburban (22%) districts. On average, 4% of kindergarten students enrolled in these 

schools were eligible for special education services and 50% received free- or reduced-

price lunch. Most schools in the sample (61%) served predominantly white students. The 

number of kindergarten classrooms within a school ranged from 2 to 14, and participating 

schools enrolled an average of 90 kindergarten students. Twenty-nine of the 59 schools 

offered data consultations took up the treatment. 

Of the 350 teachers that completed a survey during their pre-assessment training, 

the majority reported having a bachelor’s degree, 40% had a master’s degree or higher, 

and most teachers had additional endorsements or certifications. On average, 

participating teachers had 14 years of teaching experience. Eighty-nine percent of 

teachers had taught in the same school the previous year, and of those teachers, 63% 

reported meeting in teams to discuss student data more than once per month in the last 

school year. 
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Pre-Assessment Teacher Trainings. In order to prepare teachers to administer 

the entry assessments, the research team provided in-person and webinar trainings for 

each participating district. These trainings were scheduled throughout the summer and in 

the weeks leading up to the assessment window. Because of variation in academic 

calendars and other scheduled professional development, districts participated in the 

trainings between 1 week and 1.5 months prior to administering the entry assessments. 

Each session lasted approximately 2.5 hours, and focused largely on accessing the 

materials via the online application, the content of the assessments, and standardization of 

administration. Teachers were given the chance to login into the online system and 

practice administering assessment items. At the end of the session, trainers showed 

teachers how to access the online data reports summarizing students’ results and 

resources available to them through the online portal.  

Entry Assessments Completed by Teachers. After completing these trainings, 

teachers administered two different assessments in their classrooms: a direct measure of 

children’s math skills and a rating scale of social-emotional skills. The Early 

Mathematics Assessment System (Ginsburg & Pappas, 2016) – referred to as EMAS – 

covered children’s emerging skills in numeracy, geometry, spatial sense, and patterning. 

During administration of the measure, an adult introduced each task using various stimuli 

(e.g., picture cards of balls and animals) and manipulatives (e.g., counters, paper). The 

administrator followed scripted prompts and responses that include scaffolding at various 

points throughout the assessment, allowing the student to see examples or receive 

standardized feedback on their responses. The EMAS includes 37 items and took an 

average of 20 minutes per child to complete. Teachers entered student responses in real 
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time during the assessment. All scripts and prompts were programmed in the online 

application so that the teacher would only see relevant instructions based on the current 

item and a student’s response. 

The social-emotional assessment, called the Child Behavior Rating Scale (CBRS: 

Bronson, Goodson, Layzer, & Love, 1990), captured information about students’ social 

skills and self-regulation in the classroom. After observing each student for several weeks 

in the classroom at the start of the school year, the teacher rated the frequency with which 

a student displayed a described behavior on 5-point scale (from 1 indicating “never” to 5 

indicating “always”). This information was entered directly into the online system outside 

of classroom time. The CBRS includes 17 items and took between two and three minutes 

to complete for each student. 

Post-Assessment Online Reports and Resources. As soon as teachers entered 

information into the online system, they were able to access a series of automated data 

reports summarizing students’ results. The interactive reports presented individual 

student or classroom scores in multiple formats: across the three broad readiness domains 

(e.g., math, social skills, self-regulation), in subdomains (e.g., numeracy, computation), 

and item-level scores. Scores were color-coded to indicate whether or not the student or 

class was meeting development expectations as determined by experts in math and 

socioemotional skills.  

The reports also provided personalized links to instructional resources based on 

students’ scores. Recommended resources were linked to areas in which the student or 

class scored below or just at expectation. These resources often took the form of short 

activities or lessons and focused on strengthening specific skills such as counting or 
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cooperating with peers. All of the resources were evidence-based and did not require 

materials beyond what was provided to teachers as part of their assessment kit or would 

be found in a typical kindergarten classroom. While the reports linked to suggested 

resources, teachers were able to access the entire bank regardless of the assessment 

scores.  

Intervention - Data Consultations 

In the prior school year, members of the research team implemented an 

experimental pilot of data use supports within one school district (Hasbrouck, 2016).  As 

part of the intervention, researchers met individually with teachers to discuss entry 

assessment results and link these results to the instructional strategies highlighted above. 

While teachers who participated in these data consultations demonstrated improved 

perceptions of assessments and data skills, scheduling individual meetings with all 

teachers was beyond the capacity of the research team and would become increasingly 

infeasible on a larger scale.  

Several members of the research team conducted data consultations with teachers 

following the same basic procedures. Principals at schools assigned to receive the 

consultation were contacted via email and offered a 25- to 50-minute discussion 

facilitated by a trained data consultant. These meetings were facilitated by a member of 

the research team. The meeting occurred one time approximately 1-3 weeks after the 

schools’ assessment completion window and during individual or group planning periods. 

We hoped that by offering the consultations during this timeframe, all teachers at a given 

school would have enough time to complete both the math and social-emotional 



DIGGING INTO DATA  69 
 

 

measures, and the results of the entry assessments would still be relevant and useful for 

informing instruction.  

Ahead of the meeting, the consultant asked teachers to choose a single learning 

domain covered in the readiness assessment (e.g., math, social skills, or self-regulation) 

as the area of focus during the consultation. At the start of the conversation, the 

consultants introduced the “I notice/I wonder” protocol to examine the teachers’ 

assessment data (Venables, 2011), which asks participants to move intentionally from 

observable facts (“noticings”) to inferences (“wonderings”) supported by observed 

student data. This protocol is intended to slow down the interpretation process, help 

teachers to be more cognizant of assumptions, and ensure that inferences are based in 

patterns they see in the data. Next, the consultant had teachers link their observations 

about the data to potential areas of student support for a single student, small group, or 

entire class. Finally, the consultant and teachers collaborated to identify potential 

instructional strategies based on the demonstrated need, drawing from the bank of 

recommended resources provided by the readiness program and/or other sources 

available to the teacher. The teachers then completed an action plan (modified from the 

School Reform Initiative, 2017) detailing: (1) the planned change, (2) the evidence 

supporting the change, (3) what steps they planned to take to initiate the intervention, (4) 

any needed supports resources, and (5) their means of monitoring progress. Consultants 

followed up with participants two weeks after the data meeting to see if any other 

questions had surfaced as the teacher has attempted to implement their chosen 

instructional strategy.  

Outcome Measures 



DIGGING INTO DATA  70 
 

 

We collected outcomes measures from all participating teachers between two 

weeks and one month after the consultations via an online survey. The research team sent 

survey links to teachers through principals and/or district-level administrators. We sent 

two targeted follow-up reminders to any schools with less than a 50-percent response 

rate. The outcomes described below represent a subset of the overall survey, which 

included additional questions about satisfaction and experience in the program. Through 

the survey, we assessed teachers’ perceptions of assessments and data use using subscales 

from two measures - the Conceptions of Assessment III Abridged (COA-III; Brown, 

2007) and the Survey of Data Use (SDU; Jimerson, 2016)  

Subset of Conceptions of Assessment. The COA-III consists of 27 statements 

that load onto four latent constructs: Assessment Makes Schools Accountable, 

Assessment Makes Students Accountable, Assessment Improves Education, and 

Assessment is Irrelevant. The measure uses a positively-packed response scale in which 

teachers rate their level of agreement with each statement as: (1) strongly disagree, (2) 

mostly disagree, (3) slightly agree, (4) moderately agree, (5) mostly agree, and (6) 

strongly agree. Prior research established the internal structure of the longer COA-III 

(Brown, 2004) and confirmed the same first order factors in the abridged version when 

administered to two samples of primary and secondary teachers (Brown, 2007). We use a 

subset of the Assessment Improves Education subscale as an outcome in the present 

study. Teachers rated their agreement with the following four statements: (1) Assessment 

helps students improve their learning; (2) Assessment is integrated with teaching 

practice; (3) Assessment information modifies ongoing teaching of students; (4) 
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Assessment allows different students to get different instruction. The subscale 

demonstrated strong reliability in the current sample (α=.94).  

Subset of Survey of Data Use. The SDU (Jimerson, 2016) asks teachers’ to 

reflect on their data use practices, both individually and collaboratively. The 36-item 

survey is divided into 8 subscales: confidence, effectiveness of data-related professional 

learning, construal of data, beneficence of data, data anxiety, culture of collaboration, 

data vision/rationale, and professional learning communities. Respondents indicate their 

level of agreement with each item using a 5-point scale (strongly disagree, disagree, 

neither agree nor disagree, agree, and strongly agree) except for those statements 

comprising the professional learning community block, in which they reported the 

presence/absence or frequency of different practices. In the initial development of the 

SDU, the items were piloted in three samples of teachers, and subscales exhibited 

moderate (α=.62) to strong reliability (α=.94). We use a subset of 6 items from the 

confidence subscale and 3 items from the culture of collaboration subscale, both of which 

exhibited strong reliability (α=.84 and α=.85, respectively). 

Data-Skills Measure. Additionally, we created a direct assessment of teachers’ 

skills in data use. We based the assessment on the relevant data-use competencies 

described by Means, Chen, Debarger, and Padilla (2011): data location (e.g., find relevant 

data in a graph or other representation), data interpretation (e.g., consider the distribution 

of scores across a group), and data use (e.g., drill down into subscale data in order to 

differentiate instruction). To assess these competencies, we presented teachers with 

sample data reports identical to those available through the assessment website. We then 

asked teachers to identify relevant data points and link to instructional actions or 
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strategies in series of 11 items that used both and closed responses. Six items were scored 

as correct or incorrect, and the remaining five items were scored as incorrect, partially 

correct, and correct. The data use assessment demonstrated fair reliability in the current 

sample (α=.57). 

Satisfaction with Assessments for Instruction. Finally, we assessed teachers’ 

overall satisfaction with and confidence in the two different assessments and their related 

instructional resources. Teachers responded to six questions each about the math (EMAS) 

and CBRS (social skill and self-regulation) assessments, including whether not they felt 

(1) confident in the results of the measure, (2) it accurately captured students’ abilities, 

(3) it provided them with a better understanding of students’ skills, (4) it was worth 

administering, (5) they used the measure to guide instruction, and (6) they would 

recommend the measure to other educators. To generate their overall satisfaction with 

each measure, we averaged responses across the six items. Each item used a five-point 

Likert scale ranging from “strongly disagree” to “strongly agree.” Both scales 

demonstrated strong reliability in the current sample of respondents (α=.85 and α=.86 for 

the EMAS and CBRS questions, respectively).  

Analytic Approach 

We analyze all outcomes within a generalized regression framework in Stata 14. 

Our primary research questions necessitate different analytic approaches, and we describe 

them each below.  

First, we estimate the overall effects of receiving the offer of any data 

consultation using the following intent-to-treat analytic model: 
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𝑌𝑖𝑆 = 𝛽0 + 𝛽1𝐷𝑎𝑡𝑎𝐶𝑜𝑛𝑠𝑢𝑙𝑡𝑎𝑡𝑖𝑜𝑛𝑆 + δ1𝐵𝑙𝑜𝑐𝑘𝑆 + γ1𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑆

+ τ1𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑖𝑆 +  𝜀𝑖𝑆 

Here, i indexes individual teachers situated in s schools. The variable 

𝐷𝑎𝑡𝑎𝐶𝑜𝑛𝑠𝑢𝑙𝑡𝑎𝑡𝑖𝑜𝑛𝑖𝑆 is a dummy indicator of whether or not teacher was in a school that 

offered any sort of data consultation. 𝛽1 is the primary coefficient of interest, and 

indicates the average difference between teachers in schools that were offered some sort 

of data consultation versus those in schools assigned to business-as-usual, controlling for 

a vector of teacher-level covariates and school-level randomization blocks and covariates. 

We included baseline measures of class size, the percent of white students enrolled in 

kindergarten, the percent of students qualifying for free- or reduced-price lunch, the 

percent of students qualifying for special education services, an indicator for rurality, and 

accreditation status. All continuous covariates have been centered around their mean, so 

that 𝛽0 represents the average outcome when all dichotomous variables are set to zero 

and all covariates are at their mean. All standard errors are clustered at the school-level to 

account for the nesting of teachers in schools as the unit of treatment assignment. Given 

conventional significance level and power (α=.05, β=.2), our treatment and control group 

sizes and randomization blocks that explain about 0.10 of the variance in the outcome, we 

will be able to reliable detect effects of approximately 0.2 standard deviations in these 

analyses.  

In order to analyze the factorial in the second randomization, we constrain our 

sample to only schools offered data consultations. These results allow us to see how the 

levels of the different factors compare to one another. We then use the following analytic 

model:  
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𝑌𝑆𝑖 = 𝛽0 + 𝛽1𝐼𝑛𝑃𝑒𝑟𝑠𝑜𝑛𝑆 + 𝛽2𝑂𝑛𝑒𝑂𝑛𝑂𝑛𝑒𝑆 + 𝛽3𝐼𝑛𝑃𝑒𝑟𝑠𝑜𝑛 ∗ 𝑂𝑛𝑒𝑂𝑛𝑂𝑛𝑒𝑆 + δ1𝐵𝑙𝑜𝑐𝑘𝑆 

+ γ1𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑆 +  𝜀𝑆𝑖 

In this case, we use effect coding for each factor as well as the dichotomous covariates. 

Effect coding differs from traditional dummy-coding in that treatment assignment is 

indicated by 1/-1, in the case of a two-level factor, rather than 0/1. This allows for the 

estimation of main effects and interaction effects to be uncorrelated (Kruger, Trail, 

Dziak, & Collins, 2016). This is appealing within a factorial framework as it allows the 

researcher to determine the effect of one factor ignoring the levels of another, rather than 

holding them constant. 𝛽0 then represents the unweighted grand mean when all covariates 

are at their mean. 𝛽1 represents the average difference between in-person and web-based 

data consultations from the conditional grand mean – ignoring the levels of the format 

factor. In other words, this coefficient represents the mean difference between all 

participants who were offered an in-person consultation versus those were offered a web-

based consultation. Likewise, 𝛽2 indicates the average difference between the one-on-one 

and the grand mean, and 𝛽3 indicates the effect of one factor depends on the other. In 

other words, whether the effect of being assigned to an in-person consultation depends on 

whether or not the teacher is receiving a one-on-one or web-based consultation. All 

standard errors are clustered at the school level. Similarly, we will be able to detect 

effects of approximately 0.20 standard deviations (calculated using cluster factorial 

design in FactorialPowerPlan; Dziak, Collins, & Wagner, 2013). 

 Lastly, we contrast each data consultation format and delivery against the 

business as usual condition using the entire sample and the following model: 
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𝑌𝑆𝑖 = 𝛽0 + 𝛽1𝐼𝑛𝑃𝑒𝑟𝑠𝑜𝑛_𝑂𝑛𝑒𝑂𝑛𝑂𝑛𝑒𝑆 + 𝛽2𝑊𝑒𝑏_𝑂𝑛𝑒𝑂𝑛𝑂𝑛𝑒𝑆 + 𝛽3𝐼𝑛𝑃𝑒𝑟𝑠𝑜𝑛_𝐺𝑟𝑜𝑢𝑝𝑆

+ 𝛽4𝑊𝑒𝑏_𝐺𝑟𝑜𝑢𝑝𝑆 + δ1𝐵𝑙𝑜𝑐𝑘𝑆 + γ1𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑠𝑡𝑖𝑐𝑠𝑆 +  𝜀𝑆𝑖 

Here, we include dummy-coded indicators for each of the four data consultation 

conditions (e.g., In-Person, One-on-One; Web, One-on-One; In-Person, Group; Web, 

Group) with the business-as-usual schools left as the uncoded comparison group. 

Therefore, coefficients 𝛽1 through 𝛽4 represent the effect of being assigned to the 

indicated data consultation condition relative to business as usual. Our power to detect 

significant treatment effects decreases, as we are now comparing treatment conditions 

with approximately 15 schools to those assigned to all nonattrited business-as-usual 

schools, making our minimum detectable effect size approximately 0.42 standard 

deviations.  

Empirical Checks and Implementation Issues 

Treatment Implementation. Implementation of the consultation model as 

described above occurred with mixed fidelity per field notes. Because participation was 

voluntary and we provided teachers and school administrators with a fair amount of 

discretion over these sessions, divergences emerged in terms of the communicated intent 

of the consultations, the actual format and delivery varied, as well as the components of 

the protocol that were covered.  

First, some teachers entered the consultations with different understandings of the 

sessions’ intended purpose. While we contacted principals with the same introductory 

email to offer the consultation, the degree to which and how the purpose of the meeting 

was conveyed to teachers varied. While many arrived with the expectation of discussing 

the assessment results, some teachers arrived having only been told that they would be 
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meeting with members of the program staff with no additional information. Others 

thought the consultants were there to simply hear their feedback on the assessment 

system. Because of this, a larger portion of the session was spent orienting teachers 

and/or listening to their concerns. This left consultants with limited time to review data 

with teachers. Additionally, some teachers expressed fundamental concerns with the 

utility of the data, and were less interested in linking the results to instructional actions.  

The confusion over the intent of the consultations also led to some treatment 

crossover. In our original design, the consultations presented four distinct contrasts – (1) 

consultations conducted with an individual teacher and member of the research team at 

the school, (2) those conducted with the entire kindergarten team at the school using one 

teachers’ data, (3) those facilitated with an individual teacher and a consultant using a 

video-conferencing application and (4) those conducted via web-conference with the 

kindergarten team. When conducting the web conferences, the intended format was 

generally achieved. Alternatively, when meeting in teachers’ classrooms, other school 

personnel, students, or staff frequently entered during the consultations. In at least three 

schools, what was intended to be an in-person, one-on-one session turned into a meeting 

with the entire kindergarten team.  

Per our consultation protocol, teachers were intended to access and review real 

classroom data, identify patterns, and complete an action plan based on their initial 

observations drawing from the online resources. While the consultants were generally 

able to review data with teachers and/or show them how to access the instructional 

resources that were directly linked to their students’ assessment results, these intervention 

components did not always occur. In a subset of the in-school sessions, we encountered 
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technical issues that prevented consultants from being able to review data or resources 

with teachers. When visiting schools, consultants were often taken to conference rooms 

or other auxiliary spaces and accessed the data reports and resources on laptops. Because 

these were not DOE-sponsored devices, the team was unable to connect to the internet 

due to heightened security in connecting to schools’ wireless networks. When possible, 

we would print a selection of the available data reports if unable to view using the online 

application. Conversely, all teachers were able to connect successfully to the web 

meetings, and because consultants had the capability to share screens, they were able to 

walk teachers through the data reports as the conversation progressed.  

Attrition. Because of our school-level randomization process, we must consider 

multiple types of attrition (WWC, 2015). Figure 2 displays both the treatment take-up by 

and response rates by condition. For all analyses, we define attrited cases as missing 

outcome data. Overall, roughly half of all teachers completed the outcome measures, with 

slightly more teachers from the control condition responding (55% vs. 47%). Among the 

59 schools assigned to receive data consultations, responses rates were roughly the same 

for those who took up treatment versus those that did not (45% for untreated vs. 50% for 

treated). Of schools that took up data consultation, teacher-level response rates ranged 

from 41 to 57%. Response rates for teachers in schools that did not take up treatment 

ranged from 36% in schools assigned to web-based, one-on-one to 58% in schools 

assigned to web-based, group sessions. 

We must also consider differential cluster (e.g., school) and participant-level 

attrition, presented in Table 4. Here, we see that most schools did not fully attrite from 

the sample, meaning that they had at least one teacher response. Slightly fewer schools 
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who received the offer of treatment fully attrited from the sample relative to schools that 

were not offered data consultations. The differential attrition rate at the cluster-level is 

within the acceptable bounds set by the What Works Clearinghouse (WWC, 2015). 

However, we have much larger proportion of teacher-level attrition, as slightly more than 

half of teachers completed the outcome measures.  Additionally, a higher number of 

teachers in schools assigned to business-as-usual responded to the survey.  

Logistic regressions of baseline school characteristics on attrition status indicated 

that schools with a higher proportion of students falling below the benchmark in self-

regulation and disadvantaged students were less likely to respond to the survey (p<.10). 

Looking at teacher-level attrition, none of the classroom characteristics (percent of 

students below benchmark, class size, etc.) were significantly associated with whether or 

not the teacher responded to the survey. 

Results  

Treatment Take-Up 

As mentioned previously, approximately half (n=29) of the schools assigned to 

receive data consultations took up treatment. While the proportion of schools that took up 

treatment varied by condition – ranging from 39% of schools receiving an offer of web-

based, one-on-one consultation to 64% of schools in the in-person, one-on-one condition 

– the differences were not statistically significant (χ2=1.85, p>.05). Because treatment 

take-up was determined by the principal or another school leader, we look at differences 

in school characteristics among those that took up treatment and those that did not using 

logistic regression on school covariates (Table 5). All coefficients are reported as odds 

ratios, meaning that values greater than one indicate that the likelihood of taking up 
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treatment increases as covariate increases, while values less than one suggest that the 

likelihood of taking up treatment decreases as the covariate increases. We found, 

controlling for all other school characteristics, schools were marginally more likely to 

take up treatment as the percent of students falling below the benchmark in social skills 

increased. Conversely, schools that only completed the CBRS, those with higher 

proportions of students falling below the benchmark in numeracy, and those with higher 

proportions of students attending preschool were significantly less likely to take part in 

the data consultations. Rurality, average class size, average student age, and percent 

white students were not significantly related to treatment take-up. 

Effect of the Data Consultation on Teacher Attitudes and Skills 

All results in Table 6 represent intent-to-treat estimates of being offered treatment 

and are reported in standard deviations. While teachers in schools that were offered 

additional supports did report higher levels of confidence, collaboration, or views of 

assessments on average, these results were not statistically significant (p>.05). 

Additionally, our treatment indicator and included covariates only explain a small portion 

of the variation in teacher responses, with r-squared values ranging from 0.03 to 0.15.  

Factorial Effects of Delivery and Format 

 Next, we examined whether treatment effects differed based on either the delivery 

or the format of the data consultation. Heterogeneous treatment effects across the 

different factors could obscure overall treatment effects attributable to the consultation. 

As reported in Table 7, we found that overall, accounting for the different factors 

explains a much larger proportion of the variance in our outcomes of interest with r-

squared values ranging from 0.11 to 0.31. In terms of format, we found that teachers who 
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received some form of one-on-one consultation tended to report higher but not significant 

levels of confidence in data use, attitudes about assessments, and data skills. Teachers 

who received any sort group-based consultation tended to report a greater sense of 

collaboration relative to those who were offered a one-on-one session with a data 

consultant, though this result was not significant (p>.05).  

Examining the effect of delivery, we found that teachers who were assigned to the 

in-person condition reported lower average satisfaction with both entry assessments, and 

significantly lower satisfaction with the CBRS (-0.19 sds, p<.05) relative to the 

conditional grand mean. They also tended to score lower on the data skills assessment, 

though these results were not significant (-0.10 sds, p>.05). Teachers in the in-person 

condition did not appear to differ in terms of their overall confidence, sense of 

collaboration, or perceptions of assessments.  

When examining the interactions, we found that the effects associated with each 

factor largely did not depend on the level of the alternate factor (e.g., the effect of one-

on-one does not differ by in-person or web-based consultations, p>.05). However, 

teachers’ data skills did differ based on the combination of format and delivery they 

receive (-0.24 sds, p<.05). The interaction indicated that teachers who were in the one-

on-one, web-based condition had substantially higher scores than those in the one-on-

one, in-person or group, web consultations.  

Effects of Each Data Consultation Condition vs. Business-As-Usual  

Because of the substantial variation in the effects of the different data 

consultations, we performed an exploratory analysis to estimate the effect of each 

treatment condition relative to teachers in the business-as-usual schools (Table 8). This 
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analysis reveals that, overall, the web-based, one-on-one consultations tended to yield 

positive results across the outcomes relative to the control group. Specifically, the 

teachers in schools assigned to the web-based, one-on-one condition rated their data-use 

confidence (0.30 sds, p<.10) as well as their sense of collaboration (0.38 sds, p<.05) 

higher than teachers in control schools. While not rising to the level of statistical 

significance, teachers in the web-based, one-on-one consultations also tended to 

demonstrate higher levels of confidence in assessments and data skills than teachers in 

control schools (p>.05). Teachers in schools that received in-person, one-on-one 

consultations similarly scored higher in data use confidence (0.36 sds, p<.10) and 

perceptions of assessments (0.44 sds, p<.05). However, teachers in this condition tended 

to perform worse on the data skills assessment, though this result was not statistically 

significant (-0.35 sds, p>.05). 

Discussion 

 As the use of kindergarten entry assessments grows, so do states’ need to support 

teachers, schools, and districts in making use of the information produced by these 

measures. Yet, the current evidence base for both KEAs and data use interventions 

provides limited guidance on how to best support these processes. Developing effective 

and efficient supports for use at scale is further complicated by a research process that 

does not often yield timely results or interventions that easily adapted for use in larger, 

more diverse contexts. However, unconventional experimental methods such as the ones 

utilized in this study provide a potential means of simultaneously delivering and 

evaluating theses supports in a more iterative manner.  
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In the current study, the embedded factorial design provided us with valuable 

information about the potential ways to modify a previously piloted data use intervention 

for delivery at scale without sacrificing potency. While maintaining the low-cost of the 

study restricted the outcome measures we were able to collect, the overall design 

uncovered both issues with implementation as well as promising results for the scalability 

of these supports that did not emerge in the smaller pilot study. We found that although 

many teachers and division leaders had previously expressed interest in these types of 

data-use supports, only about half of schools offered data consultations took them up. 

Furthermore, it seems that interest differed by school characteristics, as schools with 

previously low academic performance and higher need students in terms of disability and 

English-learner status were more likely to take up treatment. Also, those schools in which 

teachers’ rated a higher number of students as falling below the benchmark in social 

skills were more likely to take up treatment, while the opposite was true across most math 

domains. This might suggest that schools felt they needed more help supporting the 

development of social skills in the classroom as compared to math skills.  

The consultations themselves yielded mixed results. Prior research suggests that 

teachers’ knowledge of, attitudes towards, and confidence with data are interrelated 

(Dunn, Ariola, & Garrison, 2013). While intuition might suggest that as one of these 

factors increases, the others follow, the development of new skills and practices is 

punctuated by in. For instance, under the concerns-based adoption model (Hall & Hord, 

1987; 2011), teachers often start as generally unconcerned about a new innovation, 

becoming reluctant and avoidant before either incorporating the new practice or 

exploring what they consider to be more viable alternatives. This means as teachers’ 
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sense of confidence increases and they engage in more data use, they are more likely to 

express concerns about data-driven practices and dissatisfaction (Dunn et al., 2013; Dunn 

& Rakes, 2011). This was somewhat evident in the pattern of our results, as teachers who 

participated in the data consultations were less likely to be satisfied with the assessments 

themselves while expressing more confidence in data and their ability to use this 

information effectively. In order to provide appropriate professional supports, we must 

improve our understanding of why teachers find this process helpful and what 

alternatives they would prefer over data-driven instruction. 

Additionally, expanding our sample beyond a single district in which teachers 

volunteered to participate led to key differences in the teachers and schools participating 

in the intervention. In practice, we found that teachers varied in their: (1) understanding 

of assessments, (2) willingness to engage in discussions around the data, (3) experience 

with the assessments and system, (4) schools’ and divisions’ regular use of data, and (5) 

openness to identifying instructional strategies or activities to use in their classrooms. 

These variations combined with the teacher-directed nature of these conversations and 

the wide-range of meeting times (between 20 minutes to one hour) meant that 

components of the data consultation meetings occurred irregularly and the wide-range of 

treatment effects from site to site. Differences across schools in terms of existing 

practices and attitudes were similarly observed in other large-scale studies of data-use 

interventions (Carlson et al., 2011; Lai & McNaughton, 2016; Slavin et al, 2013), which 

led to heterogeneous treatment effects. This suggests the need to provide differential 

data-use supports to teachers and schools depending on their baseline perceptions and 

skills. 



DIGGING INTO DATA  84 
 

 

Finally, using a factorial to explore the modification of the consultations for use at 

scale produced some of our results. While we anticipated that the web-based consultation 

sessions would pose the most technical and implementation challenges, these issues 

tended to be more prevalent in meetings with teachers on school campuses, where 

firewalls or nonsecure spaces prohibited consultants from pulling up teachers’ data 

reports. Furthermore, although we anticipated that the in-person, one-on-one sessions 

would yield the largest treatment effects, our evidence suggests that the web-based, one-

on-one sessions tended to result in the most consistently positive effects on teachers’ 

attitudes and skills. We believe this is in part due to the implementation issues we 

experienced in schools, as technology delays and less control over the structure of the 

consultations sometimes prevented the research team and teachers from reviewing the 

data. On the other hand, consultants had full control over the screen and pace of the 

conversation when reviewing data with teachers in one-on-one web meetings. These 

findings provide a launching point for our continued development and evaluation of these 

data use supports. 

Limitations and Future Directions 

We should be cautious in our interpretation of the results of the study due to the 

large amount of missing data in the pretreatment and outcome measures as well as the 

limited take-up of the treatment, as these attrition rates are above thresholds established 

by the What Works Clearinghouse. Although we found few significant differences on the 

observed baseline characteristics and conducted intent-to-treat analyses, there may be 

unobserved and important differences between schools that decide to take-up treatment as 
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well as those teachers who responded to the survey measures. All of these factors can 

bias our observed treatment effects.  

Future studies should attempt to connect administrative and analytic data in order 

to reduce the amount of missing data and alleviate the burden on participants to respond 

to multiple instruments. The research team is already working to disaggregate website 

analytic data for future years in order to identify how individual teachers engage with the 

online application and resources. Additionally, the present study does not speak to the 

effects of data use practices on student outcomes. At the time of implementation, we did 

not have a proximal measure of students’ outcomes. However, future iterations of the 

readiness measure will include spring scores for students’ allowing us to connect teacher 

practices to student outcomes within a school year. Given the general positive effects of 

web-based consultation, future studies should explore this as a potential means of 

delivering data supports using an external consultant.  

Lastly, the study was limited by the lack of instruments measuring teachers’ data 

skills. The marginal amount of outcome variance explained by our models, in which r2 

values ranged from .04 to .31, suggests that many other factors are associated with data 

attitudes and skills that are not captured by readily available covariates. More research 

needs to be done in order to understand what predicts teachers’ proclivity and ability to 

use data to inform instruction, while additional measures should be established that 

efficiently capture this information. 

Conclusions 

Much of understanding of what works and what does when supporting teachers’ 

professional needs is based in theory. While the most highly-regarded features of these 
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supports – such as job-embeddedness, sustained, and individualized – are desirable and 

would intuitively lead to larger impacts on teacher outcomes, they are not pragmatic in 

real-world school settings that must serve diverse and diffuse groups of teachers (Kraft et 

al., 2017). Additionally, the results of this study call into question the assumption that 

more intensive professional supports translate into larger effects above and beyond more 

scalable formats. Instead, it seems that maintaining some elements of high-quality 

professional development, like the individualization, while forgoing others, can be as or 

more effective than trying to implement all components simultaneously.  

Furthermore, understanding how interventions will function on a large-scale can 

be hindered by the typical, linear approach to development. Instead, we should utilize 

randomized experiments in order to empirically determine the implications of modifying 

features of a program for implementation at scale. Because capacity is inherently 

restricted in these early stages of development, randomization is more politically feasible, 

as it ensures equal access to these limited supports. Additionally, certain experimental 

designs such as the factorial, can answer questions about how to most efficiently and 

effectively structure supports in the future. This means that the end product will only 

include those elements that are necessary, and researchers can directly evaluate the 

implications of modifying the supports for use at scale. Lastly, field testing supports on a 

broad scale illuminates challenges and responses that be difficult to anticipate without 

user interaction. Rather than piloting burgeoning interventions in small samples, 

programs can benefit from including as many contexts as possible in order to avoid issues 

that will arise when supports are offered to the larger program population. These kinds of 

methods are valuable within the kindergarten entry context, as states must meet the needs 
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of teachers while also scaling up assessment efforts. While the results were not 

conclusive, they provide key information and direction as we move forward with refining 

the intervention to serve diverse needs.   
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Table 1. Scalability of Best Practices 

Consultation 

Feature 

Supported Best 

Practices 

Modifying for 

Scale 

Potential Benefits Trade-offs/ 

 Considerations 

One-on-One  Individualization 

 Focused on 

discrete skills 

 

Group delivery  Fewer sessions 

needed 

 Opportunity for 

collaboration with 

peers 

 Changes to team 

processes/culture 

 Inability to tailor to 

each teacher 

 Team dynamics  

 Less teacher 

engagement 

     

In-Person  Job-embedded 

 

Web 

conference 
 Easier to 

implement across 

large geographic 

areas 

 Greater flexibility 

in scheduling 

 Less teacher 

engagement 

 Technology issues 

 Loss of personal 

connection 

     

Ongoing  Sustained 

 Timely 

Stand-alone  Fewer overall 

sessions needed 

 Greater flexibility 

in scheduling 

 Not enough time to 

elicit change 

 Unable to apply 

skills in context 

between sessions 
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Table 2. School-Level Descriptive Statistics by Condition 

 Control 

Data 

Consultation 

  (n=73) (n=59) 

Student Characteristics   

% Below Benchmark   

Self-Regulation 16.61 18.10 

 (7.34) (9.48) 

Social Skills 21.42 21.76 

 (11.81) (11.12) 

Numeracy 12.29 12.13 

 (7.95) (7.29) 

Patterning 28.41 24.92 

 (14.25) (12.71) 

Geometry 26.56 24.17 

 (14.25) (12.93) 

% Female Students 48.21 48.38 

 (0.06) (0.06) 

% White Students 53.40 55.68 

 (0.26) (0.23) 

% Attended Preschool 55.27 55.35 

 (0.19) (0.22) 

% Disadvantage 50.34 50.81 

 (0.18) (0.18) 

% Disability 7.16 7.96 

 (0.18) (0.05) 

% English Language 

Learner 
8.44 8.27 

 (0.14) (0.11) 

Average Age (months) 65.03 65.10 

 (0.60) (0.66) 

School Characteristics   

Accreditation 

Denied/Warned 
0.23 0.17 

 (0.43) (0.38) 

Average Class Size 18.67 18.66 

 (2.95) (2.46) 

City 0.29 0.23 

 (0.46) (0.43) 

Rural 0.45 0.52 

  (0.50) (0.50) 

Note: Standard deviations reported in parentheses 
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Table 3. Covariate Balancea  

 

Data 

Consultationb  

In-

Personc  

One-on-

Oned  

School-Level Covariatese (n=132) (n=59) (n=59) 

Average Class Size 0.30 0.16 -0.23 

 
(0.23) (0.32) (0.36) 

% Economically 

Disadvantaged 0.10 -0.09 0.44+ 

 
(0.17) (0.28) (0.24) 

% Special Education  -0.10 -0.31 0.07 

 
(0.18) (0.27) (0.26) 

% White -0.03 -0.50* -0.39+ 

 
(0.17) (0.24) (0.23) 

Accreditation Statusf 0.06 0.02 -0.16 

  (0.09) (0.14) (0.13) 

Rural 0.08 0.23 -0.31* 

 (0.09) (0.13) (0.12) 

+ p<0.10, * p<0.05 
   

a Each covariate was regressed on an indicator of treatment status with fixed effects for 

randomization blocks. All results report the coefficient on the treatment indicator. 

b First-stage randomization to data consultation or business-as-usual 

c Second-stage randomization to in-person or web-based consultation delivery 

d Second-stage randomization to one-on-one or group consultation format 

e All continuous covariates reported in standard deviations 

f Indicates whether or not the school was accredited in the previous school year 

Robust standard errors clustered by school reported in parentheses. 
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Table 4. Differential Attrition at the Cluster and Teacher-Levels for Control vs. Any Treatment 

Cluster-Level Attrition 

 
Intervention Control Overall 

Initial number of schools 59 75 134 

Number of schools with survey responses 56 67 123 

Cluster attrition rate 5% 11% 7% 

Differential attrition -- -- 6% 

    
Teacher-Level Attrition 

 
Intervention Control Overall 

Number of teachers assigned 288 352 640 

Number of teachers in clusters with responses 265 330 595 

Number of teachers responding 131 189 320 

Teacher attrition rate 51% 43% 46% 

Differential attrition -- -- 8% 
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Table 5. Predictors of Treatment Take-Up   

  Odds Ratio P-value 

% Below Benchmark - Self-Regulation 0.93 0.210 

 (0.05)  

% Below Benchmark - Social Skills 1.09 0.104 

 (0.06)  

% Below Benchmark - Numeracy 0.82 0.044 

 (0.08)  

% Below Benchmark - Patterning 1.06 0.241 

 (0.05)  

% Below Benchmark - Geometry 1.03 0.658 

 (0.06)  

Did not complete EMAS 0.002 0.013 

 (0.01)  

Not accredited 3.93 0.175 

 (3.96)  

% White 3.57 0.598 

 (8.61)  

% Attended Preschool 0.00 0.004 

 (0)  

% Economically Disadvantaged 0.04 0.257 

 (0.11)  

Student age 1.08 0.905 

 (0.73)  

Class size 0.80 0.257 

 (0.17)  

City 0.62 0.716 

 (0.82)  

Rural 2.08 0.445 

  (2.00)   

Note: Standard errors reported in parentheses.  
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Table 6. Results of Data Consultation vs. Business-As-Usual 

  

SDU - 

Confidence 

SDU - 

Collaboration 

COA - 

Assessment 

Improves 

Education 

Data Skills 

Assessment 

Satisfaction 

with 

EMAS 

Satisfaction 

with CBRS 

Data 

Consultation 

0.19 0.21 0.16 -0.16 -0.03 -0.09 

 
(0.12) (0.13) (0.13) (0.17) (0.15) (0.13) 

Constant 0.81 0.79 0.18 0.99 0.98 0.85 

R2 0.04 0.05 0.05 0.15 0.08 0.07 

N 273 273 277 217 281 285 

+ p<0.10, * p<0.05 
     

Note: All models included fixed effects for randomization blocks and covariate controls. 

Robust standard errors clustered by school reported in parentheses. 
  

All outcome variables are standardized. 
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Table 7. Results of Factorial 

  

SDU - 

Confidence 

SDU - 

Collaboration 

COA - 

Assessment 

Improves 

Education 

Data Skills 

Assessment 

Satisfaction 

with 

EMAS 

Satisfaction 

with CBRS 

One-on-

Onea 0.02 -0.14 0.14 0.10 0.01 -0.03 

 
(0.08) (0.14) (0.12) (0.11) (0.13) (0.09) 

In-Persona -0.03 -0.02 0.06 -0.10 -0.20 -0.19* 

 
(0.11) (0.13) (0.13) (0.19) (0.13) (0.09) 

Interactionb 0.07 -0.10 -0.03 -0.24* 0.13 0.12 

 
(0.09) (0.14) (0.11) (0.12) (0.12) (0.08) 

Constant 0.92 0.81 0.13 0.18 0.46 0.25 

R2 0.23 0.14 0.11 0.31 0.25 0.22 

N 105 105 106 90 107 111 

* p<0.05           

Note: All models included fixed effects for randomization blocks and covariate controls. 
 

Robust standard errors clustered by school reported in parentheses. 

All outcome variables are standardized. 
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Table 8. Exploratory Analysis - Business-As-Usual vs. Different Data Consultation Conditions 

 

SDU - 

Confidence 

SDU - 

Collaboration 

COA - 

Assessment 

Improves 

Education 

Data Skills 

Assessment 

Satisfaction 

with 

EMAS 

Satisfaction 

with CBRS 

In-Person, Group 0.05 0.18 0.15 -0.10 -0.23 -0.21 

 
(0.20) (0.18) (0.22) (0.24) (0.22) (0.21) 

In-Person, One-on-

One 0.36+ 0.03 0.44* -0.35 -0.08 -0.20 

 
(0.21) (0.36) (0.22) (0.28) (0.27) (0.17) 

Web-Based, Group 0.12 0.14 -0.03 -0.47 0.25 0.15 

 
(0.26) (0.25) (0.28) (0.41) (0.23) (0.19) 

Web-Based, One-on-

One 0.30+ 0.38* 0.18 0.15 0.06 -0.06 

 
(0.16) (0.17) (0.16) (0.18) (0.24) (0.22) 

Constant 0.75 0.76 -0.21 1.01 0.93 0.84 

R2 0.04 0.05 0.06 0.18 0.09 0.08 

N 273 273 277 217 281 285 

+ p<0.10, * p<0.05 
    

Note: All models included fixed effects for randomization blocks and covariate controls. 

Robust standard errors clustered by school. 
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Figure 1. Data Use Cycle 
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Figure 2. Two-Step Randomization Process 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

    Factor 1: 

Delivery 

    
Web-Based In-Person 
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: 
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One-on-One 17 schools 11 schools 

Group 17 schools 14 schools 

Sample:  

134 Schools 

Control: Business as Usual 

(75 schools) 

Treatment: Data Consultation 

(59 schools) 

STEP 1:  

RA to Control and Treatment 

Data Consultation 

 (59 schools) 

 

    Factor 1: 

Delivery 

    
Web-Based In-Person 

F
a
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o
r 

2
: 

F
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a
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One-on-One 0.37 -0.26 

Group -0.45 -0.21 

STEP 2:  

Two-by-Two Factorial 
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Figure 3. Treatment Take-Up and Response Rates 
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Study 3: The Experimental Switching Replication: A hybrid research design 

Abstract 

Educational researchers face special challenges when making causal links between 

programs and their impacts. However, researchers can safeguard against common 

concerns through intentional research design. This paper discusses a hybrid research 

design, the experimental switching replication, which incorporates multiple design 

features including repeated measures, randomization, and replication in order to address 

threats to both internal and external validity. In an effort to provide practical guidance on 

how to implement the experimental switching replication, we discuss the required 

components of the design, highlight the strengths and weaknesses of the approach within 

an education context, and provide an example of how it was utilized within a teacher 

preparation program. 

Introduction 

Educational researchers are tasked with demonstrating how innovations improve 

teaching and learning. In order to make these connections, they conduct empirical studies 

to determine the effect of an intervention on its targeted outcomes. While the ideal 

evaluation would identify the “true” treatment effect across all relevant contexts, 

researchers face many challenges in establishing generalizable, causal relationships. 

Because researchers operate with constrained resources and large-scale experiments are 

very expensive, studies do not generally occur within the entire population of interest. 

Instead, researchers must balance the need to carry out evaluations in controlled, 

localized contexts in order to bolster internal validity, with the need to produce externally 

valid results that apply to all relevant samples and settings (Shadish, Cook, & Campbell, 
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2001). As the former frequently necessitates a narrow scope while the latter calls for a 

broader focus, the two forms of validity are frequently at odds with each other in a single 

study. 

In the face of these tradeoffs, the education research community has prioritized 

studies that possess strong internal validity. This has led entities like the What Works 

Clearinghouse to deem experimental studies as the highest quality evidence of 

effectiveness and funding streams to incentive the use of highly controlled research 

designs. Conversely, there has been little emphasis on investigating how and if treatment 

effects replicate when administered using different samples, outcome measures, 

treatments, and settings in order to allow for externally valid inferences, with replications 

representing only 0.13% of studies published in top education journals (Makel & Plucker, 

2014). This lack of replication has raised concerns as interventions that have performed 

well in small-scale, localized studies have failed to do so when introduced to more 

diverse samples and settings (Kraft, 2017). 

Given the presumed tension between the two types of validity and constrained 

resources, it is not surprising that the prioritization of internally valid educational studies 

has coincided with a dearth of replication research. However, the internal and external 

validity of a study are not diametrically opposed nor does the inclusion of both require 

intensive increases in resources. Instead, different elements of research designs can be 

used in conjunction with one another to strengthen both types of validity within in a 

single study. Yet, such hybrid designs have been underexplored and underutilized in 

education research.  
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This paper explicates the potential benefits and limitations of one such research 

design – the experimental switching replication. Because this design incorporates the use 

of repeated outcome observations and randomization, it possesses strong internal validity, 

while the inclusion of additional treatment administrations improves external validity. 

We discuss the different components of the switching replication design using the causal 

replication framework and provide an example of an experimental switching replication 

within a teacher preparation program. This overview is intended to help researchers to 

prospectively plan experimental switching replications in order to conduct rigorous 

evaluations of educational programs. 

Study Validity and Research Design 

From the evaluation of educational interventions, researchers aim to draw inferences 

about the cause-and-effect relationship between a treatment and its targeted outcomes 

within a population of interest. Different studies, however, provide varying degrees of 

evidence to warrant these types of inferences. The extent to which a study supports 

claims about relationships between interventions and outcomes is referred to validity 

(Shadish et al., 2001).  

Threats to Validity 

Several factors often threaten the validity of educational evaluations. First, 

because schools and classrooms are dynamic contexts, concomitant events often 

influence teacher and student outcomes. The ability to rule out these alternative 

explanations for observed effects – referred to as internal validity (Campbell & Stanley, 

1967; Cook & Campbell, 1979; Shadish, Cook, & Campbell, 2001) – is crucial for 

establishing the causal link from treatment to outcome. The stronger the internal validity 
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of a study, the more confident the researcher can be that intervention caused the observed 

effects. Secondly, researchers intend to make generalized claims concerning the 

relationships between treatments and outcomes, not just within the observed sample but 

across the larger population. This ability to apply inferences drawn from one study to 

other units, treatments, observations, and settings (Cronback, 1983) is referred to as 

external validity.  Below, we describe specific threats to internal and external validity 

below. 

Mortality/attrition. Over the course of a study, some of participants may drop 

out and fail to contribute outcome information. When characteristics of those participants 

missing information – such as motivation, health, interest, etc. – are also correlated with 

performance on the outcome, the posttest would reflect these differences absent any 

effect of treatment.  

History. History threats occur when participants are exposed to events other than 

the treatment over the course of the study that result in changes to the target outcome. For 

instance, a school may experience several simultaneous, school-wide changes targeting 

students’ math performance, such as teacher professional development, a new 

mathematics curriculum, and additional classroom time allocated to math instruction. 

Within this scenario, it is very difficult to isolate the unique contribution of one of these 

inputs to any observed improvements within the school.  

Maturation. As educational interventions may take anywhere from several days 

to multiple years to implement, participants are likely to experience natural changes in 

their knowledge, skills, and abilities over the course of the evaluation. This development, 

referred to as maturation, encompasses “all of those biological or psychological processes 
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which systematically vary with the passage of time, independent of specific external 

events” (pp. 7-8, Campbell & Stanley, 1963). Researchers may erroneously attribute 

differences between earlier and later observations to treatment, when those changes 

would have occurred simply due to the passage of time, regardless of intervention 

delivery.  

Testing Effects. When the act of completing a measure multiple times affects 

performance absent any intervention, the validity of the study can be threatened by 

testing effects. As test-takers become more familiar with the format and content of the 

measure, their scores can improve due to becoming more sensitized to errors or socially 

desirable responses, or decrease as a result of fatigue. Similarly, in the case of external 

observations, the presence of a rater or knowledge that they are being scored might 

influence a participant’s performance. All of these changes in outcomes are the result of 

administering the test rather than the treatment.  

Instrumentation. When measurement changes over the course of the study, 

observed effects may be attributable to differences in the instrument rather than 

treatment. As Shadish and colleagues clarify, instrumentation involves a change to the 

measure while testing reflects changes in the participant (pp. 60, 2001). Instrumentation 

is most frequently a concern when using administrative data or standardized tests, and 

changes are made to the measure (e.g., addition of new content, redefinition of 

constructs) that coincide with the intervention period. 

Reactivity to Study. Participants may also respond to the fact they are in a 

research study in ways that have nothing to do with the treatment under evaluation. This 

threat is primarily a concern for those studies that incorporate a comparison group. In this 
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case, participants may be aware that they are not receiving something offered to others, 

and over-compensate (i.e., compensatory rivalry) or disengage (i.e., resentful 

demoralization) as a result. When this occurs, change over time reflects participants’ 

responses to their role in the study and is no longer an accurate representation of the 

counterfactual.  

Selection and the parallel trend assumption. Oftentimes, the manner in which 

participants receive treatment is outside of the researcher’s control. Instead, factors such 

as motivation, skill, and personal interest determine who participates in the intervention 

and who does not. When the treated and untreated groups are non-equivalent in ways that 

are also related to performance on the outcome measure, the study is susceptible to the 

threat of selection. Selection may also interact with other threats to validity in ways that 

affect the trajectory of one group. Most commonly, these threats arise when comparing 

non-equivalent groups such that one group is exposed to different events that influence 

the outcome outside of treatment (i.e., selection-history interaction), improves at a faster 

or slower rate absent treatment (i.e., selection-maturation), or is more likely to experience 

floor or ceiling effects on a measure (i.e., selection-instrumentation). 

Interactions between causal relationships with units, treatments, outcomes 

and settings. The aforementioned threats deal with the internal validity of study. 

However, if a researcher wishes to extrapolate the inferences made from one study to 

other relevant units, treatments, observation, or settings, then she must consider the 

likelihood that the established causal relationship is likely to interact with characteristics 

of the study sample. For instance, in many cases, schools elect to participate in a study, 

and it is from this smaller pool of that researchers conduct a randomized controlled trial. 
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However, it is likely that these schools differ from the broader population of interest in 

terms of need and their willingness to try a new innovation. This would limit the 

inferences that the researcher could draw from the small study to all relevant schools. 

Using Research Design to Address Threats to Validity 

Campbell and colleagues (Campbell & Stanley, 1963; Cook & Campbell, 1979; 

Shadish, Cook, & Campbell, 2001) have suggested the best way to safeguard against 

threats to validity is through the design of a research study. Because researchers are often 

constrained in some ways, whether by practical, political, or ethical considerations, 

certain approaches are often infeasible within the given parameters of a study. For 

instance, it may not be possible to increase the sample available for given study. 

However, researchers can work within the study’s limits to identify research designs that 

counteract the most likely threats to validity and invest in the necessary design elements 

accordingly. Although it is possible to control for factors directly after the study is 

completed, using research design can often eliminate the need to measure all potential 

confounders. Given the scope of external factors external that are likely to affect the 

treatment outcome within educational settings, using research design often provides 

stronger and more convincing evidence of a program’s effectiveness compared to 

statistical adjustments. 

Borrowing Campbell’s notation, we outline each study design and its features 

over time. Here, each line represents the sequence of observations (O) and treatments (X) 

a group receives, and each line represents a treatment group. We use an “R” to denote 

randomization of groups to treatments or treatment administrations. 
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Repeated measures designs. When the outcome of interest is collected is 

collected prior to and after the introduction of treatment, the researcher may use a 

repeated measures design to evaluate an intervention. Because of the flexibility and 

advantages of the repeated measures approach, these designs have been widely used to 

evaluate programs across the behavioral and educational sciences. In particular, special 

education research has long used the single-subject design as a means of improving upon 

the typical case study to evaluate and establish evidence-based practices (Horner et al., 

2005; Richards, 2018). Within this context, repeated measures designs are especially 

appealing as it is often difficult to identify an appropriate comparison group for 

exceptional learners or withhold a potentially beneficial treatment from eligible 

participants. Education economists have also used variations of the repeated measures 

design, such as the interrupted time series and difference-in-differences, in order to 

evaluate changes in large-scale policies and programs (Dee, Jacob, & Schwartz, 2013; 

Grissom, Nicholson-Crotty, & Harrington, 2014). These types of studies have become 

more feasible as schools, districts, and states have improved their longitudinal data 

systems, allowing researchers to draw from administrative data to evaluate policy shifts 

(Hallberg, Williams, Swanlund, & Eno, 2018). 

In its simplest form, the repeated measures requires only a pretest and a posttest 

collected within a single group. 

O X O 

The repeated measures approach is a natural fit for educational settings where 

assessments are commonly administered at regular intervals over the course of the school 

year, and it offers several advantages in contrast to cross-sectional designs, in which 
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outcomes are only observed at one point after treatment. First, because participants are 

measured both prior to and after intervention in a repeated measures study, the researcher 

is able to use pretreatment observations to estimate the counterfactual, or what would 

have occurred absent treatment. Treatment effects are then represented as the change 

within individuals. Since scores are generally more consistent within a person, the 

amount of outcome variance is reduced within a repeated measures framework. This 

means that the repeated measures designs offer improved statistical power and precision 

(Hedges & Hedberg, 2007), making it possible to detect treatment effects in smaller 

samples. While the simple pretest-posttest design provides an improvement over a cross-

sectional comparison of posttest means and has been widely used in the social sciences, it 

is vulnerable to many threats to internal validity (Campbell & Stanley, 1963; Shadish, 

Cook, & Campbell, 2001). In particular, maturation, testing effects, history, and – in 

some cases – instrumentation offer plausible alternative explanations for observed 

treatment effects.  

To better account for history threats, researchers commonly incorporate 

observations from an untreated comparison group. In this strain of repeated measures, the 

researcher identifies a group that would likely be exposed to many of the same historical 

events but did not receive the intervention. In educational studies, these groups often 

comprise students or teachers in the same or neighboring classrooms, schools, or districts 

that are likely to experience the same policies and programs outside of the intervention. 

The analog of the single-group pretest-posttest design is often referred to as a simple 

difference-in-differences or two-group pretest-posttest design.  

O X O 

O   O 
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Changes in the comparison group from the pre- to the post-treatment observation are 

intended to capture changes both groups would experience over time attributable to 

factors outside of treatment. 

While the comparison group used within a difference-in-differences design need 

not be equivalent to the treated group, the two groups are assumed to follow parallel 

trends in order to produce valid estimates. In fact, the groups may be fundamentally 

dissimilar, but the differences between groups should be consistent across time prior to 

the treatment. For instance, a study of a remedial math program may use higher-

achieving students who were ineligible for treatment as the comparison group. In this 

case, the two groups start at different levels of math achievement. However, it is assumed 

that students’ math skills in both groups are improving at the same rate over time, absent 

the treatment. This assumption can be difficult to satisfy when individuals self-select into 

the intervention, as it can be difficult to know if baseline differences may interact with 

time-varying threats such as maturation or history. 

Randomized designs. In order to ensure equivalence between groups, the 

researcher may randomize the treatment to participants. Randomized experiments have 

become more common in educational research in recent decades as they possess strong 

internal validity and causal rigor. Additionally, because selection mechanisms within 

educational settings are complex and difficult to quantify, randomized controlled trials 

are regarded as providing the most definitive evidence of a program’s effectiveness as 

they eliminate the need to control for these factors directly.  

In its simplest form, the randomized experiment assigns individuals to receive an 

intervention, and a posttest is collected after the administration of treatment. 
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R   O 

R X O 

 

This experimental designs provides strong causal warrant as the only difference between 

groups on expectation is the offer of treatment. Frequently, researchers will also collect a 

pretest prior to the administration of treatment.  

R O   O 

R O X O 

 

This allows them to determine directly the equivalence between the treatment and control 

groups, and as discussed previously, the use of repeated outcome observations generally 

provides improved statistical power as the pretest explains variation in the outcome 

measure (Hedges & Hedberg, 2007).  

While randomized experiments are considered the gold standard in educational 

evaluations, they present several challenges and considerations that can make them 

difficult to implement in educational settings. Foremost, these designs generally require 

withholding treatment from a subset of the sample. Because of this, they are best suited to 

situations where resources will not permit all eligible participants to receive treatment at 

the same time. Furthermore, because participants must relinquish control over who gets 

what and when, experiments are less politically feasible, so researchers often deal with 

limited samples in experimental studies. The also require the satisfaction of several 

assumptions in order to produce causally-interpretable results, primarily the assumption 

that treatment assignment does not influence participants potential outcomes and 

participants do not differentially drop out of the treatment conditions. Finally, because of 

the use of samples that are small and often unrepresentative of the entire population of 

interest, randomized experiments generally have low external validity. 
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 Replication designs. Conceptually, replication focuses on determining whether 

the results from one study can be reasonably reproduced in other samples, settings, times, 

dosages, or research designs. In practice, it involves two or more trials of the same 

intervention conducted across these different variables. Previously, replication has largely 

been conceived of procedural or theoretical rather than a design element (Schmidt, 2009). 

However, Wong and Steiner (2018) have recently formalized the replication as a research 

design. Within their Causal Replication Framework, the researcher can either perform an 

exact replication or systematically vary one component of the original study in the 

replication, such as the sample, while holding all other elements constant. This allows the 

research to determine whether or not the results replicate despite or as a result of the 

variable across the treatment administrations. For example, a researcher may be 

interested in knowing if two different measures of the same outcome produce reasonably 

similar results. If so, they could conduct an experiment in a sample and provide the two 

measures to all participants. Because the respondents would have completed the same 

measures at the same time after receiving the same treatment, any differences could be 

attributed to differences in the instrument. This would then provide evidence that the 

intervention impacted the targeted construct rather than being an artifact of a single 

measure’s properties. 

In addition to improving external validity, the use of replication designs has the 

advantage of allowing all participants receive treatment over the course of the study, even 

within an experimental context. In one such design commonly referred to as the stepped 

wedge design or dynamic waitlist design (Brown & Lilford, 2006; Wyman, Henry, 
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Knolbauch, & Brown, 2015), groups are randomly assigned to the timing of a treatment 

over the duration of the study.  

R O Xa O Xa O Xa O 

R O Xa O Xa O Xa O 

R O Xa O Xa O Xa O 

 

Because power is enhanced by increasing the number of treatment administrations or 

“steps” rather the number of participants or clusters, the stepped wedge is best utilized in 

situations that allow for a long study period is possible as well as many administrations of 

treatment (Fok, Henry, & Allen, 2015). Similarly, the stepped wedge is well-suited to 

studies of treatments that are assumed to have a lasting effect or that cannot be removed 

after it is introduced.  

The Hybrid Research Design: The Experimental Switching Replication 

The experimental switching replication combines the design elements described 

above by incorporating multiple observations, randomization, and multiple treatment 

administrations. Under this basic design, one group receives treatment earlier in the study 

while the other group serves as the control. The groups then switch roles in the second 

treatment administration, with the previously treated group serving as the control. 

R O Xa O Xb O 

R O Xb O Xa O 

    

Much like the stepped wedge, participants are randomly assigned to groups that 

receive treatment at different points over the course of the study in the experimental 

switching replication design. However, the power no longer comes from the steps as 

treatment is removed after each trial, making each treatment administration independent. 

This also means the experimental switching replication can be executed over shorter 

period of time relative to the stepped wedge. 
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The use of all three design elements provides several advantages within the 

experimental switching replication over using repeated measures, randomization, or 

replication alone. First, the use of randomization mitigates any concerns that the two 

groups do not share a common trend over time, as random assignment ensures that the 

groups are equivalent on both observed and unobserved characteristics. Additionally, 

because treatment assignment is random and the trials are independent, the switching 

replication offers power advantages above and beyond what is provided by other repeated 

measures designs, as the two treatment administrations can be stacked and analyzed 

collectively (Edmonds & Kennedy, 2017). Including the replication component not only 

permits all participants to receive treatment, it allows the researcher to determine if the 

effects of treatment replicate in a second, equivalent sample at a different point in time.  

While the switching replication has seen more widespread use in the harder 

sciences such as engineering, there are no examples in educational settings and few in the 

social sciences that we could identify. The few of the switching replication within these 

fields have been quasi-experimental (e.g., using repeated measures and replication but no 

randomization) (Bouwer, Koster, & van den Bergh, 2018; Stoddard & Piquette, 2010) 

and focused primarily on large scale policy evaluation (Parker, 1983; West, Hepworth, 

McCall, & Reich, 1989). In addition to the limited practical examples, few people have 

written about the mechanics design to date (Hedayat and Yang, 2005), barring a few 

pages in methodological texts and articles (Edmonds & Kennedy, 2017; Mercer et al., 

2007; Shadish et al., 2001). Because of the lack of guidance, the experimental switching 

replication is not well understood. 
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Requirements of the design. While the experimental switching replication offers 

several advantages over more commonly used research designs, it also imposes several 

data requirements that may be difficult to satisfy in some educational contexts. Some 

requirements address the common validity threats outlined previously, while others stem 

from the additional assumption that each trial within the switching replication is 

independent. It is this underlying assumption allows the experimental switching 

replication to improve the evidence of external validity. 

Attrition and study reactivity. Like other longitudinal studies, the switching 

replication has a greater risk of losing participants over the course of the study. 

Additionally, because the switching replication requires multiple treatment 

administrations during which some participants do not receive the intervention, 

differential attrition and study reactivity become greater concerns relative to traditional 

pretest-posttest randomized experiments. This means that it is best suited for situations 

with low risk of participant attrition over the course of the study. Classroom contexts 

often satisfy these requirements as students are able to complete multiple interventions 

and outcome assessments over the course of semester or academic year.  

Carryover and sequence effects. As the trials are assumed to be independent of 

one another within a switching replication, the effects of the treatment in one period 

should not influence outcomes later in the trial. Because of this, the switching replication 

is best used to study treatments with immediate, short-term effects on the outcome. If the 

treatment effects are suspected to carryover into later trials, it becomes difficult to assume 

that the treatment groups are following the same trend later in the study. Similarly, when 

the experimental switching replication is used to evaluate more than one intervention 
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over the course of the study, it is assumed that the order in which participants received 

the treatments have no bearing on the estimated effectiveness. It is possible to account for 

some of these complications prospectively. For instance, if the researcher anticipates that 

the treatment will demonstrate a delayed or long-term effect, additional measurement 

periods should be added after each treatment administration in order to capture longer-

term outcomes for both groups. Additionally, if sequence effects are likely, the researcher 

can counterbalance the ordering of the treatments such that each possible sequence is 

represented among the treatment groups (Ellis, 199; Kennedy & Edmonds, 2016). 

Treatment contrast across trials. Much like the receipt of treatment in one trial 

should not influence the results of another trial within the experimental switching 

replication, the treatment contrasts should remain consistent across time. If the 

intervention changes substantially over time such that participants in later trials receive a 

different intensity or dosage, then it becomes difficult to know if the presence or absence 

of effects across administrations is due to differences in the treatment or a lack of 

replicable results.  

Properties of outcome measure. As is the case with other repeated measures 

designs, the researcher must consider the properties of the outcome measure within the 

switching replication. First, because the treatment effect is estimated as a change within 

individual, the outcome must be able to be repeated and sensitive to detect differences 

over time. Second, highly variable outcomes are not well-suited for many repeated 

measures designs, as the design loses its efficiency. Additionally, while trends do not 

need to be linear, the researcher will need additional outcome observations in order to 



REPEATED MEASURES FOR PROGRAM EVALUATION 123 
 

 

properly detect and account for non-linear patterns. Lastly, the researcher must be able to 

observe the outcome at regular intervals over the course of the study.  

Case Study: Switching Replication in Teacher Preparation  

In order to demonstrate how the switching replication may be used within an 

educational context, we detail its application within a teacher preparation program below. 

The present multi-arm, experimental switching replication is part of a yearlong study to 

evaluate different skill-based coaching supports administered in a simulated learning 

environment in a school of education. In order to understand the study design as well as 

the rationale between the switching replication, we describe the simulator, the motivation 

for evaluating coaching supports within this context, and the intervention.  

Overview of Simulator and Study 

The simulator utilizes an online application to display avatars within a variety of 

education-related settings such as elementary and secondary classrooms. These classroom 

environments are projected onto a screen, and avatars serve as “virtual puppets” 

controlled by a trained specialist. This simulator specialist responds to participants’ 

actions based on predefined character profiles and a detailed description of each scenario, 

allowing for standardization of responses across interactions with teacher candidates. 

While simulated learning environments have not been widely used in teacher education, 

they have proven to be a valuable tool to train professionals in other fields such as 

aviation (Hayes, Jacobs, Prince, & Salas, 1992) and medicine (McGaghie et al., 2006).   

A unique and powerful feature of simulated learning is the ability for experts to 

directly observe novices’ practices in a controlled environment, as opposed to less 

controlled field settings. This allows for participants to receive immediate, real-time 
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feedback on their performance as they complete a simulation. As such, the larger study is 

focused on contrasting different feedback conditions administered in the simulator and 

their relative effects on teacher candidates’ targeted skills/behaviors when given an 

opportunity for repeated practice. 

Sample and Context. Teacher candidates in the second year of a teacher 

preparation program used the simulator at three points over the course the academic year. 

As part of their general teaching methods course, the teacher candidates used the 

simulated learning environment to practice different skills covered in class. During the 

fall semester, teacher candidates focused on providing high-quality feedback to the 

virtual students during the discussion of an assigned text. In the spring semester, teacher 

candidates generated classroom expectations and norms with the avatars and were given 

opportunities to practice classroom management through redirection.  

Intervention. In order to support the development of their practice in the simulator, 

we investigated different skills-based coaching formats. We randomly assigned teacher 

candidates to each of the following feedback conditions: 

1. Self-reflection (treated as our control condition), in which the participants 

completed graphic organizers prompting them to evaluate what went well, what 

they would do differently, and which actions they planned to do in the second 

iteration; 

2. Guided reflection with a coach, in which the participants received directive 

feedback on their performance at the end of the simulation;  

3. Guided reflection plus real-time coaching, in which a coach used quick prompts 

delivered via an earpiece to highlight opportunities for the participant to use the 
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targeted skill as they occurred in during the simulation in addition to directive 

feedback at the end of the simulation. For example, coaches would say “voices 

off” when an avatar began singing aloud, indicating that the teacher should 

redirect the virtual students’ behavior. 

All sessions were video recorded, and trained research assistants coded videos and/or 

transcripts of teacher candidates in the simulator.  

Rationale for Switching Replication 

While we wished to evaluate the effects of coaching in the simulator in order to 

inform future provision of such supports, executing an experimental or quasi-

experimental study in the teacher preparation program posed practical and ethical 

concerns. Both teacher candidates and program faculty expressed reluctance about 

withholding treatments from a subset of study participants. Yet, we had little empirical 

evidence to suggest that skills-based coaching improved teacher candidates’ skills, 

making it difficult to justify the intensive investments needed to provide coaching to all 

teacher candidates each time they used the simulator. Because the students were exposed 

to many other over the course of the academic year, it would be difficult to rule out 

history threats without the use of a comparison group. Given concerns about withholding 

treatment and opportunities for more than one exposure to treatment and subsequent 

measurement, we implemented a switching replication to both counter limitations of 

alternative designs and capitalize on the inherent characteristics of our study sample.  

Study Design 
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Because of our interest in multiple treatments, timeframe, and some logistical 

challenges, we modified the traditional switching replication design presented in Table 1. 

Instead, our study took the following form: 

R Xc O1 O2 Xg O3 

R Xg O1 O2 Xr O3 

R Xr O1 O2 Xc O3 

 

Here, we randomized participants to one of the three groups blocking by the four fall 

course sections (two elementary and two secondary sections). In the fall treatment 

administration, the first group received self-reflection (no-treatment control group), the 

second group received guided reflection (Xg), and the third group received real-time 

coaching in addition to guided reflection (Xr). After receiving treatment, we observed the 

teacher candidates performance in the simulator (O1). Following a brief washout period, 

we collected a midpoint observation (O2) prior to implementing the second treatment. 

This observation serves as second baseline as no treatment was provided between O1 and 

O2. During the second trial, all participants switched to a different treatment, with those 

who had been assigned previously to self-reflection receiving guided reflection, those 

who had received guided reflection receiving real-time coaching, and those who had 

received real-time coaching switching to self-reflection in the spring. After receiving 

these treatments, we again observed their performance in the simulator (O3). 

Complications and Considerations 

 In designing our study, we hoped to provide strong empirical evidence regarding 

the effectiveness of coaching supports within a limited sample. However, we must also 

consider the implications of the current context on the validity and interpretability of our 

results. While the experimental switching replication safeguards against many threats to 
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internal validity such as history and the presence of parallel trends, it is still vulnerable to 

differential attrition and study reactivity. We anticipated that attrition would be less 

problematic over the course of the study as teacher candidates were expected to use the 

simulator as part of their academic program. Additionally, we did not anticipate any 

residual effects from the first trial, as we targeted different skills in the fall and spring 

semesters and included a washout period of 2 months before the second treatment 

administration. Finally, the basic parameters of the intervention (e.g., self-reflection, 

coaching, and coaching plus real-time feedback) remained the same across 

administrations over the course of the study, though several aspects of the coaching 

intervention changed such as the targeted construct. However, the duration of these 

interactions and the number of suggestions remained the same. 

Discussion 

Educational evaluators are expected to make convincing connections between 

programs and outcomes. As a result, the research community has come to prioritize 

studies with strong internal validity, and the traditional randomized experiment has been 

held in the highest regard due to its ability to rule out alternative explanations for 

observed treatment effects. However, traditional applications of the randomized 

experiments generally lack the ability to produce externally valid results. Alternatively, 

non-experimental cross-sectional studies frequently struggle to rule out competing 

explanations for observed effects, making it difficult to link treatments to outcomes. 

Given the rising standard for the research produced in educational contexts and the 

difficulty of executing traditional randomized controlled trials, it is imperative that 

researchers have more methodological tools that can multi-task – providing results with 
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strong causal warrant while also providing confidence that the treatment effects are more 

than a byproduct of chance or specific conditions.  

Though the repeated measures design has been used to evaluate an array of 

educational program and policies, the switching replication variant is not well represented 

both in the methodological and applied literature. Without practical guidance, this design 

is likely to remain underutilized in educational evaluations. However, this design offers 

many of the strengths of the randomized experiment while also providing additional 

advantages such as improved external validity and the ability to provide treatment to all 

study participants. It also conducive to many educational settings where resources 

constrain the implementation of new supports to all participants simultaneously, but 

withholding treatments would not be desirable. The classroom often provides an ideal 

context for using the switching the replication, as it limits the risk of differential attrition 

and provide opportunities for repeated treatment administrations and outcome 

observations. Furthermore, as longitudinal data become more common across educational 

settings, the more feasible these types of studies become. 

Future Directions 

It is important for the researcher to weigh the most likely threats within the study 

and make investments accordingly. As we discovered through our application of the 

experimental switching replication design within a teacher preparation program, it can be 

difficult to satisfy the primary assumption of independence across treatment 

administrations. Still, while these divergences for the intended design complicate the 

interpretation of the results, some of these issues can be addressed in the analysis of the 

data. Future work summarize the different analytic approaches that can be employed to 
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estimate treatment effects from the switching replication, further sensitivity checks that 

can be used to test the underlying assumptions.   
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Table 1. Overview of Switching Replication Design 

1. Basic Design: Repeated measures design in which one group receives treatment 

while the other group serves as the comparison. These groups switch roles at a 

later point during the study. 

2. Design Components 

 Treatment is withheld from each group at one point in the study. 

 The researcher collects repeated measures of the outcome variable before 

and after each treatment administration. 

 The treatment is administered at more than one point during the study. 

3. Benefits 

 All participants receive the treatment 

 Improved statistical precision through repeated measures 

 Ability to assess replicability of results across administrations  

4. Considerations of Switching Replication 

 Does the current context allow for multiple administrations of measures 

and treatment? 

 What is the risk of attrition over the course of the study? 

 Are there carryover effects after treatment is removed? 

 Are the treatment effects likely to be delayed? 

5. Variants of the Switching Replication 

 Experimental Switching Replication: Randomly assigns individuals to two 

treatment groups where one receives the intervention first and the other 

receives treatment at a later time 

 Example: Cernin & Lichtenberg, 2009 

 Multi-Arm Switching Replication: Compares multiple treatment conditions 

 Example: Winterer,…, & Streffer, 2013 

 Quasi-Experimental Switching Replication: Does not use randomization to 

assign individuals to treatment groups, and instead uses intact groups such 

as classrooms, schools, states, etc. 

 Example: Basadur, Graen, & Scandura, 1986 

 

 

 

 

 

 

 


