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Amodern extraction of Compton FormFactors fromDeeply
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Liliet Calero Diaz

(ABSTRACT)

Over the last 20 years, there has been intense experimental activity dedicated
to the measurement of observables to help build a 3D description of the nucleon.
Generalized Parton Distributions (GPDs) describe complementary aspects of the
structure of hadrons, providing qualitative and quantitative information about the
partonic structure and dynamics such as orbital angular momentum. The cleanest
process to access GPDs is the Deeply Virtual Compton Scattering (DVCS), where
the cross-section is parametrized in terms of Compton Form Factors (CFFs) which
are convolutions of GPDs with coefficient functions computed from perturbative
QCD. The CFFs are extracted from DVCS experimental data taken at Jefferson Lab,
including the most recent Hall A data. This analysis consists of a novel local fitting
technique using 𝜒2 maps to constrain the CFFs. The CFFs, ℜ𝑒ℋ , ℜ𝑒ℰ, and ℜ𝑒ℋ̃
are determined independently in each kinematic bin for the unpolarized beam-target
configuration at twist-2 approximation using the formalism developed by A.V. Belit-
sky, D. Müller, and A. Kirchner (BKM10). The resulting CFFs are used to train and
regularize a Deep Neural Network (DNN) to obtain a global behavior of the CFFs
with minimal model dependency. An advanced DNN-driven extraction with pre-
diction capabilities that shows potential for improving the accuracy, precision, and
reliability of future CFFs extractions is introduced. These procedures are tested and
systematically studied using pseudo-data generated with kinematics mimicking the
experimental data.
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Introduction

Exploring the inner workings of strongly interacting systems through the analy-
sis of quark and gluon structure is a cornerstone of particle physics. In the past
few decades, comprehensive investigations of parton distribution functions (PDFs)
have yielded detailed insights into the longitudinal momentum distribution of
quarks and gluons, thereby offering a one-dimensional glimpse into the nature of
hadrons. However, the comprehensive delineation of the multi-dimensional par-
tonic structure of hadrons remains a paramount objective for ongoing experiments
at esteemed facilities such as DESY, JLab, BNL, and CERN, as well as the prospective
Electron-Ion Collider, where studying quantities revealing the transverse structure
of hadrons is imperative. Among those quantities are a new class of light-cone
matrix elements, called Generalized Parton Distributions (GPDs) introduced in the
1990s [1–5] and since then, they have been widely recognized as one of the key
objects to explore the structure of hadrons.

The GPDs seemingly unify different physical quantities, such as the PDFs and
nucleon form factors (FFs), into the same framework. This makes them complicated
multi-variable functions with richer information than PDFs, encoding the largely
unknown correlations between the transverse spatial structure of partons and their
intrinsic longitudinal motion in the nucleon. This correlation provides a gateway to
access the quark and gluon orbital angular momentum (OAM) and to elucidate the
nucleon spin puzzle [6]. In particular, they provide 3D number densities of quarks
and gluons within the nucleon [7–9], and a connection to the matrix elements
of the energy-momentum tensor, making it possible to evaluate the total angular
momentum and “mechanical” properties of hadrons, like pressure and shear stress
at a given point of space [10, 11].

Experimental information on GPDs can be obtained from hard exclusive scatter-
ing processes such as deeply virtual Compton scattering (DVCS) [3], deeply virtual
meson production (DVMP) [4], time-like Compton scattering (TCS) [12] and double
deeply virtual Compton scattering (DDVCS) [13]. All of them allow us to study the
transitions of hadrons from one state to another, with a unique insight into changes
taking place at the partonic level. At leading twist, the scattering is produced off

1
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a single parton of the nucleon with no other partons participating in the process
and the nucleon structure is characterized by eight GPDs for each quark flavor:
four GPDs conserving the helicity of the parton (chiral-even) and the other four
flip the parton helicity (chiral-odd) [14, 15]. There also exist gluon GPDs. Each
GPD depends on 3 variables 𝑥, 𝜉 and 𝑡, where 𝑥 ± 𝜉 is the light-cone longitudinal
momentum fraction of the struck quark before (“+” sign) and after (“−” sign) the
scattering, resulting in a squared four-momentum transfer 𝑡 to the nucleon (fig. 0.1).
This gives rise to the division of the GPDs into two distinct regions, each carrying
entirely different physical interpretations. An intuitive physical interpretation of
the GPDs using light-cone coordinates for 𝑥 ∈ [𝜉, 1] (𝑥 ∈ [−1,−𝜉]) referred to as
DGLAP [16–19] region, can be attributed to the amplitude of hitting a quark (an-
tiquark) in the nucleon with momentum fraction 𝑥 + 𝜉 (𝜉 − 𝑥) and putting it back
with a different momentum fraction 𝑥 − 𝜉 (−𝜉 − 𝑥) at a given transverse distance,
relative to the transverse center of mass, in the nucleon. In the ERBL [20, 21] region,
𝑥 ∈ [−𝜉, 𝜉] the GPD resemble distribution amplitudes governing the emission or
absorption of a parton-antiparton pair with squared momentum 𝑡.

GPDs are most directly accessible in the DVCS process where an incoming
photon with high virtuality𝑄2, emitted by a high-energy lepton beam, hits a parton
of the nucleon which radiates a final real photon (𝛾∗𝑝 → 𝛾𝑝). The possibility of
studying GPDs in suitable exclusive scattering processes rests on factorization
theorems, as does the usual extraction of parton densities from inclusive and
semi-inclusive measurements. The proven QCD factorization theorems [22, 23]
demonstrate that the DVCS amplitude can be factorized into a hard photon-quark
Compton scattering calculable in perturbative QCD and a soft part which encodes
the complex unknown non-perturbative dynamics of the quarks in the nucleon
described, in the QCD leading order framework, by the four chiral-even GPDs
(𝐻, 𝐸, 𝐻, 𝐸), in an expansion in inverse powers of 𝑄2 (twist-expansion) (fig. 0.1).
This factorization has been shown to hold in the Bjorken limit for sufficiently large
𝑄2 >> 𝑀2 as well as a small net momentum transfer to the proton |𝑡 |/𝑄2 << 1
at fixed 𝑥𝐵 = 𝑄2/(2𝑞 · 𝑃), where 𝑞 and 𝑃 are the virtual photon and initial proton
four-momentum respectively. A consequence of the factorization is that GPDs
are universal, as the differences between different processes are contained in the
hard part. At the leading order, DVCS is not sensitive to the chiral-odd GPDs, but
they can be measured in other exclusive processes such as pseudo-scalar meson
production.

Although DVCS is one of the cleanest channels to access GPDs, it requires high
enough luminosities to measure small cross sections, and a large combination of
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Figure 0.1: Factorisation of DVCS in the leading twist description at leading order.

experimental setups is needed in order to measure all the observables necessary
to disentangle the contributions of the four GPDs. This includes different beam
energies and beam charges, different kinematic coverages, DVCS on proton and
neutron for quark GPDs flavor separation, and all possible unpolarized and polar-
ized beam and target configurations. DVCS has been extensively studied in the last
decade by DESY and JLab collaborations and recently by the completed COMPASS
experiment at CERN, now turned into the AMBER experiment.

H1 [24, 25] and ZEUS [26] collider experiments at HERA measured the smallest
𝑥𝐵 ∼ 10−4, and the largest 𝑄2 ∼ 100 GeV2 values where DVCS has been measured.
Having access to both electron and positron beams, they published beam charge
asymmetries as well as unpolarized cross sections at small 𝑥𝐵 regions dominated
by sea quarks and gluons. As of today, HERMES [27–33] experiment also at HERA,
provided the most complete set of DVCS observables in 𝑥𝐵 between 0.04 and 0.1
and 𝑄2 up to 7 GeV2 using a fixed target which could be longitudinally or trans-
versely polarized. At JLab [34–40], the CLAS (Hall-B) and Hall-A collaborations
also made a series of high statistics DVCS dedicated experiments using a fixed
target. They worked at a larger value of 𝑥𝐵 of the order of 0.1 to 0.7 and 𝑄2 from 1
to 10 GeV2, corresponding to the valence quarks region. In addition to unpolarized
cross-sections, JLab has also provided asymmetry observables using a combination
of longitudinally polarized beam and target. Among the available experimental
data, only JLab has reported observables with high statistics and reasonably finely
binned four-fold cross-sections and asymmetries. The Hall-A collaboration has also
produced complementary neutron DVCS measurements that enable the separation
of the 𝑢 and 𝑑 quark contributions to the leading GPDs [40]. DVCS cross-section
measurements at 𝑥𝐵 = 0.056 from the last runs taken by the COMPASS [41] exper-
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iment at CERN with a fixed target, have been recently published.
Despite such a dedicated experimental program focused on DVCS significantly

advanced worldwide, the intrinsic complexity of the GPDs needs more extensive
and precise data to effectively constrain them in the multi-dimensional phase space
of kinematic variables. Furthermore, one needs to cover this phase space with data
collected for various processes and experimental setups, which is required to dis-
tinguish between many types of GPDs and contributions coming from various
quark flavors and gluons. More data sensitive to GPDs will be delivered by the
next generation of experiments. The upcoming DVCS experiment at COMPASS
[42], which will employ a 160 GeV muon beam both positively and negatively
charged, will collect data in a kinematic domain yet unexplored (0.005 < 𝑥𝐵 < 0.3),
between HERMES and the JLab experiments on the one hand, and the HERA col-
lider experiments on the other hand, covering the region dominated by sea quarks.
The upgraded CLAS12 spectrometer [43] in Hall B at JLab, will allow for precise
tuning of GPD parametrizations and improve the statistics of the previous CLAS
measurements. Approximately 85% of the new data covers a phase space in the
valence quark region that has never been probed with DVCS before. With the first
CLAS12 measurements on DVCS beam-spin asymmetries (BSA) published [44],
measurements on unpolarized and polarised proton DVCS cross sections, as well
as target-spin asymmetries (TSA) and double-spin asymmetries (DSA) with longi-
tudinally and transversely polarized targets, are planned with a similar program
for DVCS on the neutron. Additionally, new proposals are in preparation to utilize
a future positron beam at JLab. Future electron-ion colliders like the EIC[45, 46],
EicC [47], and LHeC [48], are at the center of a lot of attention thanks to their
promise of a high luminosity coverage over an extended region at relatively small
𝑥𝐵 and large 𝑄2 that will probe the gluon rich environment.

One major difficulty in the study of GPDs is that they appear in the DVCS
amplitude as integrals over 𝑥 from −1 to 1, as a consequence of the implied quark
loop (fig. 0.1). Since 𝑥 cannot be measured experimentally, the DVCS cross section
is instead parametrized in terms of Compton Form Factors (CFFs) that are directly
accessible. The factorization theorems allow us to express CFFs, as convolutions
of GPDs with coefficient functions calculable at any order of perturbative QCD
(pQCD).

At leading order and leading twist, the CFFℋ associated with the GPD 𝐻 can
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be expressed as:

ℋ(𝜉, 𝑡) ≡
∑
𝑞

∫ 1

−1
𝑑𝑥𝐶

𝑞[−]
0 (𝑥, 𝜉)𝐻𝑞(𝑥, 𝜉, 𝑡), (1)

summing over all the quark flavors. At leading twist, the coefficient function has
no scale dependence and reads [49]:

𝐶
𝑞[∓]
0 (𝑥, 𝜉) = 𝑒2

𝑞

( 1
𝜉 − 𝑥 − 𝑖0 ∓

1
𝜉 + 𝑥 − 𝑖0

)
, (2)

where 𝑒2
𝑞 is the charge of the quarks in units of proton charge. Using the residue

theorem, it is possible to decompose the integral (1) so that each CFF contains two
real quantities, for the CFFℋ for example:

ℋ(𝜉, 𝑡) =ℜ𝑒ℋ(𝜉, 𝑡) + 𝑖ℑ𝑚ℋ(𝜉, 𝑡) (3)

where,

ℜ𝑒ℋ(𝜉, 𝑡) =
∑
𝑞

𝒫
∫ 1

0
𝑑𝑥𝐶−𝑞 [𝐻𝑞(𝑥, 𝜉, 𝑡) − 𝐻𝑞(−𝑥, 𝜉, 𝑡)], (4)

ℑ𝑚ℋ(𝜉, 𝑡) = 𝜋
∑
𝑞

𝑒2
𝑞

[
𝐻𝑞(𝜉, 𝜉, 𝑡) − 𝐻𝑞(−𝜉, 𝜉, 𝑡)

]
. (5)

𝒫 denotes the Cauchy principal value, the skewness 𝜉 is related to 𝑥𝐵 at leading
twist as 𝜉 ≈ 𝑥𝐵/(2 − 𝑥𝐵) and,

𝐶
[∓]
𝑞 (𝑥, 𝜉) = 𝑒2

𝑞

( 1
𝜉 − 𝑥 ∓

1
𝜉 + 𝑥

)
. (6)

Similar expressions hold for the CFFs ℰ , ℋ̃ , ℰ̃ associated with the GPDs 𝐸, 𝐻, 𝐸
respectively, where the top sign in (6) applies for the unpolarized GPDs (𝐻, 𝐸)
and the bottom sign is for the polarized GPDs (𝐻, 𝐸). Equations (4) and (5) show
that observables sensitive to the imaginary part of the CFFs will only contain
information along the line 𝑥 = ±𝜉, whereas the real part probes GPD integrals
over the momentum fraction 𝑥. Given the complicated kinematic dependence
of the GPDs, retrieving them from CFFs is therefore a major challenge of the
field, known as the deconvolution problem [50]. Thus, the maximum model-
independent information which can be extracted from the DVCS reaction at leading
twist are 8 CFFs, which depend on two variables, 𝜉 and 𝑡, at QCD leading order.
There is an additional 𝑄2 dependence in the CFFs (and in the GPDs) if QCD
evolution is taken into account.
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Since the CFFs are not practically invertible due to the large magnitude of un-
certainty underlying the connection with GPDs [50, 51], inputs from theory play an
important and complementary role in determining the GPDs. Current parametriza-
tions of GPDs suffer from model dependency of phenomenological GPD models,
like KM [52–54], GK [55] and VGG [56], which use a similar Ansätze with a rigid
form and therefore cannot be considered as diverse sources for the estimation of
model uncertainty. Recently, efforts were conducted to produce GPD models using
artificial neural network (ANN) techniques and fulfilling theory-driven constraints,
keeping model dependency to a minimum and providing flexible parametrizations
that give a better account of the systematic effects associated with the ill-defined
extraction of GPDs from exclusive processes [57]. In addition to the experimental
inputs, a new source of information regarding GPDs has emerged through lattice
QCD simulations where novel developments allow access to the nucleon structures
from first principle calculation [58–60].

The subject of this thesis is focused on the extraction of the GPD-related quanti-
ties, the CFFs, in the least constrained and most challenging DVCS observable case
where there is no polarization of the initial or final-state particles involved in the
scattering process: the unpolarized cross section. The challenge in extracting the
CFFs lies in the presence of 8 CFFs at twist-2 which results in an underconstrained
problem, in disentangling the DVCS process from the Bethe-Heitler (BH) scatter-
ing competing processes and in obtaining precise experimental data over a wide
range of kinematic variables. In this work, we developed extraction techniques
that are capable of constraining the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃ from only one ex-
perimental observable. These techniques can also be applied to further polarized
observables which can only improve the extraction accuracy and the number of
CFFs that can be accessed as more constraints are included. The parametrization
of the DVCS cross-section in terms of the CFFs at leading order and leading twist
is convention-dependent and therefore not unique. Our extraction techniques are
illustrated using the Belitsky, Müller and Kirchner DVCS formulation [61] but they
can be applied to any formulation. An original recent computation of the DVCS
cross-section conducted in reference [62] allows mapping into the various light-
cone choices at leading twist which combined with our extraction frameworks can
break new ground on what can be extracted from experimental observables.

The manuscript’s structure is as follows: Chapter 1 provides a brief overview of
our current understanding of the proton structure derived from elastic and inelastic
scattering processes. Additionally, it highlights the open question regarding pro-
ton spin decomposition, where GPDs play a crucial role in unraveling the proton’s
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spin puzzle. This unresolved aspect is one of the primary motivations behind the
research presented in this work. Chapter 2 presents the theoretical framework of
the GPDs. It includes discussions on the definition, interpretations, and crucial
properties of GPDs. Furthermore, it offers an overview of some existing modeling
strategies of GPDs found in the existing literature. This chapter also emphasizes
selected physical motivations for studying GPDs, highlighting their significance
in accessing hadron tomography—the imaging of hadron structures—and their
connection to the energy-momentum tensor (EMT), a fundamental quantity in
physics that describes the distribution of energy and momentum within particles.
Chapter 3 explores the practical application of GPDs in a phenomenological con-
text, particularly focusing on their experimental exploration via the DVCS process,
where GPDs manifest as CFFs. This chapter also covers an analysis of both the
present and anticipated future status of experimental DVCS data. Additionally,
it offers a comprehensive breakdown of the experimental datasets sourced from
Jefferson Lab, which are utilized in this study. Chapter 4 delves into the specifics of
this simulated data employed in this study. This pseudodata serves a dual purpose:
firstly, to assess the accuracy and precision of our developed extraction techniques,
and secondly, to conduct systematic studies aimed at understanding various fac-
tors influencing the analysis process. Chapter 5 provides an in-depth account of
the extraction process for CFFs from the photon leptoproduction cross-section.
This chapter introduces a pioneering extraction technique that relies on contour
selection on 2-dimensional 𝜒2 maps, enhancing the precision and reliability of
the extraction procedure. The validity and strength of this extraction method are
established through the use of the generated pseudodata and systematic investiga-
tions, ensuring its robustness. The resulting CFFs extracted from the experimental
data are presented in relation to key kinematic variables such as 𝑡, 𝑥𝐵, and 𝑄2,
offering insights into their dependencies and behaviors within these parameters.
Chapter 6 showcases contemporary extraction methodologies and the modeling of
CFFs using Deep Neural Networks (DNNs). This section notably presents a novel
extraction approach equipped with both interpolation and extrapolation capabil-
ities. It introduces an iterative generating function improvement procedure that
enhances the precision of CFFs extraction while providing a means to assess its
accuracy in real experimental scenarios.



The proton structure 1
The proton was discovered in 1919 by Rutherford who noticed that a hydrogen
nucleus is liberated from a nitrogen atom once disintegrated [63]. This hydrogen
nucleus was thought of as an elementary particle, the proton, and its spin was
confirmed to be 1/2 in 1927 [64]. The first hints of an internal structure of the
proton came only in 1933 when experiments [65–68] shed light on its magnetic
moment, much larger than what was expected for a point-like fermion obeying
Dirac’s equation. In other words, it was found to be:

𝜇𝑝 = (1 + 𝜅)
𝑒

2𝑀 >
𝑒

2𝑀 , (1.1)

where 𝜅 is the anomalous magnetic moment, 𝑒 the positron charge and 𝑀 the
proton mass.

One key breakthrough in this endeavor was the measurement of nucleon Form
Factors (FFs) through elastic scattering experiments. In the 1950s, experiments
involving the elastic scattering of electrons off proton and deuteron targets [69, 70]
hinted at the internal structure of nucleons and showed that indeed the proton
was not a point-like particle and had a spatial extension. The FFs are related to
the distribution of electric charge within the nucleon and provide insights into the
transverse spatial distribution of partons, which are the constituents of nucleons.

Another significant advancement came through the measurement of Parton
Distribution Functions (PDFs) using Deep Inelastic Scattering (DIS). The DIS ex-
periments [71, 72] confirmed the existence of quarks and revealed information
about the longitudinal momentum distribution of partons within nucleons. How-
ever, some aspects of nucleon structure remained elusive. For instance, FFs and
PDFs couldn’t capture the correlations between the spatial and momentum distri-
butions of partons. Quantum Chromodynamics (QCD) effectively describes the
dynamics of quarks and gluons at high energies, which make up hadrons like
protons and neutrons. Nonetheless, at low energies, the theory loses its predictive
power, and phenomena such as confinement (the inability to observe individual
quarks and gluons) and hadronization (the formation of hadrons from quarks and

8
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gluons) remain poorly understood. This knowledge gap necessitates experimental
investigations to better understand QCD.

Generalized Parton Distributions (GPDs), introduced in the mid-90s, have the
potential to bridge these knowledge gaps. GPDs generalize FFs and PDFs, encap-
sulating both while providing insights into the correlations between the spatial
distributions of partons and their longitudinal momentum distributions within
nucleons. This effectively allows for a 3-dimensional examination of nucleon struc-
ture. Additionally, GPDs offer insights into the contribution of quark orbital angu-
lar momentum to the nucleon’s spin. Deeply Virtual Compton Scattering (DVCS)
is one of the cleanest channels for experimentally accessing GPDs and provides
valuable data for testing models and verifying GPD properties and sum rules.

The following Chapter gives a summary of today’s understanding of the nu-
cleons and the methods used to investigate their structure. These measurements
provide experimental observables that allow us to study the nucleon properties
and also give first hints about the nucleon being a composite particle of point-like
constituents. These insights led to the development of the quark-parton model
(QPM). The "spin crisis" and the proton spin decomposition are discussed in the
last sections.

1.1 | Lepton-nucleon scattering
Lepton-nucleon scattering is a fundamental process in particle physics. This in-
teraction involves a high-energy lepton, typically an electron or muon since they
are structureless particles that only interact electromagnetically through the ex-
change of a virtual photon with a nucleon, which is a building block of atomic
nuclei. This scattering process provides crucial insights into the internal structure
of nucleons and is instrumental in probing the strong force, described by Quan-
tum Chromodynamics (QCD), which binds quarks and gluons within the nucleon.
By scattering high-energy leptons off nucleons, experiments can investigate the
distribution of electric charge and magnetic properties within nucleons, revealing
the spatial arrangement and behavior of their elementary constituents, quarks and
gluons. Different modes of lepton-nucleon scattering, such as elastic scattering,
inelastic scattering, and Deep Inelastic Scattering (DIS), have been employed in
experiments to unveil the rich and intricate structure of nucleons, contributing
significantly to our understanding of subatomic physics.
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Figure 1.1: Illustration of the elastic lepton-nucleon scattering in the one-photon-
exchange approximation.

1.1.1 | Elastic scattering

The term elastic refers to lepton-nucleon scattering processes with the same par-
ticles in their initial and final state. The topology of the reaction is summarized
as:

𝑒 + 𝑝 → 𝑒′ + 𝑝′

and it is illustrated in Figure 1.1 where 𝑘, 𝑘′, 𝑝, 𝑝′ are the four-momenta of the inci-
dent and scattered, electron and proton, respectively and 𝑞 is the photon virtuality
which is space-like (𝑞2 < 0), that is, there is a frame where the energy transfer is
zero and only momentum is transferred:

𝑞2 = −𝑄2 = (𝑝′ − 𝑝)2 = (𝑘 − 𝑘′)2, −𝑄2 = Δ2 ≡ 𝑡 = (𝑝′ − 𝑝)2 < 0. (1.2)

Since the late 1920s, it has been known that the proton is a charged, half-
integer spin particle [64]. Due to the spin, the proton has a magnetic moment.
The first experiments dedicated to studying the magnetic moment of the proton
were performed by R. Frisch and O. Stern in 1933 [65]. These experiments and
subsequent high-precision measurements in the late 1940s and early 1950s resulted
in a larger value of the magnetic moment than what was expected for a point-like
particle. This anomalous magnetic moment of the proton led to the conclusion that
the proton must imply a complex structure. The electromagnetic structure of the
proton was further studied in elastic lepton-nucleon scattering. First measurements
using a 188 MeV electron beam and a hydrogen or helium target were performed
at the Stanford Linear Accelerator Center (SLAC) in the mid-1950s by a team led
by R. W. McAllister and R. Hofstadter [69]. In this study, the root mean square
radii of charge were measured for both, the proton and the alpha particles with
the hydrogen and helium targets respectively. Later, systematic measurements of
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the cross sections for leptons scattering off light and heavy nuclei targets were also
performed.

The study of the cross-sections allowed the determination of the elastic form
factors (FFs). Its dependence on𝑄2 can be described by a dipole form factor which
is related to an exponentially decaying charge density through a Fourier transform
that confirms the finite size of the proton.

1.1.1.1 | Elastic Form Factors

The lowest order approximation for electron nucleon scattering is the single virtual
photon exchange process or Born term. The lab frame, i.e. the nucleon target rest
frame differential cross section of elastic lepton-nucleon scattering in one-photon
exchange approximation reads as [73]:

𝑑𝜎
𝑑Ω

=

(
𝑑𝜎
𝑑Ω

)
𝑀𝑜𝑡𝑡

𝐸′

𝐸

(
𝐹2

1

(
𝑄2

)
+𝜏

[
𝐹2

2

(
𝑄2

)
+ 2

[
𝐹1

(
𝑄2

)
+ 𝐹2

(
𝑄2

)]2
tan2 𝜃

2

] )
,

(1.3)

with 𝜏 = 𝑄2/4𝑀2. The Mott cross-section is:(
𝑑𝜎
𝑑Ω

)
𝑀𝑜𝑡𝑡

=
𝛼2 cos2 𝜃

2

4𝐸2 sin4 𝜃
2
. (1.4)

The incident electron (beam) and scattered electron energies are labeled 𝐸 and
𝐸′, respectively. The fraction 𝐸′/𝐸 in (1.3) is the recoil correction to the Mott cross
section and 𝛼 = 𝑒2

4𝜋 is the QED coupling constant or fine structure constant. The
independent variable 𝜃 is the angle between the incoming and outgoing electrons.

𝐹1
(
𝑄2) and 𝐹2

(
𝑄2) are called Dirac and Pauli Form Factors (FFs) and they are

normalized such that their value in the static limit, 𝑄2 = 0, gives respectively the
charge of the nucleon (in units of the positron charge) and its anomalous magnetic
moment 𝜅. A point-like particle would have a vanishing Pauli Form Factor and a
constant Dirac Form Factor. Another parametrization, from Sachs, is also possible
in terms of electric and magnetic FFs 𝐺𝐸 and 𝐺𝑀 [74]:

𝐺𝐸(𝑄2) = 𝐹1(𝑄2) − 𝜏𝐹2(𝑄2), 𝐺𝑀(𝑄2) = 𝐹1(𝑄2) + 𝐹2(𝑄2) (1.5)

The scattering cross-section can then be written in a simpler form, without an
interference term, leading to a separation method for 𝐺2

𝐸
and 𝐺2

𝑀
known as the

Rosenbluth (or Longitudinal-Transverse) technique. Now the cross-section is:

𝑑𝜎
𝑑Ω

=

(
𝑑𝜎
𝑑Ω

)
𝑀𝑜𝑡𝑡

𝐸′

𝐸

1
1 + 𝜏

(
𝐺2
𝐸 +

𝜏
𝜖
𝐺2
𝑀

)
, (1.6)
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where 𝜖 is the polarization of the virtual photon defined as:

𝜖 =
1

1 + 2(1 + 𝜏) tan2 𝜃
2
. (1.7)

The Rosenbluth separation technique takes advantage of the linear dependence
in 𝜖, in the reduced cross-section 𝜎red , based on (1.6), as follows:

𝜎red =
𝜖(1 + 𝜏)

𝜏
𝐸

𝐸′

(
𝑑𝜎
𝑑Ω

) / (
𝑑𝜎
𝑑Ω

)
𝑀𝑜𝑡𝑡

= 𝐺2
𝑀 +

𝜖
𝜏
𝐺2
𝐸 ,

(1.8)

showing that 𝜎red is expected to have a linear dependence on 𝜖, with the slope
proportional to 𝐺2

𝐸
and the intercept equal to 𝐺2

𝑀
. By varying the angle 𝜃, while

keeping 𝑄2 fixed, for instance, it is possible to separate these Form Factors. See
Figure 1.2 (right panel) for a recent compilation of measurements of the electric
Form Factor where it is seen that the 𝑄2 dependence of these form factors can be
approximately characterized up to a few GeV2 by a dipole form factor:

𝐺𝐷 =

(
1 + 𝑄2

0.71

)−2

. (1.9)

The determination of 𝐺𝐸 at 𝑄2 greater than 2 GeV2 has suffered from large error
bars. These Form Factors can be interpreted as the three-dimensional Fourier trans-
form of the charge and magnetization densities, respectively, when one considers
the Breit Frame (BF) [74, 75]. The left panel of Figure 1.2 shows the 3D charge
distribution 𝐽0

𝐵
(𝒓) in the BF given by the Fourier transform of the 𝐺𝐸 Sachs FF,

Eq. (1.10) , with and without the relativistic recoil correction factor 1/
√

1 + 𝜏 .

𝐽0𝐵(𝒓) =
∫

𝑑3Δ

(2𝜋)3 𝑒
−𝑖Δ·𝒓 1√

1 + 𝜏
𝐺𝐸(Δ2). (1.10)

The root mean square (rms) charge radius can be inferred as:

< 𝑟2 >= −6
����𝑑𝐺𝐸𝑑𝑄2

����
at 𝑄2=0

, (1.11)

but an extrapolation is necessary, as experimentally we can access only finite values
of 𝑄2. To this day, despite very precise measurements, the determination of the
proton radius remains an open subject, due to significant discrepancies between the
mean value obtained from all electron scattering experiments and the proton radius
obtained in a completely complementary fashion from precise measurements of the
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Figure 1.2: (left) Proton electric FF divided by the dipole FF (1.9). Data taken from
worldwide experiments. See Ref. [79], where the figure was taken from, for details.
(right) Proton radial charge distributions in the Breit frame, excluding (dashed red
line) and including (solid black line) the kinematical factor. Taken from Ref. [80].

Lamb shift energies either in the hydrogen atom [76] or in muonic hydrogen [77].
This discrepancy by about 4% has become known as the proton radius puzzle, and
its resolution has become a topic of great current interest, and the aim of several
new and novel experimental efforts. We refer to Ref. [78], and references therein,
for further details.

1.1.2 | Inelastic scattering

When studying the nucleon structure using higher beam energies and therefore
at larger 𝑄2, additional reaction channels open up. In this kinematic regime,
the scattering process is referred to as inelastic scattering. Unlike elastic scattering,
where the colliding particles typically remain intact, in inelastic scattering, the final
state particles are either excited states of the initial nucleon (nucleon resonances) or
particles produced due to the fragmentation of the target nucleon. The scattering
process is illustrated in Figure 1.3 and its topology is summarized as:

𝑒 + 𝑝 → 𝑒′ + 𝑋.

Here, 𝑋 summarizes all particles in the hadronic final state with invariant mass
or missing mass is given by:

𝑊2 = (𝑝 + 𝑞)2 = 𝑀2 + 2𝑀𝜈 + 𝑞2 (1.12)

where 𝑀 is the proton mass and 𝜈 = 𝑝𝑞/𝑀 is the electron energy loss given in the
lab frame by 𝐸 − 𝐸′.
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Figure 1.3: Illustration of the (deep) inelastic lepton-nucleon scattering in the one-
photon-exchange approximation.

Inelastic scattering off a nucleon was first measured in an experimental program
started at Stanford Linear Accelerator Center (SLAC) [71, 72] in collaboration with
the Massachusetts Institute of Technology (MIT) at the end of the 1960s with the
highest electron energies then available of up to 21 GeV. The measured cross-
sections at a fixed electron energy and scattering angle are shown in Figure 1.4.
In elastic scattering, the invariant mass corresponds to 𝑊 = 𝑀 which is observed
in the figure as the elastic peak followed by the region where nucleon resonances
appear at 𝑊 ≥ 𝑀 + 𝑚𝜋. 𝑚𝜋 is the mass of the pion resulting from the first
exited peak 𝑒𝑝 → 𝑒Δ+ → 𝑒𝑝𝜋0. Above 𝑊 ∼ 2 GeV there is no visible resonance
structure in the cross-section and the proton breaks up resulting in the ‘continuum’
or ‘inelastic region’.

The deep inelastic regime is defined in the limit where both the virtuality
𝑄2 = −𝑞2 and 𝜈 are large but their ratio 𝑥𝐵 = 𝑄2/2𝑀𝜈 called Bjorken’s scaling
stays finite. This is also called the Bjorken limit. Deep inelastic scattering (DIS)
probes the composite nature of the nucleon: it gives us access to the parton distri-
bution functions (PDFs) which measure the longitudinal momentum distributions
of quarks and gluons inside the nucleon.
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Figure 1.4: Early electron scattering cross-sections from the first inelastic scattering
experiments performed at SLAC by the SLAC-MIT collaboration. Taken from [81].

1.1.2.1 | Structure functions

The inelastic double differential cross section for scattering off polarized leptons
on polarized nucleons in LO QED is given by [82]:

𝑑2𝜎
𝑑Ω𝑑𝐸′

=
𝛼2

2𝑀𝑄4
𝐸′

𝐸
𝐿𝜇𝜈𝑊

𝜇𝜈

∝
[
𝐿
(𝑆)
𝜇𝜈 (𝑘; 𝑘′)𝑊𝜇𝜈(𝑆)(𝑞; 𝑝) − 𝐿′(𝑆)𝜇𝜈

(
𝑘, 𝑠𝑙 ; 𝑘′, 𝑠′𝑙

)
𝑊𝜇𝜈(𝑆)(𝑞; 𝑝)

−𝐿(𝐴)𝜇𝜈 (𝑘, 𝑠𝑙 ; 𝑘′)𝑊𝜇𝜈(𝐴) (𝑞; 𝑝, 𝑠𝑁 ) − 𝐿′(𝐴)𝜇𝜈 (𝑘; 𝑘′, 𝑠𝑙)𝑊𝜇𝜈(𝐴) (𝑞; 𝑝; 𝑠𝑁 )
]
.

(1.13)

The emission of a virtual photon and its absorption by the nucleon is described in
terms of a leptonic and hadronic tensor

(
𝐿𝜇𝑣 and 𝑊𝜇𝑣). The tensors are associated

with the coupling of the lepton or nucleon to the exchange boson (virtual photon)
and this coupling is expressed by leptonic and hadronic currents. For the full
representation of the tensors see [82]. Those tensors can be divided into a symmetric
(𝑆), spin-independent part, and an asymmetric (𝐴), spin-dependent part. Here, 𝑠𝑙
and 𝑠′

𝑙
correspond to the spin of the initial and final state lepton and 𝑠𝑁 to the spin

of the initial state nucleon. While the emission of the virtual photon by the lepton
is calculable in QED, its absorption by an extended nucleon with an unknown
substructure is parameterized by structure functions.

The structure functions are underivable from the theory of strong interaction
and must be obtained by dedicated experimental measurements.
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Splitting the hadronic tensor into its symmetric and anti-symmetric parts:

𝑊𝜇𝑣 (𝑞; 𝑝, 𝑠𝑁 ) =𝑊𝜇𝑣(𝑆)(𝑞; 𝑝) + 𝑖𝑊𝜇𝜈(𝐴) (𝑞; 𝑝, 𝑠𝑁 ) , (1.14)

where:
1

2𝑀𝑊𝜇𝜈(𝑆)(𝑞; 𝑝) =
(
−𝑔𝜇𝑣 +

𝑞𝜇𝑞𝑣

𝑞2

)
𝑊1 +

[(
𝑝𝜇 −

𝑝 · 𝑞
𝑞2 𝑞𝜇

) (
𝑝𝑣 −

𝑝 · 𝑞
𝑞2 𝑞𝑣

)]
𝑊2

𝑀2 , (1.15)

1
2𝑀𝑊𝜇𝑣(𝐴) (𝑞; 𝑝, 𝑠𝑁 ) = 𝜀𝜇𝑣𝛼𝛽𝑞

𝛼

{
𝑀𝑠

𝛽
𝑁
𝐺1 +

[
(𝑝 · 𝑞)𝑠𝛽

𝑁
− (𝑠𝑁 · 𝑞) 𝑝𝛽

] 𝐺2
𝑀

}
(1.16)

and taking into account the time and parity invariance of QED, in total, four
structure functions are introduced. Two of those functions are averaged over the
spin and therefore spin-independent (𝑊1 and 𝑊2) [83], while the remaining two are
spin-dependent functions (𝐺1 and 𝐺2) [84]. The symbols 𝑔𝜇𝜈 and 𝜀𝜇𝑣𝛼𝛽 represent
the metric and the antisymmetric Levi-Civita tensor. As the structure functions are
not dimensionless, it is convenient to use the expressions1:

𝑀𝑊1

(
𝜈, 𝑄2

)
= 𝐹1

(
𝑥𝐵 , 𝑄

2
)
,

𝑣𝑊2

(
𝜈, 𝑄2

)
= 𝐹2

(
𝑥𝐵 , 𝑄

2
) (1.17)

and
𝑀2𝑣𝐺1

(
𝜈, 𝑄2

)
= 𝑔1

(
𝑥𝐵 , 𝑄

2
)
,

𝑀𝑣2𝐺2

(
𝜈, 𝑄2

)
= 𝑔2

(
𝑥𝐵 , 𝑄

2
)
,

(1.18)

Using these expressions, the differential cross section for deep inelastic scatter-
ing on unpolarized nucleons reads as [85]:

𝑑2𝜎
𝑑𝑥𝐵𝑑𝑦

=
4𝜋𝛼2

𝑄2𝑥𝐵𝑦

[(
1 − 𝑦 −

𝛾2𝑦2

4

)
𝐹2 + 𝑥𝐵𝑦2𝐹1

]
with 𝛾 =

2𝑀𝑥𝐵

𝑄
. (1.19)

The spin-averaged structure functions can be extracted from dedicated cross-
section measurements in a similar way as done for the elastic form factors by the
Rosenbluth separation. As 𝐺1 and 𝐺2 and therefore also 𝑔1 and 𝑔2 only appear in
the spin-dependent part of the hadronic tensor (see Eq. (1.18)), those functions are
only accessible using polarized leptons and nucleons.

If, the target nucleon is longitudinally polarized (⇐,⇒) with respect to the
lepton polarization (←, →), the differential cross-section difference is expressed
as [85]:

𝑑3𝜎←⇒

𝑑𝑥𝐵𝑑𝑦𝑑𝜙
− 𝑑3𝜎←⇐
𝑑𝑥𝐵𝑑𝑦𝑑𝜙

=
4𝛼2

𝑄2

[(
2 − 𝑦 −

𝛾2𝑦2

2

)
𝑔1 − 𝛾2𝑦𝑔2

]
. (1.20)

1The 𝐹1 and 𝐹2 structure function notations, due to Bjorken, should not be confused with the
Pauli and Dirac electromagnetic Form Factors.
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Here, 𝜙 is the angle between the lepton scattering plane and the plane of the
nucleon spin. One should note that 𝑔2 is suppressed by a factor of 𝑀2/𝑄2 with
respect to the leading terms, thus 𝑔2 is largely inaccessible.

If the target nucleon is transversely polarized (⇑, ⇓) the differential cross-section
difference becomes [85]:

𝑑3𝜎←⇑

𝑑𝑥𝐵𝑑𝑦𝑑𝜙
− 𝑑3𝜎←⇓

𝑑𝑥𝐵𝑑𝑦𝑑𝜙
=

4𝛼2

𝑄2 𝛾
√

1 − 𝑦 − 𝛾2𝑦2/4 × [𝑦𝑔1 + 2𝑔2] cos 𝜙. (1.21)

Here, 𝑔2 is not suppressed, so using the results on 𝑔1 from longitudinal polarized
targets, 𝑔2 can be determined.

1.2 | The Quark-Parton model
The quark-parton model (QPM) stands as a crucial theoretical framework within
particle physics, unifying the understandings derived from two pivotal historical
models: the quark model and the parton model.

1.2.1 | The Quark model

The quark model emerged in the early 1960s in response to the proliferation of
newly discovered particles. These included the "mesons" ( such as the pion (𝜋),
kaon (𝐾), and rho (𝜌)), which had masses between that of the electron and proton,
and the "baryons" (such as the proton (p), neutron (n) and lambda (Λ)) which were
significantly heavier than the mesons. With so many new particles being discov-
ered, it was suggested that they couldn’t all be elementary particles, and so there
must be some deeper structure to these particles that can be used to describe them.
Researchers began seeking underlying principles that could provide order to what
was then referred to as the "particle zoo". This led to many attempts to order the
mesons and baryons into groups based on their properties, such as charge, isospin,
strangeness and mass. In 1961, Gell-Mann [86] and Ne’eman [87] independently
proposed the Eightfold Way which organized the baryons and mesons with the
same spin and parity 𝐽𝑃 , according to their charge and strangeness into octets,
nonets and decuplets, in the sort of diagrams represented in Figure 1.5, using the
SU(3) symmetry [88]. The confirmation of SU(3) group by the discovery of the Ω−

baryon in 1963 led to wide acceptance of the ‘Eightfold Way’. It was the regularity
of these multiplet groupings that in 1964 led independently Gell-Mann and Zweig
to conjecture that this classification scheme could be built up as bound states of a



1. THE PROTON STRUCTURE 18

Figure 1.5: Baryon (left) and pseudo-scalar meson (right) octets, 1
2
+ and 0− respec-

tively. Horizontal lines associate particles of the same strangeness while left-leaning
diagonal lines are for the same charge.

few fundamental spin 1/2 constituents called quarks that exist in six different types
or ‘flavors’. Their conjecture is the basis of the quark model [89, 90]. The quarks
were at this time, theoretical constructs with no experimental observation of their
existence. The mesons and baryons would eventually be collectively referred to as
hadrons. Hadrons are composite particles of quarks bound together by the strong
force, with mesons containing bound states of valence quark (q) and an antiquark
(�̄�), while baryons are constructed from three valence quarks qqq (antibaryons
are made out of three antiquarks �̄� �̄� �̄� ). The mesons and baryons so constructed
should have an integer electric charge, even though their constituent quarks carry a
fractional charge. Using these simple rules one can build all the observed hadrons
out of quarks.

An apparent violation of Pauli’s exclusion principle was obtained in the low-
lying baryon spectrum when quarks were considered fermions. As quarks have
spin 1/2, they should obey Fermi statistics, that is all quantum states should be anti-
symmetric (change sign) under the interchange of two identical quarks. However,
this expectation seemed to be violated by the lowest energy baryons. For example,
the Ω− is made up of three spin 1/2 strange quarks; so according to Fermi statistics,
its wave function should be antisymmetric under the interchange of any two of
these quarks. But the Ω−has total spin 3/2 so the spin part is symmetric; and
as it is the lowest energy state of three s quarks, they ought to have zero orbital
angular momentum relative to one another, thereby implying that the spatial part
of the wave function is also symmetric. However, the total wave function is then
symmetric under quark interchange in violation of Fermi statistics. This apparent
inconsistency is overcome by giving each of the quarks an additional degree of
freedom called ‘color’ [91–93]. Then antisymmetrizing the state in the quarks’
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color variables renders the Ω− overall antisymmetric and resolves the problem.
This additional quantum number describes the fact that the observed hadrons do
not carry this new quantum number, they must be colorless. It is equivalent to the
mathematical statement that each quark flavor transforms as a triplet representation
under an internal SU(3)𝑐 color symmetry, but physical hadron states are all singlets.
The color property ultimately completes the foundation of the quark model.

The quark model has been very successful in predicting new hadronic states and
correctly describing their properties. It is one of the cornerstones of elementary
particle physics. However, some critical questions remained. The most promi-
nent among these is why are free quarks or any other colored hadronic states not
observed in nature. All of our knowledge regarding quarks has been obtained
indirectly from the properties of hadrons, as an isolated quark has never been
observed.

1.2.2 | Deep inelastic scattering and the Quark Parton model

The first results on inelastic electron-proton scattering [71, 72] , obtained by the MIT-
SLAC collaboration and presented at the 14th International Conference on High
Energy Physics, 1968 in Vienna, hint at the structure of the proton. If the proton’s
electric charge were diffused throughout the internal structure, then at very high
energies the inelastic scattering cross-section would be expected to decrease very
rapidly. That was not observed. Instead, the cross-section decreased slowly in a
manner that suggested the proton’s electric charge was concentrated in point-like
constituents, (see Figure 1.6).

The groundbreaking inelastic electron-proton scattering experiment revealed
the independence of the spin-averaged structure functions on 𝑞2 = −𝑄2 predicted
by Bjorken [94] in the limit of large 𝑄2 and finite 𝑥𝐵, known as scaling invariance,
i.e. in the Bjorken limit the structure functions tend to depend on 𝑥𝐵 only :

𝑀𝑊1(𝜈, 𝑄2) = 𝐹1(𝑥𝐵),
𝜈𝑊2(𝜈, 𝑄2) = 𝐹2(𝑥𝐵).

(1.22)

This feature is expected for scattering from a point-like object. It came as a
surprise to observe this scale invariance at such small values of𝑄2. Despite the fact,
that the assumptions taken by Bjorken were questionable and his arguments turned
out to be flawed, the idea of scaling still served well for Feynman’s interpretation
of the experimental results.
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Figure 1.6: Measured differential cross section for inelastic proton-electron scatter-
ing divided by the Mott cross section as a function of 𝑞2 for different values of 𝑊 .
The data was taken at SLAC with incident electron energies between 7 GeV and 17
GeV and scattering angles of 6°and 10°. As a reference, the expected behavior for
elastic scattering is drawn. The observed weak dependence on 𝑞2 is characteristic
of scattering on point-like particles. Figure taken from [72].

In his interpretation, the proton consists of point-like, spin-1/2 particles, ini-
tially termed "partons" in the developed Parton model by Feynman [95] in 1969.
Even though the Parton model was mainly developed by Feynman, it was first
published by Bjorken and Paschos [96] where the study of the quantum numbers
of Feynman’s partons allowed identifying them with the Gell-Man’s and Zweig’s
quarks.

In the Parton model, the assumption is taken that the nucleon, in a lepton-
nucleon scattering process, can be described as a collinear beam of free-moving,
massless and point-like spin-1/2 partons in a reference frame in which the mo-
mentum was infinite, the infinite momentum frame (IMF). The partons in this frame
are considered to be spread far enough apart that the probability of interactions
between the partons, after the transfer of the virtual photon, is very small. Time
dilation also limits the likelihood of parton-parton interactions occurring in this
frame. The hadron would be moving so fast that the duration of any interaction
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Figure 1.7: Interpretation of the deep inelastic lepton-nucleon scattering in the
QPM for the one-photon-exchange approximation.

would be very long inside the hadron, such that the partons would appear to be al-
most frozen in place within the hadron. For these reasons, any transverse momenta
and interactions between partons inside the nucleon can be neglected and the par-
tons considered ‘free’. This approach is today known as the naive quark-parton
model (QPM).

In the picture of the naive QPM the DIS process is not described as an interaction
between the lepton and the nucleon, but as the incoherent sum of the elastic lepton
scattering on all possible types of quarks (see Figure 1.7). Under its assumptions,
one finds that 𝑥𝐵, can be interpreted as the fraction of the nucleon four-momentum
𝑥 carried by a quark/antiquark where 0 < 𝑥𝐵 < 1, and 𝑥𝐵 = 1 corresponds
to elastic scattering. Comparing the cross-section of the incoherent sum of elastic
lepton-quark scattering to the cross-section for unpolarized inelastic lepton-nucleon
scattering allows one to express the structure functions in terms of so-called Parton
Distribution Functions (PDFs) as:

𝐹1 (𝑥𝐵) =
1
2

∑
𝑞

𝑒2
𝑞

(
𝑞𝑞 (𝑥𝐵) + �̄�𝑞 (𝑥𝐵)

)
,

𝐹2 (𝑥𝐵) = 𝑥𝐵

∑
𝑞

𝑒2
𝑞

(
𝑞𝑞 (𝑥𝐵) + �̄�𝑞 (𝑥𝐵)

)
.

(1.23)

Here, 𝑒𝑞 is the electric charge of a particular quark of flavor 𝑞 and 𝑞𝑞 (𝑥𝐵) /�̄�𝑞 (𝑥𝐵)
the PDFs of the corresponding quarks/antiquarks. The PDFs, give the probability
to find quarks/antiquarks of flavor 𝑞 carrying a fraction 𝑥𝐵 of the total nucleon four-
momentum. They have the character of number density functions, so if integrated
over the full 𝑥𝐵-range the result corresponds to the number of quarks/antiquarks
of a certain flavor in the nucleon. In the case of spin-averaged PDFs, the functions
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Figure 1.8: Ratio of 2𝑥𝐵 · 𝐹1 (𝑥𝐵) to 𝐹2 (𝑥𝐵) as function of 𝑥𝐵 as measured by exper-
iments at SLAC. The results confirmed that quarks are spin-1/2 particles. Figure
taken from Ref. [97].

are given by the sum of the number densities of quarks/antiquarks, with spins
parallel (𝑞+) or antiparallel (𝑞−)with respect to the nucleon spin:

𝑞 (𝑥𝐵) = 𝑞+ (𝑥𝐵) + 𝑞− (𝑥𝐵) ,
�̄� (𝑥𝐵) = �̄�+ (𝑥𝐵) + �̄�− (𝑥𝐵) .

(1.24)

The assumption of the quarks/antiquarks being spin- 1/2 particles is confirmed
by measurements of the relation between the structure functions:

𝐹2 (𝑥𝐵) = 2𝑥𝐵 · 𝐹1 (𝑥𝐵) . (1.25)

Equation (1.25) is known as the Callan-Gross relation [98]. As the structure
function 𝐹1 is related to the magnetic properties of the nucleon, it is equal to zero
for spin- 0 and spin-1 particles. The result of the measurement, shown in Figure 1.8,
is in agreement with the expectation for spin-1/2 particles. Similar to the spin-
averaged structure functions, the spin-dependent structure functions are expressed
via PDFs:

𝑔1 (𝑥𝐵) =
1
2

∑
𝑞

𝑒2
𝑞

(
Δ𝑞𝑞 (𝑥𝐵) + Δ�̄�𝑞 (𝑥𝐵)

)
,

𝑔2 (𝑥𝐵) = 0.
(1.26)

While in the spin-averaged case 𝑞𝑞 (𝑥𝐵) and �̄�𝑞 (𝑥𝐵) correspond to the sum over
all quark polarizations, the quark and antiquark helicity distributions Δ𝑞𝑞 (𝑥𝐵) and
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Δ�̄�𝑞 (𝑥𝐵) are given by the difference between quarks/antiquarks with parallel or
antiparallel spins with respect to the one of the nucleon:

Δ𝑞𝑞 (𝑥𝐵) = 𝑞+𝑞 (𝑥𝐵) − 𝑞−𝑞 (𝑥𝐵) ,
Δ�̄�𝑞 (𝑥𝐵) = �̄�+𝑞 (𝑥𝐵) − �̄�−𝑞 (𝑥𝐵) .

(1.27)

In the QPM only 𝑔1 is related to the quark helicity distributions of the nucleon.
Despite the success of the naive QPM in interpreting the experimental results
of earlier DIS measurements, further measurements showed deviations from its
predictions. The most important deviations are summarized in the following.

Considering the interpretation of 𝑥𝐵 as a four-momentum fraction, the expres-
sion 𝑥𝐵𝑞𝑞 (𝑥𝐵) gives the momentum distribution of quarks of a specific flavor. The
first result, hinting at the incomplete picture of the naive QPM was by the mea-
surements on the momentum sum rule. The sum over all types of quarks and
antiquarks in the nucleon is given as:

Σ (𝑥𝐵) =
∑
𝑞

(
𝑞𝑞 (𝑥𝐵) + �̄�𝑞 (𝑥𝐵)

)
, (1.28)

where the functions correspond to the PDF of a certain quark flavor (𝑢, 𝑑, . . .). In
the naive QPM, the prediction for the momentum sum rule is:∫ 1

0
𝑥𝐵Σ (𝑥𝐵) 𝑑𝑥𝐵 = 1. (1.29)

Here, it is assumed that the total nucleon four-momentum is carried by the
quarks and antiquarks. Considering the relation between the spin-averaged struc-
ture function 𝐹2 and the PDFs, as introduced in (1.23), 𝑥𝐵Σ (𝑥𝐵) is equal to the struc-
ture function 𝐹𝑁2 = 1

2

(
𝐹
𝑝

2 + 𝐹
𝑛
2

)
of the nucleon. Measurements of 𝐹2 in neutrino-

nucleon (𝑣𝑁) and electron-nucleon (𝑒𝑁 , electron-proton 𝑒𝑝 and electron-neutron
en) scattering, resulted in:∫ 1

0
𝐹𝑣𝑁2 (𝑥𝐵) ∼

∫ 1

0

18
5 𝐹

𝑒𝑁
2 (𝑥𝐵) 𝑑𝑥𝐵 ∼ 0.5, (1.30)

These results imply that there are constituents of the nucleon, which do not
interact through the weak or electromagnetic interaction.

Further studies of the nucleon structure finally led to the modern QPM and
today’s understanding of the strong interactions as a quantum field theory. In the
Standard Model (SM) picture, hadrons consist of a constant number of valence
quarks of a different flavor. These quarks are constrained by the strong force
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Figure 1.9: Structure function 𝐹2 of the proton from worldwide measurements. The
data is plotted as a function of 𝑄2 in bins of fixed 𝑥𝐵. For the plot, the data in each
𝑥𝐵 bin are multiplied by 2𝑖 , where 𝑖 ∈ [1, 26] is the number of the corresponding
bin. Figure taken from Ref. [82].

and interact through the exchange of gluons. Those gluons also can form quark-
antiquark-pairs that again annihilate into gluons. Thus, the valence quarks are
surrounded by gluons and quark-antiquark fluctuations. These fluctuations are
referred to as sea quarks. All these particles, their interactions and fluctuations
represent the complex structure of hadrons and give them their properties.

The measurements of spin-averaged structure functions continued and cover
today a wide kinematic range. Figure 1.9 shows a compilation of the world
data on the proton structure function 𝐹

𝑝

2 measured in DIS by fixed target experi-
ments using electron (SLAC [99], JLAB [100]), positrons (HERMES [101]) or muon
(BCDMS [102], E665 [103], NMC [104]) beams and in electron/positron-proton-
collider experiments (H1+ZEUS). The structure function is displayed as a function
of𝑄2 at different values of 𝑥𝐵 and demonstrates that scaling is not exact because the
structure functions exhibit a 𝑄2 dependence, which is most pronounced at small
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Figure 1.10: Unpolarized PDFs of the proton at two different scales. Figure taken
from [105] (Particle Data Group).

and large values of 𝑥𝐵. These observations of a clear logarithmic dependence of 𝐹𝑝2
on 𝑄2 are in contrast to the predictions of the naive QPM.

In terms of the PDFs, this implies that their 𝑥𝐵-dependence is not completely
independent of the resolution scale 𝑄2 but also evolves with 𝑄2, which can be
seen in Figure 1.10 that shows recent extractions of the PDFs. We can intuitively
understand this as follows: a photon with intermediate𝑄2 does not resolve the full
spatial structure of the proton and mainly sees three interacting quarks, together
with parts of the sea. In contrast, a high𝑄2 photon can resolve small distances and
will reveal more and more of the quark sea which contains short-distance processes
such as gluon emission from a quark or gluon splitting into 𝑞�̄� pairs. As a result,
the sea-quark contributions will be more prominent at higher 𝑄2. On the other
hand, since the photon can resolve more partons, momentum conservation implies
that each parton carries now a smaller fraction of the total momentum, and hence
the PDFs will be shifted to smaller 𝑥𝐵. The resulting structure function 𝐹2(𝑥𝐵) that
sums up the individual quark PDFs will rise with higher 𝑄2 at small 𝑥𝐵 and fall
with higher 𝑄2 at large 𝑥𝐵.

The observed PDFs offer insights into the internal momentum structure of the
proton, revealing distinctive patterns that shed light on its composite nature. If
the proton were composed of a single quark carrying all its momentum, the PDFs
would exhibit a single prominent peak at 𝑥 = 1. Conversely, in a scenario with three
non-interacting quarks, each carrying an equal fraction of momentum, the PDFs
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would peak at 𝑥 = 1
3 . However, when these three quarks interact, allowing for

momentum exchange, the momentum fraction carried by each quark fluctuates,
resulting in a smooth distribution that peaks near 𝑥 = 1

3 which is the behavior
exhibited in Figure 1.10 for the valence quarks. Additionally, the presence of sea
quarks, arising from quantum fluctuations within the proton, contributes to an
enhancement at small 𝑥. Sea quarks, generated in Bremsstrahlung-like processes,
tend to be more prevalent at small momenta, leading to an increase in the PDFs at
low 𝑥 values. The measured PDFs revealed that the sea quarks and mainly gluons
are indeed dominant at small 𝑥whereas valence up quarks are important at large 𝑥.

1.3 | The spin crisis
Decades of work spanning many experimental facilities have been aimed at study-
ing and understanding the internal spin structure of the nucleon. The goal is
to understand how the spin of the nucleon is determined from the dynamics of
the quarks and gluons, separating the orbital angular momentum components
from angular momentum and intrinsic spin. The impetus for this work stemmed
from the first experiments in the late 1980’s by the European Muon Collaboration
(EMC) [106] which led to a proton "spin crisis". They measured that, contrary to
the naive QPM prediction that the proton spin could be calculated by summing
the spins of the quarks that it is composed of, the valence quarks do not contribute
much to the spin of the proton.

The proton "spin crisis" is the realization that the QPM is not sufficient enough
to explain the spin quantum numbers of the proton. The spin dependent structure
function 𝑔1 provides a starting point for determining the contributions to the spin
of the proton,

𝑔1(𝑥) =
1
2

∑
𝑖

𝑒2
𝑖 Δ𝑞𝑖(𝑥). (1.31)

The sum here runs over all quark and anti-quark flavors. The "spin crisis" of the
proton came about during the measurement of the integral of 𝑔1(𝑥).∫ 1

0
𝑑𝑥𝑔

𝑝

1 (𝑥) =
1
9 𝑎0 +

1
12 𝑎3 +

1
36 𝑎8 (1.32)

where,
𝑎0 ≡ ΔΣ = Δ𝑢 + Δ𝑑 + Δ𝑠

𝑎3 = Δ𝑢 − Δ𝑑
𝑎8 = Δ𝑢 + Δ𝑑 − 2Δ𝑠.

(1.33)
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This reorganization allows for the decomposition into components related to
neutron beta decay 𝑎3 and hyperon beta decay 𝑎8.

The integral of 𝑔1(𝑥)was calculated from experimental measurements from the
EMC experiment at CERN [106] of the spin asymmetry in DIS of longitudinally
polarized muons by longitudinally polarized protons over a large range of 𝑥. Their
results revealed this integral to be 0.126 ± 0.01± 0.015 and using the experimental
values of 𝑎3 and 𝑎8 revealed that ΔΣ = 0.05. This was a huge problem, it shows
that the valence quark contribution to the proton spin is essentially negligible.
However, ΔΣ has been more precisely calculated to be now about a third, ΔΣ ≈
(33 ± 3 ± 5)% [107, 108]. Nevertheless, calculations in the QPM predict that most
of the proton spin should be carried by the valence quarks, meaning that the naive
QPM is not sufficient to understand the spin of the proton. These results could have
meant that the proton contained a large amount of polarized gluons. However,
gluon helicity distributions have been measured to be about Δ𝐺 ≈ 0.20±0.06 [109–
111], which still does not fully solve this puzzle.

1.4 | Proton spin decomposition
From the failure of the QPM, one would expect that there must be some orbital
motion of the quarks and gluons inside of the proton, and through this orbital
motion, one can then satisfy the proton spin quantum numbers. The idea of non-
negligible contributions to the nucleon spin by the orbital momentum of partons
was already discussed by Sehgal in the 1970s [112]. Later Ratcliffe observed that
an orbital momentum is also generated by the splitting processes 𝑞 → 𝑞𝑔 and
𝑔 → 𝑞�̄� [113]. The decomposition of the proton spin and momentum in terms of
the quark and glue contributions can be defined from the forward matrix elements
of the QCD Energy-momentum Tensor (EMT) [114–116]. There are, in principle,
infinite ways to define this decomposition. A meaningful one will depend on
whether each component in the division can be measured experimentally and it
would be desirable that they can be calculated on the lattice with either local or
non-local operators.

Two of the different decompositions can be seen in Figure 1.11, one written
down by Jaffe and Manohar (JM) [117] in 1990 in which the contributions of the
orbital angular momentum and spin of the gluons are separated as:

1
2 =

ΔΣ

2 + ℒ𝑞 + Δ𝐺 + ℒ𝑔 (1.34)
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Figure 1.11: Pi charts of proton spin decompositions in two schemes, one written
down by Ji in which the gluon AM is whole and the other by Jaffe and Manohar
who decomposed the gluon AM into a spin and orbital component. Both schemes
can be made gauge invariant and thus observable in experiments.

The other decomposition was written by Xiangdong Ji [2] in which the gluon
angular momentum contribution, 𝐽𝑔 , remains whole:

1
2 =

ΔΣ

2 + 𝐿𝑞 + 𝐽𝑔 (1.35)

Here, ΔΣ is the sum of all helicity contributions by quarks and antiquarks, Δ𝐺
the contribution by the gluon helicity and 𝐿𝑞 and 𝐿𝑔 the contribution by the orbital
angular momentum (OAM) of quarks and anti-quarks and by gluons to the spin of
the proton respectively. Similarly, ℒ𝑞,𝑔 are canonical quark and gluon OAM.

The JM decomposition is derived from the canonical EMT in the infinite mo-
mentum frame. Thus, this is superficially gauge-dependent and is also frame-
dependent. Furthermore, while Δ𝐺 can be extracted from high-energy experi-
ments, the calculation of the gluon helicity Δ𝐺 has not been possible for many
years because it is intrinsically a time-dependent light-front quantity. However, a
breakthrough in 2013 has finally been made by studying the frame dependence of
non-local matrix elements.

Ji’s decomposition is derived from the energy-momentum tensor (EMT) in the
Belinfante form and each term is gauge invariant and frame-independent and can
be calculated on the lattice with local operators.

The intriguing difference between these two decompositions and their respec-
tive realization in experiments has perplexed the community for quite a number of
years. The partonic picture of the glue spin Δ𝐺 from the gluon helicity distribution
and OAM are naturally depicted in the light-front formalism with Δ𝐺 extractable
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from high energy pp collision and OAM from generalized parton distributions
(GPDs) and the Wigner functions or distributions [118] i.e, functions that can be
obtained through a Fourier transform in the transverse space of the generalized
transverse-momentum dependent parton distributions (GTMDs)[119, 120]).

The definition of AM of quarks and gluons was first written down by Xiangdong
Ji in terms of GPDs. This connection is made in Ref. [2] through the EMT of QCD
where plugging in the matrix element of the EMT in terms of form factors one
finds that the total AM carried by each flavor of quarks and gluons for a spin-1/2
hadron is:

𝐽𝑞,𝑔 =
1
2

[
𝐴𝑞,𝑔(0) + 𝐵𝑞,𝑔(0)

]
(1.36)

In Section 2.5 we will show how the GPDs explicitly enter into the definition of
the total angular momentum.



Generalized Parton Distribution
functions 2

Hadron structure is non-perturbative in nature due to the large value of the strong
coupling at energies of the order of the nucleon mass. A major tool to probe
hadron structure while keeping ingredients from perturbation theory is provided
by factorization theorems. They decompose processes in a perturbative and a
non-perturbative parts. The latter is encoded in a universal object known as par-
ton distribution which contains crucial information on the inner dynamics of the
hadron. Parton Distribution Functions (PDFs) are a well-known example and find
application in the description of deep inelastic scattering, where they represent the
density of partons (quarks and gluons) within a fast-moving hadron, as a function
of the fraction of longitudinal momentum they carry, denoted as 𝑥. In exclusive
processes, such as Deeply Virtual Compton Scattering (DVCS) and Deeply Virtual
Meson Production (DVMP), more complex parton distributions called Generalized
Parton Distributions (GPDs) become relevant. Unlike PDFs, GPDs can describe
scattering amplitudes involving momentum transfers to the target hadron. Con-
sequently, they depend not only on the longitudinal momentum fraction 𝑥 but
also on the longitudinal momentum transfer 𝜉 and the total momentum transfer
𝑡. PDFs can be obtained from GPDs in the "forward limit" when no momentum
transfer occurs to the target hadron (𝜉 = 𝑡 = 0). GPDs also extend to elastic form
factors, which are derived by integrating GPDs over 𝑥.

In addition to the three variables 𝑥, 𝜉 and 𝑡 akin to PDFs, GPDs are contingent
on a renormalization scale denoted as 𝜇2. This scale arises from the necessity to
eliminate the ultraviolet (UV) divergences of field operators that formally define
GPDs. The dependence of parton distributions on this renormalization scale can
be described through perturbation theory, utilizing integro-differential equations
known as evolution equations. As an extension of PDFs, GPDs offer a probabilistic
interpretation, encapsulating the correlation between the longitudinal momentum
fraction 𝑥 and the transverse position within the hadron. This depiction of the
radial distribution of longitudinal momentum is known as "hadron tomography"

30
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and stands as a fundamental motivation behind the study of GPDs. Another sig-
nificant incentive lies in the remarkable ability to express matrix elements of the
energy-momentum tensor in terms of gravitational form factors (GFFs) derived
from GPDs. These GFFs, in turn, allow for the definition of energy and pressure
distributions within hadronic matter. Through GPDs, it becomes possible to access
the transverse spatial distribution of partons, which is a key element in under-
standing Orbital Angular Momentum (OAM) contributions to the proton’s total
angular momentum. OAM, which was introduced in Section 1.4, contributes to the
proton’s overall spin, and GPDs offer a valuable tool for examining this intricate
interplay. The study of GPDs is instrumental in addressing the OAM puzzle and
advancing our comprehension of the proton’s internal structure and the factors that
govern its spin properties. Therefore, GPDs have garnered substantial theoretical
and experimental interest in recent years, leading to various phenomenological
extractions based on different DVCS datasets and modeling assumptions.

In this chapter, we embark on a formal introduction to GPDs and provide an
overview of some of their properties. The primary motivation for this study of this
thesis is rooted in the extraction of GPD-related observables, namely the Compton
Form Factors (CFFs). These observables are central to our research, driving our
exploration into the complex and essential realm of GPDs. Through this overview
of GPDs and their properties, we aim to shed light on the intricacies of these
distributions and their significance in unraveling the mysteries of particle physics.

2.1 | Formal definition
Generalized Parton Distributions were first introduced in the 1990s in the descrip-
tion of two exclusive experimental processes: Deeply Virtual Compton Scattering
(DVCS) and Deeply Virtual Meson Production (DVMP). The formal definition of
GPDs is conveniently expressed in light-cone coordinates, defined from the usual
time-space coordinates:(

𝑧0, 𝑧1, 𝑧2, 𝑧3) with Minkowskian metric 𝜂𝜇𝜈 of signature (+,−,−,−) by

𝑧± =
1√
2

(
𝑧0 ± 𝑧3

)
and 𝑧⊥ =

(
0, 𝑧1, 𝑧2, 0

)
. (2.1)

where the notations of the review [14] have been followed.
GPDs are formally defined as integral transforms of bilocal matrix elements,

where a light-like distance separates the quark and gluon fields composing the
operator. They are dimensionless quantities and for a spin-1

2 hadron, quark GPDs
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𝐻𝑞 and 𝐸𝑞 are necessary in order to parameterize the off-forward matrix element
of the nucleon:

1
2

∫
d𝑧−

2𝜋 𝑒 𝑖𝑥𝑃
+𝑧−

〈
𝑝2

����̄�𝑞
(
−𝑧2

)
𝛾+𝜓𝑞

( 𝑧
2

)��� 𝑝1

〉
𝑧⊥=0,𝑧+=0

=
1

2𝑃+

(
𝐻𝑞(𝑥, 𝜉, 𝑡)�̄� (𝑝2) 𝛾+𝑢 (𝑝1) + 𝐸𝑞(𝑥, 𝜉, 𝑡)�̄� (𝑝2)

𝑖𝜎+𝜇Δ𝜇

2𝑀 𝑢 (𝑝1)
) (2.2)

where 𝑝1 and 𝑝2 denote the incoming and outgoing hadron four-momenta, and we
define

𝑃 ≡ 1
2 (𝑝1 + 𝑝2) , Δ ≡ 𝑝2 − 𝑝1

𝑡 ≡ Δ2, 𝜉 ≡ − Δ+
2𝑃+ .

(2.3)

Working in the light-cone gauge collapses to unity the Wilson line which ensures
that the GPD definition is gauge invariant. 𝜓𝑞 is a quark field of flavour 𝑞 and the
Dirac matrices are defined by 𝛾𝜇𝛾𝜈 + 𝛾𝜈𝛾𝜇 = 2𝜂𝜇𝜈, and 𝛾+ =

(
𝛾0 + 𝛾3) /√2.𝜎𝜇𝜈 =

𝑖
2 (𝛾𝜇𝛾𝜈 − 𝛾𝜇𝛾𝜈). The normalization of the spinors is taken as �̄� (𝑝2) 𝑢 (𝑝1) =

2𝑀𝛿 (𝜆1,𝜆2) where 𝜆1,2 are the respective helicities of the incoming and outgoing
hadron states and 𝑀 the hadron mass. The gluon GPDs 𝐻 𝑔 and 𝐸𝑔 are likewise
defined as:

1
𝑃+

∫
d𝑧−

2𝜋 𝑒 𝑖𝑥𝑃
+𝑧−

〈
𝑝2

���𝐺+𝜇 (
−𝑧2

)
𝐺+𝜇

( 𝑧
2

)��� 𝑝1

〉
𝑧⊥=0,𝑧+=0

=
1

2𝑃+

(
𝐻 𝑔(𝑥, 𝜉, 𝑡)�̄� (𝑝2) 𝛾+𝑢 (𝑝1) + 𝐸𝑔(𝑥, 𝜉, 𝑡)�̄� (𝑝2)

𝑖𝜎+𝜇Δ𝜇

2𝑀 𝑢 (𝑝1)
)
,

(2.4)

where 𝐺𝜇𝜈 the gluon field strength. It is also possible to define polarised proton
GPDs 𝐻 and 𝐸 by introducing a 𝛾5 operator in the matrix element. For instance for
quarks,

1
2

∫
d𝑧−

2𝜋 𝑒 𝑖𝑥𝑃
+𝑧−

〈
𝑝2

����̄�𝑞
(
−𝑧2

)
𝛾+𝛾5𝜓

𝑞
( 𝑧
2

)��� 𝑝1

〉
𝑧⊥=0,𝑧+=0

=
1

2𝑃+

(
𝐻𝑞(𝑥, 𝜉, 𝑡)�̄� (𝑝2) 𝛾+𝛾5𝑢 (𝑝1) + 𝐸𝑞(𝑥, 𝜉, 𝑡)�̄� (𝑝2)

𝛾5Δ
+

2𝑀 𝑢 (𝑝1)
)
.

(2.5)

For a spin-0 hadron, the situation is simplified since only the GPDs𝐻 and𝐻 are
necessary to parameterize the Fourier transform of the non-local matrix element,
giving immediately

𝐻
𝑞

spin0(𝑥, 𝜉, 𝑡) =
1
2

∫
d𝑧−

2𝜋 𝑒 𝑖𝑥𝑃
+𝑧−

〈
𝑝2

����̄�𝑞
(
−𝑧2

)
𝛾+𝜓𝑞

( 𝑧
2

)��� 𝑝1

〉
𝑧⊥=0,𝑧+=0

. (2.6)

For completeness, let us notice that all four GPDs we have presented here are
twist-2 GPDs which are chiral-even, in the sense that the struck parton helicity is
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Figure 2.1: Handbag diagram for DVCS. Depending on the 𝑥-intervals, the GPD
is interpreted as either an emission and re-absorption of a quark (left), of a quark-
antiquark pair (center), or of an antiquark (right). Figure taken from [122].

conserved. There exist higher twist GPDs and also chiral-odd that are often coined
as transversity GPDs. Chiral-odd GPDs appear in the description of exclusive
processes with several produced particles in the final state (see for instance [121]).

2.2 | GPDs interpretation
GPDs are functions of 𝑥, 𝜉 and 𝑡. The latter two variables are defined in Eq. (2.3).
We notice that 𝑡 is the traditional Mandelstam variable equal to the square of the
total transfer of four-momentum to the hadron, while 𝜉 characterizes the transfer
of plus-momentum. In a frame where the hadron travels almost at light-speed, the
plus-momentum 𝑝+ becomes proportional to the forward momentum 𝑝3 and to the
energy 𝑝0. It is therefore common to denote the plus-momentum as "longitudinal
momentum" or "forward momentum" with an implicit reference to this frame. On
the other hand, 𝑥 is only indirectly defined in (2.2) as a factor preceding 𝑃+in the
exponential weight 𝑒 𝑖𝑥𝑃+𝑧−of the integral transform.

In the context of exclusive processes, it is possible to give a partonic interpreta-
tion to GPDs. 𝑥𝑃+ is then shown to be the average plus-momentum of the struck
parton, whereas Δ+ = −2𝜉𝑃+ is the plus-momentum transfer to the struck parton,
or equivalently the hadron. We deduce then that (𝑥 + 𝜉)𝑃+ is the plus-momentum
of the struck parton before interacting with the virtual photon, and (𝑥 − 𝜉)𝑃+its
plus-momentum before re-absorption in the hadron. It is shown in Ref. [14] that
GPDs are defined for (𝑥, 𝜉) ∈ [−1, 1]. Depending on the relative values of 𝑥 and
𝜉, the GPDs are divided into two distinct regions, each carrying entirely different
physical interpretations:

- For 𝑥 ∈ [𝜉, 1] (𝑥 ∈ [−1,−𝜉]) referred to as DGLAP [16–19] region, Figure 2.1
(left and right), can be attributed to the amplitude of hitting a quark (antiquark)
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in the nucleon with momentum fraction 𝑥 + 𝜉 (𝜉 − 𝑥) and putting it back with a
different momentum fraction 𝑥 − 𝜉 (−𝜉 − 𝑥) at a given transverse distance, relative
to the transverse center of mass, in the nucleon.

- In the ERBL [20, 21] region, Figure 2.1 (center), 𝑥 ∈ [−𝜉, 𝜉] the GPD resembles
distribution amplitudes governing the emission or absorption of a quark-antiquark
or gluon pair with squared momentum 𝑡.

Since gluons are their own anti-particles, the same reasoning shows that the
gluon GPD is even in the variable 𝑥.

2.3 | General properties
This Section gives a brief excerpt of the general properties of GPDs and their
relations to ordinary PDFs and elastic form factors. For a more detailed discussion
see for e.g. the reviews [14, 123, 124].

2.3.1 | Link to PDFs

The fact that a non-vanishing four-momentum transfer 𝑡 is received by the hadron
target in DVCS and DVMP makes it necessary to describe the soft part of the
interaction thanks to GPDs, and not ordinary PDFs. The link between the two
distributions can be observed formally by setting Δ = 0 (𝜉 = 0, 𝑡 = 0), known as
forward limit, the nucleon has the same momentum and helicity configuration in
its initial and final state and the GPDs reduce to the ordinary parton densities:

𝐻𝑞(𝑥, 0, 0) = 𝑞𝑞(𝑥), �̃�𝑞(𝑥, 0, 0) = Δ𝑞𝑞(𝑥) for 𝑥 > 0,
𝐻𝑞(𝑥, 0, 0) = −𝑞𝑞(−𝑥), �̃�𝑞(𝑥, 0, 0) = Δ𝑞𝑞(−𝑥) for 𝑥 < 0,
𝐻 𝑔(𝑥, 0, 0) = 𝑥𝑔(𝑥), �̃� 𝑔(𝑥, 0, 0) = 𝑥Δ𝑔(𝑥) for 𝑥 > 0,

(2.7)

where 𝑞𝑞(𝑥)(𝑞𝑞(𝑥)) andΔ𝑞𝑞(𝑥)(Δ𝑞𝑞(𝑥)) are respectively the quark (antiquark) unpo-
larized and polarized PDFs for flavor 𝑞. Since PDFs are well-known from a wealth
of experimental data, notably thanks to inclusive processes like DIS, the fact that
they are the forward limit of GPDs is a crucial aspect of the modeling of the latter.

For the remaining GPDs 𝐸 and �̃�, there exist no corresponding relations as they
are multiplied by factors proportional to Δ, (see Eq. (2.2)). Therefore, the forward
limit, does not bring any constraint on 𝐸 or 𝐸. Nonetheless, values of 𝐸 in this
limit unaccessible from DIS play an important role in the determination of the spin
decomposition of hadrons. They only appear at finite momentum transfers to the
nucleon, where a spin flip is possible. The GPDs 𝐸𝑞 and 𝐸𝑔 carry information
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on the nucleon spin contributions by the angular momenta of quarks and gluons,
which makes them of particular importance for studying the nucleon spin.

2.3.2 | Link to FFs

GPDs also generalize the usual elastic form factors (FFs) 𝐹𝑞1 and 𝐹𝑞2 which parame-
terize the matrix element of the electromagnetic current at 𝑧 = 0 :〈

𝑝2
���̄�𝑞(𝑧)𝛾𝜇𝜓𝑞(𝑧)

�� 𝑝1
〉
= �̄� (𝑝2)

[
𝐹
𝑞

1 (𝑡)𝛾
𝜇 + 𝐹𝑞2 (𝑡)

𝑖𝜎𝜇𝜈Δ𝜈

2𝑀

]
𝑢 (𝑝1) . (2.8)

From 𝐹
𝑞

1 (𝑡) and 𝐹𝑞2 (𝑡) are defined the Dirac and Pauli form factors 𝐹1(𝑡) and 𝐹2(𝑡)
defined by:

𝐹1(𝑡) =
∑
𝑞

𝑒𝑞𝐹
𝑞

1 (𝑡) and 𝐹2(𝑡) =
∑
𝑞

𝑒𝑞𝐹
𝑞

2 (𝑡), (2.9)

where 𝑒𝑞 is the electric charge of the quark of flavor 𝑞. At 𝑡 = 0, 𝐹1(0) gives the total
electric charge of the hadron, and 𝐹2(0) its anomalous magnetic moment.

The link between GPDs and FFs is obtained by taking the limit 𝑧− = 0 in Eq. (2.2),
which can be achieved by integrating𝐻𝑞 and 𝐸𝑞 over their dependence on 𝑥, giving
their first moment in 𝑥 [14]:∫ 1

−1
𝑑𝑥𝐻𝑞(𝑥, 𝜉, 𝑡) = 𝐹

𝑞

1 (𝑡),
∫ 1

−1
𝑑𝑥𝐸𝑞(𝑥, 𝜉, 𝑡) = 𝐹

𝑞

2 (𝑡),∫ 1

−1
𝑑𝑥�̃�𝑞(𝑥, 𝜉, 𝑡) = 𝑔

𝑞

𝐴
(𝑡),

∫ 1

−1
𝑑𝑥�̃�𝑞(𝑥, 𝜉, 𝑡) = 𝑔

𝑞

𝑃
(𝑡).

(2.10)

Here, 𝑔𝑞
𝐴

and 𝑔
𝑞

𝑃
are the corresponding axial-vector and pseudo-scalar form

factors. This relation has been extensively used to describe the 𝑡-dependence of
GPDs. It should be pointed out that the results are 𝜉-independent. The integration
over 𝑥 removes all reference to the longitudinal direction, which defines 𝜉, hence
the result must be independent of 𝜉 [14]. The dependence of the form factors on 𝑡 is
characterized by the scale dependence of the strong coupling, which also controls
the 𝑡-dependence of the GPDs [123].

The nomenclature of "generalized" Parton Distributions (GPDs) becomes evi-
dent as these distributions encapsulate various well-established sources of non-
perturbative insights into hadron structure. GPDs represent a higher-order gen-
eralization of parton distributions, offering a more comprehensive description of
hadron properties. Beyond GPDs, there exists another level of generalization
known as Generalized Transverse Momentum Dependent Distributions (GTMDs)
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Figure 2.2: Family tree of parton distributions. The link from GPDs to FFs is
obtained by integrating the 𝑥 dependence, whereas the link from GPDs to PDFs is
obtained thanks to the limit Δ = 0. Figure taken from [125].

[119, 120]. These distributions, as depicted in the "family tree" of parton distri-
butions in Figure 2.2, involve the unintegrated GPDs over the parton’s transverse
momentum, denoted as 𝑘⊥. In practical terms, integrating GTMDs over the trans-
verse momentum 𝑘⊥ is equivalent to setting 𝑧⊥ = 0 for GPDs, which, is implicitly
done in (2.2) by only considering 𝑧− in the definition of the matrix element. This
hierarchical structure of parton distributions, from PDFs to GPDs and ultimately to
GTMDs, provides a comprehensive framework for understanding the increasingly
intricate facets of hadron structure and the wealth of information these distribu-
tions offer in the realm of particle physics.

2.3.3 | Polinomiality

Higher moments in 𝑥 introduce higher-order corrections to the form factors, which
appear as polynomials in 𝜉. For the quark GPDs 𝐻𝑞 and 𝐸𝑞 , these higher moments
are given as [14]:
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∫ 1

−1
𝑑𝑥𝑥𝑛𝐻𝑞(𝑥, 𝜉, 𝑡) =


𝑎0(𝑡) + 𝑎2(𝑡)𝜉2 + 𝑎4(𝑡)𝜉4 + . . . + 𝑎𝑛𝜉𝑛 even 𝑛

𝑎0(𝑡) + 𝑎2(𝑡)𝜉2 + 𝑎4(𝑡)𝜉4 + . . . + 𝑐𝑛+1𝜉(𝑛+1) odd 𝑛∫ 1

−1
𝑑𝑥𝑥𝑛𝐸𝑞(𝑥, 𝜉, 𝑡) =


𝑏0(𝑡) + 𝑏2(𝑡)𝜉2 + 𝑏4(𝑡)𝜉4 + . . . + 𝑏𝑛𝜉𝑛 even 𝑛

𝑏0(𝑡) + 𝑏2(𝑡)𝜉2 + 𝑏4(𝑡)𝜉4 + . . . − 𝑐𝑛+1𝜉(𝑛+1) odd 𝑛
(2.11)

This property of GPDs is called the polynomiality [14]. Similar Equations also
exist for the quark GPDs �̃� and �̃�, as well as for the gluons. The fact that only even
powers of 𝜉 appear is due to the time reversal invariance: 𝐻(𝑥, 𝜉, 𝑡) = 𝐻(𝑥,−𝜉, 𝑡).

2.4 | The hadron tomography
Usual PDFs 𝑎(𝑥) possess a probabilistic interpretation as the number density of
partons of type 𝑎 carrying a fraction 𝑥 of the plus-momentum of the hadron. As
generalizations of PDFs, GPDs have an even more appealing probabilistic interpre-
tation when transforming GPDs from momentum space to position space, in the
so-called impact parameter representation. At zero skewness 𝜉 = 0, the Fourier
transform of a GPD with respect to Δ⊥ is called an impact parameter distribution
(IPD) [7, 8]:

𝑞 (𝑥, 𝑏⊥) =
∫

d2Δ⊥
(2𝜋)2 𝑒

−𝑖𝑏⊥·Δ⊥𝐻𝑞
(
𝑥, 0, 𝑡 = −Δ2

⊥

)
(2.12)

𝑏⊥ is the Fourier conjugate variable of the transverse momentum transfer Δ⊥.
When 𝜉 = 0, Eq. (2.12) gives the number density of quarks with flavor 𝑞 and

longitudinal four-momentum fraction 𝑥 at the transverse distance 𝑏⊥ (impact pa-
rameter) with respect to the transverse center of the nucleon momentum 𝑅⊥. In
the parton representation 𝑅⊥ is given by the sum of the transverse positions 𝑟⊥,𝑖 of
all partons 𝑖, weighted by their corresponding momentum fraction 𝑥𝑖 :

𝑅⊥ =
∑
𝑖

𝑥𝑖𝑟⊥,𝑖 (2.13)

A similar probabilistic interpretation can be found for GPD 𝐻, which describes
the polarized impact parameter dependent probability density. In a less intuitive
form, an interpretation for the Fourier transformation of the GPD 𝐸 exists.

By experiments, it is not possible to perform measurements at 𝜉 = 0. As
for 𝜉 ≠ 0 when the longitudinal momentum of the parton/nucleon changes, the
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Figure 2.3: Illustration of the shift of center of transverse momentum for GPDs
represented in the impact parameter space in the region 𝑥 ∈ [𝜉, 1]. The struck
quark is indicated as a red line. Figure taken from [122].

probabilistic interpretation does not hold. Nevertheless, since the incoming hadron
carries a plus-momentum (1 + 𝜉)𝑃+whereas the outgoing one carries (1 − 𝜉)𝑃+, it
implies a shift of the transverse center of momentum during the interaction if 𝜉 is
non zero [14].

An illustration of this shift is shown in Figure 2.3. The transverse center of
momenta of the nucleon before and after the scattering process, as well as the
average, are indicated by the horizontal solid black lines and the dashed black
line, respectively. The shift in the transverse center of momenta with respect to its
average is proportional to 𝑏⊥. The horizontal red line illustrates the struck quark.

The practical extraction of IPDs faces the challenges of accessing a large range of
values in 𝑡 to perform the Fourier transform. However, factorization theorems are
only valid for |𝑡 | small with respect to 𝑄2, which restricts considerably the access
to moderate values of |𝑡 | of the order of several GeV2 which introduces model-
dependent extrapolations. In addition, since the experimental data are accessible
only at non-vanishing 𝜉, an extrapolation to 𝜉 = 0 is necessary.

Although the probabilistic interpretation is lost, the measurements of exclusive
reactions still allow us to study the GPDs as a function of the longitudinal parton
momentum at small momentum transfer to the nucleon, which provides important
information on the transverse parton distribution. Commonly this is referred to as
’nucleon tomography’. For instance, we reproduce in Figure 2.4 the result of the fit
of IPDs led in [126].
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Figure 2.4: Number density of 𝑢 quarks as a function of 𝑥 and 𝑏⊥ in an unpolarised
proton (top) and a longitudinally polarized proton (bottom). For the lower plot,
only the valence contribution is shown. Figure taken from [126].

2.5 | Energy-momentum tensor
One of the remarkable features of GPDs is their inherent connection to the QCD
Energy-Momentum Tensor (EMT). This connection serves a dual purpose in our un-
derstanding of hadron physics. Firstly, it helps elucidate the longstanding enigma
of nucleon spin decomposition, a puzzle that originated three decades ago with the
pioneering European Muon Collaboration (EMC) measurements [127]. Secondly,
it enables the exploration of the mechanical characteristics of hadrons, such as the
distribution of pressure within the nucleon [11, 128]. The potential to investigate
the mechanical properties of partonic matter was initially emphasized in [10]. This
profound link between GPDs and the QCD EMT offers a rich avenue for exploring
fundamental aspects of hadron structure and properties, addressing questions that
have intrigued physicists for many years.

In the case of a spin- 1
2 hadron, the matrix element of the local gauge-invariant

EMT operator can be parameterized in terms of five gravitational form factors
(GFFs) 𝐴𝑎(𝑡), 𝐵𝑎(𝑡), 𝐶𝑎(𝑡), �̄�𝑎(𝑡) and 𝐷𝑎

𝐺𝐹𝐹
(𝑡)5 as [114–116]〈

𝑝2
��𝑇𝜇𝜈
𝑎 (0)

�� 𝑝1
〉
= �̄� (𝑝2) {

𝑃𝜇𝑃𝜈

𝑀
𝐴𝑎(𝑡) +

Δ𝜇Δ𝜈 − 𝜂𝜇𝜈Δ2

𝑀
𝐶𝑎(𝑡) +𝑀𝜂𝜇𝜈�̄�𝑎(𝑡)

+
𝑃{𝜇𝑖𝜎𝜈}𝜌Δ𝜌

4𝑀 [𝐴𝑎(𝑡) + 𝐵𝑎(𝑡)] +
𝑃[𝜇𝑖𝜎𝜈]𝜌Δ𝜌

4𝑀 𝐷𝑎
𝐺𝐹𝐹(𝑡)

}
𝑢 (𝑝1) ,

(2.14)
where 𝑎{𝜇𝑏𝜈} = 𝑎𝜇𝑏𝜈 + 𝑎𝜈𝑏𝜇 and 𝑎[𝜇𝑏𝜈] = 𝑎𝜇𝑏𝜈 − 𝑎𝜈𝑏𝜇. The connection between
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GPDs and GFFs are given for quarks by [14]:∫ 1

−1
d𝑥𝑥𝐻𝑞(𝑥, 𝜉, 𝑡) = 𝐴𝑞(𝑡) + 4𝜉2𝐶𝑞(𝑡),∫ 1

−1
d𝑥𝑥𝐸𝑞(𝑥, 𝜉, 𝑡) = 𝐵𝑞(𝑡) − 4𝜉2𝐶𝑞(𝑡),∑

𝑞

∫ 1

−1
d𝑥𝐻𝑞(𝑥, 𝜉, 𝑡) = −

∑
𝑞

𝐷
𝑞

𝐺𝐹𝐹
(𝑡),

(2.15)

and for gluons by ∫ 1

−1
d𝑥𝐻 𝑔(𝑥, 𝜉, 𝑡) = 𝐴𝑔(𝑡) + 4𝜉2𝐶 𝑔(𝑡),∫ 1

−1
d𝑥𝐸𝑔(𝑥, 𝜉, 𝑡) = 𝐵𝑔(𝑡) − 4𝜉2𝐶 𝑔(𝑡),

𝐷
𝑔

𝐺𝐹𝐹
(𝑡) = 0.

(2.16)

Access to the GFF �̄�𝑎 is more intricate since it involves higher twist GPDs [115].

2.5.1 | Disentangling the nucleon spin

The initial measurements of the proton’s spin-dependent structure function de-
noted as 𝑔𝑝1 , were conducted at SLAC and by the European Muon Collaboration
(EMC). The findings from the EMC experiments indicated that the role of quark
spins in determining the proton’s spin was minimal. This was a stark contrast to
the prevailing expectation that the spin of the nucleon primarily arises from the
spins of its valence quarks. These results triggered what became known as the
"spin crisis." Subsequent measurements, conducted more recently, have estimated
the contribution of quark spins to be approximately 30%. Additionally, the intro-
duction of gluons through the QCD extension of the Quark-Parton Model (QPM)
has added to the complexity of understanding the nucleon’s spin composition.
Despite these developments, the precise composition of the nucleon’s spin remains
unresolved and continues to be the subject of intensive research efforts.

It can be shown that the total angular momentum carried by each flavor of quark
𝐽𝑞 and gluons 𝐽 𝑔 for a spin-1/2 hadron is given by [2]:

𝐽𝑞 =
1
2 (𝐴

𝑞(0) + 𝐵𝑞(0)) , 𝐽 𝑔 = 1
2 (𝐴

𝑔(0) + 𝐵𝑔(0)) . (2.17)
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From Eqs. (2.15)-(2.16) the decomposition of the total spin of the hadron, known
as Ji’s sum rule (see Section 1.4) is deduced as a function of the GPDs:

1
2 =

∑
𝑞

𝐽𝑞 + 𝐽 𝑔

=
∑
𝑞

1
2

∫ 1

−1
d𝑥𝑥 (𝐻𝑞(𝑥, 𝜉, 0) + 𝐸𝑞(𝑥, 𝜉, 0)) + 1

2

∫ 1

−1
d𝑥𝐻 𝑔(𝑥, 𝜉, 0) + 𝐸𝑔(𝑥, 𝜉, 0).

(2.18)
This sum rule reminds us of the one observed by usual PDFs:

1 =
∑

𝑎=𝑞,�̄�,𝑔

∫ 1

0
d𝑥𝑥𝑎(𝑥). (2.19)

Thanks to the probabilistic interpretation of PDFs, this sum rule merely states
that when adding the fractional plus-momentum over all partons, we obtain the
full plus-momentum of the hadron.

2.5.2 | Mechanical properties

In the Breit frame where spatial three-vectors of 𝑷 = 0 and 𝑡 = −𝚫2, Fourier trans-
forms of GFFs with respect to 𝚫 allow us to measure how energy and momentum
are distributed inside the hadron [10, 11, 128]. Denoting by 𝑟 = |𝒓 | the radial coor-
dinate, one can define for instance the radial energy 𝜀𝑎(𝑟) distribution in the Breit
frame as a Fourier transform of the GFFs 𝐴𝑎(𝑡), 𝐵𝑎(𝑡), 𝐶𝑎(𝑡) and �̄�𝑎(𝑡) :

𝜀𝑎(𝑟) = 𝑀

∫
d3𝚫
(2𝜋)3 𝑒

−𝑖𝚫·𝒓
{
𝐴𝑎(𝑡) + �̄�𝑎(𝑡) + 𝑡

4𝑀2 [𝐵
𝑎(𝑡) − 4𝐶𝑎(𝑡)]

}
.

Among several distributions of radial mechanical properties that can be defined,
the pressure anisotropy 𝑠𝑎(𝑟) has attracted attention due to the fact that it does not
depend on �̄�𝑎(𝑡). In theory, it can therefore be completely extracted from leading
twist GPDs:

𝑠𝑎(𝑟) = −
4𝑀
𝑟2

∫
d3𝚫
(2𝜋)3 𝑒

−𝑖𝚫·𝒓 𝑡
−1/2

𝑀2
d2

d𝑡2
[
𝑡5/2𝐶𝑎(𝑡)

]
. (2.20)

The first determination of the shear forces and the pressure distribution expe-
rienced by the quarks inside the proton from DVCS data exploiting the connection
between GPDs and GFFs was performed in Refs. [129, 130] Their results are repro-
duced in Figure 2.5. A strong repulsive pressure near the center of the proton (up
to 0.6 fm) and a binding pressure at greater distances were found. The maximum
shear force of 40 ± 20 MeV fm−1 occurs near 0.6 fm from the proton center, indi-
cating where confinement forces may be strongest. The shear forces in the proton
reverse direction at r ≈ 0.45 fm from the center.
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Figure 2.5: (left) Radial pressure distribution in the proton versus the radial
distance r from the center of the proton. Figure from [129]. (right) Distribution of
the shear forces in the proton. Figure from [130]. The middle solid line represents
the fit result. The outer blue-shaded area marks the range of uncertainties when
only data prior to the CLAS data are included. The middle (light-green) areas
are based on the CLAS data, and the inner (red) area represents projections when
expected results from the ongoing and planned experiments are included in the
fits. The dashed black curve is a model prediction.

2.6 | Modelling of GPDs
The parametrization of Generalized Parton Distributions (GPDs) through specific
models plays a vital role in understanding nucleon structure. Three distinct model
families are commonly used: Double Distributions (DDs), dual parametrization,
and Mellin-Barnes integrals.

The DDs model is equivalent to satisfying the requirements of Lorentz covari-
ance on the polynomiality of Mellin moments of GPDs. It was initially introduced
by A. Radyushkin [131, 132] and D. Müller et al. [1] and they offer a framework
to parameterize the (𝑥, 𝜉)-dependence and inherently satisfy polynomiality. This
approach enables the decoupling of the longitudinal component of the transferred
momentum to the nucleon (Δ) from its initial momentum by introducing two new
variables, making the dependence on 𝑥 and 𝜉 more manageable. As DD-ansatz
only supports polynomials of 𝜉 up to a power of 𝑛, the introduction of the so-called
𝐷-term, proposed by C. Weiss and M. Polyakov [133], facilitates the inclusion of
the highest power of 𝜉 for odd 𝑛(𝑛 + 1) in the moments of the GPDs 𝐻 and 𝐸, see
Eq. (2.11)

Two notable models that employ DDs for parameterization are the VGG [56] and
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GK [55] models. The VGG model was developed through a series of publications
spanning from 1999 to 2005. The GK model’s parameterization evolved while
fitting data from DVMP by S.V. Goloskokov and P. Kroll [55, 134, 135] that shares
the same GPDs as DVCS.

The study of GPDs in the impact parameter space suggests that GPD 𝐻𝑞(𝑥, 0,
−Δ2
⊥) should become independent of 𝑡 as 𝑥 approaches 1. In this scenario, the

active quark carries all the nucleon’s four-momentum, which according to (2.13)
brings it closer to the transverse center of momentum. This results in a small impact
parameter 𝑏⊥. As 𝑏⊥ is the Fourier conjugated to Δ⊥, and Δ⊥ related to 𝑡, hence
GPD 𝐻 should not depend on 𝑡 anymore. For 𝑥 → 0 one expects an increasing
contribution by the quark-antiquark sea, resulting in a diverging behavior of the
GPD. This should translate to an increase of the nucleon’s transverse size like
𝛼 ln 1

𝑥 [7]. An ansatz of this kind is based on Regge theory, which arose from
the study of the analytic properties of scattering amplitudes in strong interaction
processes [136]. In this theory, the high energy behavior of amplitudes is described
by (𝑠/𝑠0)𝛼(𝑡), where 𝑠 is the squared center of mass energy, 𝛼(𝑡) a so-called Regge
trajectory and 𝑠0 a scale factor, usually taken to be 1 GeV2. In the sea and gluon
regime (small 𝑥𝐵 , 𝑥 ) this trajectory is the Pomeron trajectory and has the quantum
number of the vacuum [124].

Considering the mentioned constraints due to the expected behaviour of 𝑏⊥(𝑥),
an ansatz for e.g. of the form:

𝐻𝑞
(
𝑥, 0,−Δ2

⊥

)
= 𝑞𝑞(𝑥)𝑒−𝑎(1−𝑥) ln 1

𝑥 ·Δ2
⊥ (2.21)

can be chosen to parameterize the 𝑡-dependence of the GPD 𝐻𝑞 [7]. Here, 𝑞𝑞(𝑥)
denotes the corresponding quark distribution. The 𝑡-dependence of GPD 𝐻 is
of particular interest when investigating the correlation of the slope parameter of
the DVCS cross-section to the transverse extension of parton distributions in the
proton.



Accessing GPDs in exclusive processes 3
Experimental observables play a crucial role in gaining access to Generalized Parton
Distributions (GPDs) in the real world. While the contributions of parton spins
can be probed through their polarized Parton Distribution Functions (PDFs), their
orbital motions, which are equally vital for understanding the internal dynamics
of hadrons, are described by their quantum phase space distributions, essentially
encapsulated in their GPDs.

For instance, the quark and gluon angular momentum (AM) densities can be
expressed as [2],

𝐽𝑞,𝑔(𝑥) =
𝑥

2
(
𝐻𝑞,𝑔(𝑥, 0, 0) + 𝐸𝑞,𝑔(𝑥, 0, 0)

)
(3.1)

where 𝐻𝑞,𝑔(𝑥, 𝜉, 𝑡) and 𝐸𝑞,𝑔(𝑥, 𝜉, 𝑡) are two different types of GPDs. Hence,
experiments capable of accessing GPDs are pivotal for measuring the spin struc-
tures of nucleons. GPDs are naturally probed by the Deep Exclusive Processes
(DEPs), namely the exclusive productions of particles off nucleons with deeply
virtual photons, including Deeply Virtual Compton Scattering (DVCS) [2, 3] and
Deeply Virtual Meson Production (DVMP) [4, 22] via the collinear factorization of
QCD.

Among these processes, DVCS has garnered significant theoretical and exper-
imental attention in recent years. This is due to its advantageous characteristics,
including a substantial cross-section, which is crucial when considering its interfer-
ence with the Bethe-Heitler process, and a relatively clean theoretical description.
In contrast, other processes like DVMP offer increased sensitivity to gluons but
involve additional non-perturbative functions, such as distribution amplitudes,
making them more complex to analyze.

In the following Sections, the general cross-section for exclusive photon pro-
duction and in particular the contribution by DVCS, namely the process of lepto-
production of a photon off the nucleon with the virtual photon momentum square,
or the virtuality, 𝑄2 = −𝑞2 much larger than the momentum transfer square 𝑡,
are discussed. The DVCS contribution provides GPD-related observables, named
Compton Form Factors (CFFs). Therefore, the DVCS measurements that allow us

44
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to measure the CFFs and reconstruct the GPDs play an important role in studying
the internal structure of the nucleon. In the last section, we give an overview of
the current experimental landscape regarding DVCS and GPDs measurements and
detail the experiments of interest in this thesis used for the extraction of the CFFs.

3.1 | Compton Form Factors
The DVCS cross-section, which provides insights into the parton structure of nu-
cleons, is indirectly dependent on GPDs. Instead of GPDs, the cross-section is
parametrized in terms of CFFs. These CFFs have a linear influence on the descrip-
tion of the interference between the Bethe-Heitler (BH) and DVCS processes and a
quadratic influence on the pure DVCS term.

Factorization theorems [4, 22] enable us to express CFFs as convolutions of
GPDs with coefficient functions. These coefficient functions are calculable at any
order of perturbative Quantum Chromodynamics (pQCD). Consequently, retriev-
ing GPDs from CFFs is a significant challenge within the field, often referred to
as the deconvolution problem. It involves determining the underlying GPDs from
the experimentally accessible CFFs, and its solution is a fundamental goal in un-
derstanding the partonic structure of nucleons.

In detail, the CFFs read as [49]:

[ℋ , ℰ ,ℋ 3
+ , ℰ3

+ , ℋ̃ 3
− , ℰ̃3

−](𝜉, 𝑡) =
∑
𝑞

∫ 1

−1
𝑑𝑥𝐶𝑞[−](𝑥, 𝜉)[𝐻𝑞 , 𝐸𝑞 , 𝐻

𝑞3
+ , 𝐸

𝑞3
+ , 𝐻

𝑞3
− , 𝐸

𝑞3
− ](𝑥, 𝜉, 𝑡),

[ℋ̃ , ℰ̃ , ℋ̃ 3
+ , ℰ̃3

+ ,ℋ 3
− , ℰ3

−](𝜉, 𝑡) =
∑
𝑞

∫ 1

−1
𝑑𝑥𝐶𝑞[+](𝑥, 𝜉)[𝐻𝑞 , 𝐸𝑞 , 𝐻

𝑞3
+ , 𝐸

𝑞3
+ , 𝐻

𝑞3
− , 𝐸

𝑞3
− ](𝑥, 𝜉, 𝑡),

(3.2)
summing over all the quark flavors. Here 𝐶𝑞[±] is a coefficient function related
to the hard scattering part and it is convoluted with twist-2 or leading twist (LT)
GPDs, i.e., 𝐻, 𝐸, 𝐻, 𝐸, and twist-3 GPDs, i.e., 𝐻3

+, 𝐸3
+, 𝐻3

−, 𝐸3
−, 𝐻3

+, 𝐸3
+, 𝐻

𝑞3
− , 𝐸𝑞3− .

These convolution integrals arise in the vector and axial vector decomposition of
the DVCS amplitude. In pQCD these coefficient functions are calculated as:

𝐶𝑞[±] = 𝐶
𝑞[±]
(0) +

𝛼𝑠
2𝜋𝐶

𝑞[±]
(1) + 𝒪

(
𝛼2
𝑠

)
, (3.3)

At leading order (LO), the coefficient function has no scale dependence and
reads:

𝐶
𝑞[±]
(0) = 𝑒2

𝑞

(
1

𝜉 − 𝑥 − 𝑖0 ±
1

𝜉 + 𝑥 − 𝑖0

)
, (3.4)
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where 𝑒2
𝑞 is the charge of the quarks in the unit of proton charge. Using the

Sokhotski-Plemelj theorem, it is possible to decompose integrals of the form given
in Eq. 3.2 into a real and an imaginary part. For any arbitrary GPD 𝐹 and corre-
sponding CFF ℱ , at LO, this results yields for the imaginary part:

ℑ𝔪ℱ 𝑞 (𝜉, 𝑡) = 𝜋
∑
𝑞

𝑒2
𝑞 [𝐹𝑞 (𝜉, 𝜉, 𝑡) ∓ 𝐹𝑞 (−𝜉, 𝜉, 𝑡)]

= 𝜋
∑
𝑞

𝑒2
𝑞𝐹

𝑞(±) (𝜉, 𝜉, 𝑡) ,
(3.5)

and for the real part,

ℜ𝔢ℱ 𝑞 (𝜉, 𝑡) =
∑
𝑞

𝑒2
𝑞𝒫

∫ 1

−1
d𝑥

(
1

𝜉 − 𝑥 ∓
1

𝜉 + 𝑥

)
𝐹𝑞 (𝑥, 𝜉, 𝑡)

=
∑
𝑞

𝑒2
𝑞𝒫

∫ 1

0
d𝑥

(
1

𝜉 − 𝑥 ∓
1

𝜉 + 𝑥

)
𝐹𝑞(±) (𝑥, 𝜉, 𝑡) ,

(3.6)

where 𝒫 denotes Cauchy’s principal value. We have used the explicit 𝑥 parity of
the DVCS coefficient function to restrict integration on [0, 1]. The top sign applies
for the unpolarized GPDs (H, E) and the the bottom sign is for the polarized GPDs
(𝐻, 𝐸). Equations (3.5) and (3.6) show that in case an experimental observable is
sensitive to the imaginary part of the CFFs, it will only contain information along
the line 𝑥 = ±𝜉, whereas the real part probes GPD integrals over the momentum
fraction 𝑥. The maximum model-independent information that can be extracted
from the DVCS reaction at the leading twist is eight CFFs, which depend on two
variables, 𝜉 and 𝑡, at QCD leading order. There is an additional 𝑄2 dependence in
the CFFs (and in the GPDs) if QCD evolution is taken into account.

The connection between CFFs and GPDs (3.2) holds profound significance in
the realm of nuclear and particle physics acting as a bridge, linking the observable
outcomes of experiments with the underlying dynamics of quarks and gluons
within hadrons. This relationship provides a unique window into the intricate
subatomic world, offering insights into the spatial distribution, momentum, and
spin of partons.

The majority of studies on DVCS have traditionally been conducted at LO in
the context of pQCD. This choice is driven by the remarkable ability to directly
access the diagonal elements of the GPDs through the imaginary part of the LO
coefficient function (3.5). Furthermore, the limited range of 𝑄2 values covered
by current experimental DVCS datasets has allowed for a simplified treatment
of the 𝑄2 dependence. However, the extraction of CFFs from experimental data
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presents formidable challenges. The process involves disentangling these form
factors from complex experimental measurements, often mired in uncertainties
and systematic errors. The non-perturbative nature of strong interactions poses
a significant challenge, as CFFs are intimately tied to the behavior of quarks and
gluons under extreme conditions. This necessitates advanced theoretical models
and precise measurements that can distinguish between various hadron structures
and quark-gluon interactions. Moreover, the multiplicity of CFFs, each with real
and imaginary components, increases the complexity of the extraction process. To
access these elusive form factors, continuous innovation in theoretical, experimen-
tal, and analysis techniques is necessary. The extraction of CFFs is the main subject
of this thesis making use of sophisticated analysis methods.

3.2 | DVCS cross-section
Before we can extract the twist-2 Compton form factors (CFFs), we must have a
thorough understanding of the relevant cross sections that have been and can be
measured. DVCS is considered the golden channel for the measurements of quark
GPDs with its clean final state. The DVCS is an exclusive process where a virtual
photon 𝛾∗ with large space-like squared four-momentum 𝑞2 ≪ −𝑀2 is exchanged
usually from an incoming lepton beam with a hadron target of mass M. Contrary to
inclusive processes where any final state of the interaction is considered, exclusive
processes require that the hadron remains intact in the final state. Providing that
the struck nucleon is not broken, part of the incoming energy is re-emitted through
a real photon.

The computation of the first Deeply Virtual Compton Scattering (DVCS) cross-
section in terms of the leading twist CFFs was presented in the works from Ji [3],
which marked a significant milestone in the field of high-energy physics. This
pioneering work established a clear connection between the proton’s Generalized
Parton Distributions (GPDs) and experimentally measurable observables. Subse-
quently, Belitsky, Müller, and Kirchner (BKM) [49], significantly advanced the field
of DVCS by extending their computations beyond the leading-order Generalized
Parton Distributions (GPDs). They provided explicit formulas for DVCS cross-
sections in terms of laboratory frame kinematic variables. Notably, in their work,
they introduced the azimuthal dependence of DVCS cross-sections through the use
of harmonic functions. Furthermore, they proposed methods for the extraction of
CFFs, which are essential for understanding the internal structure of hadrons. To
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enhance the accuracy and precision of their calculations, the same authors revisited
their study in a subsequent work, referred to in this thesis as BKM10 formulation,
published in [61]. This updated formulation offered more refined and kinemati-
cally accurate formulas, which have become a key reference in the field of DVCS
research. Throughout our work, we have utilized the BKM10 formulation as the
basis for the CFFs extraction from the DVCS proccess, benefiting from its improved
accuracy and reliability.

Following or extending the work in [49, 61], Belitsky, Müller, and Ji (BMJ) [137]
suggested a new decomposition of the Compton hadronic tensor in terms of photon
helicity-dependent CFFs that are free from kinematical singularities at the edges
of the available phase space. The main motivation for this study has been to
establish the connection between large-𝑄2 description in terms of GPDs and small-
𝑄2 description in terms of generalized polarizabilities, the BMJ basis seems to be
well suited for the study of higher twist effects.

The parameterization of the DVCS amplitude by the expressions that arise from
a leading-twist QCD calculation at leading order accuracy in terms of GPDs is
however incomplete and in fact, convention-dependent, as it violates the required
symmetries which are restored by contributions that are formally suppressed by
powers of 1/Q, dubbed higher-twist corrections. There are other available DVCS
calculations using distinct conventions in the literature. The Braun, Manashov, and
Pirnay (BMP) formulation, is known for its calculations of finite-t and target-mass
corrections to DVCS. Their work, found in references [138, 139], addresses specific
corrections related to the kinematic variables involved in DVCS. A more recent
calculation, referred to as UVa [140], has been performed with full inclusion of the
twist-3 GPDs using the helicity amplitudes formalism. However, the UVa formu-
lation provides results that differ quantitatively from those of BKM, as highlighted
in reference [141].

Another original computation of the DVCS cross-section was conducted and
detailed in reference [62]. This work undertook a comprehensive examination of
higher-order kinematic effects associated with twist-2 CFFs. The results of this
calculation offered insights into the impact of factors such as light cone choices
and gauge dependence and provided a comprehensive comparison of the various
DVCS calculations based on their convention choices. It also demonstrated that the
results of BKM and UVa could be reconciled with appropriate coordinate choices,
with some exceptions, such as an additional source of phase dependence claimed
by the UVa authors.

In this section, we provide an overview of many of the important observables
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needed to extract leading twist CFFs, with many detailed formulas given in Appen-
dices A and B. Specifically, we introduce the kinematics of the DVCS process, the
factorization, and the general cross-section for exclusive photon production and in
particular, the contribution by DVCS using the BKM10 formulation.

3.2.1 | DVCS kinematics

A handbag diagram illustrating DVCS in electron-proton scattering at leading or-
der and leading twist is shown in left panel of Figure 3.1. Its event topology is
summarized as:

𝑒 + 𝑝 → 𝑒′ + 𝑝′ + 𝛾. (3.7)

The angular dependence of the DVCS in the laboratory frame, where the target
is at rest, is defined in the right panel of Figure 3.1: 𝜙 is the azimuthal angle between
the leptonic and hadronic planes, and 𝜙𝑠 is the angle between the leptonic plane
and the transverse polarisation of the hadron in the case of a polarised target. In this
frame, the four momenta of the participating particles in the process are denoted
as 𝑘 and 𝑘′ for the incoming and scattered lepton, 𝑝 and 𝑝′ for the proton before
and after the interaction, with 𝑞 and 𝑞′ for the virtual and real photon respectively:

𝑘 = (𝐸, ®𝑘), 𝑘′ = (𝐸′, ®𝑘′), 𝑝 = (𝑀, ®0) and 𝑞 = (𝑘 − 𝑘′) = (𝑣, ®𝑞). (3.8)

Here, 𝑀 is the mass of the nucleon. The energy of the virtual photon and the
so-called photon virtuality 𝑄2 are Lorentz invariants given by:

𝑣 =
𝑝𝑞

𝑀

lab
= 𝐸 − 𝐸′, (3.9)

𝑄2 = −𝑞2 = −(𝑘 − 𝑘′)2, (3.10)

As 𝑣 is not dimensionless, a frequently used variable is the lepton energy loss:

𝑦 =
𝑞𝑝

𝑝𝑘

lab
=

𝑣

𝐸
. (3.11)

In the laboratory frame, 𝑦 is given by the difference between the lepton energies
divided by the energy of the incoming lepton.

Another commonly used quantity is the Lorentz invariant Bjorken scaling vari-
able:

𝑥𝐵 =
𝑄2

2𝑝𝑞 =
𝑄2

2𝑀𝜈
. (3.12)

In the case of elastic lepton-nucleon scattering, 𝑥𝐵 is equal to one, while in the
inelastic case 𝑥𝐵 < 1.



3. ACCESSING GPDS IN EXCLUSIVE PROCESSES 50

𝑒−

𝑒−

𝛾

DVCS

𝑡 = (𝒒 − 𝒒′)2

k
k′

𝛾∗
q q′

p p′

Figure 3.1: (left) Handbag diagram for DVCS in lepton-nucleon scattering at leading
order and leading twist. (right) Kinematics of a photon lepto-production event in
the hadron rest frame (Trento notations [142] ). The incoming and outgoing leptons
are denoted by ®𝑘 and ®𝑘′, the exchanged photon by ®𝑞 and the real photon in the
final state by ®𝑞′. The incoming and outgoing lepton trajectories define the leptonic
plane, and the recoil hadron and real photon define the hadronic plane. In this
reference system, 𝜙 is the angle between the leptonic and hadronic planes. 𝜙𝑆 is
the angle between the leptonic plane and the transverse polarisation of the hadron
in the case of a polarised target Figure taken from Ref [143].

In the DVCS process, the virtual photon of mass 𝑄2 is absorbed and transfers a
four-momentum 𝑞 to the quark. This four-momentum transfer is partly re-emitted
in the form of a real photon and partly absorbed by the quark, resulting in a recoil
momentum of the nucleon. The four-momentum transfer to the nucleon is denoted
as Δ = 𝑝′ − 𝑝, and the square of the total four-momentum transfer to the hadron is
given by the variable 𝑡:

𝑡 = Δ2 = (𝑝′ − 𝑝)2 . (3.13)

In the literature at least two parametrizations of the longitudinal momentum
fraction carried by the quark are common. This fraction relates to the average
nucleon momentum 𝑃 = 1

2 (𝑝 + 𝑝′). In this thesis, the symmetric parametrization
is used, which was introduced by Ji [144]. In this parametrization, the difference
in the momentum fraction of the quark before absorbing the virtual photon and
after the emission of the real photon is denoted as 2𝜉. Hence, the corresponding
momentum fractions carried by the quark are 𝑥+𝜉 and 𝑥−𝜉. The variable 𝑥 denotes
the average longitudinal momentum fraction of the nucleon carried by the struck
quark. When using the symmetric parametrization, the skewness 𝜉 is related to
the common Bjorken variable 𝑥𝐵 by [14]:

𝜉 = 𝑥𝐵
1 + 𝑡

2𝑄2

2 − 𝑥𝐵 + 𝑥𝐵 𝑡
𝑄2

small≈ 𝑥𝐵

2 − 𝑥𝐵
. (3.14)
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It is therefore also called generalized Bjorken variable. For small values of Δ, 𝜉
can be approximated by 𝑥𝐵/(2 − 𝑥𝐵). In an alternative parametrization, introduced
by Radyushkin [5], the difference in the momentum fraction is not symmetric but
only accounts for the quark after the emission of the real photon. For more details
on both notations see Ref. [14]. The longitudinal momentum fractions of both
parametrizations are related by [14]:

𝑋 =
𝑥 + 𝜉
1 + 𝜉

, 𝜁 =
2𝜉

1 + 𝜉
. (3.15)

A detailed discussion of DVCS cross section is given in Section 3.2.3.

3.2.2 | Factorization of the DVCS

Factorization is a central idea in QCD that simplifies the description of complex
scattering processes like DVCS. It separates the process into two distinct stages: the
hard scattering process at short distances, which can be calculated using perturba-
tive QCD, and the non-perturbative, long-distance GPDs that describe the internal
structure of hadrons. In the case of DVCS, factorization allows us to isolate the
hard interaction between the virtual photon, electron, and quarks from the soft in-
teraction that characterizes the distribution of quarks and gluons within the target
hadron. This separation simplifies the theoretical description and enables the use
of perturbation theory to calculate the hard scattering amplitudes, while the GPDs
describe the quark and gluon content of the hadron.

The theoretical foundation of studying the DVCS process is the collinear fac-
torization proven in QCD to the leading power accuracy of Q [5, 23, 145]. In this
approach, the DVCS amplitudes are written as convolutions of perturbatively calcu-
lable coefficient functions and nonperturbative GPDs that represent the nontrivial
nucleon structure. The DVCS coefficient functions have been calculated including
the next-to-leading-order (NLO) corrections of the strong coupling constant 𝒪(𝛼𝑠)
and the scale-dependence of GPDs is known to the two-loop accuracy so that the
complete NLO renormalization- group improved calculation of the amplitudes is
possible . This collinear factorization is valid only at values of 𝑡 such that −𝑡 ≪ 𝑄2.
Reference [146] provides a clear picture of the physical content of factorization for
inclusive processes and the interpretation of usual parton distribution functions
(PDFs) as probability distributions. We also refer to the introduction of Ref. [147]
for a very nice intuitive introduction to factorization.

When a deeply virtual photon interacts with a parton inside a hadron, the
struck parton receives a large four-momentum transfer and the interaction of the
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Figure 3.2: Quark contributions to the factorization of DVCS in the leading twist
(left panel) and next-to-leading twist approximations (right panel). 𝜇2

𝐹
is the fac-

torisation scale.

struck parton with the rest of the hadron can be viewed diagrammatically as the
exchange of partons of virtuality of the order of 𝑄2. Their contribution to the
cross-section of the process is suppressed by powers of 1/𝑄 as the number of
exchanged partons increases. This gives rise to a so-called twist expansion of the
process (see for instance Ref [148] for a precise definition of twist). In the left part of
Figure 3.2, we present a diagram that illustrates the leading twist (LT) contribution,
i.e., twist-2, in the context of DVCS. This representation depicts the interaction
between the virtual photon and the struck parton, shown in the upper grey area,
separated from the remaining constituents of the hadron on the lower grey area,
as long as substantial virtuality 𝑄2, where the collinear factorization stands, is
transferred to the struck parton. The right panel of Figure 3.2 illustrates a higher
twist contribution, wherein the interaction between the struck parton, carrying
significant four-momentum, and the other components of the hadron is mediated
by the involvement of a gluon.

The separation between the hard part, where large virtuality flows thanks to the
interaction with the deeply virtual photon, and the soft part, given only by small
virtuality, is somewhat arbitrary and fixed by the choice of a factorization scale
𝜇2
𝐹
. The factorization scale can be thought of as an upper limit on the transverse

momentum, denoted as 𝑘⊥, carried by partons within the hadron, (see Ref. [146, 149]
for instance for more details). Intuitively, it can be understood as the energy
resolution at which the system is being described. As this scale increases, partons
are treated as being further subdivided into radiatively generated constituents.

The remarkable property of asymptotic freedom in Quantum Chromodynamics
(QCD) allows us to describe the hard part of scattering processes using a pertur-
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Figure 3.3: Factorisation of DVCS in the leading twist description at leading order
(left panel) and an example of a next-to-leading order contribution (right panel).

bative expansion in increasing orders of the strong coupling constant, denoted
as 𝛼𝑠

(
𝜇2
𝑅

)
, where 𝜇2

𝑅
represents the renormalization scale. It is generally recom-

mended to set the renormalization/factorization scale to be in close proximity to
the actual virtuality involved in the specific QCD process. This choice minimizes
the need for resuming large logarithmic corrections that arise due to the dispar-
ity between the theoretical description’s resolution and the experimental probing
resolution. Figure 3.3 illustrates the leading order (LO) and an example of a next-
to-leading order (NLO) contribution to the hard part description, where the struck
quark emits a gluon loop. This perturbative expression of the hard part in the
scattering process is known as the coefficient function. Different processes, such as
DVCS and DVMP, are characterized by distinct coefficient functions. The coefficient
functions must rely on the factorization scale to absorb, at least up to the defined
perturbative order, the effects of arbitrary scale variations.

In contrast, the soft part of the interaction, which encompasses the dynam-
ics of low-energy QCD interactions within the hadron, cannot be effectively de-
scribed within the perturbative framework. This soft part is characterized by
non-perturbative parton distributions. In the case of DIS processes, conventional
PDFs are sufficient for description. However, for processes like DVCS and DVMP,
a more refined description is required, involving GPDs. This refinement is neces-
sary due to the more intricate kinematic structure of DVCS and DVMP. While the
structure functions in DIS solely depend on variables like Bjorken’s variable 𝑥𝐵,
𝑄2, and lepton trajectory angles, the measurement of the final state in exclusive
processes introduces a dependence on the transfer of four-momentum to the target
GPDs extend the information provided by PDFs, which only describe the distri-
bution of forward momentum 𝑥 within the struck hadron. GPDs also depend on
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Figure 3.4: Handbag diagram of the DVCS process at leading order and leading
twist (left). Diagram of the Bethe-Heitler process at leading order where the real
photon is emitted by the lepton either before (center) or after (right) the scattering
off the nucleon.

the total four-momentum transfer 𝑡 and its longitudinal component 𝜉, often called
skewness.

It’s important to note that unlike coefficient functions, which are process-
specific, parton distributions are universal objects. They play a consistent role
in describing various processes, providing a unified framework for understanding
the internal structure of hadrons across a range of high-energy scattering processes.

3.2.3 | Photon leptoproduction cross-section

As depicted on the handbag diagram on the left panel of Figure 3.4, in the case of
an electron, DVCS corresponds to the initial and final states 𝑙ℎ → 𝑙𝛾ℎ, where 𝑙 is a
lepton, 𝛾 a real photon and ℎ the hadron target DVCS is therefore measured thanks
to photon leptoproduction events. There exists however another process with the
same initial and final states which can not be distinguished experimentally from
the DVCS, known as Bethe-Heitler (BH). A diagrammatic representation of the BH
contribution is given in Figure 3.4. The incoming electron is elastically scattered
by the hadron target and a photon is radiated by the electron instead of the struck
quark of the nucleon either before (center panel) or after (right panel) the scattering
off the nucleon. The description of this process involves only elastic form factors
(FFs).

DVCS and BH interfere coherently, so the cross-section of leptoproduction of
a photon is written as the sum of the squared amplitudes of the two processes
|𝒯𝐷𝑉𝐶𝑆 |2 and |𝒯𝐵𝐻 |2 with the addition of an interference term ℐ. As a consequence,
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the four-fold cross section can be expressed as [49]:

𝑑4𝜎

𝑑𝑄2𝑑𝑥𝐵𝑑𝑡𝑑𝜙
=

𝛼3𝑥𝐵𝑦
2

8𝜋𝑄4
√

1 + 𝜖2

1
𝑒6 |𝒯 |

2, (3.16)

where 𝜖 = 2𝑥𝐵 𝑀𝑄 , and 𝑒 is the elementary charge. The amplitude 𝒯 is decomposed
into the contributions from the DVCS, BH, and interference terms:

|𝒯 |2 = |𝒯𝐵𝐻 |2 + |𝒯𝐷𝑉𝐶𝑆 |2 + ℐ , (3.17)

with the interference term ℐ being:

ℐ = 𝒯𝐷𝑉𝐶𝑆𝒯 ∗𝐵𝐻 + 𝒯
∗
𝐷𝑉𝐶𝑆𝒯𝐵𝐻 . (3.18)

Here ∗ denotes complex conjugation.
The BKM formulations performed a harmonic expansion of the DVCS, BH, and

Interference terms as a function of 𝜙 up to twist-3 including gluon transversity. The
development from [49] will be used for the BH, while the parametrization from the
BKM10 [61] will be applied for the DVCS and Interference terms1.

3.2.3.1 | BH term

The Bethe-Heitler amplitude is computed using pure QED and can be expressed as
a function of the elastic Form Factors. By using the FFs parametrization proposed
by Kelly in [150], the BH term can be computed with a precision better than 1% in
the kinematic settings of this experiment. |𝒯𝐵𝐻 |2 is given by the expression:

|𝒯𝐵𝐻 |2 =
𝑒6

𝑥2
𝐵
𝑦2 (1 + 𝜖2)2 𝑡𝒫1(𝜙)𝒫2(𝜙)

{
𝑐𝐵𝐻0 +

2∑
𝑛=1

𝑐𝐵𝐻𝑛 cos(𝑛𝜙) + 𝑠𝐵𝐻1 sin(𝜙)
}
,

where 𝒫1(𝜙) and 𝒫2(𝜙) are the lepton propagators. The full set of the harmonic
coefficients 𝑐𝐵𝐻

𝑖
and 𝑠𝐵𝐻1 , are given in [49]. In the case of an unpolarized target ,

𝑠𝐵𝐻1 = 0. The expressions of 𝒫1(𝜙) and 𝒫2(𝜙) and the harmonic coefficients for the
unpolarized case which is the main interest of this thesis are given in Appendix A.1.

3.2.3.2 | DVCS term

The DVCS amplitude is parametrized by bi-linear combinations of CFFs. The term
|𝒯𝐷𝑉𝐶𝑆 |2 is given by the expression:��𝒯 DVCS��2 =

𝑒6

𝑦2𝑄2

{
𝑐DVCS

0 +
2∑
𝑛=1

[
𝑐DVCS
𝑛 cos(𝑛𝜙) + 𝑠DVCS

𝑛 sin(𝑛𝜙)
]}
, (3.19)

1The definition of 𝜙 used by BKM formulations is not the same as the one from the Trento
convention [142]. The transformation 𝜙𝐵𝐾𝑀 = 𝜋 − 𝜙𝑇𝑟𝑒𝑛𝑡𝑜 must be applied.
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and the harmonic coefficients 𝑐𝐷𝑉𝐶𝑆𝑛 and 𝑠𝐷𝑉𝐶𝑆𝑛 are detailed in Appendix A.2.
The first term of 𝑐𝐷𝑉𝐶𝑆0 contains twist-2 quark and gluon transversity CFFs while
the second term involves twist-3 quark CFFs, 𝑐𝐷𝑉𝐶𝑆1 and 𝑠𝐷𝑉𝐶𝑆1 encompass twist-
2 and twist-3 quark CFFs, and 𝑐𝐷𝑉𝐶𝑆2 encloses twist-2 gluon transversity CFFs.
Furthermore, the coefficient 𝑠𝐷𝑉𝐶𝑆1 depends on the beam helicity, and 𝑠𝐷𝑉𝐶𝑆2 = 0 in
the case of an unpolarized target.

3.2.3.3 | Interference term

The Interference amplitude is parametrized by linear combinations of CFFs. ℐ is
given by the expression:

ℐ =
±𝑒6

𝑥𝐵𝑦3𝑡𝒫1(𝜙)𝒫2(𝜙)

{
𝑐ℐ0 +

3∑
𝑛=1

[
𝑐ℐ𝑛 cos(𝑛𝜙) + 𝑠ℐ𝑛 sin(𝑛𝜙)

]}
,

where the +(−) case stands for a negatively (positively) charged lepton beam.
Each harmonic coefficient is a mixture of twist-2 and twist- 3 quarks CFFs and

twist-2 gluon transversity CFFs. Nevertheless, 𝑐ℐ0 , 𝑐
ℐ
1 and 𝑠ℐ1 have a twist-2 quark

dominant term, while 𝑐ℐ2 and 𝑠ℐ2 have a twist-3 quark dominant term, and 𝑐ℐ3 has a
twist-2 gluon transversity dominant term. Furthermore, the coefficients 𝑠ℐ1 and 𝑠ℐ2
depend on the beam helicity, and 𝑠ℐ3 = 0 in the case of an unpolarized target.

The helicity conserving components of the harmonic coefficients 𝑐ℐ𝑛 and 𝑠ℐ𝑛
where no twist-3 contributions are included, are detailed for the unpolarized case
in the Appendix A.3.

3.3 | Experimental observables
The total cross-section for exclusive photon leptoproduction, both unpolarized and
polarized, are primary observables. For all possible combinations of beam and
target polarizations, it is given by [151]:

d𝜎 ∼ d𝜎BH
𝑈𝑈 + 𝑒ℓd𝜎

I
𝑈𝑈 + d𝜎DVCS

𝑈𝑈

+ 𝑒ℓ𝑃ℓd𝜎I
𝐿𝑈 + 𝑃ℓd𝜎

DVCS
𝐿𝑈

+ 𝑒ℓ𝑆𝐿 d𝜎I
𝑈𝐿 + 𝑆𝐿 d𝜎DVCS

𝑈𝐿

+ 𝑒ℓ𝑆⊥d𝜎I
𝑈𝑇 + 𝑆⊥d𝜎DVCS

𝑈𝑇

+𝑃ℓ𝑆𝐿 d𝜎BH
𝐿𝐿 + 𝑒ℓ𝑃ℓ𝑆𝐿 d𝜎I

𝐿𝐿 + 𝑃ℓ𝑆𝐿 d𝜎DVCS
𝐿𝐿

+𝑃ℓ𝑆⊥d𝜎BH
𝐿𝑇 + 𝑒ℓ𝑃ℓ𝑆⊥d𝜎I

𝐿𝑇 + 𝑃ℓ𝑆⊥d𝜎DVCS
𝐿𝑇 .

(3.20)
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This equation follows from the explicit BKM formulae in [49, 61, 137]. Note
that for simplicity d𝜎 is used instead of fourfold differential d4𝜎/d𝑥𝐵 d𝑄2 d|𝑡 |d𝜙
or, in case of the transversely polarized target, instead of fivefold differential
d5𝜎/d𝑥𝐵 d𝑄2 d|𝑡 |d𝜙d𝜙𝑆.

The first subscript of the cross-section 𝜎𝑋𝑌 refers to the beam polarization state
while the second refers to the target polarization state. 𝑈 stands for unpolarized,
𝐿 for longitudinal and 𝑇 for transverse polarizations. 𝑃ℓ and 𝑒ℓ are the helicity
and the charge of the lepton beam, respectively, and 𝑆𝐿 is the component of the
target polarization vector that is parallel to ®𝑞. Equation (3.20) consists of three
parts, representing the contributions of BH (first column), the DVCS process (third
column), and their interference (I, the second column). The first row of (3.20)
represents the spin-independent cross sections, rows 2-4 the singlespin-dependent
cross sections, and rows 5-6 the doublespin-dependent cross sections. In the case of
a transversely polarized target, the𝑈𝑇 and 𝐿𝑇 cross sections can be further divided
into 2 sub-components. Each beam and target polarization combination gives a
different observable. This will indeed ensure we have a sufficiently constrained
system of equations that is required to extract the many multiplicity of twist-2 and
twist-3 CFFs.

Besides absolute cross sections, another way to access CFFs is through the mea-
surement of asymmetries. They involve specific linear combinations of polarized
cross-sections in a rational expression. Consequently, one can think of cross sections
(and all their polarization combinations) as the independent experimental inputs,
while regarding asymmetries as non-independent experimental inputs. Nonethe-
less, they offer an intrinsic advantage since some systematic uncertainties linked to
the normalization of the cross-sections cancel out because of the numerator over
denominator ratio. They represent a large fraction of the available worldwide data
on GPDs.

One of the typical asymmetries measured is, for instance, the beam charge
asymmetry (BCA) which is defined as:

𝐴𝐶 =
𝑑𝜎+ − 𝑑𝜎−
𝑑𝜎+ + 𝑑𝜎− ,

where 𝑑𝜎+and 𝑑𝜎−refer to cross-sections with lepton beams of opposite charge.
Another example is the beam spin asymmetry (BSA), measured for longitudinally
polarised electrons and unpolarised hadrons defined by:

𝐴𝐿𝑈 =
d𝜎→ − d𝜎←

d𝜎→ + d𝜎←
where d𝜎→ and d𝜎← designate cross sections with opposite lepton beam helicity.
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Different observables - including different Fourier harmonics of the same asym-
metry are sensitive to different combinations of CFFs and provide therefore various
handles to perform CFF extraction from experimental data. Reference [151] sum-
marises expressions of various observables in terms of CFFs. The question of
determining which observables to measure in which kinematic regions is central
to increasing the experimental knowledge on CFFs.

3.4 | Experimental status
While Deeply Virtual Compton Scattering (DVCS) represents a highly precise
means to probe Generalized Parton Distributions (GPDs), its measurement poses
formidable challenges. Achieving accurate measurements demands a substantial
increase in luminosity due to the inherently small DVCS cross sections. Addition-
ally, experiments necessitate detectors capable of ensuring the exclusive occurrence
of the DVCS process, filtering out other inelastic interactions. Furthermore, a wide
array of experimental configurations is indispensable to capture the full range of
observables required for the extraction of Compton Form Factors (CFFs) and GPDs.
This entails conducting DVCS experiments on both protons and neutrons, utilizing
lepton beams with varying polarizations and charges (positive or negative), and
employing targets with different polarization states (unpolarized, longitudinally
polarized, or transversely polarized), while also covering a spectrum of beam en-
ergies and kinematic scenarios. To amass these diverse datasets, the exploration of
GPD physics involves collaborative efforts across multiple experimental programs
which are summarized in Figure 3.5

Approximately two decades ago, the pioneering measurements of DVCS com-
menced at two prominent facilities, HERA in Germany and JLab (Jefferson Lab)
in the United States. The H1 [24, 25] and ZEUS [26] collaborations at HERA
employed a collider setup, allowing them to access the smallest values of the 𝑥𝐵
and the highest values 𝑄2 in DVCS measurements. Their work probed remark-
ably low values of 𝑥𝐵 (around 10−4) and high 𝑄2 values (approximately 100GeV2),
as illustrated in Figure 3.5. Regrettably, these measurements suffered from rela-
tively low statistics. These experiments were conducted using both electron and
positron beams, leading to publications on beam charge asymmetries and DVCS
cross-sections, particularly emphasizing the pure DVCS contribution at low 𝑥𝐵.

Additionally, at HERA, the HERMES collaboration [27–33] used a fixed target
approach, offering longitudinal or transverse polarization. They provided a com-
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Figure 3.5: Kinematic coverage of the available and future DVCS measurements.
The points are the current DVCS world data at HERA (H1, ZEUS, HERMES)
and JLab 6 GeV and 12 GeV (CLAS, CLAS12 (Hall-B) and Hall A). Figure taken
from [152].

prehensive dataset of asymmetries for 𝑥𝐵 values ranging from 0.04 to 0.1, with 𝑄2

extending up to approximately 7 GeV2.
At JLab [34–40], the Hall-A and Hall-B collaborations also employed a fixed

target setup, focusing on a higher range of 𝑥𝐵 (around 0.1 to 0.6) and lower 𝑄2

values (up to about 8 GeV2). There are new Hall-A data with the upgrade of JLab
to 12 GeV already published which is also used in this analysis. As more data
taken after the upgrade is available, an extended kinematic region with improved
experimental precision is achievable.

CERN’s COMPASS collaboration [41], using a fixed target, occupies an inter-
mediate position in the 𝑥𝐵 range, falling between HERMES and H1/ZEUS data.
Notably, COMPASS has the capacity to employ both positively and negatively
charged muons in their experiments. COMPASS has completed its last run and
the next-generation successor of the COMPASS experiment, AMBER, will build on
COMPASS’s legacy and take it to the next level.

Presently, a significant portion of the data utilized for global fits of DVCS pri-
marily covers low 𝑄2 values, with the majority of data points spanning from 1.5
to 4 GeV2. It is widely recognized that obtaining data across a broader range of
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𝑄2 values is of paramount importance. Additionally, new proposals are in prepa-
ration to utilize a future positron beam at JLab. Future electron-ion colliders like
EIC[45, 46], EicC [47], and LHeC [48], are at the center of a lot of attention thanks to
their promise of a high luminosity coverage over an extended region at relatively
small 𝑥𝐵 and large 𝑄2 that will probe the gluon rich environment.

3.5 | DVCS experiments at Jefferson Lab
Following the initial publication by CLAS (CEBAF Large Acceptance Spectrometer)
in 2001, a sequence of high-statistics experiments dedicated to Deeply Virtual
Compton Scattering (DVCS) ensued at Jefferson Lab. These experiments were
conducted at moderate values of the momentum transfer, 𝑄2 (ranging from 1 to 3
𝐺𝑒𝑉2), and centered around 𝑥𝐵, approximately equal to 0.3, which corresponds to
the valence-quark region. The polarized and unpolarized cross sections measured
at Jefferson Lab in Hall A, through a 𝑄2-scaling test, have indicated the validity
of factorization and the leading-twist dominance hypothesis, even at relatively
low 𝑄2 (around 1-2 GeV2). In Hall-B, CLAS conducted experiments with high
statistics, and finely binned fourfold beam-spin asymmetries, providing significant
constraints for the study of the GPD H across a wide kinematic range.

These initial datasets are now being expanded and complemented by results
from more recent JLab experiments and analyses focused on DVCS with proton
targets. These experiments aim to measure fully differential beam-polarized cross-
section differences, unpolarized cross-sections, longitudinally polarized target-spin
asymmetries, along with double polarization observables. The CEBAF accelerator
at JLab underwent an energy upgrade to 12 GeV in 2014, and the detector capabili-
ties in Halls A, B, and C have been enhanced to accommodate the new experimental
program. This program places a particular emphasis on the study of GPDs. With
coverage in 𝑥𝐵 ranging from 0.1 to 0.7 and𝑄2 from 1 to 10 GeV2, the upgraded JLab
is well-suited for investigating GPDs in the valence regime.

The first experiment of the 12 GeV era has already been published in Hall A and
concentrates on proton DVCS [39]. We will give further details on this experiment
in the following section as it was part of the data used to extract and study the
kinematic behavior of the CFFs in this analysis. The experimental program for
the initial five years of operation of CLAS12 (the new Hall-B detector) is already
undergoing. It will primarily focus on GPD measurements in exclusive processes.
This includes measurements of beam-spin asymmetries, unpolarized and polarized
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proton-DVCS cross sections, as well as target-spin asymmetries and double-spin
asymmetries on both longitudinally and transversely polarized targets. In Hall-
B, the first measurement of the DVCS beam spin asymmetry using the CLAS12
spectrometer with a 10.2 and 10.6 GeV electron beam scattering from unpolarized
protons has also been reported [44]. The results greatly extend the𝑄2 and 𝑥𝐵 phase
space beyond the existing data in the valence region and provide 1600 new data
points measured with unprecedented statistical uncertainty.

A similar experimental program is in development for DVCS studies on the
neutron. Hall-A has also used liquid deuterium targets, providing the first exper-
imental data to study DVCS on the neutron [153]. Neutrons are sensitive to E, the
least known GPD, which is required to access quark orbital angular momentum
through Ji’s sum rule. Neutron data also allow quark-flavor separation, making
neutron experiments invaluable. However, limited statistical precision was ob-
tained because of the inherent difficulty of experiments on the neutron. Recently,
Hall-B has also provided preliminary beam spin asymmetries for neutron DVCS
extracted using the upgraded CEBAF 12 GeV polarized electron beam and the
Hall-B CLAS12 detector [154].

We have also taken part in the eight months of operation time of data-taking of
the Hall-B experiment E12-06-119(b) recently completed in the Spring of 2023. This
experiment measures DVCS cross-sections and asymmetries on a longitudinally
polarized proton target giving access to a larger number of observables.

In the following sections, we particularly focus on the DVCS experiments taken
at Jefferson Lab that are used in the analysis performed in this thesis.

3.5.1 | Hall-A E00-110 experiment

The Jefferson Lab Hall A experiments are characterized by a small acceptance, but
a very high luminosity for high precision results. In 2004, E00-110 was the very
first experiment specifically dedicated to the measurement of DVCS cross sections.
By sending a polarized electron beam on a liquid hydrogen target, the E00-110
experiment measured both unpolarized and beam helicity-dependent DVCS cross
sections at 𝑥𝐵𝑗 = 0.36 with 𝑄2 ranging from 1.5GeV2 to 2.3GeV2, in the valence
quark region. The results published in 2006 have recently been re-analyzed and
the new results now supersede the previous ones [37].

The exclusivity of the 𝑒𝑝𝛾 final state was ensured by detecting the scattered
electrons in the High-Resolution Spectrometer, the DVCS/BH photons in a custom-
built PbF2 electromagnetic calorimeter, and reconstructing the recoil protons via
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Table 3.1: Kinematic settings of the Hall-A E00-110 experiment.

Figure 3.6: Hall-A results, for Kin3, 𝑡 = -0.32 GeV2 : unpolarized (top) and helicity-
dependent (bottom) cross-section as a function of 𝜙. The error bars on the data
points are statistical only. The shaded areas represent the statistical uncertainty for
each contribution. This figure is taken from [37].

the 𝑒𝑝 → 𝑒𝛾𝑋 missing mass. 𝑒𝑝𝛾 events were collected for five different
(
𝑄2, 𝑥𝐵

)
kinematics bins shown in Table 3.1. Each of these five

(
𝑄2, 𝑥𝐵

)
kinematics was

further differentiated in 5 − 𝑡 bins and 24𝜙 bins, and fourfold unpolarized and
beam-polarized cross sections were extracted.

Figure 3.6 shows the obtained results for the −𝑡 = 0.32GeV2 bin of Kin3. The
unpolarized cross sections peak towards 𝜙 = 0◦ due to the BH process (dot-dashed
gray curves). The different contributions to the cross-section (DVCS, Bethe-Heitler,
Interference), shown in color, were separated, up to twist three for the interference
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Figure 3.7: Combinations CFFs extracted from the Hall-A E00-110 data using the
BKM10 formalism [61], integrated over 𝑡 and plotted as a function of 𝑄2. The top
three plots show the effective CFFs resulting from the unpolarized cross-section
fit (Kin2 and Kin3), whereas the bottom plots show the effective CFFs resulting
from the helicity-dependent cross-section fit (Kin1–3). The shaded areas represent
systematic errors. This figure is taken from [37].

term, using the BMK formalism [61]. This method also allowed the extraction of
five observables linked to combinations of real and imaginary parts of CFFs. The
real combinations𝒞DVCS (ℱ , ℱ ∗) (bilinear in the CFFs, obtained from the 𝑐DVCS

0,unp har-
monic), ℜe

[
𝒞I(ℱ )

]
(linear in the CFFs, obtained from 𝑐I

1,unp ), and ℜe
[
𝒞I (ℱeff )

]
(twist-3 term) are extracted from the unpolarized cross section. These combina-
tions are explicitly written in the Appendix A for the twist-2 CFFs. The helicity-
dependent cross section is fitted using the ℑm

[
𝒞I(ℱ )

]
(linear in the CFFs) and

ℑm
[
𝒞I (ℱeff )

]
(twist-3 term, from 𝑠I

2, unp [61]
)
.The constant 𝑄2-dependence of the

five observables (Figure 3.7) confirms that the factorization and leading-twist ap-
proximations for DVCS are valid already at these relatively low 𝑄2 (∼ 1–2 GeV2 ).
We will compare with these results in Section 5.5.4.

3.5.2 | Hall-A E07-007 experiment

In experiment E07-007 a unpolarized or longitudinally polarized electron beam
impinged on a 15− cm-long liquid H2 target. Beam polarization was continuously
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Table 3.2: Kinematic settings of the Hall-A E07-007 experiment.

Figure 3.8: Beam helicity-dependent and helicity-independent cross sections. Un-
polarized cross sections are represented with black circles and polarized cross
sections with black triangles. The kinematic setting shown corresponds to 𝑄2 =
1.75 GeV2, 𝑥𝐵 = 0.36, and t = -0.30 GeV2 . The beam energies are 𝐸beam = 4.455 GeV
(left) and Ebeam = 5.55 GeV (right). This figure is taken from [38].

measured by the Hall A Compton polarimeter and found to be 72 ± 2%sys on
average. Scattered electrons were detected in the left high-resolution spectrometer
(HRS) and the tracking efficiency was known to 0.5%. The final state photon was
detected in an electromagnetic calorimeter consisting on an 16 × 13 array of PbF2

crystals. Its energy resolution was measured to be 2.4% at 4.2GeV, with ∼ 3 mm
spatial resolution.

Results from the E07-007 experiment were available in 2017 [38]. This exper-
iment performed measurements of helicity-dependent and helicity-independent
photon electroproduction cross-sections with high statistical accuracy in Hall A
of Jefferson Lab, as shown in Figure 3.8 for two different kinematic bins. The
H

(
®𝑒 , 𝑒′𝛾

)
𝑝 cross section was measured at 𝑥B = 0.36 for three 𝑄2-settings. Data

for each 𝑄2-value were taken with two incident beam energies and binned in −𝑡.
The kinematics setting is summarized in Table 3.3. The aim of this experiment was
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Table 3.3: Kinematic settings of the Hall-A E12-06-114 experiment. 𝐸𝑏 is the incident
electron energy. Table taken from [39].

to separate the DVCS-BH interference and DVCS contributions to the 𝑒𝑝 → 𝑒𝑝𝛾

cross-section, by exploiting the different energy dependences of the BH and DVCS
amplitudes. Their results indicated a sensitivity of high-precision DVCS data to
twist-3 (HT) and/or higher-order (NLO) contributions through a phenomenolog-
ical study including kinematical power corrections. Within either a pure HT or a
pure NLO scenario, at moderate values of𝑄2, a statistically significant experimental
separation of the pure DVCS and DVCS-BH interference terms are achieved.

3.5.3 | Hall-A E12-06-114 experiment

E12-06-114 is the 3rd generation dedicated DVCS experiment at Hall-A of Jefferson
Lab. The experiment ran in 2014 and 2016 as a high-energy extension of the
previous Hall A experiments. Similarly, a polarized electron beam and unpolarized
LH2 target were used to extract absolute polarized and unpolarized DVCS cross-
sections in a range of (𝑥𝐵, 𝑄2, 𝑡). It is the first experiment run after the 12GeV
upgrade of Hall-A using an electron beam of 7 -11 GeV/c and accumulated data in
9 of the originally planned 11 different kinematic settings which are listed in Table.

This experiment expands the kinematic coverage of previous measurements
and extracts the squared-DVCS and interference terms of the cross-section which
were fitted simultaneously using the BMMP formalism [155]. They present the
first complete extraction of all four helicity-conserving CFFs as a function of 𝑥𝐵
averaged over 𝑡 appearing in the DVCS cross-section, Figure. We compare with
their CFFs results in Section 5.5.3 and perform a scaling test, now at larger 𝑄2, and
investigate leading twist dominance, see Section 5.5.4.

3.5.4 | Hall-B e1-DVCS1 experiment

The Hall-B e1-dvcs1 experiment [36] measured unpolarized and beam-polarized
cross sections over a wide phase space in the valence-quark region, with 110
(𝑄2, 𝑥𝐵 , 𝑡) bins covering: 1.0 < 𝑄2 < 4.6GeV2, 0.10 < 𝑥𝐵 < 0.58, and 0.09 <
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Figure 3.9: Values of the helicity-conserving CFFs, averaged over 𝑡, as a function
of 𝑥𝐵 (left) and as a function of 𝑡 at 𝑥𝐵 = 0.60 (right) obtained from a fit including
only the helicity-conserving CFFs (red) and a fit including both helicity-conserving
and helicity-flip CFFs (black). This figure is taken from [39].

−𝑡 < 0.52GeV2. The experiment took place at JLab for three months in 2005, using
the 5.75 GeV polarized electron beam (79.4% polarization), a 2.5 -cm-long liquid-
hydrogen target, and the Hall-B large-acceptance CLAS spectrometer, operating at
a luminosity of 2×1034 cm−2 s−1. A specially designed electromagnetic calorimeter
was added to the CLAS detector and allowed the detection of photons for polar
angles from about 5◦ to 16◦, with full azimuthal coverage. Figure 3.10 shows the
resulting (𝑄2, 𝑥𝐵) and (−𝑡 , 𝑥𝐵) kinematic coverages of the data and the adopted
binning i.e., 21

(
𝑄2, 𝑥𝐵

)
bins and 6 𝑡 bins. Note that the bins and results are limited

to the |𝑡 | region below 0.52GeV2 while the actual coverage of the data goes beyond
1GeV2.

The measured cross-sections showed that three well-known GPD models, VGG,
KMS, and the KM10a version of the KM model, describe the data well without
additional inputs which reinforces the expectation of the 𝐻-dominance in the
unpolarized cross-section. Two of the CFFs, ℜ𝔢ℋ and ℑ𝔪ℋ were able to be
extracted from this data by fitting simultaneously both cross-section observables,
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Figure 3.10: Kinematic coverage of the Hall-B e1-DVCS1 experiment with the
corresponding binning. This figure is taken from [36].

Figure 3.11: Results of the CFF fits of the e1-DVCS1 experiment for 𝐻𝐼𝑚 = −ℑ𝔪ℋ
(upper panel) and𝐻𝑅𝑒 = −ℜ𝔢ℋ (lower panel), for three

(
𝑄2, 𝑥𝐵

)
bins, as a function

of 𝑡. The blue solid curves are the predictions of the VGG model. The black dashed
curves show the fit of the results by the function𝐴𝑒𝑏𝑡 . This figure is taken from [36].

see Figure 3.11. The 𝑡-dependence of ℑ𝔪ℋ was fitted by the function 𝐴𝑒𝑏𝑡 with
the normalization 𝐴 and the slope 𝑏 as free parameters. Under the hypothesis of
neglecting𝑄2 higher-twist and evolution effects as well as deskewing effects, these
behaviors reveal the transverse size of the nucleon. The data suggest, over the 𝑥𝐵
range explored in this experiment, that the size of the nucleon increases as lower
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momentum fractions (proportional to 𝑥𝐵) are probed.



Generation of pseudodata 4
This chapter presents the details of the simulated data, often referred to as pseu-
dodata, that have been generated for the purpose of testing and demonstrating the
reliability and robustness of the extraction methods. The generated pseudodata is
also used for the evaluation of systematic errors and uncertainties in the analysis
pipeline.

The simulation of the total leptoproduction cross-section includes contributions
from both DVCS and the competing BH processes that can not be disentangled
experimentally in the kinematic range of the data studied. These two processes
and their interference are generated for the least constrained and most challenging
observable case, lying in the presence of 8 CFFs, when there is no polarization of
the initial or final-state particles involved in the scattering process: the unpolarized
cross section 𝜎𝑈𝑈 .

4.1 | Theoretical GPD model
For a given kinematic set (𝑘, 𝑄2, 𝑥𝐵 , 𝑡), the only inputs needed to generate the cross
sections as a function of the azimuthal angle 𝜙, are the 8 CFFs entering the DVCS
amplitude, see Appendix A.2, where the CFFsℜ𝑒ℋ ,ℜ𝑒ℰ, andℜ𝑒ℋ̃ also appear
in the interference term for the unpolarized beam and target configuration (5.7).
To keep the problem realistic, given that GPDs have to fulfill a certain number of
normalization constraints, see Section 2.3, the CFFs are generated by using a version
of the KM model [52] originally developed by K. Kumericki and D. Mueller. In this
version, the valence and sea components are described by the simpler modeling
of just the GPD on the crossover line 𝑥 = 𝜉, discussed in Section 4.1.2 , and
the dispersion relation technique, shown in Section 4.1.1, is used to recover the
remaining needed part. A similar modeling was used in the reference [156] model
dependent least-squares fit to the data.

Overall, this approach allows to generate pseudodata that closely resemble the
complexities and challenges of experimental data, where DVCS and BH processes

69
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are entangled, and GPDs must adhere to certain constraints. This synthetic data
is then used for testing and validating our analysis techniques, as well as for
systematic studies.

The details of obtaining the 8 CFFs starting from the employed GPD model are
shown in the following sections.

4.1.1 | Dispersion relation technique

As has been discussed in Section 3.1, the observables entering DVCS are the CFFs,
which depend on the GPDs. The CFFs are in general complex valued with the real
and imaginary parts given by (3.6) and (3.5). The dispersion relation (DR) [157–
160] is a remarkable description of CFFs inherited from the study of their general
analytical properties of scattering amplitudes, notably causality, and unitarity. The
dispersion relation in equation (4.1) allows us to relate the 𝜉 dependences of the real
and imaginary parts of CFFs, containing the same information up to a subtraction
constant𝒞ℱ (𝑡) independent of 𝜉. In particular, it does not depend on the formalism
of perturbative QCD and the development of dispersion relations applied to hadron
scattering dating back to the 1950 s.

ℜ𝑒ℱ (𝜉, 𝑡) = 1
𝜋
𝒫

∫ 1

0
d𝑥

(
1

𝜉 − 𝑥 ∓
1

𝜉 + 𝑥

)
ℑ𝑚ℱ (𝑥, 𝑡) + 𝒞ℱ (𝑡) . (4.1)

The top (bottom) sign of the r.h.s of equation (4.1) refers to the CFFs ℱ = {ℋ , ℰ}
(ℱ = {ℋ̃ , ℰ̃}). The subtraction constant𝒞ℱ (𝑡) is up to an opposite sign the same for
ℋ and ℰ, while it vanishes for the CFFs ℋ̃ and ℰ̃, and is perturbatively predicted
to be zero for the combinationℋ + ℰ, see Ref. [159]:

𝒞ℋ = −𝒞ℰ ; 𝒞ℋ̃ = 𝒞ℰ̃ = 0. (4.2)

The imaginary part of the CFF, e.g., for H is,

ℑ𝑚ℋ(𝜉, 𝑡) LO
= 𝜋

∑
𝑞

𝑒2
𝑞

[
𝐻𝑞 (𝜉, 𝜉, 𝑡) − 𝐻𝑞 (−𝜉, 𝜉, 𝑡)

]
. (4.3)

Note that in contrast to the convolution integral in (1), where the GPD enters for
unequal values of its first and second argument, the integrand in the DR (spectral
function) corresponds to the GPD where its first and second arguments are equal
(cross-over line 𝑥 = 𝜉). Therefore, for example, instead of 𝐻(𝑥, 𝜉, 𝑡) one can model
the simpler functions 𝐻(𝑥, 𝑥, 𝑡) and 𝒞ℋ (𝑡), in a LO and leading-twist approxima-
tion, ignoring the effects of GPD evolution, which are all acceptable approximations
when trying to describe presently available data in fixed-target kinematics.
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It is worth mentioning that the real part of the CFF contains information on
the imaginary part integrated from 𝑥 = 0 to the upper kinematic bound, which
represents an opportunity to constrain the imaginary part at small values of 𝜉

which are difficult to reach in experiments.

4.1.2 | GPDs parametrization

A version of the KM model [52] was adopted for which the partonic decomposition
of ℑ𝔪ℋ is:

ℑ𝑚ℋ (𝜉, 𝑡) = 𝜋

[(
24

9 +
1
9

)
𝐻val(𝜉, 𝜉, 𝑡) + 2

9𝐻
sea(𝜉, 𝜉, 𝑡)

]
. (4.4)

In the fixed target kinematics region and to LO accuracy, where the𝑄2 virtuality
is rather limited, the so-called scaling hypothesis is assumed i.e., on the assumption
that the GPD does not evolve under the change of the photon virtuality. The
functional form of the GPD 𝐻 for both, the sea and the valence contributions at the
cross-over line, is motivated by a generic ansatz based on the double distribution
(DD) [1, 131, 132] representation and a 𝑡-dependence inspired by a quark spectator
model [161]:

𝐻(𝜉, 𝜉, 𝑡) = 𝑛𝑟

1 + 𝜉

(
2𝜉

1 + 𝜉

)−𝛼(𝑡) (1 − 𝜉
1 + 𝜉

)𝑏 1(
1 − 1−𝜉

1+𝜉
𝑡
𝑀2

)𝑝 (4.5)

Here 𝑛 is the residual normalization of PDF 𝑞(𝑥) = 𝐻(𝑥, 0, 0) taken from PDF
fits, 𝑟 is the skewness ratio at small 𝑥, i.e. the ratio of a GPD at some point on
the cross-over trajectory and the corresponding PDF, 𝛼(𝑡) is the "Regge trajectory"
borrowed from Regge phenomenology [136], 𝑏 controls the large-𝑥 behavior, and
𝑀 and 𝑝 control the 𝑡-dependence.

A similar ansatz to equation (4.5) is used for𝐻which introduces three additional
parameters �̃�, �̃� and �̃�:

ℑmℋ̃(𝜉, 𝑡) = 𝜋

(
24

9 +
1
9

)
�̃�val �̃�val

1 + 𝜉

(
2𝜉

1 + 𝜉

)−𝛼val(𝑡) 1(
1 − 1−𝜉

1+𝜉
𝑡(

�̃�val
)2

) �̃�val

(
1 − 𝜉
1 + 𝜉

) �̃�val

(4.6)
The valence quark parameters 𝑛val = 1.35, �̃�val = 0.6 and 𝑝val = �̃�val = 1 are

deduced from standard PDF parameterizations. For 𝛼𝑣𝑎𝑙(𝑡) in the valence case,
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𝜌 − 𝜔 Regge trajectory is used,

𝛼𝑣𝑎𝑙(𝑡) = 0.43 + 0.85𝑡/GeV2. (4.7)

The remaining valence quark free parameters are taken from the state-of-the-
art KM15 [53] GPD parametrization version of the KM model that reproduces
worldwide DVCS data.

The parameters of the sea-quark GPD𝐻sea were taken to be as in [52] where the
parameterization (4.5) is requested to reproduce their small 𝑥𝐵 fits from H1/ZEUS
data in the Mellin-Barnes representation [52, 162] described within the parameters:

𝛼sea (𝑡) = 1.13 + 0.15𝑡/GeV2, 𝑛sea = 1.5, 𝑟sea = 1, 𝑏sea = 4.6,

(𝑀sea )2 = 0.5GeV2, 𝑝sea = 2.
(4.8)

These GPDs give the imaginary part of the CFFs ℑ𝔪ℋ and ℑ𝑚ℋ̃ which allows
us to obtainℜ𝑒ℋ andℜ𝑒ℋ̃ from the dispersion relation (4.1) that correlates them.
The non-vanishing subtraction constant of the DR is normalized by 𝐶 and 𝑀𝐶

controls the 𝑡-dependence:

𝒞ℰ(𝑡) = −𝒞ℋ (𝑡) =
𝐶(

1 − 𝑡
𝑀2
𝐶

)2 , (4.9)

giving two additional free parameters. In [52] GPD 𝐸 is modeled solely in terms
of this subtraction constant, ℰ = 𝒞ℰ , i.e., the 𝐸 contribution is only through the D-
term [133] and therefore vanishes at 𝑥 = 𝜉, resulting in ℑ𝔪ℰ = 0. The contribution
of GPD �̃� is described using pion-pole [163] inspired effective ansatz and thus the
amplitude in this channel is also purely real.

ℜ𝔢ℰ̃(𝜉, 𝑡) = 𝑟𝜋

𝜉
2.164(

0.0196 − 𝑡

GeV2

) (
1 − 𝑡

𝑀2
𝜋

)2 ,

ℑ𝔪ℰ̃(𝜉, 𝑡) = 0,

(4.10)

where 𝑚2
𝜋 = 0.0196GeV2, while 𝑀𝜋 and 𝑟𝜋 are free parameters.

A summary of the GPD model free parameters taken from the global DVCS fit
KM15 is shown in Table 4.1. For the rest of this work, we will refer to the described
GPD parametrization in this section as KM15∗ model unless otherwise specified.

The resulting model parametrization of the GPDs, achieves a relatively good
description of all helicity-independent JLab DVCS available data (Table 4.2) with an
overall normalized 𝜒2 of ≈ 1.43 for 195 data points. This is illustrated in Figure 4.1
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𝑀val 𝑟val 𝑏val 𝐶 𝑀𝐶 �̃�val 𝑟val 𝑏val 𝑟𝜋 𝑀𝜋

0.789 0.918 0.4 2.768 1.204 3.993 0.881 0.4 2.646 4.

Table 4.1: Model parameters obtained by the global DVCS fit KM15 [53].

for two different kinematic sets, where the total cross-section obtained with the
BKM10 cross-section formulation evaluating the CFFs using this model is shown
to represent the experimental unpolarized cross-section data.
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Figure 4.1: Helicity-independent cross-section at 𝑘 = 5.75 GeV in two different
kinematic sets (left and right) from the HallA 𝐸00−110 experiment (black squares).
There are also shown the total cross-section (blue) and the DVCS cross-section
including the BH-DVCS interference (red) obtained with the BKM10 cross-section
formulation evaluating the CFFs from the KM model GPDs parametrization.

In Figure 4.2, the obtained CFFs with the described KM15∗ model are shown as
a function of 𝑥𝐵 and 𝑡 in the kinematic range of the HallA experiment.

4.2 | Pseudodata production
In this section, some examples and specific information about the simulated data
are provided. The BH and the DVCS cross-section as well as the interference be-
tween these two processes are computed using the BKM10 DVCS formulation at
twist-2 for fixed values of 𝑘, 𝑄2, 𝑥𝐵 and 𝑡 (kinematic set). In this approximation,
the DVCS observables receive contributions from 8 CFFs which are strongly cor-
related. For each kinematic set, the CFFs required to calculate the cross-section
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Figure 4.2: CFFs obtained from KM model parametrizations in Hall-A kinematics
range.

are obtained from the KM15∗ model (Section 4.1.2). The total cross-section of the
lepto-production process is then modeled as a function of the azimuthal angle 𝜙

in every set of kinematics.

4.2.1 | Kinematic coverage

The pseudodata produced mimics the kinematics of the experimental data used
in this analysis. The total helicity-independent cross-section as a function of the
azimuthal angle is simulated at every 195 kinematic sets of the Jefferson Lab (JLab)
DVCS data.

This analysis is based on the fixed target experimental DVCS data collected
from Hall A [37–39] and Hall B [36] at JLab, summarized in Table 4.2. The dataset
comprises both helicity-independent and helicity-dependent cross-section mea-
surements. However, for this specific analysis, the focus is solely on the least
constrained helicity-independent or unpolarized cross-sections.

The data is finely binned into a fourfold differential cross-section format, char-
acterized by the variables 𝑄2, 𝑥𝐵, t, and 𝜙. There is a total of 195 distinct kinematic
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Hall A Collaboration
Experiment 𝐸𝑏𝑒𝑎𝑚 (GeV) 𝑄2 (GeV2) 𝑥𝐵 −𝑡 (GeV2)

E00-110 (2015) [37] 5.75 1.82 - 2.37 0.336 - 0.401 0.171 - 0.372
E07-007 (2017) [38] 3.355 - 5.55 1.49 - 2.00 0.356 - 0.361 0.177 - 0.363

E12-06-114 (2022) [39] 4.487 - 10.992 2.71 - 8.51 0.363 - 0.617 0.204 - 1.373
Hall B Collaboration

Experiment 𝐸𝑏𝑒𝑎𝑚 (GeV) 𝑄2 (GeV2) 𝑥𝐵 −𝑡 (GeV2)
e1-DVCS1 (2015) [36] 5.75 1.11 - 3.77 0.126 - 0.475 0.11 - 0.45

Table 4.2: Summary of the DVCS data from JLAB used in this analysis. The table
includes information on the data source and the kinematic range covered by the
data.

conditions available for use in this analysis defined by 𝑄2, 𝑥𝐵 and 𝑡. It’s worth not-
ing that the measurements cover the moderate to high 𝑥𝐵 range which primarily
pertains to the valence-quark region. Within this specific fixed-target kinematics
range, and considering only LO accuracy, the virtuality 𝑄2 is relatively limited.
Consequently, in this analysis, it is assumed that the GPDs do not evolve when the
photon virtuality changes. However, this assumption will be further scrutinized in
Section 5.5.4.

Figure 4.3 provides a visualization of the kinematic region covered by the uti-
lized data. This data is a combination of results obtained from Jefferson Lab’s
6GeV and 12GeV eras. Notably, the 12GeV JLab data extends to higher values of
𝑄2, reaching up to 8.5 GeV2.

4.2.2 | DVCS cross-section pseudodata

The unpolarized cross-section of the 𝑒𝑝 → 𝑒𝑝𝛾 process is generated as a function of
𝜙 for a given

(
𝑥𝐵 , 𝑄

2, 𝑡
)

kinematic bin and a given beam energy of the experimental
data (see Section 4.2.1). The calculation of the DVCS+BH amplitudes is based on
the BKM10 formulation [61] at leading-twist i.e, the dominant contribution in
terms of the twist expansion in QCD, and leading-order approximation i.e. the
dominant contribution in terms of the perturbative expansion in QCD. Then, the
only inputs needed to generate the cross sections are the 8 CFFs entering the DVCS
amplitude. The CFFs are computed at each 𝑥𝐵 and 𝑡 values from the GPD model
parametrization described in Section 4.1.2, based on the well-known and widely
used KM models which obey most of the model-independent GPD normalization
constraints and reproduces the general trends of the experimental DVCS data used
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Figure 4.3: Kinematical coverage of the experimental data listed in Table 4.2 in 𝑡 vs
𝑥𝐵 (left) and 𝑄2 vs 𝑥𝐵 (right) space.

in this analysis.
For each particular kinematic bin, the number of generated 𝜙 points is the same

as in the corresponding experimental data in order to account for the available
data statistics effects. Figure 4.4 shows the number of 𝜙 points on each kinematic
set of the experimental data used that were replicated. The majority of Hall-A
experiments have 24 𝜙 points per set, while the number of points in the Hall-
B experiment is more variable and the two sets with 2 and 4 points will not be
considered to construct the global CFFs model in Section 6.3.

In the first example (Figure 4.5), the pseudodata for the particular kinematics
(𝑥𝐵 , 𝑄2, 𝑡) = (0.34, 1.82𝐺𝑒𝑉2,−0.17𝐺𝑒𝑉2) is taken with a 5.75 GeV beam energy.
This corresponds to a kinematic bin measured by the Hall-A E00-110 experiment.
The 24 generated points, corresponding to the 𝜙 binning of the experimental data,
are superimposed on the theoretical curves. On the left panel of Figure 4.5, the
unpolarized cross-section pseudodata is shown unsmeared while the right panel
makes use of smearing which is meant to mimic real data.

The uncertainties and the accessible 𝜙 regions vary for each
(
𝑥𝐵 , 𝑄

2, 𝑡
)

bin,
and differ for the Hall-A and Hall-B experiments. The error bars added on the
pseudodata correspond to the published experimental uncertainties of the JLab
data and they average to about 5 % for the unpolarized DVCS cross-section.

The smearing of the pseudodata has been done via a Gaussian distribution, cen-
tered at the theoretically computed value, with a standard deviation corresponding
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Figure 4.4: Frequency of the 𝜙 points on the 195 experimental kinematics sets from
the DVCS data.

to the experimental uncertainties. Each 𝜙 point was smeared independently of the
other 𝜙 points. The smeared pseudodata replicate the real-world experimental
conditions that could influence the measured quantities. Through a comparative
analysis of results derived from smeared and non-smeared pseudodata, one can
shed light on potential biases arising from the experimental setup. Comprehend-
ing how these uncertainties affect the deduced CFFs is essential for accurately
interpreting experimental outcomes. The use of smeared pseudodata facilitates
the assessment of how sensitive extraction algorithms are to these experimental
conditions, offering valuable insights into optimizing the experiment for maximal
CFF sensitivity.

Under these conditions, we deem that in the following we will perform the
CFFs extraction in rather realistic conditions, taking into account the 𝜙-coverage of
the data, their dispersion, and their uncertainties. By comparing the results from
the pseudodata to the known input (theoretical predictions or actual CFFs), the
accuracy and reliability of the analysis procedures can be accessed. This is essential
for ensuring the robustness of the extraction process and enhancing the depth
of understanding regarding systematic errors inherent in both the experimental
procedures and analysis methodologies.

In summary, the generated pseudodata is crucial for validating the analysis
process, assessing systematic errors, optimizing experimental designs, and im-
proving theoretical models, ultimately enhancing the reliability and accuracy of
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Figure 4.5: Generated pseudodata for the kinematics
(
𝑥𝐵 , 𝑄

2, 𝑡
)

=(
0.34, 1.82𝐺𝑒𝑉2,−0.17𝐺𝑒𝑉2) corresponding to one set measured by the E00-100

HallA experiment. The unpolarized cross-sections are shown unsmeared (left)
and smeared (right). The solid line corresponds to the generated distribution with
the KM model CFFs parametrization.

the extracted CFFs.



Extraction of Compton Form Factors 5
Any attempt to extract GPDs from DVCS experimental data starts with the extrac-
tion of CFFs. The complete and precise extraction of CFFs has been one of the
major activities in the study of GPD-related processes in the past decade, both
on the theoretical and phenomenological side. One of the major challenges in
extracting CFFs from exclusive measurements is the higher dimensionality of the
problem, as discussed in the nice review [164], for example. Traditionally, the CFFs
extraction technique falls into either a local fit (see Ref. [9, 39, 165–171]) or a global
fit (see Ref. [52, 159]) strategy. The analytical fit function is defined by the helicity
amplitudes so the results can be specific to a particular DVCS formalism.

Global fits assume a parametrized analytical shape of the CFFs and adjust it
using experimental data on all available kinematics simultaneously. The model
may be built at the level of the CFF, or directly at the level of the GPD using
available phenomenological models, like GK [55], VGG [56] and KM [52–54, 156] .
Such a model dependency suffers from initial biases built into the framework and its
severity on e.g. the extraction of orbital angular momentum, has never been studied
in a systematic way. The global fit method allows the prediction of measurements
in unprobed kinematics at the cost of introducing some level of model dependence.
Efforts to reduce this bias have been led, notably by introducing artificial neural
network (ANN) techniques incorporating known properties of GPDs but without
assuming any particular parameterized model [54, 156, 172, 173].

At present, the only known way to model-independently extract CFFs is locally
in the kinematical points (𝑥𝐵 , 𝑡 , 𝑄) at which the CFFs are fitted as free parameters
on the experimental data. Therefore, this method introduces no bias on the gen-
eral form of the CFF apart from the chosen framework of general approximation,
like twist truncation, neglection, and dominance of some CFFs,... Local fits have
however no ability to predict the result of measurements in previously unexplored
kinematics with the shortcoming that GPDs can not be fitted themselves. Nonethe-
less, we introduce in Chapter 6, a novel local multivariate fit (LMI) using a deep
neural network (DNN) technique at many fixed kinematics across the independent

79
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variable 𝜙 that results in a CFF model that can be interpolated and extrapolated to
unavailable experimental kinematic regions similar to a global fit. This schema is
still considered a local fit as it requires no additional information beyond what is
used in a standard local fit.

We choose to adopt an approach by exploiting the 𝜒2 distribution of randomly
generated CFFs. As a matter of priority, this study is confined to the goal of locally
extracting twist-2 CFFs directly from the least constraining and most challenging
DVCS unpolarized observable in a model-independent way. Additional observ-
ables can of course only improve the situation, and their inclusion is reserved for
future study. The extraction of eight CFFs from only one observable, with finite ex-
perimental uncertainties, is an underconstrained problem. Without the necessary
constraints using multiple observables in simultaneous fitting, there is a lack of
uniqueness leading to large systematic errors in the extraction. However, we show
in this analysis that the extraction of the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃ is achievable
with reasonable accuracy and precision.

To progress in this underconstrained problem, LO and LT approximations were
taken at the expense of higher accuracy reducing the fitting problem from eight
to four parameters (Section 5.1). With this novel approach, we will show that the
CFFs ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ , and the pure DVCS cross-section can, in fact, be constrained
with a finite uncertainty with some insight into its 𝑡 and 𝑥𝐵-dependence, at Hall-
A kinematics and at Hall-B kinematics limited by the data smearing in the least
constrained case observable and with minimum model dependence. Indeed, it is
crucial to give both a best-fit value and an estimation of the uncertainty associated
with the extraction.

Generically, no information can be reliably extracted from any CFFs unless
several different observables measured at the same kinematics are studied simul-
taneously. Despite the limitations and approximation of this extraction method,
having an extraction procedure capable of effectively constraining three of the CFFs
out of one observable is a valuable contribution. In fact, it was observed in the
pioneering local least squares minimization extraction [165] at LO and LT that fitted
two observables, unpolarized and beam-polarized Hall-A cross sections, resulted
in a convergence of the fits for ℜ𝔢ℋ and ℑ𝔪ℋ only while the other CFFs are left
undetermined.

The available data from JLab used in this analysis, Table 4.2, is limited to the
valence region. This gives much more constraint on the CFFℋ than the other CFFs,
as recognized by GPD models [52, 55, 56]. While the CFF ℰ suffers from scarcity
and sizable statistical uncertainties. This is seen for example in Figure 5.1 obtained
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from the generated pseudodata, where good least-squares fits of unpolarized cross
sections with small normalized 𝜒2 values, less than 1.6, and represented in the
figure by a red band, give a large range of values of the CFFs extracted which is
larger for ℜ𝔢ℰ and more constraining for ℜ𝔢ℋ as seen on the right panel. The
generating function of the pseudo-data cross-section (red line) is produced with
the true values of the CFFs ℜ𝔢ℋ (orange), ℜ𝔢ℰ (red) and ℜ𝔢ℋ̃ (green) shown on
the right plot as solid lines. This will be further discussed in Section 5.2 where
an optimized 𝜒2 fit will be used for comparison with the new extraction method
(Section 5.3). The obtained local extraction results are then used to train a DNN
and construct a CFFs global model for any kinematic region, see Section 6.3.
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Figure 5.1: Fits of the pseudodata cross-section with 𝜒2/𝑛𝑑𝑓 values less than
1.6 (left) and the corresponding range of ℜ𝔢ℋ , ℜ𝔢ℋ and ℜ𝔢ℋ̃ that gener-
ated them (right) at the kinematic bin k = 5.75 GeV, 𝑄2 = 1.96 GeV2, 𝑥𝐵 = 0.37,
𝑡 = −0.23 GeV2. The true values generating the cross-section distribution are rep-
resented by solid lines.

Kinematical twist-4 and quantum loop corrections [23, 149] that are 𝛼𝑆 sup-
pressed, like the target mass and finite 𝑡 corrections [155], are omitted. Those
corrections are related to leading-twist GPDs but involve different perturbative
coefficients [49] that get convoluted. Therefore, they lead to a different set of CFFs
that can be considered independent of the twist-2 CFFs discussed here.

The generated pseudodata, Chapter 4, is used for optimizing and testing the
goodness of the extraction, Section 5.4.1, as well as for the evaluation of systematic
errors in Section 5.4.3.
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5.1 | The fit function: 𝑒𝑝 → 𝑒′𝑝′𝛾 cross-section
The photon electroproduction cross-section has been discussed in detail in Chap-
ter 3. Here we show the specifics of the unpolarized observable case in the BKM10
formulation at leading order in perturbative QCD and at leading twist approxi-
mations used to describe the (pseudo-) data. For this observable, a virtual photon
scatters from an unpolarized electron beam of energy 𝑘 off an unpolarized proton
leading to the 𝑒𝑝 → 𝑒′𝑝′𝛾 4-fold differential cross-section which constitutes the
local fit function (5.1). The cross-section comprises not only the contributions of
the DVCS amplitude 𝒯 𝐷𝑉𝐶𝑆

𝑈𝑈
and the BH amplitude 𝒯 𝐵𝐻

𝑈𝑈
that contain the same final

state particles and cannot be distinguished experimentally but also that from their
interference denoted by ℐ𝑈𝑈 .

𝑑4𝜎𝑈𝑈
𝑑𝑥𝐵𝑗𝑑𝑄2𝑑 |𝑡 |𝑑𝜙 =

𝛼3𝑥𝐵𝑦
2

8𝜋𝑄4
√

1 + 𝜖2

1
𝑒6

(��𝒯 𝐵𝐻
𝑈𝑈

��2 + ��𝒯 𝐷𝑉𝐶𝑆
𝑈𝑈

��2 + ℐ𝑈𝑈 )
. (5.1)

The phase space of this process is parameterized by the Bjorken variable, 𝑥𝐵 =
𝑄2

2𝑝𝑞 , in terms of the momentum 𝑞 = 𝑘 − 𝑘′ carried by the virtual photon of mass
𝑄2 = −𝑞2 = −(𝑘 − 𝑘′)2, the squared momentum transfer between the initial and
final protons 𝑡 = Δ2 withΔ = 𝑝′−𝑝 and the lepton energy loss 𝑦 = (𝑝 · 𝑞)/(𝑝 · 𝑘). The
azimuthal angle𝜙 between the leptonic and hadronic planes is defined in the Trento
convention [142], 𝛼 = 𝑒2/(4𝜋) is the fine structure constant, and 𝜖 = 2𝑥𝐵𝑀/𝑄2

where 𝑀 is the proton mass.
The BH contribution is an undesirable contamination that is fully calculable in

quantum electrodynamics with the nucleon form factors (FFs) within 1% uncer-
tainty. The unpolarized BH amplitude is given by:��𝒯 𝐵𝐻

𝑈𝑈

��2 =
𝑒6

𝑥2
𝐵
𝑦2(1 + 𝜖2)2𝑡𝒫1(𝜙)𝒫2(𝜙)

2∑
𝑛=0

𝑐𝐵𝐻𝑛,𝑈𝑈 cos(𝑛𝜙). (5.2)

The harmonic terms 𝑐𝐵𝐻
𝑛,𝑈𝑈

of the BH amplitude squared are given in Ap-
pendix A.1 and they only depend upon bilinear combinations of the Dirac and
Pauli FFs i.e., 𝐹1(𝑡) and 𝐹2(𝑡), which are computed using Kelly’s parametrization
[150]. The factors𝑃1(𝜙) and𝑃2(𝜙) are the electron propagators in the BH amplitude.

At sufficiently large values of 𝑄2 and small values of |𝑡 |, the azimuthal depen-
dences of the unpolarized DVCS amplitude and of the interference term including
twist-3 contributions read as follows:

��𝒯 𝐷𝑉𝐶𝑆
𝑈𝑈

��2 =
𝑒6

𝑦2𝑄2

(
𝑐𝐷𝑉𝐶𝑆0,𝑈𝑈 +

2∑
𝑛=1

𝑐𝐷𝑉𝐶𝑆𝑛,𝑈𝑈 cos(𝑛𝜙)
)

(5.3)
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ℐ𝑈𝑈 =
𝑒6

𝑥B𝑦3𝑡𝑃1(𝜙)𝑃2(𝜙)

3∑
𝑛=0

𝑐ℐ
𝑛,𝑈𝑈

cos(𝑛𝜙) (5.4)

At leading order in the strong coupling constant 𝛼𝑆 and considering twist-2 CFFs
alone enter the cross-section, only the terms containing 𝑐𝐷𝑉𝐶𝑆0,𝑈𝑈 remain in (5.3).
In this case, the squared DVCS amplitude is independent of the angle 𝜙 and a
bilinear combination of the CFFs is contained in the coefficient 𝒞𝐷𝑉𝐶𝑆

𝑈𝑈
(ℱ , ℱ ∗)

given explicitly in Appendix A.2 with ℱ = {ℋ , ℰ , ℋ̃ , ℰ̃} :

|𝒯 𝐷𝑉𝐶𝑆
𝑈𝑈 |2 =

𝑒6

𝑦2𝑄2

{
2

2 − 2𝑦 + 𝑦2 + 𝜖2

2 𝑦
2

1 + 𝜖2 𝒞𝐷𝑉𝐶𝑆𝑈𝑈 (ℱ , ℱ ∗)
}
. (5.5)

The DVCS amplitude is contingent on the four twist-2 CFFs. These CFFs are
complex-valued, consisting of two real magnitudes –ℜ𝑒ℱ and ℑ𝑚ℱ – each, lead-
ing to the emergence of eight distinct CFF parameters. This intricate multiplicity
of parameters underscores the complexity involved in their extraction process. A
noteworthy aspect in this context is that, under this approximation, the pure DVCS
cross-section is taken as a free parameter in the fit function as it lacks dependence
on the azimuthal angle.

In this framework, LO and LT, the Fourier coefficients in the harmonic struc-
ture of the unpolarized interference term (5.4) only contain helicity-conserving
amplitudes given by:

𝑐ℐ
𝑛,𝑈𝑈

= 𝐶𝑛++,𝑈𝑈ℜ𝔢𝐶
ℐ
𝑈𝑈
(ℱ ) + 𝐶𝑉,𝑛++,𝑈𝑈ℜ𝔢𝐶

ℐ ,𝑉
𝑈𝑈
(ℱ ) + 𝐶𝐴,𝑛++,𝑈𝑈ℜ𝔢𝐶

ℐ ,𝐴
𝑈𝑈
(ℱ ). (5.6)

The complete expressions of the kinematic coefficients 𝐶𝑛++,𝑈𝑈 , 𝐶𝑉,𝑛++,𝑈𝑈 and
𝐶𝐴,𝑛++,𝑈𝑈 are given in Appendix A.3. The 𝐶ℐ

𝑈𝑈
, 𝐶ℐ ,𝑉

𝑈𝑈
and 𝐶ℐ ,𝐴

𝑈𝑈
terms are a linear

combination of the CFFsℋ , ℰ and ℋ̃ :

ℜ𝔢𝐶ℐ
𝑈𝑈
(ℱ ) = 𝐹1ℜ𝔢ℋ + 𝜉(𝐹1 + 𝐹2)ℜ𝔢ℋ̃ −

𝑡

4𝑀2𝐹2ℜ𝔢ℰ , (5.7)

ℜ𝔢𝐶ℐ ,𝑉
𝑈𝑈
(ℱ ) = 𝑥𝐵

2 − 𝑥𝐵 + 𝑥𝐵 𝑡
𝑄2

(𝐹1 + 𝐹2)(ℜ𝔢ℋ +ℜ𝔢ℰ), (5.8)

ℜ𝔢𝐶ℐ ,𝐴
𝑈𝑈
(ℱ ) = 𝑥𝐵

2 − 𝑥𝐵 + 𝑥𝐵 𝑡
𝑄2

(𝐹1 + 𝐹2)ℜ𝔢ℋ̃ . (5.9)

Therefore, in this scenario, the interference amplitude becomes reliant solely
on three real-valued Compton Form Factors: ℜ𝑒ℋ , ℜ𝑒ℰ and ℜ𝑒ℋ̃ . Addition-
ally, accounting for the constant nature of the pure DVCS cross-section in terms
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of the azimuthal angle, the total number of free parameters in the fit function
that need to be extracted is streamlined to four. The reduction in the parameter
count simplifies the extraction process relative to the full eight-parameter scenario,
while still capturing significant aspects of the DVCS amplitude’s complexity. This
streamlined parameter space facilitates more manageable data analysis and model-
fitting endeavors, enhancing the feasibility of accurately deducing these essential
parameters from experimental data.

From the perspective that the real Compton form factors at leading twist are rele-
vant to hadron tomography and helpful in the interpretation of the phenomenology
of the DVCS process, we focus on an extraction schema that prioritizes both high
accuracy and precision that is minimally biased. Any bias in the application of the
helicity amplitudes will certainly carry over to the CFF.

5.2 | Least squares extraction
We compare our results with an optimized local least squares fit using the smeared
generated pseudodata (Section 4.2.2). In this procedure, the best-fit value is found
at each kinematic set by minimizing, with the least squares method, the 𝜒2 defined
as:

𝜒2 =

𝑛∑
𝑖=1

(𝜎 𝑓 𝑖𝑡
𝑖
− 𝜎𝑑𝑎𝑡𝑎

𝑖
)2

(𝛿𝜎𝑑𝑎𝑡𝑎
𝑖
)2

, (5.10)

where 𝜎 𝑓 𝑖𝑡 is the fit function given by the theoretical DVCS +BH cross-section
(Section 5.1), which depends on the 4 free parameters: ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ , and
the pure DVCS cross-section. In the interest of comparison, these parameters are
limited to the same range used to generate the 𝜒2 maps, see Section 5.3.1.1. The
quantities 𝜎data and 𝛿𝜎data are, respectively, the values and the uncertainties of the
pseudo- or experimental data. The index 𝑖 runs over all the available 𝜙-points for
a given

(
𝑥𝐵 , 𝑄

2, 𝑡
)

bin.

5.2.1 | Algorithm optimization

We use the well-known MINUIT2 code from CERN [31] with the MIGRAD min-
imization algorithm which is the best minimizer for generic functions. There are
some parameters that can be modified to optimize the fit. A systematic study with
the smeared pseudodata allowed us to set the algorithm parameters to the values
that gave the CFFs and the DVCS cross-section closer to the true values at which
the pseudodata was generated. In Figure 5.2 the extracted values for 5 different
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Strategy Tolerance

default value 1 0.01
best fit 0 10

Table 5.1: MIGRAD minimization parameters.

kinematic sets are shown with the default MINUIT2 parameters and the optimized
ones. The deviation from the true values (red line) is significantly reduced after
the optimization. The two most relevant parameters tuned are listed in Table 5.1.

The Strategy parameter can take the integer values (0, 1, 2), and the optimal
fit was obtained at 0, which is intended for cases where there are many variable
correlated parameters but it yields non-reliable errors as seen for example Fig-
ure 5.2 where the errors have no physical meaning. The proper estimation of the
error is discussed in the next section. Selecting a looser Tolerance related to the
minimization stopping criteria also yields more accurate results. Optimizing these
parameters takes particular improvement on the extraction of ℜ𝔢ℰ.

5.2.2 | Error estimation

When the problem is not linear and when the 𝜒2 shape is not a simple parabola
or a simple function, as in our case, MINOS error calculations are needed in order
to indicate the correct parameter errors. For proper error calculation, MINOS
actually follows the function out from the minimum to find where it crosses the
function value i.e., minimum 𝜒2 (𝜒2

𝑚𝑖𝑛
) + 1, instead of using the curvature at the

minimum and assuming a parabolic shape. Consequently, the uncertainty on a
given parameter corresponds to the value of this parameter for Δ𝜒2 = +1 above
𝜒2
𝑚𝑖𝑛

. With MINOS error option, MINUIT2 calculates 𝜒2 at multiple points of
the multi-dimensional hyperspace of the free parameters and will retain a smaller
function value if they stumble on one, reducing the risk of falling into local minima.
MINOS errors are costly to calculate but are very reliable since they take account
of non-linearities in the problem and parameter correlations, and are generally
asymmetric. However, there were some kinematic sets where the minimization
failed when running MINOS for some parameters, caused by intrinsic instability of
the obtained fit e.g., very correlated parameters as in this case. Alternatively, when
MINOS fails, the HESSE error matrix which calculates the full second–derivative
matrix at the minimal point by finite differences and inverts it, is used:
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Figure 5.2: Least squares extraction with MINUIT default parameters (green)
and with the optimized algorithm parameters (black). The smeared pseudodata
from 5 kinematic points correspond to Hall-A experimental data with average
𝑄2 = 1.94 𝐺𝑒𝑉2 and 𝑥𝐵 = 0.37. The parameters used to generate the pseudodata
are shown in red, centered at the data 𝑡 value with an arbitrary bin width. The
green points have been slightly shifted in 𝑡 for clarity on the visualization.

𝐻𝑖 𝑗 =
1
2

𝜕2

𝜕𝛼𝑖𝜕𝛼 𝑗
𝜒2

����
𝛼=𝛼0

. (5.11)

Then, the uncertainty can be propagated to a function ℱ which depends on the
fit parameters, by

𝜎ℱ = 𝑇
©­«

𝑛∑
𝑖 , 𝑗=1

𝜕ℱ
𝜕𝛼𝑖

𝐻−1 𝜕ℱ
𝜕𝛼 𝑗

ª®¬
1/2

, (5.12)

where 𝑇 =
√
Δ𝜒2 is the tolerance factor. Taking 1 should give the usual 68%

confidence interval.
The least squares extraction after tunning the minimization algorithm and cal-

culating the HESSE or the MINOS errors when available, is shown in Figure 5.3 for
kinematics corresponding to 5 𝑡-bins of the Hall-A E00-110 experiment. We find
that we get better estimates of ℜ𝔢ℋ and the DVCS cross-section while ℜ𝔢ℋ̃ and
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Figure 5.3: Least squares extraction with the optimized algorithm parameters
(black) and HESSE/MINOS error option. The smeared pseudodata from 5 kine-
matic points correspond to Hall-A experimental data with average𝑄2 = 1.94 𝐺𝑒𝑉2

and 𝑥𝐵 = 0.37. The parameters used to generate the pseudodata are shown in red,
centered at the data 𝑡 value with an arbitrary bin width.

ℜ𝔢ℰ are harder to constrain and the true values are generally contained within the
errors.

5.3 | Extraction from 𝜒2 maps
DVCS observables receive contributions from several CFFs, which are strongly
correlated, and therefore their extraction is an unconstrained problem. It is easy
to obtain a good fit of the experimental data, but many combinations of the real
and imaginary parts of the CFFs can provide an equally good fit as seen in Fig-
ure 5.1. In this Section, we will describe a novel extraction method that employs 𝜒2

maps, allowing us to effectively constrain 3 CFFs and the DVCS cross-section in the
helicity-independent case. The extraction of the CFFs through the 𝜒2 maps analysis
is outlined in Section 5.3.1 along with the systematic studies in Section 5.4.3. The
final results with the Hall-A and Hall-B experimental data are shown in Section 5.5.
We will refer to this method as 𝜒2 Maps Inference (𝜒MI).
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5.3.1 | Weighted 𝜒2 analysis

In the following, we will focus on a method that calculates 𝜒2 at multiple points of
the multi-dimensional hyperspace of the free parameters by creating Monte Carlo
simulation replicas of the 8 CFFs. Thus, the full phase space of the free parameters
is explored, and 𝜒2 maps i.e., the number density of 𝜒2 vs. each parameter are
constructed, Section 5.3.1.1. After applying selections given the topology of the
maps, see Section 5.3.1.2, the best-extracted values of the three CFFs and the DVCS
cross-section is obtained as a weighted average of the 𝜒2 confidence level (CL) for
the distribution of parameters. For example, the extracted ℜ𝔢ℋ value at a fixed
kinematic set is given by:

ℜ𝔢ℋ =

𝑁∑
𝑛=1

ℜ𝔢ℋ𝑛 · 𝐷𝑛(𝜒2
𝑛 , 𝑟)

𝑁∑
𝑛=1

𝐷𝑛(𝜒2
𝑛 , 𝑟)

, (5.13)

and similarly for the rest of the parameters. Here, n runs over every randomly
generated CFFs set and 𝐷(𝜒2, 𝑟) is the complement of the cumulative distribution
function of the 𝜒2 distribution with r degrees of freedom (ndf), called in statistic,
survival function. 𝐷(𝜒2, 𝑟) is shown Eq. (5.14) where Γ is the incomplete gamma
function. It corresponds to the upper tail integral of the probability density function
between x and +infinity giving the probability of having a 𝜒2 value larger than what
you observed. If this probability is very small, it means that the hypothesis that
your extraction is a good representation of your data is very unlikely.

𝐷(𝜒2, 𝑟) =
∫ +∞

𝜒2

1
Γ(𝑟/2)2𝑟/2

𝑥′𝑟/2−1𝑒−𝑥
′/2𝑑𝑥′. (5.14)

This method can be applied without assuming that the 𝜒2 is quadratic in the
vicinity of its minimum but demands computing power and time.

5.3.1.1 | Generation of 𝜒2 maps

In the first stage, we generate the unpolarized cross-sections of the 𝑒𝑝 → 𝑒𝑝𝛾

process at the level of the eight twist-2 CFFs as a function of 𝜙. This generation is
specific to a given kinematic bin characterized by (𝑄2, 𝑥𝐵 , 𝑡) and a specific energy
bin corresponding to the available experimental data kinematic points. For every
uniform randomly generated CFFs set the 𝜒2 is computed as:
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𝜒2 =

𝑛∑
𝑖=1

(𝜎𝑡ℎ𝑒𝑜
𝑖
− 𝜎𝑑𝑎𝑡𝑎

𝑖
)2

(𝛿𝜎𝑑𝑎𝑡𝑎
𝑖
)2

, (5.15)

where 𝜎𝑡ℎ𝑒𝑜
𝑖

is the cross-section at the point 𝜙𝑖 for a given CFFs replica set. This cal-
culation is based on the leading-twist and leading-order amplitudes for the DVCS
process combined with BH process (Section 5.1). The quantities 𝜎data and 𝛿𝜎data

are, respectively, the values and the uncertainties of the pseudo- or experimental
data.

To keep the problem realistic, it was decided to limit, in a conservative and
educated way, the range of variation of the CFFs while reducing the computing
time and resources. The CFFs are confined within a bounded 8-fold hypervolume,
with boundaries set at±5 times the CFFs predicted by the KM15* model (described
in Section 4.1.2), which obeys most of the model-independent GPD normalization
constraints (see Section 2.3). Centering the 8-CFFs hypervolume around the KM15*
model and restricting it to a±5 factor prevents us from exploring too unlikely cases.
Generated values exceeding 3 times the KM15* model’s value probably correspond
to quite unrealistic CFFs. Given that GPDs have to fulfill a certain number of
normalization constraints, such a strong deviation from the KM15* reference value
is quite unlikely. However, the exploration of such a broad range of values enhances
the robustness and credibility of the study. The only model-dependent input of
this approach is the definition of the range of variation of the CFFs.

As a result, we can construct 𝜒2 maps for each of the parameters to be extracted.
In the case of the pure DVCS cross-section parameter, it is calculated from the
Monte-Carlo simulated CFFs using the theoretical calculation on Eq. (5.5).

Examples of the obtained maps are shown in Figure 5.4. We take the par-
ticular kinematics

(
𝑥𝐵 , 𝑄

2, 𝑡
)
=

(
0.34, 2.22𝐺𝑒𝑉2,−0.176𝐺𝑒𝑉2) and

(
𝑥𝐵 , 𝑄

2, 𝑡
)
=(

0.13, 1.11𝐺𝑒𝑉2,−0.34𝐺𝑒𝑉2) with a 5.75 𝐺𝑒𝑉2 beam energy. This corresponds
to a kinematic bin measured by the Hall-A and Hall-B experiments respectively.
The red point represents the true 𝜒2 value obtained with the CFFs at which the
smeared pseudo data was generated and the magenta point is at the extracted
value from Eq. (5.13) and the 𝜒2 with the obtained parameters. We can see that
several combinations of CFFs can give lower 𝜒2 than the true one and therefore
minimizing 𝜒2 can lead to inaccurate results. There is a more striking limitation
of the least-squares fit observed on the maps, given the almost flat behavior of 𝜒2

near its minimum, particularly for ℜ𝔢ℰ and ℜ𝔢ℋ̃ giving the large uncertainty on
the extraction seen for example in Figure 5.3.
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Figure 5.4: Image B

A threshold is set at the maximum 𝜒2 value of 50. This choice is informed by
the observation that opting for higher 𝜒2 values does not yield extra informative
value as seen in Figure 5.4. The relevant topology primarily resides in the lower
spectrum of normalized 𝜒2, denoted as 𝜒2/𝑛𝑑𝑓 , specifically those less than 2.
Here, 𝑛𝑑𝑓 represents the degrees of freedom calculated by subtracting the number
of free parameters i.e., four, from the number of points in 𝜙 for a given kinematic
configuration.

5.3.1.2 | Selections cuts on 𝜒2 maps

Studying the 𝜒2 maps topology in this 4-dimensional parameter space is a potential
source of information on the CFFs correlations that can constrain the extraction of
these parameters. The pseudodata mimicking the real data is a powerful tool to
optimize and test the extraction method. We use the smeared pseudodata to fine-
tune the selection cuts applied on the 𝜒2 maps to select the strongest 𝜒2 values
which allow of to reduce the background from very unlikely parameters while
finding more constrained high-density 𝜒2 regions as a function of the parameters.
This is of particular importance for the CFFs ℜ𝔢ℰ and ℜ𝔢ℋ̃ that pertain to a large
homogeneous flat distribution.

The selection of the high-density areas is performed iteratively and the weighted
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average from Eq. (5.13) is calculated at every step. Iterations are performed while
the selected map region statistics is greater than 10000 points and the true value is
within 1 standard deviation (𝜎) from the weighted average. In general, 2 iterations
are performed on every kinematic set. The optimized selection is applied to the
experimental data at the corresponding kinematic bin.

Contour cuts are applied on the maps based on a 70% confidence level from
the 2D map’s highest density bin. Figure 5.5 for example, shows confidence level
contours at 70 (green), and 80% (orange) for ℜ𝔢ℰafter the first iteration. In this
case, the next step will select only the region contained within the 70% contour
level and recalculate the value of ℜ𝔢ℰweighted average as in Eq. (5.13). Several
trials showed that varying the number of iterations and the contour cuts ± 10%
around 70% yield similar extracted parameter results. The main differences are
related to the precision which is limited by the iteration contour statistics and the
deviation from the true values in less than one standard deviation.
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Figure 5.5: ℜ𝔢ℰcontour levels at the first iteration.

Figure 5.6 shows the contour cuts for two iterations after applying simultaneous
selections on the strongest 𝜒2 zones on all the parameters. This selection method
on the 2D map allows the calculation of the weighted averages in the most likely
regions containing the true (best) values, reducing the uncertainties on the extracted
parameters. Noticeably, ℜ𝔢ℰ and ℜ𝔢ℋ̃ concentrate the most likely 𝜒2 values in
regions closer to the true value after repeated iterations in contrast to the flat
homogeneous initial distribution.
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Figure 5.6: Selections on 𝜒2 maps for the pseudodata at a fixed kinetic bin of Hall-A
for all parameters. The top row shows the 2D maps without any selection cuts, in
the center row the maps are shown after applying the contour cut (red, top) and
the second iteration of selections is at the bottom after applying the contour cut
(red, middle).

5.3.2 | Uncertainty estimation

As mentioned before, we recover the intuitive notion that if the likelihood is al-
most flat near its maximum the uncertainty on the parameter extraction is large.
Applying selections on the 2D 𝜒2 maps we can significantly increase the precision
of the extracted parameters, particularly for ℜ𝔢ℰ and ℜ𝔢ℋ̃ while still containing
the true value within. After iterative selections, the extracted value of the CFFs
and the DVCS cross section is given by the weighted average, and the uncertainty
is obtained by the standard deviation of the final map, for example, for ℜ𝔢ℋ :

𝜎ℜ𝔢ℋ (𝑥𝐵 , 𝑡 , 𝑄2) =

√√√∑
𝑛

(
ℜ𝔢ℋ𝑛 −ℜ𝔢ℋ

)2

𝑁
, (5.16)

where n runs over the number of points in the map, N, andℜ𝔢ℋ is the weighted
average obtained from Eq. (5.13).

The uncertainties and the extracted values after every iteration associated with
each parameter for one kinematic corresponding to the Hall-A data are summarized
in Table 5.2, along with the normalized 𝜒2. In this kinematic bin, at the third
iteration, the precision for the extracted values of ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ and the DVCS
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ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃ 𝜎𝐷𝑉𝐶𝑆
𝑈𝑈

(𝑛𝑏/𝐺𝑒𝑉4) 𝜒2/𝑛𝑑𝑓
true −2.38 1.75 0.82 9.11 · 10−3 1.224

no cuts −2.27 ± 1.15 1.10 ± 4.85 1.45 ± 2.20 (9.36 ± 2.35) · 10−3 0.975
iter. 1 −2.20 ± 0.67 0.97 ± 4.52 1.34 ± 1.64 (9.22 ± 1.33) · 10−3 0.978
iter. 2 −2.14 ± 0.32 1.04 ± 3.43 1.13 ± 0.83 (9.03 ± 0.83) · 10−3 0.986
iter. 3 −2.11 ± 0.28 1.07 ± 2.21 1.03 ± 0.66 (8.92 ± 0.37) · 10−3 0.990

Table 5.2: Extracted values of ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ and the DVCS cross-section
from the smeared pseudodata at 𝑘 = 5.75 𝐺𝑒𝑉 , 𝑄2 = 2.375 𝐺𝑒𝑉2, 𝑥𝐵 = 0.373 and
𝑡 = −0.372 𝐺𝑒𝑉2 corresponding to a Hall-A kinematic set.

cross-section was increased by 75, 54, 70 and 84% respectively, in comparison with
the extraction without contour cuts, while still overlapping with the true values.

5.4 | Pseudodata studies
The goal of this study is to find out if, by fitting the generated 𝜙 pseudo-data
distribution, we are able to retrieve, or constrain, the 8 original randomly gener-
ated CFFs, at the level of the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ and the DVCS cross-section,
under realistic experimental conditions (Section 5.4.1). For the latter, we smear the
theoretically calculated cross sections according to the experimental uncertainties
of the Hall-A and Hall-B experiments, listed in Table 4.2, which allow us to eval-
uate the effects of the experimental resolution in the extraction, see Section 5.4.2.
Figure 4.5 shows the 𝜙 dependence of the 𝑒𝑝 → 𝑒𝑝𝛾 unpolarized cross section,
un-smeared and smeared (left and right panels respectively), generated with the
8 random CFFs. The systematic uncertainties associated with deviations from the
model choice used to generate the pseudodata, are quantified in Section 5.4.3.

5.4.1 | Evaluation of the 𝜒MI method

Through our testing phase, the accuracy and precision is estimated through the
use of pseudodata generated at the same kinematics as the experimental data and
with a smearing mimicking the experimental error. The accuracy (proximity of
the weighted average parameter extracted with the 𝜒MI method to the true CFF) is
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ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃ 𝜎𝐷𝑉𝐶𝑆
𝑈𝑈

(𝑛𝑏/𝐺𝑒𝑉4)
Hall-A E00-110 91(0.5) 68(4.1) 60(1.2) 96(1.9 · 10−3)
Hall-A E07-007 87(0.4) 24(2.2) 48(0.7) 94(0.2 · 10−3)

Hall-A E12-06-114 85(0.3) 58(2.8) 30(0.7) 94(1.7 · 10−3)
Hall-B e1-DVCS1 60(0.5) 42(3.7) 21(1.1) 60(6.5 · 10−3)

Table 5.3: Average accuracy and precision of the 𝜒MI method using the smeared
pseudodata. The accuracy, Eq. (5.17) is given in percentage and the precision, in
parenthesis, is the standard deviation of the final iteration map, Eq. (5.16).

defined for the CFF ℜ𝔢ℋas,

𝜖ℜ𝔢ℋ (𝑥𝐵 , 𝑡 , 𝑄2) =
(
1 −

����ℜ𝔢ℋ𝑡𝑟𝑢𝑒 −ℜ𝔢ℋ𝜒MI

ℜ𝔢ℋ𝑡𝑟𝑢𝑒

����) × 100%, (5.17)

and similarly for the rest of the parameters. The precision (standard deviation at
the final iteration), is given in Eq. 5.16.

The 𝜒MI extraction method allows constraining the CFFs with increased pre-
cision compared to the regular least-squares fitting, particularly for the CFFs ℜ𝔢ℰ
and ℜ𝔢ℋ̃ which normally carry significant uncertainties given their almost flat
likelihood distribution near their maximum - so with a small second derivative -
the uncertainty on the parameter extraction is large with the Hessian method as
well as with the MINOS method. A comparison between the least-squares fit with
HESSE/MINOS errors and the 𝜒MI method for the smeared pseudodata in Hall-A
and Hall-B data kinematic bins appears in Figure 5.7. This novel method gives the
best achievable accuracy and precision for a local 𝜒2 extraction technique in the
least constrained DVCS observable scenario for the kinematic region covered by
Hall-A and Hall-B experiments.

Table 5.3 presents the average accuracy given by Eq. (5.17), for the kinematics
sets corresponding to each experimental data using the smeared pseudodata. The
average standard deviation is also shown in parentheses. The CFF ℜ𝔢ℋ and
the DVCS cross-section are extracted with a high accuracy greater than 85% and
94% respectively at Hall-A kinematics. ℜ𝔢ℰ and ℜ𝔢ℋ̃ are the parameters harder
to constrain with the best accuracy obtained at the Hall-A E00-110 experimental
kinematic region which yields accuracies above 60%. The accuracies for the Hall-B
data are lower; this is given by a stronger smearing effect at these kinematics,
particularly, the lower 𝑥𝐵 range, as will be seen in the next section.

The percentage difference from the true values for each kinematic bin of the
Hall-A experiments is presented in Figure 5.8. The gray band represents the average
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Figure 5.7: Extracted pseudodata parameters corresponding to Hall-A (left)
and Hall-B (right) kinematics with average 𝑄2 = 1.94 GeV2, 𝑥𝐵 = 0.369 and
𝑄2 = 2.23 GeV2, 𝑥𝐵 = 0.335 respectively. The true values used to generate the
smeared pseudodata are represented with a red line centered at the experimental
𝑡 values with an arbitrary bin width. The results from the least-squares fit using
the HESSE/MINOS technique are shown in black and the 𝜒MI method is shown
in blue where the points have been slightly shifted for visualization purposes.

percent difference at each true value that is obtained from fitting the extracted
parameters ±𝜎 as a function of the true values, e.g. for ℜ𝔢ℋ at a given kinematic
set:

Δℜ𝔢ℋ (%diff.) =
(ℜ𝔢ℋ ± 𝜎ℜ𝔢ℋ )𝜒MI −ℜ𝔢ℋtrue

ℜ𝔢ℋtrue
, (5.18)

notice that the values have not been multiplied by 100.
Out of the four parameters, ℜ𝔢ℋ and the DVCS cross-section emerge with a
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quite well-nailed extraction and finite error bars in the order of ≈ 20% and ≈ 10%
respectively for all the Hall-A kinematic range. ℜ𝔢ℋ̃ is extracted with differences
from the true values below ≈ 50% for most of the kinematic points. The CFF
ℜ𝔢ℰ is extracted with deviations from the true values below ≈ 50% in the Hall-A
experiments E00-110 and E07-007 kinematics. ℜ𝔢ℰ and ℜ𝔢ℋ̃ vs 𝜒2 maps had a
very homogeneous topology which makes these parameters harder to constrain
compared to ℜ𝔢ℋ and the DVCS cross-section parameters. The deviations of ℜ𝔢ℰ
are larger as this CFF value decreases. This is consistent with the ℜ𝔢ℰ values in
kinematic regions covered by the E12-06-114 experiment.
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Figure 5.8: Pseudodata percentage difference of the extracted values (dots) and
of their average error (gray band) from the true parameters used to generate the
pseudodata.

5.4.2 | Smearing effects

The pseudodata has been smeared by deliberately introducing random uncertain-
ties simulating the actual experimental errors given by the JLab data used in this
work, at the corresponding kinematic bin. This is done to evaluate the robustness
and reliability of this analysis technique in the face of real experimental conditions
and to understand how these uncertainties might affect the extraction of the CFFs
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ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ , and the DVCS cross-section. By contrasting the smeared with
non-smeared pseudodata, which represents the true, unaltered dataset, we can
estimate the deviations from the actual parameters induced by the experimental
accuracy.
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Figure 5.9: Smeared (red) and non-smeared (black) pseudodata percentage dif-
ference of the extracted values (dots) for the Hall-A experiments E00-110, E07-007
and E12-06-114 (left panel) and for the Hall-B experiment e1-DVCS1 (right panel)
kinematics. Their average deviations from the true parameters as a function of 𝑥𝐵
are given by a polynomial fit to these values (lines). The percentage difference has
not been multiplied by 100.

We have observed that for the datasets in the Hall-A experimental kinematic
range, there are no significant changes in the parameters extraction at the level
of their experimental uncertainties for the unpolarized photon leptoproduction
cross-section measurements which on average is about 5% for both, Hall-A and
Hall-B experiments. The left panel of Figure 5.9, shows the absolute value of the
percentage difference from the true value using the smeared (red) and the non-
smeared (black) pseudodata for two parameters ℜ𝔢ℋ (top) and the DVCS cross-
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section (bottom) for all Hall-A kinematics. The difference between the smeared
and non-smeared pseudodata in Hall-A kinematics is bellow 4%. The percentage
difference for each experimental kinematic set (dots) is given in Figure 5.9 as a
function of 𝑥𝐵 and their average deviations (line) are given by a polynomial fit to
these values.

We show these two parameters since they are the ones found to be most affected
by the experimental uncertainties at the Hall-B experiment kinematics (Figure 5.9,
right panel). We had foreseen in Table 5.3 that the averaged accuracy of the
extraction of the parameters ℜ𝔢ℋ and the DVCS cross-section was reduced by
about 30% compared to the Hall-A kinematics accuracy. It is seen in this figure that
the deviations from the true values for these two parameters are very significant
for the lower 𝑥𝐵 range covered by this dataset, which is not explored in the Hall-A
experiments kinematics. The Hall-B experiment expands in 𝑥𝐵 = (0.126 − 0.475)
while HAll-A covers the 𝑥𝐵 = (0.336−0.617) region, accounting for the three Hall-A
experiments. The effects of the experimental limitations appear for kinematic bins
below 𝑥𝐵 ≈ 0.25, increasing quadratically as 𝑥𝐵 decreases, for both parameters.
The deviations from the true parameters at the lowest achievable 𝑥𝐵 value at Hall-
B are increased by about 60% when the experimental uncertainties are taken into
account. These findings evidence the need for experimental setups able to measure
the DVCS cross-sections with uncertainties below 5% for the lower 𝑥𝐵 kinematic
spectrum, i.e., 𝑥𝐵 ≲ 0.25.

In essence, this comparative analysis provides insights into how uncertainties
and limitations in the experimental measurements affect the significance and im-
plications of the obtained results in a real experimental context.

5.4.3 | Systematics

To generalize the systematic uncertainty in the extraction method, it is imperative to
modify the generated pseudodata to encompass all feasible effects of the deviations
of the parameters from the values employed in the evaluation and optimization
of the extraction of the CFFs and the DVCS cross-section with the 𝜒MI method.
This process yields numerous samples of this kinematically dependent deviation.
Aggregating all such samples provides a direct means of estimating the systematic
uncertainty associated with the extraction method itself. Incorporating this cumu-
lative accuracy measure into the quality metrics also ensures the robustness of the
method, demonstrating its ability to consistently obtain extractions across a wide
range of CFF studies.
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Figure 5.10: Systematic errors on the extraction parameters at kinematics bins
corresponding to the Hall-A E00-110 experiment with average𝑄2 = 1.94 GeV2 and
𝑥𝐵 = 0.369.

In this methodology, we generate multiple pseudodata samples by randomly
generating sets of the eight CFFs within a defined region that spans up to 2 times the
values predicted by the 𝐾𝑀15∗ model. The purpose of this is to simulate a diverse
range of possible scenarios and configurations of CFFs that are within a reasonable
deviation from the 𝐾𝑀15∗ model’s predictions. The full extraction process with
the 𝜒MI method is then reperformed on each sample to deduce the kinematic
deviation given by the largest difference between the extracted and the true value
among all the pseudodata samples. An example of the obtained systematic errors
in the extracted parameters is shown in Figure 5.10, as a function of 𝑡 with average
𝑄2 = 1.94 GeV2 and 𝑥𝐵 = 0.369 corresponding to the Hall-A E00-110 experiment.
The red lines are centered on the true values and the extracted values with the
statistical errors bar are shown in blue. The obtained systematic error appears as a
gray band.

This step is crucial in assessing the systematic error of the CFF extraction from
experimental data, as the uncertainty is contingent on both the kinematics and
the magnitude of the CFFs. The experimental error in the cross-section data is a
combination of statistical (see Section 5.3.2) and systematic errors.
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5.5 | Results
We have evaluated the performance of the 𝜒MI method and identified the optimal
iterations and contour selections on the 2D 𝜒2 maps on each kinematic set, as well
as the expected effects of the experimental data resolution on the extraction accu-
racy and the systematic errors. Subsequently, we determine the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ,
and ℜ𝔢ℋ̃ , along with the DVCS unpolarized cross-section and their kinematical
dependence using the described 𝜒MI method at LO and LT approximations. We
use the helicity-independent photon electroproduction cross-section data from the
Hall-A and Hall-B experiments presented in Table 4.2, including the new Hall-A
data after the 12 GeV JLab upgrade. Details of the kinematic set-up and running
conditions of these datasets were discussed in Section 3.5.

The description of the measured photon electroproduction cross-section by
the 𝜒MI method after extracting the CFFs and the pure DVCS cross-section that
parametrizes it is discussed in the next section and compared with the published
cross-section fits of the experimental datasets used. We show that with our 𝜒MI
method we can extract the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ, and ℜ𝔢ℋ̃ , along with the DVCS unpo-
larized cross-section unambiguously in the least constrained observable case. The
sensitivity to the CFF ℜ𝔢ℰ and ℜ𝔢ℋ̃ with this approach is of great significance
since they are much less well known experimentally. The distribution of the ex-
tracted parameters as a function of the squared transverse momentum 𝑡 is shown
in Section 5.5.2 and compared with results from other references when available.
Their 𝑡-dependence provides access to the transverse profile of the proton. The
𝑥𝐵 dependence and the 𝑄2 evolution are also discussed in Sections 5.5.3 and 5.5.4
respectively. The latter allows us to verify the applicability of the assumption that
the GPDs do not evolve under the change of the photon virtuality i.e., 𝑄2-scaling
hypothesis. The full set of extracted parameters for all the experimental data used
in every kinematic bin is listed in the Appendix B.

5.5.1 | Photon electroproduction cross-sections

The total cross-section distributions obtained as a function of the azimuthal angle
𝜙 after substituting the extracted parameters with the 𝜒MI method in Eq. (5.1) are
shown in Figure 5.11 at one example kinematic set of each experimental dataset
used in this work. The contribution of the BH process is shown on each plot as
a dashed magenta line. Notice that for the kinematic sets shown on the bottom
panel of this figure, the BH contribution is large, and therefore the cross-sections
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are given in log-scale. Theoretical curves, including the KM15∗ model used to
generate the pseudo-data, and results from other references, are shown alongside
for comparison.
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Figure 5.11: Helicity-independent photon electroproduction cross-sections (dots)
for one kinematic set of the Hall-A experiments E00-110 (top-left), E07-007 (top-
right), E12-06-114 (bottom-left) and of the Hall-B e1-DVCS1 (bottom-right) exper-
iment. The contribution of the BH process is shown on each plot as a dashed
magenta line. The cyan line corresponds to the resulting cross-section distribution
with the extracted parameters with the 𝜒MI method. The theoretical KM15∗model
that was used to generate the pseudo-data is shown in black.

Hall-A E00-110 experiment

In Figure 5.11 (top-left), we show the experimental data from the E00-110 [37] ex-
periment carried out in Hall-A at Jefferson Lab for the Kin2 setting at 𝑡 = −0.23 GeV2

along with our 𝜒MI predicted results (cyan) and the theoretical models KM15∗

(black), VGG [56] (red) and KM10a [52] (green) with target mass corrections (TMC)
taken from [37]. The 𝜒MI result is clearly very close to the helicity-independent
data when compared to the other models considered. The information published
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Settings Fit [37] 𝜒MI

Kin2 1.16 0.89
Kin3 0.99 0.84

KinX2 0.82 0.61
KinX3 1.28 1.21

Table 5.4: Values of 𝜒2/𝑛𝑑𝑓 for all the kinematic settings of the Hall-A E00-110
experiment resulting from the extraction on [37] and from the 𝜒MI method.

in [37] for the experiment E00-110 are the imaginary and real parts of CFF combi-
nations, without a direct measurement of any of the CFFs independently. These
combinations were extracted simultaneously using a combined data-Monte Carlo
𝜒2 minimization fit to determine the values that give the best agreement between
the Monte Carlo predictions and the experimental data using the BKM formalism.
The 𝜒2/𝑛𝑑𝑓 values they have obtained from the cross-section fits and the values
resulting from the 𝜒MI extraction method are given in Table 5.4 for the different
kinematic settings of the E00-110 experiment. The 𝜒MI extraction method of-
fers improved accuracy with smaller 𝜒2/𝑛𝑑𝑓 values when compared to the Hall-A
E00-110 cross-section fits from [37].

Hall-A E07-007 experiment

The E07-007 [38] experiment conducted at Hall-A, had the specific aim of iso-
lating DVCS and DVCS-BH contributions to cross sections and demonstrating the
sensitivity of high-precision DVCS data to twist-3 and/or higher-order contribu-
tions through a phenomenological study including kinematical power corrections.
There are no direct values of the CFFs reported though. This experiment measured
cross-sections for three 𝑄2-values ranging from 1.5 to 2 GeV2 at 𝑥𝐵 = 0.36. Each
kinematic setting was measured at two incident beam energies. The data were then
fitted using a combined fit of two observables, the helicity-independent and the
helicity-dependent cross-sections, using the BMMP [155] formalism which incor-
porates leading-twist and leading-order contributions (LT/LO), higher twist con-
tributions (HT), and next-to-leading order contributions (NLO). Those fits, along
with our 𝜒MI results, and the KM15∗ prediction are shown for one kinematic set-
ting at 𝑡 = −0.30 GeV2 in the top of the right panel of Figure 5.11. The summary of
𝜒2/𝑛𝑑𝑓 values for the Hall-A E07-007 fits utilizing the BMMP formalism from [38]
and the 𝜒MI method, at three different t settings, are presented in Table 5.5. The
𝜒2/𝑛𝑑𝑓 values indicate that the 𝜒MI method provides an improved description of
the data when compared to the Hall-A E07-007 fit with BMMP formalism from [38]
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−𝑡 [GeV2] LO/LT HT NLO 𝜒MI
0.18 1.20 0.98 0.99 0.77
0.24 1.76 0.99 1.0 0.99
0.30 2.00 0.91 0.91 0.96

Table 5.5: Values of 𝜒2/𝑛𝑑𝑓 for three 𝑡 bins of the Hall-A E07-007 experiment
resulting from the extraction on [38] at LO/LT, HT, NLO and from the 𝜒MI method.

Settings 𝜒MI Settings 𝜒MI Settings 𝜒MI
Kin-36-1 1.27 Kin-48-1 1.07 Kin-60-1 1.78
Kin-36-2 1.30 Kin-48-2 1.38 Kin-60-2 1.30
Kin-36-3 1.31 Kin-48-3 1.15

Kin-48-4 0.97

Table 5.6: Values of 𝜒2/𝑛𝑑𝑓 resulting from the E12-06-114 helicity-independent
cross-section fit with the 𝜒MI method for the nine different kinematic settings
averaged over 𝑡.

in the LO/LT approximations and it is comparable to their fits with HT and NLO
corrections.

Hall-A E12-06-114 experiment

The E12-06-114 [39] experiment ran in Hall-A at Jefferson Lab after the 12 GeV
upgrade. This experiment measured cross sections at fixed 𝑥𝐵 values over a broad
range of 𝑄2, spanning from 2.7 GeV2 to 8.4 GeV2, using three distinct electron-
energy settings. The aim of the 𝑄2-dependence measurements was to investigate
the contribution of higher-twist terms relative to the leading-twist amplitudes.
The cross sections were reported in nine different (𝑄2,𝑥𝐵) kinematic settings, with
each setting comprising measurements at 3 to 5 different values of 𝑡. The cross
sections reported in [39] were fitted simultaneously using the BMMP formalism.
They present the first complete extraction of all 4 helicity-conserving CFFs as a
function of 𝑥𝐵 averaged over 𝑡 appearing in the DVCS cross-section. We compare
with their CFFs results in Section 5.5.3. Figure 5.11, left-bottom plot, displays their
fits (red) alongside our fit using the 𝜒MI method (cyan) for the specific kinematic
setting Kin-48-3 at 𝑡 = −0.51 GeV2, shown for comparison. They both provide a
good description of the data. Table 5.6 shows the obtained 𝜒2/𝑛𝑑𝑓 values of the
E12-06-114 helicity-independent cross-section fit with our 𝜒MI method for the nine
different kinematic settings averaged over 𝑡.
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VGG KMS KM10a KM10 KM15∗ 𝜒MI
1.91 1.85 1.46 3.92 1.17 0.76

Table 5.7: Average 𝜒2/𝑛𝑑𝑓 over 110 kinematic bins of the Hall-B e1-DVCS1 helicity-
independent experimental data resulting from the theoretical models VGG, KMS,
KM10a, KM10 taken from [36] and the KM15∗ model and our 𝜒MI method.

Hall-B e1-DVCS1 experiment

The e1-DVCS1 [36] experiment ran in Hall-B at Jefferson Lab, with 110 finely bins
in (𝑄2, 𝑥𝐵 and 𝑡), nevertheless in the same (𝑄2, 𝑥𝐵, 𝑡) bin limits as those used for the
Hall-A E00-110 analysis (𝑄2 = 2.3 GeV2, 𝑥𝐵 = 0.36, and −𝑡 = 0.17, 0.23, 0.28 and
0.33 GeV2) there are larger statistical uncertainties and lack of 𝜙-coverage around
𝜙 = 180◦. The e1-DVCS1 experiment accesses the lowest 𝑥𝐵 region of all Jefferson
Lab data with 0.12 < 𝑥𝐵 < 0.47. Pseudo-data studies (see Section 5.4.2) predict
that high precision data with < 5% error is needed to obtain an accurate extraction
with the 𝜒MI method for their lower 𝑥𝐵 spectrum data, i.e., 𝑥𝐵 ⪅ 0.25. In [36], well-
defined minimizing values for ℑ𝔪ℋ and ℜ𝔢ℋ are found. We compare their results
for ℜ𝔢ℋ in Section 5.5.2. They use the local-fitting procedure at leading-twist and
leading-order where the two observables, unpolarized and beam-polarized cross
sections, are fitted simultaneously. Figure 5.11 (right-bottom) shows the 𝜒MI fit to
the cross sections for fixed values of 𝑄2 = 2.78 GeV2 and 𝑥𝐵 = 0.34 at 𝑡 = -0.45 GeV2.
The BH contribution in this kinematic set is significantly large and the total cross-
section is best described by the 𝜒MI method. Over the 110 Hall-B data kinematic
bins, the average 𝜒2 per degree of freedom was the smallest for the 𝜒MI method
(0.76) compared to the theoretical models listed in Table 5.7.

Overall, the 𝜒MI method provides the best description of the photon electro-
production unpolarized cross-sections for the analyzed experimental data from
Hall-A and Hall-B experiments, with the smallest 𝜒2 per degree of freedom, giving
the confidence that the extracted CFFs are realistic. This is remarkable for a local
extraction with only one observable, the least constrained one, which brings high
expectations on the extraction of CFFs with this technique when further observ-
ables are included or its implementation with an ANN approach. Though we take
notice of that, as pointed out in Figure 5.1, a good fit of the cross-section data is not
sufficient for a reliable extraction of the CFFs. Therefore, in the following sections,
we show the direct values of the extracted parameters as a function of the kine-
matics with the statistical and systematic uncertainties of the extraction obtained
as shown in Sections 5.3.2 and 5.4.3. We compare the extracted CFFs ℜ𝔢ℋ , ℜ𝔢ℰ,
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and ℜ𝔢ℋ̃ with the results obtained in other references when available.

5.5.2 | |𝑡 |-dependence
Studying the t-dependence of the CFFs is of great importance since it provides
access to the transverse profile of the proton. Figure 5.12 shows the CFFs ReH,
ℜ𝔢ℰ, and ℜ𝔢ℋ̃ and the unpolarized DVCS cross-section as a function of 𝑡 for the
Kin3 kinematic setting of the Hall-A E00-110 experiment (left) and for the Hall-B
e1-DVCS1 experiment (right) at 𝑄2 = 2.10 GeV2 and 𝑥𝐵 = 0.30. The predicted
behavior as a function of 𝑡 by the KM15∗ model is given by a black line. The
statistical errors are given by a line and the systematic errors are represented with
a box around the extracted values.

The KM15∗ that has shown to reproduce the DVCS data, has a reasonable
agreement with our extracted parameters using the 𝜒MI method. Particularly, we
have been able to predict the CFFℜ𝔢ℋ̃ andℜ𝔢ℰ which to the best of our knowledge
has not been measured before locally without ANN techniques in the kinematic
range accessed by the Jefferson Lab DVCS data, except for the works by F. Georges
et. al. [39]. The lack of sensitivity, marked for ℜ𝔢ℰ is given by the H dominance
of the DVCS cross-section that is seen in the 2D 𝜒2 maps of ℜ𝔢ℋ̃ and ℜ𝔢ℰ as a flat
distribution which we are able to constrain after applying the contour cuts.

We compare the extracted CFF ℜ𝔢ℋ with other available local fit results.
Kumerički and Müller [53], performed a local fit of the Kin3 kinematic of the
Hall-A E00-110 data (black squares). Their extracted values are supported by the
extraction with the 𝜒MI method within the errors.

Dupré et. al. [9] extracted the CFFs ℜ𝔢ℋ and ℑ𝔪ℋ based on a simultane-
ous least-squared fitting of the unpolarized and beam-polarized observables by
generating an ensemble of fits with randomly distributed start values of CFFs’
multipliers. We can determine the CFF ℜ𝔢ℋ on the entire 𝑡 range of the Hall-A
data (left panel) compared to their results (green triangles) that could constrain
ℜ𝔢ℋ only at 𝑡 = −0.32 GeV2 which agrees with our extracted value with the 𝜒MI
method. On the Hall-B data (right panel) ℜ𝔢ℋ is constrained in the entire 𝑡 range
and they are consistent with the 𝜒MI values except for the lowest 𝑡 = −0.12 GeV2.

Moutarde [171] also providesℜ𝔢ℋ values extracted with the earlier E00-110 [35]
data that contained four 𝑡 bins (red triangles) between -0.33 and -0.17 GeV2. Their
local fit results are reproduced by the𝜒MI method excluding the low 𝑡 = −0.17 GeV2

although, the systematic errors of Moutarde’s extraction have not been plotted. The
same previous experimental data was used in the work of Boër and Guidal [169]
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Figure 5.12: Extracted CFFs ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ and the DVCS cross-section as a
function of 𝑡 for the experiments Hall-A E00-110 (left panel) at 𝑄2 = 2.32 GeV2,
𝑥𝐵 = 0.36 and Hall-B e1-DVCS1 (right panel) at 𝑄2 = 2.10 GeV2, 𝑥𝐵 = 0.30. The
KM15∗model is shown by a black line. The results from Kumerički and Müller [53],
Moutarde [171], Boër and Guidal [169], Dupré et. al. [9] and H. S. Jo et. al. [36] are
presented for comparison. Some points have been slightly shifted for visibility.
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Figure 5.13: Combination of CFFs ℜ𝔢𝐶ℐ
𝑈𝑈
(ℱ ) (top panel), Eq. (5.7), and

𝐶𝐷𝑉𝐶𝑆
𝑈𝑈

(ℱ , ℱ ∗) (bottom panel), Eq. (5.5), as a function of 𝑡 for the experiments
Hall-A E00-110 (left) at 𝑄2 = 2.32 GeV2, 𝑥𝐵 = 0.36 and the Hall-B e1-DVCS1 (right)
at 𝑄2 = 1.63 GeV2, 𝑥𝐵 = 0.18. The results from Kumerički and Müller [53] (black
squares) have been slightly shifted for visibility. The KM15∗ is shown alongside
(black line).

with a similar least-squared method followed by Dupré et. al. In [169], they
were able to constrain ℜ𝔢ℋ at two kinematic sets (magenta diamonds) that are in
agreement with the values we obtained with the 𝜒MI method. They were not able
to constrain though ℜ𝔢ℋ with the Hall-B dataset.

Within the errors, the results from the Hall-B e1-DVCS1 publication [36] (orange
squares) for the CFF ℜ𝔢ℋ that simultaneously fits the unpolarized and beam-
polarized cross-sections, are also in agreement with our extraction.

In Figure 5.12, we selected similar kinematics for the Hall-A and the HAll-B
experiments as an example to show that no unexpected discrepancies between
Halls A and B measurements are found which is consistent along their common
kinematic range. This exercise implies that both sets of data are consistent and can
be used in a global fit.



5. EXTRACTION OF COMPTON FORM FACTORS 108

0.35 0.4 0.45 0.5 0.55 0.6
xB

-4

-2

0

2

4

R
eH

χMI [37]
χMI [38]
χMI [39]
F.Georges [37]
F.Georges [39]
KM15∗

0.35 0.4 0.45 0.5 0.55 0.6
xB

-10

-5

0

5

10

R
eE

0.35 0.4 0.45 0.5 0.55 0.6
xB

-2

0

2

4

6

R
eH̃

Figure 5.14: Extraction of the CFFs ℜ𝔢ℋ (left), ℜ𝔢ℰ (center) and ℜ𝔢ℋ̃ (right) from
the 𝜒MI method (blue) and from F. Georges et.al. [39] (red) as a function of 𝑥𝐵
averaged over 𝑡 and 𝑄2. The results are extracted from the Hall-A datasets E00-
110 [37] (empty circle), E07-007 [38] (triangle) and E12-06-114 [39] (circle) with the
𝜒MI method and from the Hall-A datasets E00-110 [37] (empty circle) and E12-06-
114 (circle) [39] in F.Georges et. al. The average 𝑡 values are−0.281 and−0.258 GeV2

for the experiments E00-110 and E07-007 respectively at 𝑥𝐵 = 0.36. The average 𝑡
values for the experiment E12-06-114 are -0.345, -0.702, -1.050 GeV2 at 𝑥𝐵 = 0.36,
0.48, 0.60, respectively. Some points have been slightly shifted for visibility.

Since determining all the CFFs is an underconstrained problem, it is also useful
to extract the imaginary and real parts of the CFF combinations 𝐶ℐ(ℱ ) and the
bilinear form 𝐶𝐷𝑉𝐶𝑆(ℱ , ℱ ∗). In the unpolarized case, we computeℜ𝔢𝐶ℐ

𝑈𝑈
(ℱ ) from

Eq. (5.7) substituting the extracted CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃ and compare it with
the results from Kumerički and Müller [53] on the top panel of Figure 5.13 for the
Kin3 setting of the Hall-A E00-110 (left) and for the Hall-B e1-DVCS1 experiment
(right) at 𝑄2 = 1.63 GeV2 and 𝑥𝐵 = 0.18. With the extracted unpolarized DVCS
cross-section parameter, e.g. see the bottom panel of Figure 5.12, we can compute
𝐶𝐷𝑉𝐶𝑆
𝑈𝑈

(ℱ , ℱ ∗) from Eq. (5.5) that is shown on the bottom panel of Figure 5.13
for Hall-A (left) and Hall-B (right) at the same kinematics as the top panels. Our
results for the CFFs combination forms are consistent in the Hall-A kinematic
shown (left). There are larger deviations between our results with [53] for the
Hall-B kinematic set (right) however they mention these fit results on the Hall-B
data are underestimated.

5.5.3 | 𝑥𝐵-dependence

The first complete extraction of all helicity-conserving CFFs appearing in the DVCS
cross-section was done in the Hall-A E12-06-114 publication from F. Georges et.
al. [39]. Two observables are fit in F. Georges et. al. work, the unpolarized
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and beam-polarized cross-section using the BMMP formalism [155] that included
target mass corrections. All kinematic bins in 𝑄2 and 𝜙 at constant (𝑥𝐵, 𝑡) are fit
simultaneously. Given the larger 𝑄2 coverage of the E12-06-114 experiment, the
sensitivity to the CFFs ℰ and ℰ̃ arises from the 𝑄2-dependent kinematic factors
weighting these terms relative to the contribution of ℋ and ℋ̃ . They provide the
only source of comparison for the CFFs ℜ𝔢ℰ and ℜ𝔢ℋ̃ from a local least-squares
fit at the Hall-A kinematics.

In Figure 5.14, we compare our extracted parameters (blue) with the results
from F. Georges et. al. [39] (red) as a function of 𝑥𝐵 averaged in 𝑡, including the
poorly known ℜ𝔢ℰ. The theoretical prediction from the KM15∗ model is shown as
a black line, which shows a reasonable agreement with both results. The resulting
CFFs with the Hall-A E00-110 [37] were also calculated at the available 𝑥𝐵 = 0.36
with average 𝑡 = −0.281 GeV2 (empty circles). We have also included the results
using the Hall-A E07-007 [38] that was also measured at 𝑥𝐵 = 0.36 with an average
𝑡 = −0.258 GeV2 (triangles). We find the extracted CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃
to be consistent with their results. These measurements therefore demonstrate
that the full extraction of the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃ is within reach with the
𝜒MI method at leading order and leading twist in the least constrained helicity-
independent cross-section observable.

The first moment sum rules relate the GPD 𝐻 (summed over quark flavor 𝑞 ) to
the axial form factors 𝐺𝐴 of the proton:∑

𝑞

∫ 1

−1
𝐻𝑞(𝑥, 𝜉, 𝑡)𝑑𝑥 = 𝐺𝐴(−𝑡). (5.19)

GPD 𝐻 can be described as momentum decompositions of the corresponding
form factor ℋ̃ , see Eq. (1). Therefore, the present measurement of the CFF ℜ𝔢ℋ̃
in this study can complement other measurements on the form factor 𝐺𝐴, which is
less well known experimentally than the usual electromagnetic form factors 𝐺𝐸,𝑀
and therefore provide constraints on the quark momentum distribution support of
the corresponding form factors within this 𝑥𝐵 range.

5.5.4 | 𝑄2 evolution

For fixed target kinematics, where 𝑄2 lever arm is rather limited, the 𝑄2 evolution
on the GPDs is generally dropped since one may rely on the so-called scaling
hypothesis, i.e., on the assumption that the GPD does not evolve under the change
of the photon virtuality. Here we check the veracity of this assumption in the
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Figure 5.15: 𝑄2 dependence of the extracted CFFs with the 𝜒MI method averaged
in 𝑡 for the Hall-A experiments E00-110 (red), E07-007 (black) and E12-06-114 (blue)
for the 𝑥𝐵 values 0.36 (left), 0.48 (center) and 0.60 (right).

Hall-A kinematics. Figure 5.15, displays the 𝑄2 dependence of the extracted CFFs
averaged in 𝑡 for the Hall-A experiments E00-110 (red), E07-007 (black) and E12-06-
114 (blue) for the 𝑥𝐵 values 0.36 (left), 0.48 (center) and 0.60 (right). Additionally,
with the new Hall-A data after the Jefferson Lab 12 GeV upgrade, we can gain
insight into the 𝑄2 dependence in a larger region. The KM15∗ model which does
not include 𝑄2 evolution on the GPDs is shown alongside for reference and it is
computed for each experimental 𝑄2 value at the corresponding average 𝑡.

Overall, the extracted CFFs exhibit little or no dependence on 𝑄2 within the
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Figure 5.16: CFFs combinations ℜ𝔢𝐶ℐ

𝑈𝑈
(ℱ ) (left) and 𝐶𝐷𝑉𝐶𝑆

𝑈𝑈
(ℱ , ℱ ∗) (right) as a

function of 𝑄2 at xB = 0.36 and integrated over t with the 𝜒MI method (blue). For
comparison, the results from M. Defurne et. al. [37] (red triangles), Kumerički and
Müller [53] (black squares), which have been slightly shifted for visibility, and the
KM15∗ (black line) model prediction are shown alongside. Here the systematic
error from [37] is left out.

range of 𝑄2 values shown in the figure. This slow 𝑄2-evolution of the extracted
CFFs indicates that this kinematic region is suitable for an analysis under the
scaling hypothesis. Nevertheless, we observe a sizeable scaling deviation on ℜ𝔢ℋ
extracted from the HAll-A E12-06-114 data for 𝑥𝐵 = 0.48 which expands the largest
𝑄2 range but is compatible with the scaling hypothesis within the errors.

For comparison with the results from M. Defurne et. al. [37], we show in Fig-
ure 5.16, the CFFs combinations ℜ𝔢𝐶ℐ

𝑈𝑈
(ℱ ) and 𝐶𝐷𝑉𝐶𝑆

𝑈𝑈
(ℱ , ℱ ∗) as a function of 𝑄2

at xB = 0.36 and integrated over t. The result from Kumerički and Müller [53] for the
Kin3 setting of the Hall-A E00-110 experiment is also shown along with the KM15∗

model prediction. No 𝑄2 dependence is observed for these CFFs combinations
and the logarithmic 𝑄2–evolution can safely be neglected within this 𝑄2 lever arm
at this 𝑥𝐵.



DNN extraction techniques 6
We have extracted the CFFs from unpolarized photon leptoproduction cross-
sections from Halls A and B experiments using a novel 𝜒2 mapping, the 𝜒MI
method. This novel method describes the experimental helicity-independent data
and shows that accessing the CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃ in the least constrained
observable case is possible at LO and LT. In this Chapter, we introduce an improved
Deep-Neural Technique for the extraction of the CFFs.

Neural networks, specifically Deep-Neural Networks (DNNs), are ideal for
function approximation which can be rigorously provable through, the Univer-
sal Approximation Theorem [174, 175]. The extraordinary capacity of DNNs to
approximate complicated functions so well is why they are preferred over other
machine learning (ML) approaches for information extraction and modeling. The
existence of a function implies that DNNs can be used to represent it and work with
it without actually knowing the function form. With such a high level of abstrac-
tion, one can use data and make assessments not otherwise possible, even given
an arbitrary degree of complexity. The approach we use, like others, [156, 172],
uses the BKM10 formalism (see Section 5.1) in the loss function during the process
of backpropagation of error. However, our method connects data from different
kinematics within the same DNN model, unlike traditional local fits. This builds
a representation of the CFFs as a function of the kinematics across the phase space
of the data in the fit providing the ability of interpolation while also reducing ex-
traction error and increasing accuracy. Experimental error is propagated using the
common bootstrap approach leading to a generalized multivariate inference over
the local fitting domain.

In this chapter, we perform a traditional ANN local fit, Section 6.1, and then
focus on the new extraction method, a local multivariate inference (LMI) using
DNNs, and demonstrate its utility, Section 6.2. Another critical advancement in
the extraction process is the use of an iteratively improved generating function
to produce the pseudodata in the testing phase, Section 6.2.1. As this generating
function is improved by the information extracted from the experimental data it

112
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can be used to successively enhance the DNN optimization to then improve the
DNN fit to experimental data. A global CFFs model is illustrated in Section 6.3,
where a DNN is trained using the extracted parameters from the 𝜒MI technique to
predict the CFFs at any kinematic set.

6.1 | Standard local fitting with DNNs
The objective of the local fit is to determine the CFFs for specific kinematic settings
(𝑄2, 𝑥𝐵 , 𝑡) without relying on information or correlations from any other part of
phase space. This approach establishes a direct relationship between the CFFs and
observables, circumventing the need for a GPD model. In this section, we will only
focus on a standard local DNN extraction of CFFs. As in the 𝜒MI method, the first
step is to use the generated pseudo-data, Chapter 4, to estimate the accuracy and
precision expected when applying the same steps to the real experimental data.
We will refer to the generated pseudo-data as pseudo-data 1.

For the best representation of the propagated uncertainty, a high number of
replicas must be used. For the initial test, 1,000 replicas are generated by randomly
sampling within the experimental errors of the calculated pseudodata cross-section
at each experimental data point across 𝜙. The experimental errors on the pseu-
dodata reproduce the reported uncertainties of the Halls A and B experiments
used in this work [36–39], on each kinematic set of the experiments mimicked by
the pseudodata. The distribution of the error is approximated as a Gaussian with
variance based on the combination of both statistical and systematic experimental
uncertainty. Each replica data set is then fitted independently resulting in 1,000
sets of CFFs. The mean of these distributions provides the extracted CFFs, with
the difference between the mean and the true value from the pseudodata generator
indicating the accuracy, Eq. (6.1). The standard deviation of the extracted CFF
distributions provides the precision, Eq. (6.2), and is a combination of propagated
experimental uncertainty and the additional algorithmic (fitting) error.

𝜖(𝑥𝐵 , 𝑡 , 𝑄2) =
(
1 −

����𝐶𝐹𝐹𝑡𝑟𝑢𝑒 − 𝐶𝐹𝐹𝐷𝑁𝑁𝐶𝐹𝐹𝑡𝑟𝑢𝑒

����) × 100%, (6.1)

𝜎(𝑥𝐵 , 𝑡 , 𝑄2) =

√√√∑
𝑖

(
𝐶𝐹𝐹 𝑖

𝐷𝑁𝑁
− 𝐶𝐹𝐹𝐷𝑁𝑁

)2

𝑁
. (6.2)
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This definition for accuracy, 𝜖, is only meaningful if the difference between the DNN
distribution of extracted Compton form factors, CFF𝐷𝑁𝑁 , and the true Compton
form factor, CFF𝑡𝑟𝑢𝑒 is less than 1. For very poor accuracy where this difference
is large, we use multiples of the precision, 𝜎 to indicate the proximity to the true
value.

A basic feed-forward neural network architecture is used which reads in three
normalized kinematic variables. The initial kinematic variables are 𝑣 = (𝑄2, 𝑥𝐵 , 𝑡)
which are normalized using:

𝑣′ = −1 + 2 𝑣 − 𝑣𝑚𝑖𝑛
𝑣𝑚𝑎𝑥 − 𝑣𝑚𝑖𝑛

, (6.3)

such that 𝑣′ = (𝑄′2, 𝑥′
𝐵
, 𝑡′). The values of 𝑣𝑚𝑖𝑛 and 𝑣𝑚𝑎𝑥 for each variable are

listed in Table 6.1. Normalizing the data ensures that the features have a similar
scale which can help the optimization algorithm converge faster during training.
This also helps to prevent vanishing or exploding gradients, which can hinder the
training process. Normalizing the data makes the model more independent of the
units used for the input features by keeping the features within a specific range
which helps prevent large weights from dominating the learning process.

Kinematics (𝑣) 𝑣𝑚𝑖𝑛 𝑣𝑚𝑎𝑥

𝑄2 0 10.0
𝑥𝐵 0 0.8
𝑡 -2.0 0

Table 6.1: The 𝑣𝑚𝑖𝑛 and 𝑣𝑚𝑎𝑥 values used for normalizing three input variables
(𝑄2, 𝑥𝐵 , 𝑡).

Each hidden layer is comprised of 100 neurons with a select activation function
used at each layer determined by analyzing the model and validation loss during
the training process. The activation functions used are Linear (hidden-layer 1),
Tanhshrink (hidden-layers 2 and 3), and Tanh (hidden-layer 4). The activation func-
tion Tanhshrink has been previously determined to enhance network performance
for similar architectures [176]. The Tanhshrink function is defined as,

Tanhshrink(𝑥) = 𝑥 − tanh(𝑥). (6.4)

Additionally, our own testing indicates that Tanhshrink accelerates the mini-
mization of the loss function significantly. Each activation, number of layers, and
nodes are ultimately determined through a systematic process of trial and error.



6. DNN EXTRACTION TECHNIQUES 115

The loss function is denoted as 𝐿(𝑣′, 𝜃), where 𝑣′ represents the normalized-
input kinematics and 𝜃 denotes the output variables, which include ℜ𝔢ℋ , ℜ𝔢ℰ,
ℜ𝔢ℋ̃ , and the DVCS cross-section. This function is calculated by taking the square
of the differences between the inferred unpolarized photon leptoproduction cross-
section (𝜎𝐷𝑁𝑁 ), see Section 5.1, and the sampled (pseudo-) data cross-section
(𝜎𝑑𝑎𝑡𝑎), and deciding by the square of the experimental uncertainty (𝛿) for that
𝜙 bin 𝑖, and averaged over the number of total 𝜙 bins 𝑁 for each kinematic setting,

𝐿(𝑣′, 𝜃) = 1
𝑁

𝑁∑
𝑖=1

(𝜎𝐷𝑁𝑁
𝑖

− 𝜎𝑑𝑎𝑡𝑎
𝑖
)2

𝛿2
𝑖

. (6.5)

The experimental sampled cross-section, (𝜎𝑑𝑎𝑡𝑎), is replaced by the sampled pseudo-
data points when testing the DNN fitting technique with the generated pseudo-data
based on the BKM10 DVCS formulation and the KM15∗ GPD model, as described
in Chapter 4.

A standard optimizer with adaptive moment estimation was employed, Adam
[177], to adjust the weights through backpropagation during each epoch with an
initial learning rate of 𝛼 = 0.00025. Adam uses an efficient stochastic optimization
that only requires first-order gradients with little memory demand. Adam adjusts
the learning rate automatically, but such ability is limited so careful prototyping is
required and the initial learning rate remains a key hyperparameter. A maximum
of 1500 epochs were used with a batch size of 30.

The three CFFs and the DVCS cross-section are extracted for all kinematic points
used in the data set to test the extraction method. Figure 6.1 shows an example
of the local fit for the extracted ℜ𝔢ℋ values from the pseudo-data for the 1000
replicas. The left plot shows the cross-section fitted for 𝑄2 = 1.96 GeV2, 𝑥𝐵 = 0.38,
and 𝑡 = −0.28 GeV2, represented by solid lines. The light-colored error bands
surrounding the fitted curves correspond to the 68% confidence level. In the right
plot, the distributions of ℜ𝔢ℋ resulting from each replica fit on the aforementioned
kinematic setting are shown. The mean of each distribution, depicted as the red
vertical line, represents the extracted value of ℜ𝔢ℋ , while the true value is denoted
by the blue vertical line. This example is representative of the overall results of the
DNN local fits. For most of the pseudodata fit results, the true values are within
2𝜎.

Preliminary pseudo-data investigations have shown that while the DNN local
fit method allows for satisfactory extraction, achieving highly accurate extraction
remains a challenge, notably for ℜ𝔢ℋ̃ and ℜ𝔢ℰ where the deviations are up to 2𝜎
even when the fit visually seems excellent across the 𝜙 distribution of data points.
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Figure 6.1: An example of the local fit result from pseudodata 1 (generated using the
KM15∗ model): cross-section fit represented by the solid line surrounded by light-
colored error bands correspond to the 68% confidence level (left), the distributions
of ℜ𝔢ℋ resulting from each replica fit (right).

This underscores our previous well-documented limitation of local fitting methods,
see Figure 5.1, which is that a visually good fit in 𝜙 does not ensure the accurate
extraction of CFFs. This can be attributed to issues like local minima and the
absence of uniqueness, problems that can arise in both DNN and 𝜒2 minimization
fitting.

To check the consistency of the DNN extraction method, we have generated a
second pseudo-data set (pseudo-data 2) using the following basic model-generating
function:

𝐺(𝑥𝐵 , 𝑡) = (𝑎𝑥2
𝐵 + 𝑏𝑥𝐵)𝑒

𝑐𝑡2+𝑑𝑡+𝑒 + 𝑓 , (6.6)

where 𝐺(𝑥, 𝑡) represent the CFF and the DVCS cross sections ( ℜ𝔢ℋ , ℜ𝔢ℰ, ℜ𝔢ℋ̃ ,
𝜎𝐷𝑉𝐶𝑆
𝑈𝑈

), with parameters {𝑎, 𝑏, 𝑐, 𝑑, 𝑒 , 𝑓 } for each case shown in Table 6.2. The basic
model for each CFF is parameterized using fits to real experimental data.

The precision obtained with pseudo-data 2 is comparable to pseudo-data 1 but
the accuracy is better for the extraction with the basic model pseudodata where
the true values are on average within 1𝜎 for 80% of the data compared to the
KM15∗ model pseudodata that resulted in most of the true values within 2𝜎. The
DNN models have the same architecture and similar hyperparameters including
the number of epochs.

These studies shed light on an important aspect: an extraction method and
DNN architecture that excels with one pseudodata set might not perform as well
with another, even under identical kinematics. This is particularly true when these
datasets represent different scales of CFFs. Consequently, assessing a method’s ef-
ficacy across multiple pseudodata sets becomes paramount. This ensures not just
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CFFs 𝑎 𝑏 𝑐 𝑑 𝑒 𝑓

ℜ𝔢ℋ -4.41 1.68 -9.14 -3.57 1.54 -1.37
ℜ𝔢ℰ 144.56 149.99 0.32 -1.09 -148.49 -0.31
ℜ𝔢ℋ̃ -1.86 1.50 -0.29 -1.33 0.46 -0.98
𝜎𝐷𝑉𝐶𝑆
𝑈𝑈

0.50 -0.41 0.05 -0.25 0.55 0.166

Table 6.2: The parameters used in equation 6.6 to generate the second pseudodata
data set.
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Figure 6.2: Extraction of the CFFs ℜ𝔢ℋ (left) and ℜ𝔢ℋ̃ (right) from the local DNN
fit (black), the 𝜒MI method (blue) and from F. Georges et.al. (red) as a function
of 𝑥𝐵 averaged over 𝑡 and 𝑄2. The results are extracted from the Hall-A dataset
E12-06-114. The average 𝑡 values are -0.345, -0.702, -1.050 GeV2 at 𝑥𝐵 = 0.36, 0.48,
0.60, respectively.

its consistency but also robustness. It provides a better estimate of the expected
systematic uncertainties inherent in the extraction procedure. Lastly, employing
pseudodata that closely mimics the actual experimental data is imperative, as devi-
ations can lead to successful extraction from well-tested pseudodata but suboptimal
results when applied to the genuine experimental dataset using the same extraction
steps.

The extracted results using the standard local DNN fit for the Hall-A E12-06-114
experimental cross-sections as a function of 𝑥𝐵 averaged in 𝑡 are shown in Figure 6.2
for ℜ𝔢ℋ (left) and ℜ𝔢ℋ̃ (right). The theoretical prediction from the KM15∗ model
is shown as a black line. The results from F. Georges et. al. [39] (red) and from
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our 𝜒MI method (blue) are shown alongside for comparison. The error is reduced
from the local DNN fit and it is still consistent with the previous Hall-A fits [39]
and with the 𝜒MI extraction.

Further refinement can be made with careful tuning and optimization of the
DNN architecture and hyperparameters. However, only slight improvements are
possible without additional information, data, or constraints when using this stan-
dard local fitting method. We now turn our attention to the Local Multivariate
Inference (LMI).

6.2 | Local Multivariate Inference with DNNs
One of the major differences between the local fit and LMI is the range of kinematics
and as a result, the number of data points used in the fitting process, indicated by
𝑁 in Eq. (6.5). In the standard local-fit method, the CFFs are extracted for each
(𝑄2, 𝑥𝐵, 𝑡) bin independently, with 𝑁 representing the number of 𝜙 bins at a fixed
𝑄2, 𝑡, and 𝑥𝐵. In contrast, with LMI the CFFs are extracted for all data points
simultaneously utilizing all 𝜙 bins across all kinematics, with 𝑁 representing the
total number of 𝜙 data points in the entire data compilation. The data compilation
may include multiple data sets from multiple experiments. The LMI method better
leverages the DNN technology reducing model error and providing interpolation
by combining isolated kinematics as a collection of data with phase space sensitivity
rather than a collection of local fits that are analyzed separately at fixed kinematics.
The level of information that is possible to extract from traditional local fits will
always be limited due to data sparsity and the binning choice. The LMI method
has a distinct advantage when using sparse data by training with the full data
available resulting in multidimensional generative feature inference between the
fixed kinematic points. Obviously, more information could be obtained with this
method if the raw data is available and the data could be iteratively rebinned to
progressively enhance the model and the resulting inference.

To demonstrate the utility of LMI, we employ the same DNN architecture and
hyperparameters used in the local-fit approach, Section 6.1, such that only the data
input scheme and training process are changed. A comparison is made between
the resulting CFFs and the cross-section with the true values used to generate
the pseudo-data 1, i.e. KM15∗ GPD model. The results for ℜ𝔢ℋ are shown in
Figure 6.3 (left). Just by changing this training process to the LMI method, there
is a significant improvement. A comprehensive comparison of the local versus the



6. DNN EXTRACTION TECHNIQUES 119

Figure 6.3: The ℜ𝔢ℋ results from the standard local DNN fit (red) and the LMI
(black) for the Kin3 setting of the Hall-A E00-110 experiment. The true values of
the generated pseudo-data 1 are shown with blue markers.

LMI extraction using the generated pseudo-data sets showed that roughly 50% of
the kinematic bins increase in accuracy for each CFF. In some cases for pseudo-data
1, the distribution of the CFFs gets broader as no special consideration is given to
tuning for a better fit so that a direct systematic comparison can be made for the
training style alone. With additional hyperparameter optimization precision also
increases by about 10% for pseudo-data 1.

The LMI training method demonstrates a clear advantage by leveraging the col-
lective information from the entire phase space simultaneously. The LMI method
has considerable flexibility and is well-suited for further optimization and extrac-
tion enhancement which will be discussed in detail in the subsequent section.

6.2.1 | Generating function improvement

To more broadly demonstrate LMI effectiveness, we use it as part of a multi-step
extraction schema tested on a third pseudodata set, designed to closely mimic
real experimental data. This necessitates the development of an iteratively im-
proved generating function for producing quality pseudodata to help better opti-
mize the DNN architecture and hyperparameters. This crucial step ensures that
the hyperparameters are appropriately tuned for optimal extraction specific to this
specialized pseudodata, which is ultimately near indistinguishable from the real
experimental data it is based on. The schema also provides a means to quantify
the expected accuracy of the extraction when performed on the real experimental
data in the final step.
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Figure 6.4: Schematic representation of the R-LMI method.

The process of refining the generating function can be described as two distinct
steps that can be subsequently iterated for successive improvement. The first step
is using an LMI fit to the experimental data then taking the central value of the
resulting model as the generating function to produce pseudodata. The next step
is to use that new pseudodata to optimize the LMI DNN for the best extraction,
and then refit the experimental data. This optimization could be changing the
architecture completely or just re-tuning some or all of the hyperparameters. These
steps are schematically illustrated in Figure 6.4.

In the first fit to the full data set, we apply the LMI method to the experimental
data using the same basic architecture as employed during the standard local
extraction described in Section 6.1. The resulting model is then used to generate
the pseudodata needed to redesign the architecture and tune the hyperparameters
of the new DNN to achieve the best accuracy, Eq. (6.1), and precision, Eq. (6.2) of the
extraction. Next, we employ the enhanced architecture and hyperparameters that
were optimized during the first fit and perform another LMI fit to the experimental
data to achieve an improved fit. Again, the central value of the distribution of
resulting CFFs is used to generate a set of new and improved pseudodata which
is a better representative of the experimental data. This improved pseudodata
data will hold features and trends across phase space that the previous iteration
of pseudodata did not. To optimally enhance the sensitivity of the extraction
to these changes the architecture should be redesigned and the hyperparameters
reoptimized to further improve both the accuracy and precision.

The process of LMI fitting, improving the generating function and using the
results to improve the fit again is done recursively until no further change is seen in
the resulting mean and width of the CFFs distributions. We refer to this technique
as recursive LMI (R-LMI).

The R-LMI schema ensures that the hyperparameters are finely tuned to op-
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timally extract information from the real experimental data while progressively
improving the generating function to better test the extraction quality for the spe-
cialized DNN. At each stage of DNN improvement, there is necessarily a degree of
variation required to re-tune the architecture and hyperparameters to improve the
quality metrics. Some minor variations in the number of layers and neurons are
studied through fast prototyping by hand and then automated to explore a larger
possible hyperparameter space. This schema coincides with the premise that once
information is extracted from the experimental data, it should be incorporated
into the pseudodata generator used for testing and optimizing the extraction tools.
DNN’s in general are so highly tunable that once a better representation of the ex-
perimental data is available the architecture and hyperparameters can and should
be optimized again to better implicitly capture all salient features resulting in a bet-
ter fit but also a better generator to produce pseudodata for more rigorous testing.
With each successive iteration, the CFFs shift closer to the true values until they
stabilize at which point no further incremental improvement can be achieved and
the CFF means of the different families of models will oscillate around a limit that
defines the scale of the systematic error in the extraction. This limit is typically
on the scale of the propagated experimental error so once the difference between
the two iterations is smaller than the Gaussian width of the CFF distribution little
improvement can be expected and the iteration process can stop.

We first demonstrate this technique by going through the complete schema
using pseudodata produced using KM15∗ so we can clearly show its functionality
using a concrete model with the clear goal of extracting the CFF values that were put
into producing the data. The steps in this regard use KM15∗ to produce pseudodata
for a set of bins over the kinematic range of the experimental data. Then an initial
LMI DNN fit is performed using the same architecture described for the standard
local fit and the results are used to generate the pseudodata that will be used
to improve the architecture and hyperparameters. This sequence is performed
recursively until the generator values no longer change and the extracted CFFs are
stable. In this example, only the number of epochs and the batch size are changing.
These final CFFs are then compared to the original true CFFs from KM15∗ for those
kinematics. The resulting R-LMI model of the interpolated phase space is also
compared to the original KM15∗ model. This is shown in Figure 6.5, where we
present the LMI fit for kinematic bins corresponding to the experimental data of
the Hall-B e1-DVCS1 experiment. The extracted CFFs for the pseudodata 1 (KM15∗)
are obtained after five iterations of the R-LMI schema.

Having identified the optimal DNN architecture and parameterization through
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Figure 6.5: The R-LMI extracted values of ℜ𝔢ℋ (top left), ℜ𝔢ℰ(top right), and
ℜ𝔢ℋ̃ (bottom left) and the DVCS cross-section (bottom right) are presented for
pseudodata 1 (KM15∗). These results are based on the pseudodata generated
specifically for Hall-B kinematics.

the R-LMI schema, we subsequently deploy the same architecture to extract the
CFFs from the experimental data presented in Table 4.2. After the R-LMI extrac-
tion process and successive pseudodata generator improvements, the resulting
pseudodata will have very similar CFFs as the real experimental data so estimating
the expected accuracy of extraction on the experimental data becomes feasible us-
ing the final version of the generator. The difference between the penultimate CFFs
and final iteration CFFs is one sample of the systematic deviation. A comparison of
the obtained results with the R-LMI and the 𝜒MI techniques along with the results
from F. Georges et al. [39] are shown in Figure 6.6 where these novel techniques
consistently extracted the CFFs within the errors.

Figure 6.7, shows an example of the extracted CFFℜ𝔢ℋ with the R-LMI from the
Halls A and B experimental data and extrapolated to the HERMES [30] kinematics
over 𝜉 at 𝑡 = −0.2 Gev2 (left) and 𝑡 = −0.02 Gev2 (right), in order to compare
with the results from Kumerički et. at. [156] that were obtained from HERMES
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Figure 6.6: Extraction of the CFFs ℜ𝔢ℋ (left) and ℜ𝔢ℋ̃ (right) from the R-LMI
fit (black), the 𝜒MI method (blue) and from F. Georges et.al. (red) as a function
of 𝑥𝐵 averaged over 𝑡 and 𝑄2. The results are extracted from the Hall-A dataset
E12-06-114. The average 𝑡 values are -0.345, -0.702, -1.050 GeV2 at 𝑥𝐵 = 0.36, 0.48,
0.60, respectively.

Figure 6.7: DNN extraction ofℜ𝑒ℋ from the R-LMI (red band), in comparison to
Kumericky11 extraction (blue band) and GPD-model fit (green band), as a function
of 𝜉 at 𝑡 = −0.2 Gev2 (top plot) and 𝑡 = −0.02 Gev2 (bottom plot).

data with the assumption of ℋ dominance. The handling of experimental errors
is similar however so the striking difference comes from the method itself. The
results from [156], labeled as Kumericky11, are shown along with the R-LMI fit
results and a GPD global model fit taken also from the same reference. The GPD
model fit shown in the figure used a similar parametrization as in [52]. The DNN
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Figure 6.8: DNN model for the CFFs as a function of 𝑡 for 𝑥𝐵 = 0.36 corresponding
to the Hall-A E12-06-114 kin-36-1 kinematic setting.

extraction of ℜ𝔢ℋ from the R-LMI is shown with a red band, while the results
from [156] for the DNN fit, i.e., Kumericky11, are shown with a blue band and for
GPD-model fit with a green band.

6.3 | CFFs modeling with DNNs
Compton form factors are intricate functions of energy and momentum transfer.
DNNs can approximate these complex functions, making them useful for modeling
and predicting form factors since they can learn patterns that can capture nonlinear
relationships in the data, without actually knowing the function form. Well-trained
DNNs can generalize from the data they were trained on to make predictions
for new, unseen data points, which can be useful for predicting form factors in
unexplored kinematic regions.

In order to predict the values of the extracted CFFs ℜ𝔢ℋ , ℜ𝔢ℰ and ℜ𝔢ℋ̃ for any
kinematic point, we perform a global fit of the extracted CFFs obtained from the
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ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃
batch size

5 6 1
hidden layers

neurons activation neurons activation neurons activation
20 relu 140 tanh 100 relu
40 tanh 140 tanh 20 relu
180 sigmoid 70 relu 20 relu
130 relu 200 sigmoid 20 relu
20 relu 120 tanh 20 relu

170 relu

Table 6.3: DNN architecture parameters for the global fit.

𝜒MI method by training a DNN with these values for the given kinematic bins.
The training is repeated for 1000 replicas of the CFFs created at each kinematic
set by sampling with a Gaussian distribution about the extracted values with a
standard deviation equal to the 𝜒MI extraction error. The final distribution of the
CFFs as a function of the kinematics is then given by the mean of the CFFs models
obtained for each replica and the precision is given by the standard deviation of
models which at a fixed kinematic point, is defined by Eq. (6.2) The precision is a
combination of the extraction uncertainty and the additional algorithmic (fitting)
error.

The success of this approach depends on the quality and quantity of data, the
architecture of the neural network, and the quality of the training process. The loss
function is given by:

𝐿 (𝜈′, 𝜃) = 1
𝑁

𝑁∑
𝑖=1

(
𝐶𝐹𝐹𝐷𝑁𝑁𝑖 − 𝐶𝐹𝐹𝜒𝑀𝐼

𝑖

)2
(6.7)

where 𝑣′ represents the input kinematics and 𝜃 denotes the output variables, which
include either ℜ𝔢ℋ , ℜ𝔢ℰ or ℜ𝔢ℋ̃ . This function is calculated by taking the square
of the differences between the inferred CFF (𝐶𝐹𝐹𝐷𝑁𝑁 ), and the extracted CFF with
the 𝜒MI method (𝐶𝐹𝐹𝜒MI) averaged over the number of total kinematic bins 𝑁 .

In Figure 6.8, an example of the constructed DNN model for the CFFs is shown
as a function of 𝑡 for 𝑥𝐵 = 0.36 corresponding to the Hall-A E12-06-114 kin-36-1
kinematic setting. The neural network training used the standard Adam optimizer
with a starting learning rate of 0.0001 and a maximum number of epochs set to 1000.
The optimal architecture was tuned with the built-in random search algorithm of
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the KerasTuner hyperparameter optimization framework [178]. The resulting DNN
architecture used for each CFF model is listed in Table 6.3.



Summary

The proton, a fundamental particle in the Standard Model of particle physics,
has been a subject of extensive research for decades. Despite our comprehen-
sive knowledge of its basic properties, several intriguing questions remain open,
fueling ongoing investigations. One of the foremost enigmas pertains to the pro-
ton’s internal structure. While we understand that protons are composed of three
quarks—two "up" quarks and one "down" quark—held together by gluons, the
exact distribution and dynamics of quarks and gluons within the proton remain
elusive. Researchers seek to unveil the spatial arrangement of these constituents
in three dimensions, as well as their transverse momentum distributions, intrinsic
transverse momentum, and their role in chiral symmetry breaking.

Another pressing issue revolves around the proton’s spin structure. Although
we know that quarks carry a fraction of the proton’s spin, there is an ongoing debate
about how this spin is distributed among quarks, gluons, and orbital angular
momentum. Unraveling this complexity is vital to comprehending the proton’s
intricate internal dynamics. Generalized parton distribution functions allow us to
obtain a 3D description of the proton while resolving many of these open questions
like the orbital angular momentum contribution of the proton constituents. These
questions are not only essential for advancing our understanding of the proton’s
structure but also for deepening our insights into the strong force and the nature
of matter itself.

Accessing these functions is among the other key challenges that continue to
captivate the scientific community. They appear in the physics observables convo-
luted with perturbative coefficients, the so-called Compton Form Factors. There-
fore, the CFFs provide valuable insights into the internal structure of nucleons and
have been a crucial focus of this research. The extraction of the CFFs themself
from experimental data presents a formidable challenge in the field of hadronic
physics. Precise measurements of CFFs require high-energy, high-luminosity ex-
periments, and sophisticated theoretical models that can account for QCD effects,
factorization violations, and higher-order corrections. Additionally, given that
eight leading twist CFFs appear in the exclusive process and twenty-four at next
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to leading twist; a large number of experimental observables need to be measured
in order to constrain the CFFs. Overcoming these obstacles in CFF extraction is
essential for advancing our understanding of nucleon structure and QCD in the
non-perturbative regime.

In this work, we developed a novel extraction technique of the Compton form
factors from experimental data by applying selections to the topology of the 2D
𝜒2 maps locally, which reduces model biases. We were able to extract three of the
CFFs with reasonable accuracy using only one observable, the least-constrained
one, which is the unpolarized photon leptoproduction cross-section. This is very
remarkable since other local extraction works in the literature could only constrain
two of the CFFs from simultaneously fitting two observables; like [9] for example.
Particularly relevant, we were able to measure the CFF ℜ𝔢ℰ whose extraction is
very lacking and given its connexion to GPD E, is of its own importance in the
sense of its involvement to the parton orbital angular momenta (OAM), which
plays an important role in the proton spin decomposition as seen in Section 2.5. A
thoroughly systematic study with generated pseudodata mimicking the real data
showed the efficacy of this method. We also compared the available values of
CFFs extracted in other references that employed more the one observable with
our results. The 𝜒MI extraction method was able to reproduce their results within
the errors using only the unpolarized cross-section observable. This shows the
great potential of this method when adding constraints using further observables.
It is also expected significant improvements when applying advanced techniques
like Convolutional Neural Networks (CNN) with this method. Our study also
emphasizes some of the limitations in traditional least-squares local fitting.

Another revolutionary method to extract CFFs using of neural networks (DNNs)
was introduced, the Local Multivariate Inference (LMI), which differs from stan-
dard local fitting by utilizing all 𝜙 data points across all kinematics simultaneously.
This approach leverages the full data available, resulting in more accurate and reli-
able extraction capable of interpolation and interpolation. Additionally, the Recur-
sive LMI (R-LMI) schema is also introduced, which iteratively improves the DNN
optimization by using information extracted from experimental data to enhance the
generating function during testing and optimization. The work presents this novel
methodology using pseudodata generated from various models, demonstrating its
effectiveness in accurately recovering the input CFF values. We also present a clear
and concise handling of the uncertainty estimates in the method ensuring a degree
of confidence in the extraction that can be well quantified so that the final R-LMI
model from the experimental data provides significantly more predictive power
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than many current models available.
Though all these CFF extraction techniques were applied specifically to the

BKM formalism, this formalism is just used as an example and the methodology
here can be applied to any formalism. Also what is presented here is specific to
the unpolarized cross-section but these techniques can be easily expanded into
multiple observables which can be fitted in a simultaneous DNN extraction. We
expect to explore this in subsequent work.

Overall, this study presents a promising approach to extracting CFFs from
experimental data, utilizing advanced techniques like the𝜒2 map contour selections
(i.e. 𝜒MI) and DNN-driven R-LMI to help overcome the challenges associated with
model dependence, sparse data, and limited observables. Lastly, the proposed R-
LMI methodology also shows potential for improving the accuracy, precision, and
reliability of future CFF extractions.



Harmonic Coefficients A
A.1 | Bethe-Heitler coefficients
Here we reproduce explicitly the BH harmonic coefficients from [49] for the unpo-
larized cross-section.

The following parametrization is introduced for the lepton propagators:
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The unpolarized harmonics are:
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A.2 | Pure DVCS cross-section��𝒯 DVCS��2 =
𝑒6
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{
4 (1 − 𝑥B)ℋℋ ∗ + 4

(
1 − 𝑥B +

2𝑄2 + 𝑡
𝑄2 + 𝑥B𝑡

𝜖2

4

)
ℋ̃ℋ̃ ∗

−
𝑥2

B
(
𝑄2 + 𝑡

)2

𝑄2 (𝑄2 + 𝑥B𝑡)
(ℋℰ∗ + ℰℋ ∗) −

𝑥2
B𝑄

2

𝑄2 + 𝑥B𝑡

(
ℋ̃ ℰ̃∗ + ℰ̃ℋ̃ ∗

)
−

(
𝑥2

B
(
𝑄2 + 𝑡

)2

𝑄2 (𝑄2 + 𝑥B𝑡)
+

(
(2 − 𝑥B)𝑄2 + 𝑥B𝑡

)2

𝑄2 (𝑄2 + 𝑥B𝑡)
𝑡

4𝑀2

)
ℰℰ∗ −

𝑥2
B𝑄

2

𝑄2 + 𝑥B𝑡

𝑡

4𝑀2 ℰ̃ℰ̃
∗

}
We emphasize that the squared twist-three contribution in ℱ𝑒 𝑓 𝑓 is a 1/𝑄2 sup-

pressed contribution and that the transversity contribution ℱ𝑇 is set to zero.

A.3 | Interference

ℐ =
±𝑒6

𝑥B𝑦3𝑡𝒫1(𝜙)𝒫2(𝜙)

{
𝑐ℐ0 +

3∑
𝑛=1

[
𝑐ℐ𝑛 cos(𝑛𝜙) + 𝑠ℐ𝑛 sin(𝑛𝜙)

]}
with kinematically power-suppressed contributions exactly accounted for,

𝑐ℐ𝑛 = 𝐶++(𝑛)ℜe𝒞ℐ++(𝑛 | ℱ ) + 𝐶0+(𝑛)ℜe𝒞ℐ0+ (𝑛 | ℱeff ) + 𝐶−+(𝑛)ℜe𝒞ℐ−+ (𝑛 | ℱ𝑇) ,
𝑠ℐ𝑛 = 𝑆++(𝑛)ℑm𝒮ℐ++(𝑛 | ℱ ) + 𝑆0+(𝑛)ℑm𝒮ℐ0+ (𝑛 | ℱeff ) + 𝑆−+(𝑛)ℑm𝒮ℐ−+ (𝑛 | ℱ𝑇) .

The above coefficients are defined in terms of the photon helicity-conserving

𝒞ℐ++(𝑛 | ℱ ) = 𝒞ℐ(ℱ ) +
𝐶𝑉++(𝑛)
𝐶++(𝑛)

𝒞ℐ ,𝑉(ℱ ) + 𝐶
𝐴
++(𝑛)

𝐶++(𝑛)
𝒞ℐ ,𝐴(ℱ )

𝒮ℐ++(𝑛 | ℱ ) = 𝒞ℐ(ℱ ) +
𝑆𝑉++(𝑛)
𝑆++(𝑛)

𝒞ℐ ,𝑉(ℱ ) + 𝑆
𝐴
++(𝑛)
𝑆++(𝑛)

𝒞ℐ ,𝐴(ℱ )
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and helicity-changing amplitudes

𝒞ℐ0+ (𝑛 | ℱeff ) =
√

2
2 − 𝑥B

𝐾

𝑄

[
𝒞ℐ (ℱeff ) +

𝐶𝑉0+(𝑛)
𝐶0+(𝑛)

𝒞ℐ ,𝑉 (ℱeff ) +
𝐶𝐴0+(𝑛)
𝐶0+(𝑛)

𝒞ℐ ,𝐴 (ℱeff )
]

𝒮ℐ0+ (𝑛 | ℱeff ) =
√

2
2 − 𝑥B

𝐾

𝑄

[
𝒞ℐ (ℱeff ) +

𝑆𝑉0+(𝑛)
𝑆0+(𝑛)

𝒞ℐ ,𝑉 (ℱeff ) +
𝑆𝐴0+(𝑛)
𝑆0+(𝑛)

𝒞ℐ ,𝐴 (ℱeff )
]

where the combination of CFFs are:

𝒞ℐunp (ℱ ) = 𝐹1ℋ −
𝑡

4𝑀2𝐹2ℰ +
𝑥B

2 − 𝑥B + 𝑥B
𝑡
𝑄2

(𝐹1 + 𝐹2) ℋ̃

𝒞ℐ ,𝑉unp (ℱ ) =
𝑥B

2 − 𝑥B + 𝑥B
𝑡
𝑄2

(𝐹1 + 𝐹2) (ℋ + ℰ),

𝒞ℐ ,𝐴unp (ℱ ) =
𝑥B

2 − 𝑥B + 𝑥B
𝑡
𝑄2

(𝐹1 + 𝐹2) ℋ̃

The third odd harmonics vanishes, i.e.,

𝑆
unp
𝑎𝑏
(𝑛 = 3) = 𝑆unp,𝑉

𝑎𝑏
(𝑛 = 3) = 𝑆unp,𝐴

𝑎𝑏
(𝑛 = 3) = 0,

Only the conserved photon-helicity coefficients, where no twist-3 effects are
present, are listed here for the unpolarized case:

𝐶
unp
++ (𝑛 = 0) = −

4(2 − 𝑦)
(
1 +
√

1 + 𝜖2
)

(1 + 𝜖2)2

{
𝐾2

𝑄2
(2 − 𝑦)2
√

1 + 𝜖2

+ 𝑡

𝑄2

(
1 − 𝑦 − 𝜖2

4 𝑦
2
)
(2 − 𝑥B)

©­­«1 +
2𝑥B

(
2 − 𝑥B +

√
1+𝜖2−1

2 + 𝜖2

2𝑥B

)
𝑡
𝑄2 + 𝜖2

(2 − 𝑥B)
(
1 +
√

1 + 𝜖2
) ª®®¬


𝐶

unp,𝑉
++ (𝑛 = 0) =

8(2 − 𝑦)
(1 + 𝜖2)2

𝑥B𝑡

𝑄2

{
(2 − 𝑦)2𝐾2
√

1 + 𝜖2𝑄2
+

(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

1 +
√

1 + 𝜖2

2

×
(
1 + 𝑡

𝑄2

) (
1 +
√

1 + 𝜖2 − 1 + 2𝑥B

1 +
√

1 + 𝜖2

𝑡

𝑄2

)}
,

𝐶
unp ,𝐴
++ (𝑛 = 0) =

8(2 − 𝑦)
(1 + 𝜖2)2

𝑡

𝑄2

{
(2 − 𝑦)2𝐾2
√

1 + 𝜖2𝑄2

1 +
√

1 + 𝜖2 − 2𝑥B
2 +

(
1 − 𝑦 − 𝜖2

4 𝑦
2
) [

1 +
√

1 + 𝜖2

2

×
(
1 +
√

1 + 𝜖2 − 𝑥B +
(
√

1 + 𝜖2 − 1 + 𝑥B
3 +
√

1 + 𝜖2 − 2𝑥B

1 +
√

1 + 𝜖2

)
𝑡

𝑄2

)
− 2𝐾2

𝑄2

]}
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𝐶
unp
++ (𝑛 = 1) =

−16𝐾
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

(1 + 𝜖2)5/2

{(
1 + (1 − 𝑥B)

√
𝜖2 + 1 − 1

2𝑥B
+ 𝜖2

4𝑥B

)
𝑥B𝑡

𝑄2 −
3𝜖2

4

}
− 4𝐾

(
2 − 2𝑦 + 𝑦2 + 𝜖2

2 𝑦
2
)

1 +
√

1 + 𝜖2 − 𝜖2

(1 + 𝜖2)5/2

{
1 − (1 − 3𝑥B)

𝑡

𝑄2

+1 −
√

1 + 𝜖2 + 3𝜖2

1 +
√

1 + 𝜖2 − 𝜖2

𝑥B𝑡

𝑄2

}
𝐶

unp ,𝑉
++ (𝑛 = 1) = 16𝐾

(1 + 𝜖2)5/2
𝑥B𝑡

𝑄2

{
(2 − 𝑦)2

(
1 − (1 − 2𝑥B)

𝑡

𝑄2

)
+

(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

×1 +
√

1 + 𝜖2 − 2𝑥B
2

𝑡′

𝑄2

}
𝐶

unp ,𝐴
++ (𝑛 = 1) = −16𝐾

(1 + 𝜖2)2
𝑡

𝑄2

{(
1 − 𝑦 − 𝜖2

4 𝑦
2
) (

1 − (1 − 2𝑥B)
𝑡

𝑄2 +
4𝑥B (1 − 𝑥B) + 𝜖2

4
√

1 + 𝜖2

𝑡′

𝑄2

)
−(2 − 𝑦)2

(
1 − 𝑥B

2 +
1 +
√

1 + 𝜖2 − 2𝑥B
4

(
1 − 𝑡

𝑄2

)
+ 4𝑥B (1 − 𝑥B) + 𝜖2

2
√

1 + 𝜖2

𝑡′

𝑄2

)}

𝐶
unp
++ (𝑛 = 2) =

8(2 − 𝑦)
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

(1 + 𝜖2)2


2𝜖2

√
1 + 𝜖2

(
1 +
√

1 + 𝜖2
) 𝐾2

𝑄2

+𝑥B𝑡𝑡
′

𝑄4

(
1 − 𝑥B −

√
1 + 𝜖2 − 1

2 + 𝜖2

2𝑥B

)}

𝐶
unp,𝑉
++ (𝑛 = 2) =

8(2 − 𝑦)
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

(1 + 𝜖2)2
𝑥B𝑡

𝑄2

{
4𝐾2

√
1 + 𝜖2𝑄2

+ 1 +
√

1 + 𝜖2 − 2𝑥B
2

(
1 + 𝑡

𝑄2

)
𝑡′

𝑄2

}

𝐶
unp,𝐴
++ (𝑛 = 2) =

4(2 − 𝑦)
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

(1 + 𝜖2)2
𝑡

𝑄2

{
4 (1 − 2𝑥B)𝐾2
√

1 + 𝜖2𝑄2
−

(
3 −
√

1 + 𝜖2 − 2𝑥B +
𝜖2

𝑥B

)
𝑥B𝑡
′

𝑄2

}
𝐶

unp
++ (𝑛 = 3) = −8𝐾

(
1 − 𝑦 − 𝜖2

4 𝑦
2
) √

1 + 𝜖2 − 1
(1 + 𝜖2)5/2

{
(1 − 𝑥B)

𝑡

𝑄2 +
√

1 + 𝜖2 − 1
2

(
1 + 𝑡

𝑄2

)}
,

𝐶
unp,𝑉
++ (𝑛 = 3) = −

8𝐾
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

(1 + 𝜖2)5/2
𝑥B𝑡

𝑄2

{√
1 + 𝜖2 − 1 +

(
1 +
√

1 + 𝜖2 − 2𝑥B

) 𝑡

𝑄2

}
,

𝐶
unp ,𝐴
++ (𝑛 = 3) =

16𝐾
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)

(1 + 𝜖2)5/2
𝑡𝑡′

𝑄4

{
𝑥B (1 − 𝑥B) +

𝜖2

4

}
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𝑆
unp
++ (𝑛 = 1) = 8𝜆𝐾(2 − 𝑦)𝑦

1 + 𝜖2

{
1 +

1 − 𝑥B +
√

1+𝜖2−1
2

1 + 𝜖2
𝑡′

𝑄2

}
,

𝑆
unp,𝑉
++ (𝑛 = 1) = −8𝜆𝐾(2 − 𝑦)𝑦

(1 + 𝜖2)2
𝑥B𝑡

𝑄2

{√
1 + 𝜖2 − 1 +

(
1 +
√

1 + 𝜖2 − 2𝑥B

) 𝑡

𝑄2

}
,

𝑆
unp ,𝐴
++ (𝑛 = 1) =

8𝜆𝐾(2 − 𝑦)𝑦
(1 + 𝜖2)

𝑡

𝑄2

{
1 − (1 − 2𝑥B)

1 +
√

1 + 𝜖2 − 2𝑥B

2
√

1 + 𝜖2

𝑡′

𝑄2

}
,

𝑆
unp
++ (𝑛 = 2) −

4𝜆
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)
𝑦

(1 + 𝜖2)3/2
(
1 +
√

1 + 𝜖2 − 2𝑥B

) 𝑡′

𝑄2


𝜖2 − 𝑥B

(√
1 + 𝜖2 − 1

)
1 +
√
𝜖2 + 1 − 2𝑥B

− 2𝑥B + 𝜖2

2
√

1 + 𝜖2

𝑡′

𝑄2


𝑆

unp,𝑉
++ (𝑛 = 2) = −

4𝜆
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)
𝑦

(1 + 𝜖2)2
𝑥B𝑡

𝑄2

×
(
1 − (1 − 2𝑥B)

𝑡

𝑄2

) {√
1 + 𝜖2 − 1 +

(
1 +
√

1 + 𝜖2 − 2𝑥B

) 𝑡

𝑄2

}
,

𝑆
unp,𝐴
++ (𝑛 = 2) = −

8𝜆
(
1 − 𝑦 − 𝜖2

4 𝑦
2
)
𝑦

(1 + 𝜖2)2
𝑡𝑡′

𝑄4

×
(
1 +
√

1 + 𝜖2 − 2𝑥B

) (
1 + 4 (1 − 𝑥B) 𝑥B + 𝜖2

4 − 2𝑥B + 3𝜖2
𝑡

𝑄2

)
.



Extracted CFFs B
Extracted values of the CFFs with the 𝜒MI method

𝑘 𝑄2[𝐺𝑒𝑉2] 𝑥𝐵 𝑡[𝐺𝑒𝑉2] ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃
5.75 1.82 0.343 -0.172 -2.8956 3.41007 2.9572
5.75 1.933 0.368 -0.232 -2.77019 1.3375 1.56292
5.75 1.964 0.375 -0.278 -2.96729 1.14869 1.12443
5.75 1.986 0.379 -0.323 -2.68067 -0.12473 1.25234
5.75 1.999 0.381 -0.371 -2.3452 0.346873 1.20187
5.75 2.218 0.345 -0.176 -2.93561 3.51748 3.09152
5.75 2.318 0.363 -0.232 -2.97882 1.92657 1.92798
5.75 2.348 0.368 -0.279 -3.46405 0.381411 1.28119
5.75 2.36 0.371 -0.325 -3.3164 -0.32753 1.08996
5.75 2.375 0.373 -0.372 -2.70275 -0.567723 1.32901
5.75 2.012 0.378 -0.192 -2.61855 2.96213 2.4155
5.75 2.054 0.392 -0.233 -2.16777 2.37356 1.63352
5.75 2.074 0.398 -0.279 -2.59757 1.5016 0.973781
5.75 2.084 0.4 -0.324 -2.62256 1.0176 1.15207
5.75 2.091 0.401 -0.371 -2.551 0.493684 1.29341
5.75 2.161 0.336 -0.171 -3.24538 2.95931 4.12955
5.75 2.19 0.342 -0.231 -3.74846 1.41684 1.67532
5.75 2.194 0.343 -0.278 -3.72355 -1.32847 1.31779
5.75 2.191 0.342 -0.324 -2.45902 0.651948 1.52977
5.75 2.193 0.342 -0.371 -0.431453 2.14464 1.48533
7.383 3.17 0.363 -0.21085 -1.66482 2.6576 1.71091
7.383 3.17 0.363 -0.29665 -1.29685 2.37369 1.25688
7.383 3.18 0.365 -0.38488 -2.05709 1.17128 1.13898
7.383 3.18 0.365 -0.47088 -2.17401 -1.32666 1.65889
7.383 3.18 0.364 -0.58578 -2.47817 0.100036 0.02688
8.521 3.65 0.367 -0.20459 -2.9553 2.24927 2.01973
8.521 3.65 0.367 -0.26579 -2.97006 1.94244 1.78407
8.521 3.67 0.369 -0.33034 -2.57712 0.379167 1.24802
8.521 3.68 0.37 -0.39252 -2.51127 -0.0774329 1.15317
8.521 3.68 0.37 -0.48052 -2.50444 -1.69233 1.07617
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𝑘 𝑄2[𝐺𝑒𝑉2] 𝑥𝐵 𝑡[𝐺𝑒𝑉2] ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃
10.591 4.53 0.369 -0.20942 -3.16019 2.62276 1.74569
10.591 4.55 0.37 -0.27194 -2.98064 0.998258 1.13865
10.591 4.57 0.372 -0.33557 -2.50198 0.0972902 1.09995
10.591 4.58 0.373 -0.39879 -1.77486 0.707222 1.15546
10.591 4.57 0.371 -0.48338 -1.98977 -0.322381 0.741225
4.487 2.71 0.483 -0.34812 -4.14854 0.697937 0.641192
4.487 2.71 0.483 -0.39062 -3.28873 0.817852 0.661511
4.487 2.71 0.484 -0.43499 -3.31284 0.38929 0.687117
4.487 2.71 0.485 -0.47967 -3.6829 -1.17895 0.27394
8.851 4.5 0.497 -0.40977 -2.51495 0.266658 0.643724
8.851 4.53 0.501 -0.47956 -2.43988 0.190258 0.476501
8.851 4.56 0.504 -0.54751 -2.69991 -0.982921 0.19079
8.847 5.33 0.482 -0.38537 -1.86835 1.91864 1.17648
8.847 5.34 0.483 -0.44561 -1.85993 2.14715 1.01992
8.847 5.36 0.485 -0.50851 -2.1745 0.345145 1.07317
8.847 5.37 0.486 -0.56958 -2.27407 -0.0661938 0.920326
8.847 5.38 0.486 -0.65465 -1.51053 -1.53759 0.313632
10.992 7.04 0.494 -0.43254 -1.95721 -0.483575 0.70665
10.992 7.09 0.498 -0.52556 -0.783056 -1.84796 0.223082
10.992 7.12 0.499 -0.61292 -1.6359 -0.950857 0.490101
10.992 7.11 0.499 -0.69787 -1.13092 -1.37792 0.362761
8.521 5.6 0.61 -0.76451 -1.39899 0.677896 0.608824
8.521 5.62 0.612 -0.9042 -1.42217 -0.340222 0.482646
8.521 5.64 0.615 -1.0482 -1.78696 -0.674271 0.44966
8.521 5.65 0.617 -1.18956 -0.969414 -1.89008 -0.438886
8.521 5.66 0.616 -1.3732 -1.57301 -2.10856 -0.416163
10.591 8.44 0.608 -0.7911 -1.29047 -0.606574 0.396237
10.591 8.45 0.609 -0.91204 -1.15452 -0.774257 0.513637
10.591 8.48 0.611 -1.03708 -1.25554 -0.604997 0.478022
10.591 8.5 0.613 -1.1631 -1.44837 -0.700223 0.539364
10.591 8.51 0.613 -1.3282 -1.17891 -0.69054 0.387401
5.55 1.51 0.359 -0.18 -3.45572 2.20308 1.29826
5.55 1.51 0.359 -0.237 -3.06768 0.226175 0.225891
5.55 1.52 0.361 -0.298 -3.97427 0.941639 0.775175
5.55 1.74 0.359 -0.183 -2.97439 2.25588 1.42862
5.55 1.74 0.359 -0.242 -2.55548 4.19703 -0.727083
5.55 1.74 0.359 -0.302 -3.24409 -0.797545 1.18743
5.55 1.75 0.361 -0.363 -3.49633 0.811798 0.354246
5.55 1.98 0.357 -0.182 -2.71831 3.82014 2.42472
5.55 1.98 0.356 -0.242 -2.86712 2.00176 1.47262
5.55 1.98 0.356 -0.302 -2.42805 1.23643 1.39239
5.55 1.99 0.358 -0.363 -2.07848 0.484231 1.40412
3.355 1.49 0.357 -0.177 -3.68229 2.19175 1.84603
3.355 1.5 0.359 -0.236 -3.44635 1.91013 1.32651
3.355 1.5 0.36 -0.296 -2.41887 1.33414 1.72988
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𝑘 𝑄2[𝐺𝑒𝑉2] 𝑥𝐵 𝑡[𝐺𝑒𝑉2] ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃
4.455 1.74 0.357 -0.181 -3.19282 2.25381 2.57394
4.455 1.74 0.357 -0.24 -2.75944 1.91453 2.11238
4.455 1.74 0.358 -0.301 -2.91377 1.16717 1.66242
4.455 1.76 0.361 -0.363 -3.40035 -1.17582 1.49872
4.455 1.98 0.356 -0.182 -3.01611 2.96899 2.58751
4.455 2 0.36 -0.304 -2.73722 1.02303 1.47422
5.75 1.11 0.126 -0.11 5.04772 1.92064 -1.33267
5.75 1.11 0.126 -0.15 6.67052 -4.18805 0.624527
5.75 1.11 0.126 -0.2 3.78811 2.22661 1.53852
5.75 1.11 0.126 -0.26 -1.42723 2.63645 1.7085
5.75 1.11 0.126 -0.34 -1.11689 2.31654 0.742452
5.75 1.11 0.126 -0.45 -2.80414 3.86703 0.193773
5.75 1.27 0.154 -0.11 1.04542 2.39766 2.36249
5.75 1.27 0.154 -0.15 4.96676 3.36854 -2.62002
5.75 1.27 0.154 -0.2 4.48462 2.27655 1.63216
5.75 1.27 0.154 -0.26 2.37623 1.41509 1.19054
5.75 1.27 0.154 -0.34 1.28646 1.75005 0.767894
5.75 1.27 0.154 -0.45 0.149155 4.41071 -0.210049
5.75 1.39 0.155 -0.11 -3.38355 5.58996 1.71511
5.75 1.39 0.155 -0.15 0.281899 2.5955 1.48579
5.75 1.39 0.155 -0.2 4.68219 2.30683 1.63843
5.75 1.39 0.155 -0.26 4.01951 1.87155 0.939705
5.75 1.39 0.155 -0.34 -2.29231 2.62173 0.401999
5.75 1.39 0.155 -0.45 -1.66424 3.29454 0.146043
5.75 1.45 0.184 -0.11 -1.97558 2.42264 3.87052
5.75 1.45 0.184 -0.15 0.736357 2.3124 2.95879
5.75 1.45 0.184 -0.2 4.88715 2.19192 0.523219
5.75 1.45 0.184 -0.26 4.0027 -5.00975 2.88384
5.75 1.45 0.184 -0.34 4.3402 2.06048 0.874482
5.75 1.45 0.184 -0.45 2.39804 2.37878 0.249205
5.75 1.62 0.185 -0.11 8.08694 2.42463 1.0487
5.75 1.63 0.185 -0.15 2.42115 -3.90807 1.21085
5.75 1.63 0.185 -0.2 9.46949 -1.82639 4.50986
5.75 1.63 0.185 -0.26 5.16996 -3.47039 2.67219
5.75 1.63 0.185 -0.34 2.95925 1.90652 0.799875
5.75 1.63 0.185 -0.45 2.70882 4.50686 -0.582436
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𝑘 𝑄2[𝐺𝑒𝑉2] 𝑥𝐵 𝑡[𝐺𝑒𝑉2] ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃
5.75 1.64 0.214 -0.11 -2.2489 2.74976 3.75625
5.75 1.64 0.214 -0.15 -2.47726 3.64441 3.22506
5.75 1.64 0.214 -0.2 1.15146 2.55037 -1.88628
5.75 1.64 0.214 -0.26 0.834819 1.64589 1.61204
5.75 1.64 0.214 -0.34 -0.446157 2.54319 1.12108
5.75 1.64 0.214 -0.45 5.04955 1.1213 1.92517
5.75 1.88 0.215 -0.11 2.81598 2.53407 1.43417
5.75 1.88 0.215 -0.15 4.31502 1.93731 0.316696
5.75 1.88 0.215 -0.2 5.93641 -1.43759 1.73004
5.75 1.88 0.215 -0.26 10.8823 4.51102 3.13982
5.75 1.88 0.215 -0.34 6.55356 0.59297 2.31633
5.75 1.88 0.215 -0.45 3.45152 1.07166 1.15171
5.75 1.79 0.244 -0.11 -3.17011 8.01726 3.23985
5.75 1.79 0.244 -0.15 -0.512333 2.71925 3.27245
5.75 1.79 0.244 -0.2 -0.956602 2.40367 2.43893
5.75 1.79 0.244 -0.26 -0.592307 0.942747 2.01426
5.75 1.8 0.244 -0.34 0.319456 2.03678 0.98754
5.75 1.8 0.244 -0.45 0.468607 1.33856 1.04317
5.75 2.12 0.244 -0.11 3.73759 5.56709 3.21128
5.75 2.12 0.245 -0.15 4.9459 2.42105 1.91637
5.75 2.12 0.245 -0.2 6.85584 2.32296 1.69918
5.75 2.12 0.245 -0.26 8.31205 2.20537 1.1392
5.75 2.12 0.245 -0.34 10.034 4.89453 1.23024
5.75 2.12 0.245 -0.45 4.56642 -0.0881904 1.81139
5.75 1.94 0.274 -0.11 -1.40712 3.92933 3.16766
5.75 1.94 0.274 -0.15 -2.70326 2.57311 3.06782
5.75 1.94 0.274 -0.2 -1.29806 1.05529 2.91855
5.75 1.94 0.274 -0.26 -1.51427 0.879443 2.27658
5.75 1.94 0.275 -0.34 -0.59429 1.26947 1.58771
5.75 1.94 0.275 -0.45 0.583555 0.87608 1.16665
5.75 2.35 0.274 -0.11 -4.14818 1.30492 0.12586
5.75 2.35 0.275 -0.15 0.681737 4.40724 3.85334
5.75 2.35 0.275 -0.2 1.85881 3.38809 2.28613
5.75 2.35 0.275 -0.26 5.03944 2.11224 1.3143
5.75 2.35 0.275 -0.34 4.65065 1.80586 1.16216
5.75 2.35 0.275 -0.45 5.82447 0.787198 0.914404
5.75 2.08 0.301 -0.12 -9.1074 2.93374 1.19797
5.75 2.1 0.304 -0.15 -3.02118 2.41159 1.3488
5.75 2.1 0.304 -0.2 -1.83066 2.68374 3.03369
5.75 2.1 0.304 -0.26 -1.30758 -2.38776 2.92434
5.75 2.1 0.304 -0.34 -1.42349 0.681449 1.76132
5.75 2.1 0.305 -0.45 -1.13029 0.951708 0.953793



B. EXTRACTED CFFS 139

𝑘 𝑄2[𝐺𝑒𝑉2] 𝑥𝐵 𝑡[𝐺𝑒𝑉2] ℜ𝔢ℋ ℜ𝔢ℰ ℜ𝔢ℋ̃
5.75 2.58 0.304 -0.15 -1.36902 2.44624 3.94376
5.75 2.58 0.304 -0.2 -0.455896 4.52629 3.23826
5.75 2.58 0.305 -0.26 2.11614 2.53977 1.61211
5.75 2.58 0.305 -0.34 2.30788 0.470109 1.79221
5.75 2.58 0.305 -0.45 3.81359 0.550976 1.44426
5.75 2.23 0.335 -0.2 -2.45037 2.68578 2.49463
5.75 2.23 0.335 -0.26 -1.83382 1.49881 1.89142
5.75 2.23 0.335 -0.34 -1.37332 1.41016 1.23776
5.75 2.23 0.335 -0.45 -2.28743 -0.458603 1.26144
5.75 2.78 0.335 -0.2 -2.48822 3.73421 2.80538
5.75 2.78 0.335 -0.26 -0.628885 2.02111 2.73905
5.75 2.78 0.335 -0.34 1.02445 2.20713 1.55573
5.75 2.78 0.335 -0.45 1.67708 1.35531 1.13947
5.75 2.35 0.365 -0.2 -4.75459 1.94945 0.43575
5.75 2.35 0.365 -0.26 -2.04903 1.4745 1.63906
5.75 2.35 0.365 -0.34 -1.82319 0.936192 1.33749
5.75 2.35 0.365 -0.45 -0.992191 0.47797 1.79142
5.75 2.97 0.364 -0.2 -3.27901 2.17512 2.14125
5.75 2.97 0.365 -0.26 -0.684387 3.19388 1.88746
5.75 2.97 0.365 -0.34 0.110677 3.03073 2.19363
5.75 2.97 0.365 -0.45 1.02464 2.49008 1.07582
5.75 2.44 0.393 -0.21 -5.28603 1.23638 -0.734679
5.75 2.48 0.4 -0.26 -1.69601 0.842433 2.99937
5.75 2.48 0.399 -0.34 -1.14562 1.11491 1.55756
5.75 2.48 0.399 -0.45 -2.10296 -0.279672 1.07951
5.75 3.12 0.391 -0.21 -10.075 7.02862 1.79455
5.75 3.18 0.399 -0.26 -3.38792 -2.28925 0.867458
5.75 3.18 0.4 -0.34 -1.41884 2.04261 1.64053
5.75 3.18 0.4 -0.45 -0.112215 1.66275 1.18987
5.75 2.81 0.433 -0.27 -5.39898 -4.21936 -2.0093
5.75 2.96 0.449 -0.34 -1.73262 2.88793 1.00888
5.75 3.05 0.461 -0.45 -1.25093 1.56055 1.42663
5.75 3.5 0.43 -0.28 -8.52117 -5.99621 -3.46157
5.75 3.63 0.451 -0.34 -1.80137 1.87112 1.59771
5.75 3.77 0.475 -0.45 -0.952082 2.35201 0.969479
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