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ABSTRACT 

Plus-like images called reseaux and found on aerial photographs pro-

vide the capability of determining the extent of geometric distortion 

present in these photographs. Accurate location of these images within 

a photograph is, at present, a manual operation, An automatic system to 

perform this operation using a minicomputer system and microdensitometer 

is presented. 

A model is generated from the statistics of actual reseau samples 

to create a test vehicle for the performance of various picture processing 

algorithms. A method of including various photographic effects into the 

model is presented. 

Various combinations of scene analysis schemes are presented with 

results for the center location problem. Preprocessing techniques for 

noise removal are described. Also developed is a scheme for noise re-

moval based on Bayes decision theory taking advantage of the relative 

slow scanning speed of the microdensitometer. Two methods of center 

location are described and comparative speed and accuracy results presented, 

The operation of the final system is also described. 
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CHAPTER I 

INTRODUCTION 

For many years, aerial photography has been an important resource 

for the acquisition of data. It has been found that in time of crises, 

aerial photography is sometimes the only source of timely information 

about a military situation [1]. Since the advent of large computer sys-

tems, much work has been done on computer processing of aerial photographs. 

Such applications as target detection, recognition of buildings, crop 

classification, and contour following have generated many papers in the 

area of pattern recognition. 

Aerial photographs are obtained from both film cameras and television 

vidicon cameras. There are several significant differences which are 

manifested in the manner in which the image projected onto the receiving 

surface is sensed, For example, differences occur in spectral and dynrunic 

sensitivity as well as linearity. Also, film resolution is limited by 

grain size whereas vidicon resolution is limited by scanning-beam spot 

size [2]. 

Photographs from both types of camera systems require corrections 

in order to make the information obtained accurate. Although the systems 

do differ, the required corrections are the same, Some examples are geo-

metric correction, photometric correction, and noise removal, 

Geometric correction involves the physical straightening of the photo-

graphic image. This distortion can be the result of nonlinearities in the 

optical system or in the electronic system. 
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Photometric correction involves compensation for nonuniform brightness 

across the photograph. Photometric distortions include glare introduced 

by light scattering in the optics, shutter leaks, and various electronic 

transfer functions. 

The noise problem includes both structured noise and random noise, 

Noise, as is the case in many situations, is derived from many sources. 

such things as film grain noise in the case of film cameras and electronic 

system noise in the case of vidicon cameras constitute structured noise. 

Random noise can occur from a poor signal-to-noise ratio in television 

camera systems [2], 

This dissertation is concerned with the geometric distortion problem. 

The removal of geometric distortion is required in order to make accurate 

determination of spatial relationships i~ object space. These measurements 

are important for such things as constructing maps of areas photographed 

and for locating positions of targets in object space from these maps or 

photographs. The geometric correction task is facilitated by the use of 

plus-like marks (+) called reseaux. These reseaux form a pattern which 

is accurately deposited on the television vidicon target or on a glass 

plate in front of the film in the case of a film camera. This pattern is 

thus used to obtain calibration data for the correction task, 

A great deal of research has been done on digital picture processing 

in the past five years. However, from a search of the literature, only the 

Jet Propulsion Laboratory (JPL), appears to have done extensive work on the 

problem of geometric correction [2]. The motivation for their work was 

provided by the television-transmitted photographs from early lunar and 

Mariner explorations. The computer processing done by JPL used relatively 
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large dedicated systems such as the IBM 360/44 and the IBM 360/75. Here, 

the concern is limited to studying the feasibility of a computerized system 

using a 16-bit minicomputer operating in a closed-loop manner with the 

digitizing scanner in order to obtain a reasonably priced overall system. 

The system block diagram is shown in Figure 1.1. The system consists 

of a minicomputer, an image scanning device, analog-to-digital (A/D) and 

digital-to-analog (D/A) converters, and a mass storage device. In opera-

tion, an operator grossly positions the scanner on the first reseau since 

interest is confined to small areas of a photograph at a time. The com-

puter determines the center of the reseau and moves the scan table to center 

the reseau. By using calibration data from the accurately located reseau 

grid placed in the cameras, the computer moves the scan table to the next 

reseau where the centering procedure is repeated. This process continues 

until all reseaux are found. The reseaux coordinates and the inter-reseaux 

distances are maintained on the mass storage unit for future use. 

Three main problems are encountered in designing such a system. The 

first is identifying the reseaux among other objects on the photograph. 

Since films vary in density and noise, the detection technique must be 

adaptive, The second task is the accurate location of the center of each 

such reseau. Since the center location is needed for the calibration 

algorithm, the detection scheme must be accurate. The third concern is 

to determine the size and speed of a computer system needed and if the use 

of a minicomputer is feasible. 

The correction task involved the investigation of the latest pattern 

recognition techniques in picture processing. Consideration of the 
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processing rates of the techniques and memory requirements are important. 

Also of interest is the accuracy of such techniques for the center loca-

tion problem. 

This dissertation will present the techniques considered and the 

applicability of each technique to the geometric correction problem, 

Chapter II considers both the hardware necessary and an overview of the 

software that will be considered for the task, Chapter III presents the 

development of a reseau model which will be used to test the various 

pattern recognition and picture processing schemes studied, In Chapter IV, 

various picture preprocessing schemes and center location techniques are 

evaluated. Comparison of several overall techniques are presented with 

results. A final reseau correction system is proposed in Chapter V. 
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CHAPTER II 

A RESEAUX CORRECTION SYSTEM 

2.0 System Hardware 

An optical scanner suitable for the proposed system shown in Figure 

1.1 is presently available from Photometric Data Systems Corporation (PDS) 

of Webster, New York [3]. The scanner is designed to record very accurate 

density measurements over small areas of photographic film while providing 

precise locations of these measurements, 

A block diagram of the system is shown in Figure 2,1, The Model 1050A 

Microdensitometer System is comprised of three main subsystems; a Model 

1010A Microdensitometer~ a Model 2300A Data Acquisition System, and a Model 

270 Digital Coordinate Readout System (DCRS), 

The microdensitometer is a device which measures film density by 

passing light through a film sample onto a photomultiplier tube, An op-

tical system on each side of the film sample, each symmetrical to the other, 

causes the light passing through the film to be highly concentrated, The 

photomultiplier tube converts the collected light energy into electrical 

energy which varies proportionally to the light intensity, The 1010A 

Microdensitometer also provides the capability of reporting either trans-

mission(T) or density(D), The relationship between the two values is 

1 
D = loglO T (2-1) 

Both circular and rectangular (slits) sampling apertures are available. 

Effective aperture sizes possible are given in Table 2.1 and are dependent 

6 
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on effective magnification and actual aperture. Neutral density and color 

filters are also included on the microdensitometer, 

The film sample is placed on a 10-inch by 10-inch X-Y platen which 

can be controlled manually or automatically to within one micron accuracy. 

The microdensitometer also contains several controls for manual operation 

and an indicator for measurement value, 

The DCRS monitors and displays the X and Y positions of the micro~ 

densitometer platen. It also provides an interface between the Data 

Acquisition System and the optical position encoders, A keyboard is in-

cluded on the DCRS which enables the loading of information for certain 

operations such as setting platen travel limit values. 

The Data Acquisition System contains a DEC PDP~S/I minicomputer, a 

7-track magnetic tape unit, and required interfaces to control and retrieve 

data from the DCRS and microdensitometer systems, The PDP-8/I is a 12-bit 

minicomptuer and contains 8196 words of core memory, Included are a paper 

tape reader and teletype. In this system, the analog signal from the photo-

multiplier tube is converted to a digital signal by a 10-bit A/D converter 

resulting in a resolution of 1024 gray levels. Platen position information 

is obtained from the DCRS. The computer is used to control the position of 

the platen thereby making automatic data acquisition possible, The ultimate 

output of the system is a magnetic tape containing density measurements and 

their respective coordinates which can be used for later computer analysis, 

Many other types of components could be used in the system described 

by Figure 1.1 other than those used in the PDS system, The image scan device 

could be a television camera, phototransitor (or photodiode) or CCD array, 
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The analog-to-digital and digital-to-analog devices could be of different 

sizes depending on the resolution needed in both cases. The speed of these 

devices is of little concern since the scan device and computer software 

will constitute the larger part of the time needed to perform the task of 

geometric correction. 

The mass storage device could be a disc system instead of a magnetic 

tape device. One type of mass storage will, however, be necessary since 

the computer may not be able to hold all measurements simultaneously and 

since the correction information is needed for further film sample analysis. 

The choice of a minicomputer to be used involves no particular re-

strictions other than possessing enough memory to handle the software needed 

to perform the correction task. Thus, practically any modern minicomputer 

will suffice. 

2.1 System Software 

The heart of the proposed geometric correction system lies in algorithms 

that can be executed in a minicomputer in a reasonable time period and be 

sufficiently accurate to determine the geometric corrections needed, Al-

though the PDS Microdensitometer system includes sufficient hardware to per-

form the correction task, with the possible exception of the computer memory, 

the software available with the system is very limited. The PDS system only 

provides the capability for automatic acquisition of density and coordinate 

information from photographic film and some statistical information on the 

density measurements in the form of histograms. 

The overall objective of the correction system is the accurate loca-

tion of the center of each reseau. Each reseau sample must first be 
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preprocessed in order to remove unwanted information, Such preprocessing 

must not alter the shape of the reseau, because this could easily lead to 

poor estimation of the center location, Bayes decision theory, Fourier 

and Hadamard transforms, regularization, spatial differentiation 1 and non-

linear filtering are considered for the preprocessing scheme, Once pre-

processing has been performed on the reseau scene~ a method of center 

detection is employed, Several approaches such as center of gravity and 

template matching will be presented in the sequel, 

Reseau samples used in the development of the correction system were 

extracted from aerial photographs supplied by the U,S, Army Engineer 

Topographic Laboratories (ETL) 1 Fort Belvoir 2 Virginia, The samples were 

digitized and recorded on magnetic tape by a PDS 1050A Microdensitometer 

System described above and located at the Research Institute of ETL. The 

correction system was then developed on a Hewlett~Packard 2100A minicomputer 

at the Pattern Analysis and Computer Systems (PACS), Department of Electrical 

Engineering, University of Virginia. 



3.0 Introduction 

CHAPTER III 

RESEAU MODELING 

Early in the development of the reseau measurement system it was 

determined that to evaluate effectively the performance of the pattern 

recognition and scene analysis schemes employed, a model of a reseau was 

needed. This model could then be used to generate a statistically mean-

ingful number of reseaux whose centers are accurately known. Although 

a few actual samples of reseaux taken from photographic negatives are 

available, error analysis is impossible since their exact centers are 

not known. 

This model can also incorporate many types of distortions caused 

in a reseau by the photographic process. Scenes can be generated using 

the model containing reseaux which vary in complexity due to such things 

as inhomogeneous backgrounds and small transmissivity difference between 

the local background and a reseau. 

The first step in the generation of the reseau model is to determine 

information about actual reseaux. This information has been obtained 

from three main sources: computer analysis of actual reseau samples, 

conversation with people presently measuring inter-reseaux distances, and 

a study of certain aspects of the photographic process, All reseau samples 

considered were obtained from typical aerial photographs and were taken 

from areas of varying background conditions. 

12 
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Each digital image contained 8281 density values arranged in a 91 x 91 

matrix array fashion. Samples were obtained with spatial separations of 

both 4 and 8 microns with circular sampling apertures of 4,2 and 8,5 micron 

diameters, respectively, Each extremity of a reseau has a thickness of 

approximately 55 microns and extends to the edge of the measurement domain 

in each direction. The sample separation was chosen as a function of the 

sampling aperture diameter in order that the entire measurement space be 

covered with no sample overlap. The sampling aperture diameters were 

chosen to provide approximately ten samples across the reseau thickness, 

Two different aperture sizes were used to examine the effect of varying 

sampling resolution on preprocessing schemes and overall performance. 

The difficulty in obtaining these digitized images made the study of an 

optimal sampling aperture size and a large sample test set impractical. 

A sample of a reseau found in a homogeneous background is depicted 

by Figure 3.1. Reproductions into 16 shades of gray are shown in Figure 3,2, 

Figure 3.2a is a reseau image in a light, homogeneous background with an 

effective circular aperture diameter of 4,2 microns, Figure 3,2b has 

the same background conditions but an aperture diameter of 8,5 microns, 

Figure 3.3 is another type of gray scale rendition of a 32 x 32 

sample portion of the same image as shown in Figure 3.2a. This image 

reproduction is also divided into 16 shades of gray with a blank repre-

senting the smallest density value and an "F'' representing the largest, 

Figure 3.4 shows typical cross-sections in each direction of a reseau 

image in a homogeneous background, 

Since the high frequency density fluctuations found in the scan of 

a homogeneous region is directly related to the probability of finding 
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(a) 

(b) 

Figure 3,2 Reseau Reproductions 
Into 16 Gray Shades 

(a) 4.2 micron aperture 
(b) 8.5 micron aperture 
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a silver halide grain and not a function of the image to be recorded on 

the film negative [5], the digital picture function will be considered 

a composite of two picture functions; the image of interest and noise. 

That is, 

where 

g(i,j) = s(i,j) + n(i,j) 

g -- composite digital picture function 

s = digital signal picture function 

n = digital noise picture function. 

(3-1) 

The signal picture function contains the images of interest such as 

reseaux, buildings, and roads and accompanying distortions because of 

the photographic process. The granularity of the film will be described 

by the noise picture function. 

3,1 Signal Model [5-9] 

The ideal signature of a reseau is a plus-like image containing 

18 

sharp vertical and horizontal edges. A cross-section of such an image is 

depicted in Figure 3.5a. The actual signature, however, is corrupted in 

the photographic process producing an image which has smoothed or rounded 

edges, such as shown in Figure 3.5b. This phenomenon occurs because of 

the fact that light incident on a photographic emulsion will reach into 

a shaded area, such as that produced by the reseau at its edges, through 

refraction, reflection, diffraction, and scattering of light by the silver 

halide grains. This property of a material is known as optical turbidity. 

The particular process, of the four listed above 1 causing the diffusion 
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Figure 3,5 Reseau Cross-Section Models 

(a) Ideal 
(b) Actual 
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of light in a given emulsion is a function of the film grain size of that 

emulsion. This same phenomenon will occur on images of buildings, roads, 

etc. 

The generation of a model of a reseau which includes the diffusion 

effects is greatly complicated by the fact that the characteristic curve 

(density versus log exposure) of film is not linear over the entire range. 

A typical characteristic curve is shown in Figure 3.6. This phenomenon 

causes the diffusion process to form an image with edges that cannot be 

duplicated by a simple linear transformation of the ideal reseau model 

through, for example, low-pass filtering. The shape of the characteristic 

curve may also be such that the toe and shoulder regions do not have the 

same curvature, thereby causing the upper and lower portions of the reseau 

edge to have different curvatures. 

The scheme used to transform the ideal model is a modification of 

the regularization of functions [10]. The regularization process is a 

smoothing operation that replaces the gray scale value at a given point 

with the average value of the picture function in the immediate vicinity. 

For a two-dimensional digital picture function, this operation is defined 

as 

1 
Aw 

I I 
w(i,j) 

s(m,n) (3-2) 

where w(i,j) is a window of area A centered at (i,j). Regularization w 

assumes that each gray scale value within the averaging window is equally 

weighted, The modification is that of weighting the values within the 

window in an unequal fashion such that the averaging process produces the 
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Figure 3.6 Typical Curve of Density 
versus Log Exposure [9] 



22 

smoothed edges with the slopes desired. In order for this operation to 

produce the same effect on all edges of the reseau, the weighting matrix 

must be dynamically oriented depending upon which edge the transformation 

is forming. This causes the transformation to become nonlinear [11]. The 

orientation is determined by the direction of the density gradient, since 

the transformation desired is along the edges of the reseau model, The 

modified transform is thus defined as 

BK(m,n) * S(m,n) (3-3) 

w(i,j) 

where w (i 1 j) is a window of total weight AN and BK is a weighting matrix 

whose values are a function of the direction of the gradient. The size 

of the averaging window and the values of the weighting matrix are deter-

mined by a heuristic approach since no two reseaux are identical and a 

visual comparison seemed sufficient as a performance criterion. 

The process of determining the gradient is known as spatial differen-

tiation [10]. The gradient can be estimated if the directional directives 

are known along two orthogonal directions, A simple approximation to the 

directional derivatives is given by 

s1 = s(i + 1, j + 1) - s(i,j) 

and 

s2 = s(i, j + 1) - s(i + 1, j) (3-5) 

Since the result of the nonlinear regularization process is a function of 

all the gray scale values within a window, the approximation to the direc-

tional derivatives should also be some function of all or a large majority 



23 

of these values. Therefore, the approximation used incorporated averaging 

in the result. Using the example of a 3 x 3 window shown in Figure 3.7, 

the directional derivatives were approximated by 

and 

S = (c + f + i) - (a+ d + g) 
X 

Sy= (g + h + i) - (a+ d + c) 

and the direction of the gradient by 

(3-6) 

(3-7) 

(3-8) 

Results of this transformation and the window and weighting matrices used 

will be given in Section 3.3. 

Modeling reseaux using the nonlinear regularization transformation 

creates the possibility of simulating, with relative ease, several more 

attributes of the photographic process. These effects involve the inter-

action of images with film development phenomena. One effect, known as 

the Kostinsky effect [5] 1 is an apparent increase in the separation of 

two small nearby images by a shift in the geometric centers of the images. 

This effect is produced by an asymmetrical growth of the images, This 

condition can be produced in the model by simply adjusting the weighting 

matrices corresponding to opposing edges of the reseau so as to result in 

an asymmetric image. 

Another phenomenon is the physical movement of silver halide grains 

caused by interacting gelatin effects. This effect, known as the Ross 

effect [5], results in the movement of two nearby images toward each other. 
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The shifting of any portion of the ideal model before the transformation 

can be used to simulate this effect. 

Other typical phenomena such as absence of a portion of the reseau 
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and different reseau density amplitudes can also be created by modification 

to the ideal model. Examples will be presented in Section 3.3. 

3.2 Noise Model [5-9] 

The density fluctuations over a uniformily exposed area are, in general, 

because of the size of the silver halide grains in the film emulsion. This 

property is known as graininess or granularity. In some cases, the term 

graininess is used for both graininess and granularity while in others 

graininess refers to the subjective response of an observer to the non-

uniformity of an image, and granularity designates the objective aspect 

in terms of spatial variations in the transmitting or reflecting properties 

of the image. 

Many schemes for measuring these quantities have been devised. One 

such method for assigning a value of graininess to a photographic material 

is to make a series of enlargements of an image at different magnifications 

[9], The viewer then examines these enlargements at a constant distance 

and determines the maximum magnification at which the graininess is not 

objectionable. Granularity is measured by scanning a uniformily exposed 

and developed image and recording the statistics of the scan, 

Granularity is the quantity upon which the noise model will be based, 

Goetz, et. al., [9] determined that the distribution of transmittance and 

density fluctuations follow a Gaussian law with a discrepancy small enough 

to be insignificant. Since an exact Gaussian distribution includes an 
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equal and finite probability for very large plus or minus deviations while 

the largest minus deviation of a true distribution is equal to the mean, 

the true distribution cannot be strictly Gaussian. The true distribution 

demonstrates a degree of asymmetry with the degree varying with the spot 

size. The Gaussian law, however, is a good approximation and a large 

number of the granularity measurement systems are based on the Gaussian 

theory. 

Because of the averaging effect of the sampling aperture, the magni-

tude of the density fluctuations will decrease as the aperture size increases. 

Since the granularity should be constant for a given film, a proportion~, 

ality constant which is a function of the aperture size is needed. 

Selwyn [9] related granularity and density fluctuations by 

G = a(D) * a112 (3-9) 

where a(D) is the standard deviation of the density statistics and a is 

the area of the scan aperture. 

In order to obtain the statistics for the model from the actual reseaux 

sample data, histograms of 1600 density measurements each were generated 

from regions of homogeneous background, Examples of two such regions are 

shown in Figure 3.8. The two sample areas contained different average 

background levels as is shown by the different mean density values. The 

effect of the different aperture sizes is very apparent from the different 

standard deviation since the regions were taken from the same film. Table 

3,1 gives the calculated Selwyn granularity values for several different 

areas of the same film with varying aperture sizes and mean density values, 
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TABLE 3.1 

CALCULATION OF SELWYN GRANULARITY FOR 
VARIOUS SAMPLE DATA 

Density Aperture 
Density Standard Size 
Mean Deviation (Microns) 

0.458 0.125 4.2 

0.656 0.132 4.2 

0.397 0.075 8.5 

1.181 0.091 8.5 
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Although the histograms of Figure 3.8 appear Gaussian, a method of 

assessing the agreement of these curves to a normal curve was used. The 

particular test used was the chi-square test [12, 13, 14]. The chi-square 

statistic, x2 , measures the discrepancy existing between the observed and 

expected frequencies of particular set of k events and is given by 

x2 -
k 
l (3-10) 

j=l 

where oj is the observed frequency and ej is the expected frequency, If 

the events are chosen so as to have expected frequencies of at least five, 
? then the sampling distribution of x- is approximated very closely by the 

chi-square distribution. The exact chi-square distribution is generated 

from two sample distributions of which one is drawn from the other, If, 

therefore, the chi-square statistic falls within a certain region of the 

mean of the distribution, then the expected and observed values are of 

the same form. 

The shape of the chi-square distribution is a function of the number 

of independent observations and the number of population parameters which 

must be estimated from 'the sample observations. The value is known as 

the degrees of freedom of a statistic and is given by 

V = N - k (3-11) 

where N is the number of independent observations and k is the number of 

estimated population parameters. In testing the film statistics, the 

frequencies of the range bins of the histogram are the observations and 
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the expected frequencies are generated from the sample mean and sample 

variance of the histogram. The number of estimated parameters is, there-

fore, two and the number of independent observations is the number of range 

bins minus one, since the total number of density samples is known, There-

fore, the number of degrees of freedom is given by 

V = M - 3 (3-12) 

where Mis the number of density range bins. 

The decision on whether or not the observed data is a good approxi-

mation to the expected data is based on whether or not the computed value 

of x2 falls between two critical values of the exact distribution, Two 

critical values are used to prevent the observed and expected frequencies 

from not only differing too greatly but also from becoming too similar. 

This situation could possibly indicate a bias in the measurement process. 

The critical values are based on the probability of incorrect decision, 

A five percent level of significance indicates that the null hypothesis 

would be rejected when, in fact~ it should not have been, The null 

hypothesis states that there is no difference between the two sets of 

events. Typical values for level of significance are ,05 and ,01, 

Table 3.2 shows the results of the chi-square test on several differ-

ent histograms. Range bins were combined in order to satisfy the re-

quirement that the frequency be greater than five, therefore, the degrees 

of freedom varied greatly. 

3,3 Model Results 

In generating a model for the case of an 8,5 micron diameter aperture 
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TABLE 3, 2 

CHI-SQUARE RESULTS FOR 5% LEVEL OF SIGNIFICA..~CE 

Density Degrees Critical 
File II Mean s. D. Inc. of Values x2 

Freedom X 2 X 2 
1 2 

1 0.458 0.125 .01 50 71. 4 32.4 60.62 

2 0.656 0.132 .02 26 41. 9 13.8 27.00 

4 0.397 0.075 .01 20 34.2 9.59 23.50 

5 1,181 0,091 .01 36 54.4 21. 4 41. 87 
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size, a 5 x 5 averaging window with the weighting matrices as shown in 

Figure 3,9 was used. The model generating program divided the total pos-

sible. rotations of the gradient into eight intervals, A different weight-

ing matrix could, therefore, be generated for each 45 degrees of gradient 

rotation. The number of the weighting matrix given in Figure 3,9 corres-

ponds to the numbered direction of the gradient shown in Figure 3,7, 

The corresponding matrix was used 22.5 degrees each side of the numbered 

directions, Figure 3.10b shows the result of the nonlinear transformation 

on the ideal model of Figure 3,10a. 

The noise model was generated using a Gaussian random number generator 

[15]. Statistics for the noise model were taken from actual homogeneous 

regions of the film. Figure 3.11 compares a generated reseau cross-section 

with an actual reseau cross-section. The model was generated by adding 

the noise model to the signal of Figure 3,10b. The statistics for 

the noise model were derived from the background area of the same scene 

from which Figure 3.llb was taken. Figure 3,12 shows a gray scale repro ..... 

duction of the two images from which the cross-section of Figure 3,11 

were taken. 

Several artificial reseaux were generated with defects common to 

actual reseaux samples. Figure 3,13 shows examples of where portions of 

a reseau did not get recorded on the film for some reason and where the 

reseau does not vary from the background more than five percent, Figure 

3.14 is a model illustrating the Kostinsky effect where asymmetric growth 

portions of the reseau occur, 
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Figure 3.12 Gray Scale Reproduction of a 
Generated Reseau and An Actual Reseau 

(a) Generated 
(b) Actual 
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Figure 3.13 Reseau Models 
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CHAPTER IV 

RESEAU CENTER DETECTION 

4.0 Introduction 

The ultimate goal of accurate location of the center of reseau images 

places an extra requirement on the performance of pattern recognition and 

scene analysis techniques. Typical scene analysis schemes that perform 

such simple tasks as noise removal and edge enhancement now must be 

thoroughly examined with respect to operations that cause deformation 

of the actual reseau image to the point where errors in the center de-

tection process are introduced, Also, classical pattern identification 

techniques such as template matching, when applied to the center detection 

problem, may be inadequate with respect to center location accuracy. 

With these requirements in mind, various image preprocessing schemes 

were applied to the picture images. Some of the schemes served a two-

fold purpose, The main purpose was to create a transformed image that 

was more 11noise-free11 and would result in a cleaner image for the center 

detection process. The secondary purpose was to obtain spatial frequency 

information about the picture image. Spatial filtering, via the Fourier 

and Walsh-Hadamard transforms, is an example of this kind of preprocessing. 

As will be shown, the picture images produced by Fourier and Hadamard 

filtering contained reseau images which had been greatly modified necessi-

tating consideration of other schemes, These schemes were chosen on the 

basis of their ability to preserve such things as edges or the image in 

general, 
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Various center detection schemes were tried of which two are pre-

sented along with the results achieved. The first method employed the 

classical technique of template matching, Although this scheme is usually 

applied to finding objects within a picture, the resulting location of 

the template can be used to determine the center of the image. It will 

be shown that, because of problems in defining the template accurately 

as well as limitations in the scheme itself, center location errors can 

occur. 

The second method was a combination of template matching and com-

putation of the center of gravity. Templates were used to find the edges 

of the reseau image and the center of gravity was then calculated for 

picture elements or pictels within the reseau boundaries. This scheme 

required preprocessing to remove noise prior to locating the edges. Both 

methods are described and comparative results presented below. 

It should be noted that only methods that led to automatic operation 

for both preprocessing and center detection schemes were considered since 

an automatic system was envisioned. 

4.1 Image Preprocessing 

4.1.0 Fourier Transform 

Given an analog picture function g(x,y) assumed defined over the 

infinite plane, its Fourier transform G(fx,fy) is defined by 

00 00 

G(fx,fy) = f f (4-1) 
-oo -oo 

and its inverse Fourier transform is defined by 
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00 00 

g(x,y) = f J G(fx,fy) exp [2rrj (fxx + fyy)] dfx dfy (4-2) 
-oo -co 

Equation (4-2) can be viewed as an expansion of the picture function 

g(x,y) in terms of a sum of weighted complex exponentials or weighted 

spatial frequencies [10]. These weights are produced by Equation (4-1) 

and give the spatial frequency content of the picture function, 

Since a digital computer can only operate on finite sets of dis-

crete samples, integration and infinite surTu.~ations must be approximated 

by finite summations and continuous functions must be sampled. In the 

case of the Fourier transform, this process is called the discrete Fourier 

transform (DFT). The two-dimensional DFT is defined by 

A(m,n) = 
l M-1 N-1 -km -in 

I I z Ck, n wM wN 
MN k=O 9.=0 

(4-3) 

where m = 0, 1, •.. ,M-1 and n - 0, 1, •.. ,N-1. Also, wa = exp {-21rj/a} and 

z (k, £) is an array of complex numbers [19]. Equation (4-3) can be written 

M-1 N-1 -in -km 
A(m,n) = l I [.!. I z(k,£) TT ] WM (4-4) 

M k=O N £=0 
NN 

or 

1 M-1 -km 
A(m,n) = l B(k;n) WM (4-5) M k=O 

where 

N-1 -in 
B(k;n) = .!. I z (k, i) WN (4-6) 

N 9.=0 

as 
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and is the one-dimensional transform [19]. The two~dimensional transform 

is, therefore, the application of the one-dimensional transform on each row 

(column) with the resulting matrix being transformed by columns (rows). 

The two-dimensional DFT can also be expressed in matrix form by 

(4-7) 

where J\.r is a M x M matrix with its elements at row k and column t given 

-kt -by WM and BN is a N x N matrix with its respective elements given by 

-kt WN • Various other matrix formulations exist since the sampled function 

is usually real and the transform array may include different elements 

representing the real and imaginary components, A similar development 

can be shown for the inverse DFT. A fast algorithm for calculating the 

DFT and inverse DFT has been developed and is called the fast Fourier 

transform (FFT) algorithm [16-19], 

It should be noted that only one-half the values of the one-dimensional 

transform are unique since all the values past N/2 are the negative fre-

quency components of the function, 

The two-dimensional Fourier transform becomes useful in picture 

processing as a means of describing a picture by its spatial frequency 

content, Edges in a picture introduce spatial frequencies along a line 

in the complex frequency plane orthogonal to the edge, Sharp edges will 

contribute high spatial frequency components which will lie toward the 

edge of the frequency plane, More gradual edges introduce components near 

the origin of the plane. An approximately uniform gray level picture will, 

for example, contain most of its picture energy near the origin of the 
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frequency plane or near the average value component, These components 

have the dimension of cycles per picture cell, Information on the extent 

of aliasing can be obtained from the higher frequency spectrum coeffi~ 

cients, and changes in the sampling process can be made to correct this 

condition. 

In picture processing, the FFT finds greater use as a mathematical 

tool to perform other image transformations, Such operations as cross-

correlation or template matching are sometimes performed more easily and 

efficiently using the FFT. Also, filtering operations can be applied 

to picture functions by multiplication in the frequency domain followed 

by an inverse transformation, This is a much simpler operation to 

implement than is the equivalent convolution summation in the spatial 

domain. 

The Fourier transform becomes of interest in the reseau detection 

problem because picture noise associated with film grains and extraneous 

spikes contain, in general, much higher spatial frequencies than the 

reseau image itself. The removal of these high frequency components or 

low pass filtering eliminates much of the unwanted noise found in the 

original picture. 

Results of low and high pass filtering using the Fourier transform 

are shown in Figure 4.1 and 4.2, The filter function implemented was 

that of an ideal filter. Figures 4.la and 4.2a show the density values 

for a typical record (row or column) of a reseau picture, Figure 4.lb 

is the result of low pass filtering with the removal of all frequency 

components above the fundamental, The cross-section of Figure 4,lc 



(a) 

(b) 

(c) 

RELATIVE POSITION 

RELATIVE POSITION 

RELATIVE POSITION 
Figure 4.1 Low Pass Filtering Using the 

Fast Fourier Transform 

(a) Original cross~section 
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(b) Frequency terms removed above fundamental term 
(c) Frequency terms removed above second harmonic 

term 
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(a) 

RELATIVE POSITION 

~) 

RELATirlE POSITION 

(c) 

RELATIVE POSITION 

Figure 4,2 High Pass Filtering via Fast Fourier Transform 

(a) Original cross-section 
(b) D,C, 2 fundamental and second harmonic terms removed 
(c) D.C. through third harmonic terms removed 
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contains components through the second harmonic, Figures 4,2b and 4,2c 

show the result of high pass filtering, The curve of Figure 4.2b contains 

all frequency components above the second harmonic with Figure 4,2c in-

cluding also the third harmonic term. These results demonstrate the 

validity of the assumption that much of the noise energy lies in higher 

frequency components than that of the reseau, The examples of Figures 

4.1 and 4.2 were taken from a 32 x 32 sample image. In keeping with the 

sampling theorem, the Fourier transform contains only 16 spatial fre~ 

quency terms, If an increase in frequency resolution is desired, a 

corresponding increase in the number of samples must occur, The sampling 

interval, however, must remain unchanged, If the higher terms are not 

approximately zero, aliasing has occurred and a decrease in the sampling 

interval must take place in order to insure no loss of information, In-

dications of aliasing were not present in the results largely because of 

the fact that the equivalent of low pass filtering was accomplished optically 

in the sampling process. 

4.1.1 Walsh-Hadamard Transform 

In 1923, J. L, Walsh published a set of orthogonal functions which 

take on the values of ±1 and are similar in oscillation to the trigono-

metric functions [19]. The relation between the Fourier harmonics and 

the Walsh functions are shown in Figure 4·-3, Sequency 7 the analog of 

frequency, is defined as the average number of zero crossings of the 

Walsh functions. The Sal function is the Walsh function similar to the 

sine function and the Cal function is similar to the cosine, By periodic 

sampling of these Walsh functions, matrices that possess transform pro-

perties can be generated. One such ordering of the sampled values produces 
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the Hadamard matrix [20-21]. A Hadamard matrix for an eight point trans-

form is shown also in Figure 4-3. 

The Hadamard matrices can be expressed in either "natural" or "ordered" 

form. Although the natural form provides the capability of generating 

large Hadamard matrices from smaller matrices, the ordered form is more 

useful for interpretation in the sequency domain. In this form these-

quency of each row is larger than the preceding row and the transform 

results are ordered in terms of Walsh functions of increasing sequency. 

The one-dimensional Hadamard transform is given in terms of the 

Walsh functions by 

N-1 
F(u) = I f(x) wal (u,x) 

x=O 

where N = 2n. The Walsh functions can be generated by 

where 

n-1 
wal (u,x) = l gi(u)xi 

i=O 

go(u) = un-1 

gl(u) = un-1 + llu-2 

g2(u) = un-2 + un-3 

(4-8) 

(4-9) 

and the terms u. and x. are binary representations of u and x; that is [21] 
J. l 

(4-10) 
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The two-dimensional Hadamard transform can be expressed in matrix form by 

(4-11) 

where 11M and HN are symmetric Hadamard matrices of order Mand N respec-

tively and f is a M x N array of real values [21]. 

The Walsh-Hadamard transform was used to produce the same end result 

as the Fourier transform, that of filtering. A fast algorithm for this 

transform also exists. The big advantage is that the computation time 

required for the Hadamard transform of a picture function is much less 

(about 40%) than that required for the Fourier transform of the same func-

tion. This results from the replacement of the sine and cosine functions 

by ±1. Also, since the Walsh transform contains only real components, 

only half the memory necessary for a FFT is required. It should also be 

noted that all coefficients of transform are meaningful. 

The result of Walsh-Hadamard filtering of a typical digital picture 

function is shown in Figure 4.4. Figures 4.4b and 4.4c are the resulting 

cross-sections of low pass filtered data with the remaining sequency terms 

indicated. 

4.1.2 Regularization and Nonlinear Filtering 

Averaging of sub-pictures within a digital picture is a common method 

for eliminating noise. This process known as the regularization of func-

tions and used in generating the reseau model is defined by 

= !. I l s(m,n) 
Aw w(i,j) 

(4-12) 



(a) 

* 

(b) 

* 

(c) 

(d) 

Figure 4.4 Low Pass Filtering via Fast Hadamard Transform 

(a) Original cross-section 
(b) D.G., Sal and Cal terms 
(c) D.C., 4 Sal and 4 Gal terms 
(d) D.G., 8 Sal and 8 Cal terms 

* RELATIVE POSITION 
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where w(i,j) is a window or sub-picture of area A centered at (i,j) [10]. w 

Since this process is essentially a low pass filter operation, noise is 

eliminated but the details of the original picture function (such as edges) 

are also blurred. The degree of filtering accomplished is determined by 

the dimension of the averaging window, 

Since edges are of extreme importance in the reseau detection prob-

lem, this blurring is of principal concern. Although various shaped 

windows can be used to preserve important characteristics 1 these windows 

are often picture orientation dependent, The ideal picture~to~picture 

transformation is one that smooths noise regions, minimizes degradation 

of sharp edges and is independent of picture orientation, A nonlinear 

transformation based on regularization is used in an attempt to satisfy 

these conflicting demands [11]. 

The nonlinear transformation consists of a long narrow averaging 

window that is dynamically oriented perpendicular to the gradient at each 

pictel. This assures that the window will always be parallel to an edge 

so that degradation will be at a minimum, In order to insure that the 

gradient at any point is a good indication of the behavior of the scene 

and not due to noise, neighboring elements were averaged before calculating 

the partial derivatives. This approach is described in Section 3,1. The 

possible orientations of the mask were chosen so that the mask would exactly 

coincide with grid points, This meant that only four orientations were 

possible; horizontal, vertical, and both diagonals, If more accuracy is 

necessary, new density values must be calculated that are interpolations 

of the grid density values, Independence of picture orientation follows 
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since as the picture is rotated, so is the mask. 

Comparison of regularization and nonlinear filtering is shown in 

Figure 4.S. Figure 4.5a is a typical cross-section of a reseau picture. 

Figures 4.Sb and 4.5c show the results of regularization and nonlinear 

filtering, respectively. It can be clearly seen that the regularization 

process tends to smooth the edges whereas the identity of the edges are 

much more likely to be preserved by the nonlinear filter. Figures 4.6 

and 4.7 show cross-sections from orthogonal directions of the same pic-

ture before and after the transformation. Picture orientation is evident 

from these results. 

4.1.3 Bayes Threshold Selection Technique* 

The method of slicing gray levels of a picture in order to extract 

objects from a background has been widely used. A variety of methods for 

determining an optimum threshold for this procedure has been proposed 

[25-27]. Many of these methods involve a qualitative judgment on the 

selection of a threshold [25]. Although this appraach is appealing for 

noise removal from the standpoint of degrading the reseau image, a method 

of automatic selection of the optimum threshold that is adaptive to each 

picture is necessary. Presented herein is an analytic process using 

Bayes decision theory for finding an optimum threshold. 

In developing the adaptive process it is convenient to consider the 

scene of interest to be composed of a grid of n x n sub-scenes. Feature 

*A similiar analysis for automatic threshold selection based on 
minimum error is developed in [23). This reference appeared subsequent 
to the author's development. The author's work was first reported in [24]. 



(b) 

(c) 

RELATIVE POSITION 

Figure 4.5 Comparison of Regularization and Nonlinear Filtering 

(a) Original 
(b) 3 x 3 average 
(c) 5 x 1 average (3 x 3 gradient window) 
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Figure 4.6 Nonlinear Transformation (X-Direction) 

(a) Cross~section of original 
(b) Cross-section of transformed image 
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(b) 

RELATIVE POSITION 

>< H ,--··-•--+--·-·+ 
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RELATIVE POSITION 

Figure 4.7 Nonlinear Transformation (Y-Direction) 

(a) Cross-section of original 
(b) Cross-section of transformed image 

55 



56 

measurements are taken on the sub-scenes and can be assumed to have 

density functions of the form 

C 

p(x) = I 
j=l 

p(xlw.) P(w.) 
J J 

(4-13) 

where xis a vector of m random variables representing the feature mea-

surements, p(xjw.) is the class conditional probability density function 
J 

for each of the c classes, and P(w1) is the a priori probability for 

each class. A density function of the form of p(x) is known as a mix-

ture density while p(x I wj) and P(wj) are called component densities and 

mixing parameters, respectively. It is necessary for the c classes to 

be a mutually exclusive and collectively exhaustive set of events in 

order for the mixture density representation to hold. 

By knowing the component densities and mixing parameters, the a 

posteriori probability P(wj jx) can be computed by using Bayes theorem: 

p(xjw.) P(w.) 
J J 

In order to make a decision about a particular class 

feature measurement, it is necessary to define a function 

(4-14) 

wj given a 

::\(a. I w.), called 
l. J 

a loss function. It is defined to be the loss incurred if the decision 

ai is made given the class is wj. Using this function, the expected loss 

incurred making the decision O'.i from a particular feature measurement is 

C 
R(aijx) = I A(ailwj) P(wj Ix) 

j=l 
(4-15) 
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This is also known as the conditional risk. In order to minimize 

the expected loss for a particular feature measurement, a decision ai 

must be chosen that minimizes the conditional risk, R(ail~). By defining 

a function a(x) which specifies a decision for every x or feature mea-

surement, the overall risk for all x can be expressed as 

R = J R(a(i) ix) p(x) dx (4-16) 

It can be noted from this equation that by minimizing the conditional risk 

for each x, the overall risk will also be minimized. Therefore, in order 

to minimize the overall risk, select the a. decision which minimizes the 
l. 

conditional risk R(aiix) for every x. This is known as the Bayes deci-

sion rule and is the best performance that can be achieved. 

Relating the above theory to the problem of selecting a threshold, 

consider the feature measurements x of each sub-scene to be the density 

value at the center of each. Therefore, the vector x becomes a scalar, 

or 

X = X (4-17) 

Each sub-scene is to be contained in one of two pattern classes, w1 or 

One class includes scenes which contain useful or wanted information 

whereas the other class contains background scenes. These classes will 

satisfy the requirements of being mutually exclusive, collectively ex-

haustive, and of having non-zero a priori probabilities needed for Bayes 

decision theory. The mixture density p(x) now becomes 

(4-18) 
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It is now necessary to determine the complete probability structure 

of the scene; that is, the conditional density functions and the a priori 

probabilities, The structure of the reseau pictures make possible the 

determination of these parameters, The mixture density, p(x), can be 

determined by generating a histogram of all the feature measurements over 

the entire scene. The overall scene must be broken into enough sub~scenes 

such that the histogram will be a good approximation to the density func-

tion, Since the reseau is approximately centered and occupies only a 

small percentage of the entire scene (approximately 15%), large areas of 

purely background samples can be found from which feature measurements 

can be taken to approximate the class conditional probability density func-

tion p(x!w2). Since the reseau image size is known and is constant from 

picture to picture, the a priori probabilities, P (w1) and P (w 2), can be 

approximated. The thresholding scheme will tend to perform more accurately 

if the scene is largely background, so that the regions that are used to 

determine p(x!w2) are not near the useful information, 

Since exact boundaries of regions of useful information are usually 

hard to define, it is usually, therefore, impossible to determine the 

conditional density function for this class. It can, however 1 be calculated 

from the mixture density, i,e,, 

p(x) - p(xlwz) P(w2) 
p(xlw1) = (4-19) 

Knowing the statistics of the scene, Bayes rule is used to calculate the 

a posteriori probabilities, 
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P(w1 lx) = 
p(xlw

1
) P(w1 ) 

(4-20) 
p(x) 

and 

P(w21x) = 
p(xiw2) P(w2) 

(4-21) 
p(x) 

From these can be obtained the conditional risk functions for the two 

category case, 

(4-22) 

and 

For the two-categroy case, Bayes decision rule reduces to: decide a1 if 

< 

(4-24) 

else, decide a2. 

When the decisions are specifying a particular class for each feature 

measurement, a decision rule that minimizes the probability of error is 

intuitively appealing. Therefore, the symmetrical or zero-one loss func-

tion is used. That is 

1 -' () .. lJ (4-25) 



where 

o .. = 1, i=j 
1J 

oij = 0, elsewhere 

The zero-one loss function assigns no loss to a correct decision and 

unity loss to an incorrect decision. The conditional risk functions 

reduce then to 
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(4-26) 

and 

(4-27) 

Therefore the Bayes decision rule says that for minimum error rate choose 

the decision that contains the smallest probability of error, or decide 

class w1 if 

(4-28) 

else, decide class w2 . 

This technique provides a completely analytical means of determining 

an optimal (in Bayes sense) threshold value for scenes whose probability 

structure can be determined. This scheme has the advantage of being 

adaptive in the sense that as the probability structure changes from 

scene to scene, the threshold value changes accordingly. 

Results were obtained on the performance of this technique from 

both generated and actual reseau samples. The a priori probabi]ities 
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for the two classes used in the calculation of all the threshold boundaries 

were based on a reseau image thickness of 7 data samples and the assump-

tion that the image extended to the picture boundaries. This led to a 

priori probabilities for signal and noise of 0.15 and 0.85, respectively, 

for the 91 x 91 matrix picture function of interest. 

Figures 4.8 and 4.9 show the results of the technique applied to the 

model of a reseau in a homogeneous background. Figures 4.10 and 4.11 

are the results when applied to an actual reseau sample whose statistics 

were used to generate the model of the previous two figures. Figures 

4.12 and 4.13 show the case where the background was non-homogeneous 

causing a greater overlap of the conditional density functions. This 

condition increased the probability that useful information might be 

lost in the thresholding process. 

Figure 4.14 is the cross-section of a generated sample whose reseau 

image amplitude is only five (5) percent greater than two standard devi-

ationsuithe noise amplitude. Such a low contrast condition can occur 

in actual reseau samples and causes a problem for any picture processing 

scheme [4]. Figures 4.15 and 4.16 show the result of this technique on 

the low contrast model where the probability of error in the decision 

was large. Gray scale reproductions of the thresholding process are 

shown in Figure 4.17 where all density values below the calculated thres-

hold are replaced by the threshold value. 

Although the calculation of the total probability of error for each 

decision is a simple task, the worth of such a process is questionable. 

The performance of the overall system is to be judged by the error in 
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(a) 

(b) 

(c) 

Figure 4.17 Samples of Thresholded Images 

. (a) Generated reseau in homogeneous background 
(b) Actual reseau in urban background 
(c) Generated reseau of low contrast 
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the center measurement. This overall error is a function of the error 

in the threshold process. However, since several nonlinear transfor-· 

mations will be included in the overall process, the exact relationship 

between the two errors is difficult to determine. For this reason and 

the fact that the decision was based on minimum error for the given 

statistics 1 the total probability of error was not computed, 

4.1,4 Results of Preprocessing Schemes 

72 

The Fourier and Walsh-Hadamard transforms 1 while determined to be un-

suitable for filtering purposes in this application 1 did provide useful 

information about the sampling process and the image itself, It was 

determined experimentally that the largest contribution to the frequency 

spectrum was from the fundamental component, For the case of the 8 micron 

sampling interval, the amplitudes of the frequency components were down 

to one-tenth of the fundamental by the sixth harmonic term, Although pre-

cautions were taken to satisfy the sampling theorem by us.ing essentially 

an optical low pass filter, results showed that the images contained only 

low frequencies since the upper half of the specturm (harmonics 9 through 

* 16) had negligible power. This result led to the conclusion that the 

sampling interval was sufficiently small and the main criterion was then 

to obtain a sufficient number of samples within a reseau to accurately 

locate its center. 

*The optical low pass filter was accomplished by choosing the sampling 
window to be slightly larger than the sampling interval, For the 8 micron 
sampling interval, the sampling window was a circle of a diameter of 8,5 
microns, 
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One reason for not further considering the Fourier and Walsh-Hadamard 

transforms for filtering applications is the excessive execution time and 

memory storage for relatively large two-dimensional images, For example, 

even in the case of the Hadamard transform, a 91 x 91 element image re-

quires approximately 16K words of memory storage in a 16-bit minicomputer, 

Also fast algorithms for both transforms execute in minimum time if the 

measurement space is a positive integer power of two, The restriction 

could be unnecessarily binding. 

Another equally undesirable effect of the filtering process with the 

Fourier and Hadamard transforms was shared with the regularization scheme, 

This effect is the smoothing of the reseau image edges and general defor-

mations of the reseau image. Since both processes are linear transforma-

tions, the effect of removing film grain noise by eliminating the high 

frequency information creates the same effect on the reseau image, The 

modification to the regularization scheme to perform nonlinear filtering 

greatly improved this situation. Although the result of the nonlinear 

transformation was a great improvement over the other methods, the associ-

ated computation time was great. Since the center detection process still 

had to be performed and considering the number of reseaux that must be 

processed in one image~ this scheme could not be used either. 

The most effective method of preprocessing for this application was 

found to be the Bayes threshold scheme. Although the gathering of statistics 

on each picture is time consuming) this process can be performed in parallel 

with data acquisition. Only a few operations remain once the data is ac-

quired, The second advantage is that density values above the threshold 
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are unaltered causing no degradation to the major portion of the reseau 

image. 

4.2 Center Location Algorithms 

4.2,0 Template Matching 

Template matching is a classical picture processing technique used 

to determine whether or not a previously specified object is contained 

within a given picture, This involves the systematic scanning across the 

entire picture of a template or mask used to describe the object while 

searching for a match. Since exact matches are not likely, a performance 

index is necessary. One such index is the Euclidean distance between two 

vectors, i, e,, 

2 1/2 
= {II [g(i,j) - t(i-m,j-n)J } 

i j 
(4-29) 
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where g(i,j) is the digital picture function being scanned and t(i,j) is 

the template picture function [10]. The indices (i,j) can only be assigned 

values such that (i-m,j-n) is in the domain of the template sub-picture, 

This operation is equivalent to translating the template to position (m,n) 

and taking the difference of respective picture elements between the tem-

plate and the picture, Once the correct position of the template is found 

the performance index E(m,n) becomes small. 

If the variation of picture energy, calculated by 

(4-30) 



is small across the template windows 1 then the square of the Euclidean 

distance can be reduced to the cross-correlation of the two functions, 

g and t, and defined by 
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= l l g(i,j)t(i-m 2 j-n) 
i j 

(4-31) 

where (i,j) are bound by the same constraints as for the Euclidean dis-

tance metric [10). The search is now, however, for the maximum value of 

the correlation function, Rgt' 

Template matching can be applied to the center detection problem by 

defining the center of the reseau to be at the center of the template. 

Once the correct translation values for the template for minimum error 

are found, the center of the reseau is known. 

Although template matching can be used with great success in many 

applications, several different problems arose in this application. One 

problem that is common to ail applications is how well the template can 

be made to represent the test data, This was a particularly difficult 

problem for a reseau image since the image not only varied in amplitude 

as the background varied, but also varied in shape due to photographic 

effects and other conditions~ 

The template chosen was an ideal reseau with a width of seven samples 

and a density of 1,2. The inexactness of the reseau template led to such 

phenomena as multiple correct positions and position error due to reseau 

distortions, When small errors were present, they were also amplified 

by the fact that center locations could only be found at a minimum reso-

lution step of a sample interval, or 8,5 microns. 
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For computational purposes, the template window was actually the 

same size as the picture, The reseau image (+) position was then varied 

within the template window, This approach was necessary to maintain 

maximum accuracy since the reseau always extended to the edge of the 

test picutre. The large number of calculations led to the undesirable 

result of slow processing, Since the picture energy was always the same, 

cross-correlation was used to increase the speed but the processing time 

was still excessive. Template matching alone was determined to be in~ 

sufficient. Comparative results to an alternate method are presented in 

Table 4 .1. 

4,2,1 Center of Gravity Technique 

Another classical means of defining the center of a picture function 

is by its centroid [23], In this method the gray level at each point(i>j) 

of the picture function is defined as the 11mass' 1 at (i,j), Using this 

interpretation a centroid or center of gravity can be calculated using 

the moments of the function. The centroid of a digital picture function 

g(i,j) is the point (ic,jc) where the values of ic and jc are given by 

ic = l l i g (i' j) I l l g (i ~j) (4.-.32) 
i j i j 

and 

jc = l l j g (i ,j) I l l g (i ,j) (4~33) 
i j i j 

The strict application of this technique for center location to the 

pictures of interest is not possible. For pictures consisting of homogeneous 
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background areas, the result of strict application is reasonable, If 1 

however, the background areas contain other images such as roads and 

buildings, the operation produces a result that is highly inaccurate since 

the gray levels within this type of background are of significant "mass" 

values. Therefore, in order to use this scheme, the region of interest 

must be restricted to the approximate area of the reseau image, 

Several methods for determining the approximate reseau image area 

were considered, One possible scheme was to employ the technique of tem-

plate matching on a reseau image as described in the previous section, 

Thedeficiencies found to be present in this scheme are insignificant in 

this application since only an approximate reseau location is necessary, 

The execution time of this method is excessive 1 however,·especially since 

further calculations were still necessary. Thus, implementation was not 

pursued, 

A second scheme was devised based on the fact that the reseau images 

were rotationally fixed, This method again used template matching, but 

employed a smaller template. The result was an increase in the execution 

speed, 

In this scheme, the template matching operation was used to determine 

the edges of the reseau. The original digital picture function was first 

transformed into picture functions of the partial derivatives with respect 

to the horizontal and vertical directions, The vertical edges were deter~ 

mined by cross-correlating the partial derivative picture with respect to 

the horizontal with a template of a vertical edge, This template was one 

sample wide 1 the length of the picture function, and of unit amplitude, 

The left edge was located by the largest positive correlation value and 
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the right edge by the largest negative value. A similar process was per~ 

formed to determine the edges of the horizontal portion of the reseau 

image, In order to insure that important portions of the reseau image 

were not eliminated, the resulting area of interest was increased by one 

sample point in all directions, A better estimate of the partial derivatives 

was also obtained by first thresholding the original picture using the 

Bayes threshold technique. 

Having determined the approximate reseau image, the center of gravity 

of the samples within this region is calculated. Results of this process 

on various reseau samples are given in Table 4,1. 

4.3 Results and Conclusions of the Center Location Process 

Comparative results of the two center location schemes are given in 

Table 4.1 for several phenomena common to reseau images, It should be noted 

that each entry in the table is the result of a single trial and is not a 

statistical average of many images possessing a particular property. Al-

though, in general, definitive conclusions can not be drawn from such a 

small sample space, there are several reasons for terminating the feasi-

bility analysis at this point with the selection of the center of gravity 

approach. 

One important reason for preferring the center of gravity scheme is 

the reduced execution time required by this method over the template match-

ing approach. Because a typical 8 1/2 x 8 1/2 photographic negative con-

tains 529 reseaux, processing time is a key part of the performance measure, 

Since each image processed requires the same processing time regardless of 

its properties, additional trials were unnecessary in order to make a 
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judgment with respect to this part of the performance measure, 

The other important portion of the performance index involves measure-

ment accuracy, The best way to obtain a meaningful measure of the average 

error of each technique is to obtain a large population of actual reseau 

samples consisting of various background conditions whose centers have 

been determined manually by analysts and can serve as ground truth, Un-

fortunately, such data is not available and only artificial samples could 

be produced. 

The generation of artificial data is a very time consuming process. 

Also since adequate ground truth was not available upon which to establish 

the validity of the inferences drawn from such data, it was necessary to 

leave such further analysis to future research. The center of gravity 

technique was, therefore, selected for incorporation into the proposed 

system for the following reasonsi (1) reduced processing time, (2) indi-

cated trend towards improved accuracy, and (3) the fact that there is 

always error in the template matching scheme except for rare cases in 

which the actual center location happens to have integer coordinates, 



CHAPTER V 

RESULTS AND CONCLUSIONS 

5.0 Proposed Correction System 

The hardware of the proposed correction system is as described in 

Chapter II and by Figure 1,1, The optical scanner to be used is the 

PDS Model 1010A microdensitometer, The software system to be described 

was developed on a Hewlett Packard 2100A minicomputer system available 

at the Pattern Analysis and Computer System Laboratory at the University 

of Virginia. The minicomputer system contained both paper tape and mag~ 

netic tape devices along with a magnetic disc system, The actual cor~ 

rection system software required approximately 16K words of memory for 

execution, Additional memory would be necessary if the correction system 

was to include an operating system or possibly programs for further analy-

sis of the reseaux center location data, 

As stated in Chapter II, the heart of the correction system is the 

software package. After analysis of various schemes of picture processing, 

a strategy was developed that took advantage of a particular characteristic 

of the optical scanner used,. This characteristic is the relative slow 

data acquisition rate, 

The overall software scheme for reseaux center determination is 

described by the flow chart of Figure 5,1 1 Two major operations are 

performed, The first operation is the determination of the optimum Bayes 

threshold value, Using this value 1 a new image is produced with all 
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Console Input; 
(1) No, Reseaux in X and Y 

Direction 
(2) Correct Reseau Spacing 
(3) Sample/Image 
(4) Statistical Information 

Necessary 

Position Transport 
to 

First Reseau 

Input Density Sample 

Output New 
Sample Point 
Coordinates 

Place Sample 
In Histograms 

Is 
it the 

.__~~NO last sample 
of 

Figure 5,1 Reseaux Correction System Flow Chart 
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Figure 5.1 Reseaux Correction System Flow Chart 
(cont,) 
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Figure 5,1 Reseaux Correction System Flow Chart 
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density values below this value set equal the threshold value~ One reason 

for choosing the Bayes preprocessing scheme was that histograms necessary 

for the scheme could be created in parallel with the data acquisition 

phase, In order to obtain accurate density measurements from the micro~ 

densitometer, the transport of the microdensitometer was run at approxi-

mately 1500 microns per second [3,4], At a sampling interval of eight 

microns, 5,33 milliseconds was available between samples for the placing 

of the previous sample into the correct histogram bin, The second oper~ 

ation was to determine the center location from the transformed image, 

The center of gravity technique was used for this process, 

In operating the system, the user will first input through the system 

console various parameters particular to the photograph being scanned, 

Such parameters are the number of reseaux in both X and Y directions, 

correct reseau spacing number of samples per reseau 1 and any statistical 

information necessary, The operator will then position the transport over 

the first sample and the system will automatically sample all reseau in 

the photograph. 

An example of the total processing time required for an entire nega-

tive can be estimated from the 8 1/2 x 8 1/2 negative from which actual 

reseau images were taken, The negative contained an array of reseaux 

arranged in a 23 x 23 image configuration, The interreseau distance was 

approximately one millimeter or 1000 microns, At a transport rate of 

1500 microns per second, travel alone among the 529 reseaux requires 353 

seconds, For a sampling interval of 8 microns and a sampling grid of 

91 x 91, the data acquisition phase at each reseau requires 45 seconds, 
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The data acquisition phase for the entire negative is, therefore, 23,805 

seconds. Using a center location processing time of 20 seconds per reseau, 

the total time required to process this negative would be approximately 

9.5 hours. 

It should be noted that the large portion of the total time required 

is associated with the movement of the transport, 

5.1 Conclusions and Recommendations 

A system for the accurate location of the centers of reseaux on 

aerial photography has been described, The hardware proposed was based 

largely on a currently available system with the exception of additional 

computing power required. The software package was developed using state-

of-the-art digital picture processing and pattern recognition techniques. 

This work consisted of two main parts, The first part was the de~ 

velopment of a model which accurately represented the reseau images and 

of which the exact center location was known, The second part was the 

development of a center location scheme using these models as input, 

Both areas suffered from the same problem; that of easy access to the 

microdensitometer system. 

The next phase of the investigation should be the construction of 

a complete system. The possibility of obtaining or fabricating some sort 

of calibration grid containing known reseau data in order to test the 

accuracy of the overall system should be investigated, Investigation 

into the use of other optical scanners should be conducted in order to 

decrease the processing time, The effect of this change on the center 

location scheme should then be studied. 
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In the area of reseau modelling, additional evidence of various 

photographic effects should be obtained to create more accurate models of 

these phenomena. Other effects due to varying background conditions may 

also appear, creating the need for new or modified models. The center 

location strategy must then be subjected to the new models and modified 

as necessary, 
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APFENDIX 

CORRECTION SYSTEM DEVELOPMENT SOFTWARE LISTINGS 

The following are listings of various software modules used in the 

development of the reseau correction system. Each listing contains 

documentation as to the major function of that module, 
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F1N 
C 
C 
C 

SOURCE - MODLS 

91 

JAMES AYLOR 

C 
C 

THIS PROGRAM GENERA1ES A RESEAU MODEL WITH A GIVEN 
!,\EAN AND STANDARD DEV. OF BACKGROUND 

C 
C 
C 
C 

C 

BIT 0 IF NO NOISE ADDED 
BIT 1 IF NO NON-LINEARITY TRANSFORi,1ATION 

PROGRAM MODEL 
DIMENSION IF~ES(91 ,91) ,NAM'=:( 20) 
DIMENSION ISUM(B) 
D I MENS I ON I VI 1 ( 5 , 5 ) , I VI 2 ( 5 , 5 ) , I '>"13 ( 5 , 5 ) , I 1 'J 4 ( 5 , 5 ) 
D I M EN S I ON I fl/5 ( 5 , 5 ) , I W 6 ( 5 , 5 ) , I vn ( 5 , 5 ) , I :N 8 < 5 , 5 ) 
DATA IW1/4,4,4,4,4,2,2,2,2,2,l ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1 ,1, 1, 1 ,1/ 
DATA IW2/4,4,4,2,1 ,4,2,2,1, 1 ,4,2,1 ,1 ,1 ,2,1 ,1, 1, I ,1, 1,1, 1 ,1/ 
DA TA I J,'J3/ 4, 2, 1 , 1 , 1 , 4, 2, I , 1 , 1 , 4, 2, 1 , 1 , 1 , t., 2 , 1 , 1 , 1 , 4, 2 , 1 , 1 , 1 / 
DATA I\'/4/1, 1, 1, 1, 1,2, 1, 1, 1, 1,4,2, 1, 1, 1,4,2,2, 1, 1,4,tl,4,2, 1/ 
DA TA I v'~5 I 1 , 1 , l , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 2, 2 , 2, 2, 2, 4, 4, 4, 4, 4/ 
DAT A I W 6/ 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 2 , 1 , 1 , 1 , 2, 4 , 1 , 1 , 2, 2, 4, 1 , 2, 4, ,1 , 4/ 
DAT A I W 7 / 1 , 1 , 1 , 2, 4, 1 , 1 , 1 , 2, ,'l, 1 , 1 , l , 2, 4, 1 1 1 , 1 , 2, Li, 1 , 1 , 1 , 2, 4/ 
DAT A I \"/8/ 1 , 2, 4, 4, 4 , 1 , 1 , 2, 2, 4 , 1 , 1 , 1 , 2, 4 , 1 , 1 , 1 , 1 , 2 , 1 , 1 , 1 , 1 , 1 / 

IF(ISSV/(0))35,5 
5 V!R I 1E ( 1 , 1 0) 
10 FORI/AT(/ 11 INPUT MEAN: 11 ) 

READ( 1 , 1.-) i\/'.EAN 
1''/R I TE ( 1 , 3 0} ) 

3V' FOR?'.AT( 11 INPUT STANDARD DEVIATION: 11 ) 

Fl E A [; < 1 , ,\- ) DE V 
3 5 V!R I TE ( 1 , 401) 
4C~ FOR~,\AT(/iiPfPUT TAPE LM3EL(4(1 CHARS.): 11 ) 

READ< 1 , 5 0) C 1'! ,i\_ 1·,f E ( I ) , I= 1 , 20 ) 
50 FORMAT(20A2) 

\'o/RITE< 1 ,6(11) 
60 FORNAT(/ 11 INPU1 TAPE FILE NUHBER: 11 ) 

P. EAD ( 1 , ,'<) N 
C 

N=N-1 
CALL SPFIL(N) 

C 
C 
C GENEF?ATES I DEAL rmDEL 
C 

DO 1 0 0 I = 1 , 4 2 
DO 1 v10 J= 1 , 4 2 
IRES CI, J) ::lil 
IF?ES (I, J+49) =n 
IRES(I+49,J)=0 

100 IRES(I~49,J~49)=0 
DO 1 2Dl I= 1 , 91 



DO 120 J=43,49 
120 IRES(I,J)=480 

DO 130 I=43,49 
DO 130 J=l,91 

130 IRES(I,J)=480 
C 

1 27 
1 28 

1 29 
C 
C 

IF ( I SSW ( I ) ) 1 4 7, I 27 
DO 128 I= 1 , 8 
ISUM( I) ='71 
DO 129 I= 1, 5 
DO 129 J=l ,5 
ISUM( l )=ISUM( 1) -1IWl (I ,J) 
ISUM(2)=1SUM(2)+I~2CI,J) 
I SU 1/ ( 3 ) = I SU lH 3 ) -1 HI 3 ( I , J ) 
ISUM(4)=ISUM(4)+l\'I4(I ,J) 
ISUV(5)=1SUMC5)-iIW5(I,J) 
ISUM(6)=1SUM(6)+IW6(I,J) 
ISUM(7)=ISUMC7)+IW7CI,J) 
1SUM(8)=ISUM(8)+IW8(I,J) 

C I1!0NLINEAR TRANSFORMATION OF IDEAL RESEAU (P,9X89) 
C 

DO J 38 I=3, 89 
DO 138 J=3,89 
IA=0 
I 1 = I 
Jl=J 
DY1=0. 
DX1=0. 
I 3= I 1 -3 
JJ=Jl -3 
DO 133 J2=1 ,2 
Jl2=Jl+J2 
J32=J3 +J2 
IJI 2= I l -1J 2 
IJ32= 13 -1J2 
DO 132 12=1,5 
DX1=DX1+IRES(I3+I2,J12)-IRES(I3+I2,J32) 

132 DY1=DY1+IRES(IJl2,J3+12)-IRESCIJ22,J3+I2) 
DX 1 =DX 1 + IF?E S ( I I , "n 2) - IR ES ( I I , J 3 2) 

133 DYJ=DYl -1IRES(IJI 2,Jl )-IRES<IJJ2,J1) 
IS=0 
I F < ( DX 1 • E O. 0 • ) • AN D. ( DY 1 • E O • 0. ) ) I S = 1 
IF( COX! .Eo.o.) .AND. (DYi .GT.0. )) IS=3 
IF< <DXl .EOJl. ).AND. <DYi .LT.0. )) IS=7 
IF«DYI .EQJ}.).AND. <DXl .GT.C~. )) IS=1 
IF C <DYi .E0.0.) .AND. (DX1 .LT. 0.)) IS=5 
IF<IS.NE.0) GO TO 137 

134 THETA=ATAN(DYI/DXI) 
1HE1k='Il-!ETA*C 1801./3.14159) 
IF CABS (THETA) • GE. 22. 5) GO TO I 3 5 
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IS=l 
IF(DXl.LT.0.) IS=5 
GO TO 137 

135 IF(ABS(TI-lETA).GF..67.5) GO TO 136 
IF ( <DX 1 • GT. 0. ) • AND. ( DY 1 • GT. 0. ) ) IS= 2 
IF< <DX1 .GT.0. ).AND. <DYi .LT.vl. )) IS=8 
IF ( ( DX 1 • LT. 0. ) • AND. <DY 1 • GT. 0. ) ) I S=4 
IF«DXI .LT.0. ).AND. <DY1 .LT.lil. )) IS=6 
GO TO 137 

136 IS=3 
IF< DY 1 • LT. 0. ) IS= 7 

137 DO 131 K=l ,5 

131 
1 3E3 
C 
C 

DO 131 L= 1, 5 
Kl=K-3+Il 
Ll=L-3+J1 
IF(IS.E0.1) 
IF(IS.E0.2) 
IF( IS.E0.3) 
IF< IS.E0.4) 
IF<IS.E0.5) 
IF(IS.E0.6) 
IF(IS.E0.7) 
IF( IS.E0.8) 

I A= I A + I \ 1/1 < K , L ) -;, I R ES ( K 1 , L1 ) 
IA=IJ\+IW2(K,L)*IRES(Kl ,Ll) 
IA=IA+Jl.VJ(K,L)~i;-JRES(Kl ,LI) 
IA=IA·HV·/4CK,L)*IRESCK1 ,Lt) 
IA=IA+IW5(K,L),;·IRES(Kl ,Ll) 
I A= I .A. + I V/6 ( K , L ) 'i, Iri ES ( K 1 , L1 ) 
IA=IA+IW7<K,L)*IRESCK1 ,LI) 
IA=IA-fIW8(K,L)1:IRESCKl ?Ll) 

CONTINUE 
IRES(I-2,J-2)=IA/ISUM<IS) 

C SHIFT OPH<A TION 
DO 140 I=l ,87 
I 1 = 90- I 
I 2= 80- I 
DO 140 J=l ,8i 

140:1 IRES(I1 ,J-i2)=IRES(I2,J) 
C FILL 

142 

1 4L~ 
C 
C 
C 
147 
149 
1 591 

DO 142 I= 1, 2 
I 1 =89+ I 
DO 142 J=J,89 
IRES(I,J)=IRES(J,J) 
IRES(I1 ,J)=IRES(89,J) 
DO 144 J= 1, 2 
JI =89 +J 
DO I 44 I= 1 , 91 
IRES(I,J)=IRES(I,3) 
IRES<I,Jl )=IF~ES<I,80) 

IF< I SS \·\/ ( 0 ) ) 2 1 0, 1 4 9 
DO 15(il I=l ,50 
A=RAND ( D1) 
DO 200 I=l,91 
LO 2(i.)0 J= 1 , 91 
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CALL GAUSSCDEV,AMEAN,V) 
I A= INT C V*400.) 

2 00 IRES ( I , J) = I RES (I , J ) ·tl A 
C 
210 HRI1E(8)(NAME(I),I=1,20) 

00·300 I=l ,91 
300 y'/RITE(8) (IRES(l,J)-J=l ,91) 

ENDFILE 8 
F?EW IND 8 
DO 35 0 I== 1 , 1 000 

350 HRI1E(1,40<0) 
4C10 FOR ~1;A TC 1111 ) 

END 
C 
C 
C 

SUBROUTINE GAUSS(SD,AM,V) 
A=0.0 
DO 50 I=l, 12 

50 A=A+RAND(0) 
V= ( A-6. 0) 'i,SD-i A~I 
RETURN 
END 
END$ 
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FTN 
C 
C 
C 

SOURCE - BKGNS 

95 

JAMES HIRAM AYLnR 

C 
C 

THIS PROGRAM CALCULATES 1}TE MEAN AND STANDARD DF:VIATION 
OF THE BACKGROUND AND THE MAXI MUM VALUE OF THE RESEAU 

C NOT INCLUDING 11-iE CENTER REGION. 
C I 

C IT ALSO PERFORMS THE CHI-SQUARED TEST 
C 
C 
C 
C 
C 

C 

SET BIT 0 FOR ACTUAL, BIT 1 FOR DERIVED GAUSSIAN 
SET BIT 2 FOR ACTUAL MEAN, ELSE MEAN - 1 .(;10 
SET RIT 3 FOR LABELS 

PROGRAM BKGN 
D I M HIS I ON I A ( 9 1 , 9 1 ) , t·l M•E ( 2 v1 ) 
DIMENSION IM(600),G(6rn0),LABEL(40) 
COMMON IC(2Cil) 

HR I 1E ( 1 , 1 0) 
Ji?\ FnR/•iAT(// 11 INPUT FILE No.: 11 ) 

READ ( 1 , *) M 
WR I TE < 1 , 1 5) 

1 5 FOR 1lA T ( 11 I NP U T WINDOW S I Z E : 11 ) 

READ< 1 , *H·1S 
WR I TE ( 1 , 1 , ) 

11 FOR~1fAT( 11 INPU1 HIS1DGRAM DELTA:") 
READ(l ,*)DELTA 

C 
C 
C NUMBER OF SAMPLES DIMENSION 

II=91-NS 

C 
NTO 1=NS*NS*4 

I P=vl 
X=0. 
Y=0. 
K=0 
DO 1 2 I= 1 , 600 
IMC l) =0 

12 G(I)=0. 
IMIN=1200 
I MAX=0 
WR I TE ( 6 , 20 ) 

20 FORMAT(IH~) 

C 

C 

C 

Nl=M-1 

CALL SPFIL(N1) 

GO 10 40 

30 HE1"JIND 8 



\:RITEC1 ,35) 
35 FORMAT( 11 INPUT ADDITinNAL FILE OR Cl 11 ) 

READ( I,* HI 
IF(hl.E0.0) GO TO 283 
Pl =V-1 
C,\LL SPFIL(Nl) 

4f7i REA[;(2)U!A;.ff(I).I=1,2;;1) 
·:·!fdTE(6,45) C\JAHE( I), I=l ,20) 

45 FOR/.'1\ TC I Cl)(, 2v\A 2) 
DO 5n I= I , 9 1 

5171 Rf:ADU3)(IA(I,J),J=1,91) 
IP=IP+l 
IF ( I SS 1, / ( 2 ) ) 6 2, 5 5. 

5'.J Z=r:1.r;1 
Dn 671 I=l ,NS 
D060J=l,IJS 
IZ=IA(I,J)-iIA(I-iII,J)-ilACI,J+II)+IACI+II,J+II) 
Z=Z + I Z/ ,.i,r;10. 

001 C0l·T TI NU E 
Z=Z/C'JS i-t!S ~~4) 

C 
IZ=b,4ilC1. 
DO 61 I=1 ,91 
co 61 J=l , 91 

6 1 I A C I , J ) =IA C I , J ) - I Z +4 01 ri 

C 
62 I1=D1 

DO 2(.7!D1 L= 1, 4 
D0 1 c10 I= 1 , !JS 
DO 1 8 f1 J = 1 , 1'J S 
K=K-i 1 
/11=1./(K-;J.) 
A 2= C K-1 • ) /I< 
DATA=CIACI+I1 ,J+Jl )/4r;01n. )-X 
Y=A2*Y-iAJ~OATA*DATA 
X=X +i\ 1 .,,DA TA 

1nn CON1INUE 
I 1 =II· 
Jl =II 
IF(L.E0.3) GO TO 20G 
IFCL.E0.1) J1=0 
IFCL.E0.2) I1=r.1 

2Wi'.1 C0N1INUE 
C 
C 
C CHI-SOUAHED TEST 
C 
C 

en 270 I=l ,NS 
DO 270 J= I , NS 
I F ( I A ( I • J ) • en. Il\A. X ) I PA)(= LI\ CI ' J ) 
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IFCIACI-1II,J).GT.IMAX) IMAX=IACI+II,J) 
IFCIACI,J+II).GT.IMAX) IMAX=IACI,J+II) 
I F < I A ( I + I r, J + II ) • GT. I MAX ) I MAX= I A C I + II , J ·-11 I ) 
IF(IACI,J).LT.IMIN) IMIN=IACI,J) 
IF C I A C I -1 II , J) • LT. IM IN) IM IN= I AC I+ I I , J) 
IF C I AC I , J + II ) • LT. IM IN ) I /vi If'1 =IA ( I , J + I I) 
IFCIACI+II,J+II).LT.IMIN) IMIN=IACI+II,J-1II> 

270 CONTINUE 
TDEL=DELTA*400. 
M 1 =CI MIN/ I DEL) -t 1 
A,l 2= C C I M AX / I DEL ) -+ 1 ) + 1 
DO 280 1=1,NS 
Dn 280 J=l ,NS 
DO 28 0 K = M 1 , M 2 
IB=IDEL-;:(K-1) 
IF (CI AC I, J) • GE. IB). AND. 

1 (IACI ,J).LT. <IB-1IDFL) )) IM(K)=IM(K)+l 
IF CCI AC I, J+ II ) • GE. I B) • AND. 

1 C I A CI , J -1 II) • LT. C I 8+ I DEL) ) ) p,rc IO= IMC K) -11 
IF C <IA C I -1 II , J ) • GE. I B) • AND. 

I C I A CI+ I I , J) • LT. C I B+ I DEL ) ) ) B 1 CK ) =IM < K ) -i 1 
IF { C I A ( I+ I I , J + II ) • GE. I B ) • AND. 

1 (IACI-1II,J-+II).LT.<IB-1IDEL) )) IMCK)=IYCK)+l 
280 CONTINUE 

GO 1D 30 
C 
C CREATE AC1VAL GAUSIAN DIST~ 
C 
283 Y=SORTCY) 

DO 28 5 I= 1 , 600 
A=( I,1:DELTA)·-DELTA/2. 
A=EXPC-C(A-X)*CA-X))/(2*Y*Y)) 

285 G (I)=< A *DEL TA -AN TOT* IP)/ CY .,1;5(mT C 6. 2831 R)) 
C 

J=l 
A=0. 
DO 288 I=l,600 
IFCGC I) .LE.A) GO TO 288 
A=G(I) 
J=I 

288 CONTINUE 

C 

M 1 =J- ( ( 2*Y) /DEL TA) 
~J2=J+ ( ( 2 *Y) /DEL TA)-+ 1 

Zl==0. 
Z2=0. 
Z=0. 
DO c90 I=Ml ,M2 
A= I l,'.( I) 
B=G( I) 
IF CB.LT. 5. r;J) Y''IR I TE ( 6, 28 2) 

282 FORMATC11 EXPECTED FREO. < 511 ) 
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IF ( I. GE. 1 ) GO TO 28 9 
A=9l. 
B= ( I*DELTA)-DEL TA/2. 
B= EXP ( - ( ( A-X) * ( A-X ) ) / ( 2 *Y *Y ) ) 
B= ( B*DELTA *NTO T) / ( Y *SORT( 6. 2831 8)) 

289 Zl=ZI +A 
Z2=Z2+B 
Z=Z-1( (A-B)*(A-B))/B 

2 90 CON TI NUE 
~1/R I 1E ( 6 , 4 00) X , Y 

400 FORMAT(lv1X, 11J·,ffAN - 11 ,F5.3,/,J0X, 11 STD. DEV. - 11 ,F5.3) 
M=M2-Ml .,J 
vm ITE (6,405) M 

4015 FORMAT(10X, 11 NO. POINTS USED - ".I3) 
WRITE(6,41Dl)Z 

4 I 0 FOR MAT ( 1 0 X , 11 C !-lI -SOU AR ED - 11 , F 7 • 3 ) 
MAX=0 
AMAX=0. 
DO 4 1 5 I= 1 , 6v)Dl 
IF(G( I) .GT.ANAX) AMAX=G(I) 
I F ( I M < I ) • GT • MAX ) MA X = I M ( I ) 

415 CONTINUE 
WRI1E(6,417)µAX,AMAX 

98 

417 FORMATC10X, 11 ACTUAL MAX. - 11 ,I3,2X,"GAL1SSIAN MAX. - 11 ,F3.1) 
21=21*100./(NTOT*IP) 
Z2=Z2*100./CN10T*IP) 
HR I 1E (6,420) Z 1 , Z.2 

42vl FORMAT(J(iJX, 11 ~6 AC1UAL, J GAUSSIAN - 11 ,F5.3, 11 ,ll,2X,F5.3) 
WRITEC6,422)NS 

422 FOR NAT( 10X, 11 SAl,,IPLE WINDOW SIZE - 11 , I2) 
Yrn ITE < 6,424) DEL TA 

424 FORFAT(JC7!X, 11 HISTOGRMI INCREMENT - 11 ,F6.3///) 
REHIND 8 
l''iR I 'lE < 6 , 201) 

C 
IF ( I SSW C 0 ) ) 4 617\, 4 6 2 

462 IF( ISSW( 1 )) 460,5Wil 
460 WRI1E(6,464) 
4 6 4 FOR r.' A T < " I NP UT MAX • H I ST OGRAM VAL U E : " ) 

READ( 6, ;-) BMAX 
CALL WIND0(0, l) 
CALL CHRSC27,12,128) 
B 1 =399*DEL TA 
CALL RANGE((i). ,Bl ,0. ,Ri,~AX,0,ri'!) 
CALL AXES(0.,0.) 
B2=4vl0*DEL TA 
CALL TI CK C 0, (-1. , B 2, 1 • , 30, I ) 
S PY=BMAX/ 10. 
CALL TICK(J,0.,BVAX,SPY,30,1) 
IF c Issw c 1) )465, 4,0 

465 CALL GRAPH(0,400,G) 
4,0 IFCISSh(0))472,499 



472 DO 475 I=l,600 
4 75 G ( I ) = IM ( I ) 

WRITE(6,477) 
4 71 FOR ~.lA T< "1YPE I TO CONT I NUE ! 11 ) 

READ( 6, *) IHD 
CALL GRAPH(0,400,G) 

4 99 HR I 1E ( 6 , 5 I 0 ) 
510 FORMAT( 11 POSITI0N THE CURSOR,STRIKE ;\NY KEY, 11 

!<.0 AND TY PE A LABEL") 
CALL CURSI<IHD,IXPOS,IYPOS) 
CALL TPLOT ( (11, IX POS, IY POS) 
CALL CHRS(Jl,128,128) 
READ< 6,520) <LABEL (J), J= 1, 40) 

S20 FORMAT(40A1) 
V;RI1E( I ,520) <LABEL CJ) ,J=l ,a0) 
HRITE(6,530l) 

5Jvl FORMAT( 11 TYPE 1 FOR H0RE LABELS, ELSE r:H 11 ) 
READ ( 6, 7:) IHD 
IF(IHD.E0.1) GO TO 499 
WRI1E<6~477) 
READ(6,*)IHD 

:Sv10 CONTINUE 
END 
END$ 
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FTN 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 

S0URCE-F2DS JIM AYLOR 

1HIS PROGRAM PERFORMS FILTERING 
VIA FFT 

L=0; NO FIL TERI NG AND NO FILT. OUTPUT 
BIT 0 ON FOR REAL AND IMAG. OUTPUT 
BIT 1 ON FOR MAGNITUDE PRINT 
BIT 2 ON FOR PLOTTER 
B I T 3 0 N FOR NO IN PUT PLOT 
BIT I 2 ON FOR NO MAPS 
BIT 13 ON FOR NO INPUT INPUT '!\AP 
BIT 15 ON FOR HIGH PASS,OFF FOR LOVr PASS 

PROGRAM F 20 1 
DIJAENSION NN(2) ,IX( 16) ,A( 16) 
INTEGER IB(91) ,NAME(20) 

C CHANGE FOR NEW ARRAY SIZE 
DI',\EMSlOi~ Uf\ 0lr.(6 1t:.·32), ID.'.TA(32) 

C 

C 

C 

DA TA IX/1 H , 1 H 1, 1 H2, 1 H3, 1 H4, 1 H5, J '--16, 1 H 7, 1 HG, 
8, 1 H9, 1 HA, 1 HB, 1 HC, 1 HD, 1 HE, 1 HF/ 

INPUT =B 

C CHANGE FOR NEW ARRAY SIZE 
N=32 

3CV7Jr For~ iVA T< 2nx, 11 ., -1-1-1-: -1-1 ·H ·H -t..; -1-1 H +++++++++++++++++11) 
35nri FnfH.'.A T< 2nx, 11 -; 11 , 32A 1 , 11 -: 11 ) 

Mn=2 
C 
C SKIP FILES 

\'JR I TE ( 1 , 1 1 ) 
17 FOflNATCflSKIP AMY FILES? 11 ) 

READ<J ,i:H'fFILE 
C.\LL SPFILCNFILEf 

C 
I I=rl 
\'I FH TE ( 1 , 2 3 ) 

23 Fm?1'/AT( 11 INPUT CUTOFF TERMll) 
READ<l,~\-)L 
Nl=L-1 
N2=L+ 1 
N3=N/2 
IF< I SS V:< 1 5 ) ) 28 , 29 

28 HR ITE ( 6, 28-"'l )f'T 1 
2f:.0 FOR1·,\ATC 11 TER/,\S 1 1HROUGH 11 ,I2, 11 CUTOFF") 
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GO TO 333 
29 WRITEC6,290)N2,N3 
2 90 FOR t\A T( II TERMS 11 , I 2, 11 THROUGH 11 , I 2, 11 CUTOFF 11 ) 

333 NN ( 1) =N 
NN(2)=N 

C 
C INPUT DJ\ TA 

READ(INPUT) <NAME(!) ,I=l ,20) 
DO l I=l ,2-3 
RE A. C ( I NP U T) ( I B ( J ) , J = 1 , 9 1 ) 
DO 3 I=29,6(2J 
F? EAD C IN PUT) < I B ( J) , J = l , 9 I ) 
DO 4 J=29,60 

4 DATA(2;HI-28)-1,J-28)=I8(J)/4Dl0. 
3 CONTINUE 

DO 6 I=61 ,91 
6 READ( INPUT) <IB<J) ,J=l ,91·) 

REWIND INPUT 
DO 2 I= 2 , 2 *N , 2 
DO 2 J= 1 , N 

2 DATACI,J)=0. 
C 
C FIND MAX. 

AMIN=DATA(l, 1) 
Al-'\AX=DA 1A ( 1 , 1 ) 
DO 5('11 I=l ,2*fl-1,2 
DO 501 J=l ,N 
IF C DA TA ( I , J )-AMAX) 5 02, 5v1.2, 653 

653 AMAX=DATA(I,J) 
502 IF(DATACI,J)-AMIN)5113,501,5(;ll 
503 MHN=DATA<I,J) 
501 CONTINUE 

DELTA= ( AMAX-All IN)/ 1 6. 
C 
C BIT 13 ON FOR NO INPUT DATA FRINT 
C 

IF ( I SS\'/ ( 1 3 ) ) 1 55, 2 11 
211 WRITE(6,902)(NAME(I),I=l,2171) 
902 FORMAT< /// 11 INPUT DATA - 11 ,20A2) 

GO ~JO 1 50 
C 
C FINL 2D FFT, DIV. BY N*N, PRINT MAG. BEFORE AND AFTHJ. 
C 
2f7.0 CALL FOUR2( DATA ,NN, 2, -1) 

II=II+l 
DO 5 I=l ,2~._.N 
DO 5 J= 1 , N 

5 DAT A < I , J ) =DA TA ( I , J ) / U'7 ;, N ) 
C 

IFCISSW(0))1000,1001 
1000 ~RITE<6,910) 
910 FOFH'AT(/// 11 REAL PART OF TRANSFORM") 
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DO 7 I= 1 , N-1 , 2 
DO -ti K=l ,N ,8 

71 ViRI1E(6,101 )(DATACI,J),J=K,K+7) 
7 ~RITE<6,102) 
!Di! FORVATC8CF7.5,2X)) 
1 0 2 FOR ].!J\ T ( / ) 

WRITE(6,104) 
104 FORMATC// 11 IMAG. PART OF TRANSFORH 11 ) 

DO 105 I=2,2*F,2 
DO 106 K= 1, N, 8 

1 06 \!iR I 1E ( 6, 1 oq ) (DATA ( I ,J) , J=K, K -i 7) 
105 ~RITEC6,102) 
C 
1 001 IF C I SS 1// ( J ) ) 1 200, 1 2c11 
1200 \'IRI1E(6,90D1) 
900 FOR l'.A T( I I / 11 ;,,\AGN ITUDE AFTER FILTER ING 11 ) 

DO 3v1 I= 1 , 2 *N -1 , 2' 
DO 31 J=l ,N ,,'3 
DO 32 K=l,8 
A(IO=(DATA(I,J+K-1 ));i1:2+(DATA(I-+l ,J-W-1 ))**2 

32 A(K)=SORT(A(~)) 
3 1 v\'R I 1E ( 6, 1 ';;J 1 ) ( A ( K) , K= l , 8) 
30 ~RITE(6,102) 

HR I TE < 6 , 4 ri) 
C 
C SKIP FILTER? 
1 2 0 1 IF < U 2 0 1 , 2 0 1 , 1 1 99 
C 
C FIL 1ERING 
1 1 9 9 I F C ISSI'·/ ( 1 5 ) ) 1 l 9 8 , 1 1 9 7 
l l 9 8 \\IF? I TE ( 6 , 1 1 9 0) 
1190 FORNAT(// 11 HIGH PASS FILTERED 11 ) 

IFCNl.Eo.rn GOTO 1195 
DA TA ( 1 , 1 ) =iii. 
DATA( 2. 1 )=0. 
I F Ci'J l • E Cl • I ) GO TO 1 1 9 5 
DO 34 I =3, 2 ·kl! I 

34 Di\TA<I,1)=0!. 
DO 9 J=2,NI 
DATA( l ,J)=I~. 

9 DATA(2,J)=0. 
CO 10 I= 1 , 2 * ( N 1 -1 ) 
DO 10 J= 1 , N 1 -1 
DATACI+2,J+1)=0. 
DATA(2*N+1-I,J)=0. 
DATA(I,N-ll-J)=OJ. 

10 DATAC2*N+1-I,N+1-J)=0. 
GO TO 1195 

C 
1 1 9 7 \.'·JR I 1E ( 6 , 11 9 1 ) 
1191 FOf-H,AT(//!1LOVf PASS FILTERED 11 ) 

DO 11 I=2';1:l'J2-1,2,.,N3-t2 
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DO 11 J=l,N 
DATA<I,J)=0. 

11 DATA(2*N+3-I,J)=0. 
DO 1111 I=l,2;\N 
DO 11 J 1 J=N2,N3+1 
DATA(l,J)=0. 

1111 DATACI,N+2-J)=0. 
C 
1 1 9 5 I F < I S S H ( 1 ) ) 1 20 2 , 1 20 3 
1 20 2 WR I TE ( 6 , 9 r.11 ) 
901 FORMAT(//"MAGNITUDE AFTER FILTERINGll) 

DO 44 I=l ,2*N-1 ,2 
DO 45 J=l ,M,,3 
DO 4 6 K = 1 , c3 
ACK)=<DAT/\(I,J·tK-1 ));'d,2+(DATA(I+1,J+K-1 ))*·k2 

46 A(K)=SORT(A(K)) 
4 5 \'IR I TE ( 6 , 1 vJ 1 ) ( A ( K ) , I<= 1 , 8 ) 
44 WRI1E(6,102) 

v\R I 1E ( 6, 4v)) 
C 
1203 IFCISS~(0))1002,1003 
1 0Cl 2 vm I TE ( 6 , 9 11 ) 
91 J FORMAT(// 11 REAL PART OF FILTERED TRANSFORM'') 

DO 8. I= 1 , N- 1 , 2 
DO 88 K = 1 , N , 8 

58 \'!RI 1E (6, 101 ) (DATA ( I ,J), J=K, K+7) 
8 \•m I TE ( 6 , 1 vl2 ) 

l'JR .I TE < 6 , 9 1 2 ) 
912 FORFAT(// 11 IMAG. PAF?T OF FILTFf~ED TRANSFOR/-OI) 

CO 913 I=2,2~N,2 
DO 91 4 K= l , N, 8 

914 WRITEC6,101 )(DATA(I,J),J=K,K-17) 
913 ~RI1E<6,l02) 
1 OV:'13 CONTINUE 
C 
C INVERSE FOURIER 

CALL FOUR 2 ( DA TA , N N , ? , 1 ) 
_ A (H N= DA TA ( I , 1 ) 

DO rl56 I=l, 2;':n-1 ,2 
DO f356 J= 1 , N 
I F < ( DA TA < I , J ) + 1 lil • J - ( AJII N -1 1 (ii • ) ) 8 5 "t , 8 5 6 , 8 5 6 

8~1 AMIN=DATA(I ,J) 
856 CONTINUE 

V·iR I 1F C 6 , 9 vl 3 ) < NAME ( I ) , I == 1 , 2 0 ) 
903 FORVAT(// 11 RESULT - 11 ,20A2) 
C 
C OUTPUT //AP TO PR INTER 
150 IFCISSW(12))155,151 
1 51 l'JF?I TE ( 6, 40) 
40 FORUATC////////) 

i,.s/RITE (6 ,300(!]) 
on 500 I=l,2*N-1 ,2 
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CO 55 0 J= I , M 
I 1 = 17 

700 I 1 = I 1 -1 
IF<Il-1 )7f.'l1,,01,i02 

102 IF ( (DATA ( I , J) -+ I r;1. ) - <D F.LTA',\'I 1 -iA/HN+ 1 0. ) ) 7Cl10, 701 , 701 
701 IDATA(J)=IXCIJ) 
550 CON TI NUE 

WRITEC6,3500)(IDATA(J),J=1,N) 
500 CON TI NUE 

C 

rm I 1E < 6 , J Vi00) 
hR I 1E ( 6, 4Cl) 

C B IT 2 0 N FOR 1 1 TH RECOR D ON PLO T1 ER 
155 IF(ISSW(2))160,171 
1 601 IF C II ) 1 56, I 56, 1 5 7 
156 IF(ISS\.'i(3))1,1,157 
157 hRI1E(6,40) 

AB=0. 
DO 161 I=l ,N 
I F C AB-0 AT A < l 1 , I ) ) 1 5 9 , 1 61 , 1 6 1 

1 59 AB= CA TA< 1 1 , I ) 
161 CONTINUE 

\'/RITE (6, 163)AB 
1 63 FOFU.'.A T( 11 PAX. VALUE = 11 , F6. 3) 

CALL EXEC(l, 1108, 128, 1, 1) 
CALL EXEC ( 1 , l 10B, 255, 1 , 1 ) 
HR I TE ( 1 , 1 69 ) 

J 69 FORMAT ( 11 IN PUT MAX.: 11 ) 
REAGCl,;:,)AB 
PAUSE 
DO 164 I=l,l'l 
IOUT=<DATA( 11 ,I)/AB)*127.+128. 
DO 1 66 J 1 = 1 , 2(N7\ 
DO 1 66 J 2== 1 , 2<Nl 

1 66 CONTINUE 
164 CALL EXEC(l, 1 Jv1B, TOUT, 1, 1) 

DO 16 7 J 1 = 1 , 200 
DO 167 J2=1 ,200 

1 6 7 CON TI NU E 
CALL EX EC< 1 , 1 1 0R, 1 2A, 1 , 1 ) 

1 71 CONTINUE 
C 

IFCII)2~0,200,201 
201 CONTINUE 

END 
END$ 
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FTN 
C 
C 
C 
C SOURCE - H20S · JIM AYLOR 
C 
C THIS PROGRM,I PERFORMS FIL 1ERING 
C VIA THE FHT 
C 
C L=0; NO FILTERING 
C BIT 1 ON poq HIGH PASS,OFF FOR LOH PASS 
C BIT ON FOR HlPUT MAP 
C F3 IT 3 0 N FOR PLO TIE R 
C BIT 12 ON Fm? NO (.tl\PS 
C BIT 1 4 ON FOR PR INTI NG TRANSFm?MS 
C B I T 1 5 0 N FOR PR I NT ING IN PUT DAT A 

·C 
C 

-c CHANGE IF NEW ARRAY SIZE 
DIMENSION XR(6,32),FXYC32,32),I0ATAC32) 

C 
DIMENSION IX ( 1 6) 
INTEGER NA/,\E(20),IB(Ol) 
DATA IX/1H ,1!--11,1H2,1H3,1Hi1,1H5,1H6,11-l7, 

&1H8,1H9,1HA,1HB,1HC,1HD,1HE,1HF/ 
C 
C CHANGE IF NEh ARRAY SIZE 

M=32 
)}=6 
INPUT = 3 

3 orio FOR MAT c 20x, 11 +++++++++++++++++ ++++ -1-1 +"\ ·H +-1 -1 -1 -1--1 -1-11 ) 

350H1, FOR HAT ( 20X, 11 -1 11 , 32A 1 , 11 + 11 ) 
C 

Vi R I TE C 1 , 1 7) 
1 i FOR NA TC / 11 INPUT SA MPLF NUMBER: n) 

READ C 1 , ·k) NFLE 

C 

NFLE=NFLE-1 
CALL SPFILCNFLE) 

WF? I 1E C 1 , 1 ) -
FORMAT( 11 WHAT rs THE CUT-OFF 1ER.l\: 11 ) 
flEADC 1 , -.1-) L 
IF ( L) 40, 4vl, 4 1 

40 WRITEC6,2000) 
2000 FOfH/\AT(// 11 NO FIL1ERING 11 ) 

GO 10 44 
4 I IF ( I SSH ( 1 ) ) 43, 4 2 
4 2 LL=L+ 1 

vrnITE(6,2002) 
2vW12 FORl./AT(// 11 LOt\ PASS FILTER") 

WRITEC6,2001)LL,N 
20Ji'.7)1 FORliATC/// 11 TERl·\S 11 ,I3, 11 THROUGH 11 ,I3, 11 CUT OFF 11 ) 
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GO 10 44 
43 IL=2 

LM=L-1 
V/R I TE < 6 , 2 0n 3 ) 

2003 FORMAT(// 11 HIGH PASS FILTER 11 ) 
f1iR I 1E ( 6 , 2 v}11 ) IL , LI l 

44 CONJINUF: 
200 FORMATCBF6.3) 
C 

2!2)40 

202 0l 
212)1 0 

C 
C 
C 

25 
201 

3(.7i0 
Jv11 
C 
C 
15 

1 ())17, 1 
1n02 
1003 
I ()00 

C 

READ<INPUT) <NAME(I) ,I=l ,20) 
DO 204(1 I=l ,28 
READ ( IN PUT) ( I B ( J) , J = 1 , 91 ) 
DO 2010 I=29,6Cl 
REAL<INPUT) (IBU) ,J=l ,91) 
DO .c.020 J=29,MJ . 
FXYCI-28,J-28)=IB(J)/400. 
CONTINUE 
DO 2030 I=61 , 91 
READ( INPUT) (If3(J) ,J=l ,91) 
RE\•iIND INPUT 

PR INT Il'l PUT 
BIT 15 ON FnR PRINTil'TG 

IFCISS~C15))25,15 
hF?I TE ( 6 , 2011 ) 
FOR1\1AT(// 11 Ir!PUT DATA /,IAP 11 ) 
DO 20 I= i , N 
K=l 
DO 21 K 1 = 1 , N , 1 6 
\:JRITEC6,300) (FXYCI,J) ,J=K,K-:15) 
I<=K ·l1 6 
l'iRI1EC6,Jcn) 
FOFnIAT C 1 6F4. 2) 
FOR 1·,'A TC I) 

FIN C /)AX. 
Al,1AX=FXY ( 1 , 1 ) 
AMIN=FXY( 1, I) 
DO 1 0v'if) I= 1 , N 
DO 1000 J=l,N _ 
I F ( F X Y C I , J ) ·-AMAX ) 1 •7i 0 2 , 1 0e, 2 , 1 W::11 
AMAX=FXYCI,J) 
IF< FXYC I ,J)-AIHN) 1 r7i03, 10VP, I e, 1;10 
,A).\Hl=FXY (I, J) 
CONTINUE 
DELTA= C AFAX-A/'iIN) / 1 6. 

I I=-1 
IFCISS~(2))1313,J 

1313 ~RITE(6,900) 
9'710 FOR1\rAT(// 11 INPUT DATA /,·1AP 11 ) 

· GO 10 l 580 
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C 
C HADAMARD TRANSFORM 
3 II=II+l 

DO i J= 1, l'l 
DO 5 I= 1 , N 

5 ·XR(l,I)=FXY<I,J) 
CALL HAD< XR, N, r.\) 
DO 6 I= 1 , N 

6 FXYCI,J)=XRCM,I) 
7 CONTINUE 

DO 10 I= 1 , N 
DO 8 J= 1 , N 

8 XRCl,J)=FXYCI,J) 
CALL HADC<R,N ,M) 
DO 9 J= l , N 

9 FXYCI,J)=XRCM,J) 
10 CONTINUE 
C 
C DIV. INVERSE EY N*N BUT NOT FOP'."//1.RD 

IF C II ) 60, 60, 61 
6 0 CO i 0 I = 1 , l~ 

CO -,0 J=l ,N 
70 FXYCI,J)=FXYCI,J)/CN*N) 
C 
C PRINT TRANS FORM VALUES 
C BIT 14 ON FOR PRINTING 
C 
61 IF(ISSW(14J)50,51 
5C1 IF(II)53,53,56 
53 l/1RITEC6,960) 
96\il FORrlATC // 11 HADAMARD TRANSFOP/,\ OF H.fPUT 11 ) 

GO 1D 55 
56 r·\1RITEC6,9ir;;\) 
910 Fmn·:AT(// 11 FILTERED INPUT DATA") 
250 FORWAT(////) 
55 DO 11 I= 1 , rl 

K=l 
DO 1 1 l Kl= 1 , N, l 6 
WR I TE ( 6 , 3 0 2 ) ( F X Y ( I , J ) , J = K , K ·I 1 5 ) 

1 11 K=K-il 6 
l l I'/ R I TE ( 6 , 3 0 1 ) 
302 FOPMAT(16F4.3) 
C 
C PASS 1 OR PASS 2? 
51 IF C II ) 5 2, 52 , 3 r,J 
C 
C PASS l 
C FIL1ER 
52 IF<L)l600,l6~0,90 
C 
C BIT l ON FOR HIGH PASS 
90 IF ( I SSH< 1 ) ) 9 2, 9 3 
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93 DO 95 I=L-ll ,N 
DO 95 J=l ,N 

95 FXY<I,J)=0. 
DO 955 J=L-il ,N 
DO 955 I= 1 ,N 

955 FXYCI,Jl=0. 

C 

\"JR I TE C 6 , 9 0 1 ) 
GO 10 3 

C H I Gl-1 PASS 
9 2 A= F XY ( 1 , l ) 

DO 96 I=l ,L-1 
DO 96 J=l,L-1 

96 FXY<I,J)=0. 

C 

FXY(1,1)=A 
WR I IE C 6, 9Dl 1 ) 
GO 10 3 

C PRINT RESULTING MAP 
30 WRITEC6,980) 
980 FORNATC/// 11 P.ESULTING NAP 11 ) 

C 
C PR I N T /;\A P 
1500 IFCISSWC12))1515,1514 
1 51 4 irirH 1E C 6,901 ) 
901 FOfd/ATC/////) 

\,,,,RI 1E C 6 , 3 ~~00) 
DO 1 5 OI I= 1 , N 
DO .1502 J=l ,N 
I 1 = 17 

1 503 I 1 == I 1 -1 
IFC I 1-l) 15 104, 1504, l 5C15 

l 5 05 IF C ( F XY C I , J) + 1 0. ) - ( DEL TA ·n 1 -; J\ I/ IN -i 1 C1. ) ) l 5 0 3 , 1 5 cia., 1 5 r,i 4 
I 504 I DATA CJ)= IX C I 1 ) 
1 502 CONTINUE 

Vi R I 1E ( 6 , 3 5 v)0 ) C ID AT A CJ ) , J = 1 , N ) 
1501 CONTINUE 

C 

\i'/R I TE C 6 , 3 000) 
\/RI1E(6,90l) 

C BIT 3 ON FOR PLOTTF.R 
C 
1515 IFCISSWC3))2500,2501 
2500 1i'1RITEC6,9(11) 

\'iRI1EC6,25vl2)FXYC8, 1) 
2502 FORMAT( 11 FIRST VALUE= n,F6.3) 

CALL EXEC C 1 , 11 ~18, I 28, 1 , 1 ) 
CALL EXEC( 1, 1108, 255, 1, 2) 
rm I TE ( 6 , 2 50 6 ) 

2506 F0Rl/ATC 0 INPUT MAX.: 11 ) 
READ( I , *) AB 
PAUSE 
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DO 26 00 I= 1 , N 
IOUT=CFXY(8,I)/AB)*127.+128. 
DO 2700 Jl=l ,200 
DO 2700 J2=1,20(7J_ 

2700 CONTINUE 
2600 CALL EXEC(1,110B,IOUT,1,1) 
2501 CONTINUE 
C 

IF( II -ii )3,3, 1600 
l 600 CONTINUE 

END 
C 

-c 
C HADAMARD TRANSFORM SUBROUTINE 
C 

SUBROUTINE HAD(XR,~ 1 M) 
DIMENSION XRCM,N) 
NH=N/ 2 
CO 120 L=1, M-1 
LP=L+l 
LH=L-1 
NY=0 
NZ=2·Jn::LM 
NZI=2*1'1Z 
NZN=N/NZI 
DO 11 0 I= 1 , NZN 
NX=NY +1 
NY=NY +nz 
JS=<I-1 )*NZI 
JD=JS+NZI+l 
LO 1017i J=NX, NY 
JS=JS-1 I 
J2=J+NH 
XRCLP,JS)=XRCL,J)+XRCL,J2) 
JD=JD-1 
XRCLP,JD)=XRCL,J)-XRCL,J2) 

1 0(11 CONTINUE 
l 10 CONTINUE 
l 2~l CONTINUE 

RETURN 
END 
END$ 
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C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

10 

C 

FIN 

SOURCE - BAYIS JIM AYLOR 2/6/77 

TH IS PROGRAM GENERA TES THE RAYES THRESHOLD FOR 
THE TWO CLASS CASE OF SIGNAL AND NOISE 

BIT 0 ON FOR CHANGE nF RESEAU WIDTI~ 
BIT I ON FOR CHANGE OF DELTA 
BIT 2 ON FOR NO PRINT OUT 
BIT 15 ON FOR LABELING 

PROGRAM STAT 
DB1ENSION IDATA(9 I ,91) ,NAME(20) 
DIMENSION IK(300),IM(300) 
DIMENSION PXWl (300),PXW2(300),PW1X(300) ,PW2X(30~) 
DIMENSION LABELC40) ,IC(2n) 
COMMON IC 
WRI1E<l,1C0) 
FORr.·1ATC 11 JNPUT SAMPLE NUMBER: 11 ) 

READ( 1, *HJ 
N=N-1 
CALL SPFIL<N) 

C AS SU ME 9 WI DE 
IS=9 
IF ( I SSW ( 0) ) 1 6, 1 o 

1 6 WR I TE< 1 , 1 2) 
12 FORl.1ATC11 INPU1 VHD1H OF f?ESEAU(ODD NUMBER) : 11 ) 

READ(l,,dIS 
19 N=(<JS·x91*2)-IS)\·IS) 

VI 1 = < 8 28 1 • -N ) /8 281 • 
W 2=N/8281 • 
IS1=IS/2 

C 
C ASSUME DEL TA=()). 02 

DEL TA=0.02 
IF ( I SSW ( 1 ) ) 25, 28 

25 WRITE<1,26) 
26 FOR MAT( 11 INPUT DELTA: II) 

l?EAD ( I • -J,)DELTA 
28 IDEL=DELTA*400. 
C 

DO 3 7 I= I , 3 00 
II« I) =0 
IM(I)=vl 
PXWl(I)=0. 
PXW 2< I) =0. 
P\11 1 X < I) = 1 • e1 

3 7 PW 2 X ( I) =O • 0 
C 
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READ(8)(NAMECI),I=l ,20) 
WRITE(6,38) (NAME(I) ,I=l ,20) 

38 FORMAT(20A2/) 
V'iR I 1E ( 6 , 4 0 ) I S , DELTA 

40 FORMAT( 11 F~ESEAU WIDTH= n,I2/0 DEL1)\. DENSITY= 11 F5.3//) 
C 

DO 50 I= 1 , 9 1 . 
50 READ(8) (IDATA(I,J),J=l ,91) 

REWIND 8 
C 

HIH!=l 200 
IMAX=0 
DO 6(1l I= 1 , 9 1 
DO 6(1 J = I , 9 1 
IF(IDATA(I,J).LE.IMAX) GO TO 55 
IMAX=IDATA(I,J) 

55 IF(IDATA<I,J).GE.IMIN) GO TO 6vl 
Ii\\IN=IDATA(I,J) 

60 CONTINUE 
N 1 = <I MIN/ I DEL) -11 
M 2= < ( I MAX/ I DEL ) ·+ I ) + 1 

C 
C FILL THE DENSITY BINS 

I J 1=46- <IS 1 + 1 ) 
IJ3=46-1ISI 
DO 23 0 I= 1 , L.J I 
DO 23 0 J = 1 , I J 1 
DO 230 K= Ml , ~,:,?. 
I A= I DEL~\ ( K-1 ) 
IF (<IDA TA ( I , J) • GE. I A) • AND. 

8,( I DATA( I,J) .LT. <IA-1IOEL )) ) IMCK)=IMCK)+l 
IF < ( I DAT A ( I , J + I J2 ) • GE • I A ) • AND. 

K(IDATA<I,J+IJ2).LT. (IA+IDEL))) Bi(K)=It'.(K)-tl 
IF ( <I DA TA ( I + I J 2, J) • GE. I A) • A ND. 

[C( ID AT A ( I+ I J 2, J) • LT. ( I A -1 I DEL ) ) ) I H ( K ) = IM ( K ) + 1 
230 IFC(I0ATA(I+IJ2,J+IJ2).GE.IA).AND. 

& < ID AT A < I -1 I J 2 , J -1 I J 2) • LT • ( I A+ I DEL ) ) ) IJ1 \ C K ) = n1 ( K ) -1 1 
DO 23 5 I= M 1 , (I 2 

235 I K < I)= IM< I) 
DO 240 I=IJ1+1,IJ2 
DO 240 J=J IJl 
DO 240 K=Mi ,M2 
IA=IDEL1HK-l) 
IF ( ( I DA TA CI , J) • GE. I A) • AND. 

8,CIDATA(I,J).LT. <IA+IDEL))) IK(K)=IK00-11 
240 IF( <IDATACi ,J-1IJ2).GE.IA).AND. 

&(IDATA(I,J+IJ2).LT. (IA-tIDEL))) IKCK)=IK(K)-11 
DO 245 I=1,IJ1 
DO 245 J=IJJ+l ,IJ2 
DO 245 K=li\l ,M2 
IA=IDEL·i.(K-1) 
IF ( <I DATA< I, J). GE. I A) • AND. 
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8,(IDATA<I,J).LT. <IA+IDEL))) IK(K)=IK<K)+l 
2 45 IF ( <I DA TA (I + I J 2, J ) • GE. I A) • AND. 

& ( ID ATA < I+ I J 2 , J) • LT. ( I A -i I DEL ) ) ) I K ( K ) = I K ( K ) -t 1 
DO 25 0 I= I J 1 + 1 , I J 2 
DO 250 J=IJ1+1, IJ2 
DO 250 K=Hl ,H2 
IA=IDEL*<K-1)' 

250 IF (<IDA TA (I, J). GE. I A). AND. 

C 
&CIDATA(I,J).LT. CIA·HDEL))) IKOO=IK(K)+l 

L 1 =0 
K1=0 
DO 270 I=Ml , 1/2 
Kl=Kl+IK(I) 

270 Ll=Ll+IM(I) 
Xl =Kl 
X2=L 1 
DO 3c,1v1 I= Ml , lF2 
A 1 = IK ( I ) /X 1 
PXVI 1 ( I ) =IM ( I) IX 2 
PXW2(I)=(A1-PXW1 (I)~"V'Jl )/i~,2 
P 1Y 1 X ( I ) = 1,'/l * PXW I ( I ) 
PW2X(I)=W2*PXW2(I) 
IF< A 1 • E Q. 0. ) GO TO 29 li1 
P l"'i I X ( I ) = PW 1 X ( I ) / A I 
PW 2X ( I)= P\'12X (I) /A 1 
GO 1D 300 

2 90 Pt1i 1 X < I ) = Vi\ l X ( I - 1 ) 
PH 2X < I ) = PW 2X ( I - l ) 

300 CONTINUE 
f',JR I 1E (6,350) h I , 1/12 

35vl FORMATC"P<l/1) = 11 ,F7.4,/, 11 P(W2) = 11 ,F7.4///) 
IFCISSW(2))415,360 

360 WRITEC6,370) 
3 i 0 FOR MAT ( 11 DENS I 1Y 11 , 8 X , 11 P ( X ) 11 , 9 X , 11 P ( X /W l ) 11 , 2 X , 11 P ( X / H 2 ) 11 , 

/\ 4 X , 11 P ( VI 1 / X) 11 , 4 X, 11 P ( W 2/X ) 11 I) 
B 1=0. 
82=0. 
83=0. 
DO 400 I=Ml ,M2 
A=DEL TA*( I-1) 
Al=IK<I )/Xl 
B1==81 ·!Al 
B 2=B2 +PX1

// 1 ( I) 
B3=83+PXW2( I) 
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40()) HR I 1E ( 6 , 4 1 0) A , I I« I ) , A 1 , IM ( I ) , PXW 1 ( I ) , PXv'J2 < I ) , P vY 1 X ( I ) , P \',/2 X < I ) 
410 FORMAT(F4.2,3X,I4,2X,F6.4,3X, 

&I4,2X,F6.4,3X,F6.4,5X,F6.d,5X,F6.4) 
415 WRITE(6,420)Kl ,LI 
420 FORJ,\AT(// 11 SAMPLE SPACES: 11 ,5X, 11 W2 - 11 ,I5,5X, 11 W1 - ",I5/) 

WRI1E(6,430)B1 ,82,B3 
430 FORl'AT( 11 FOR ALL x: 11 / 11 P(X) = 11 ,F6.4/ 11 P(X/V/1) = 11 ,F6.,:l/ 



,(?, 11 P ( X/W 2) = 11 , F 6. 4) 
\"/RITE (6,500) 

500 FOR r,·:A T< / /) 
C 

DO 505 I=Ml , lA2 
IFCPWIXCI).LT.0.5) GO TO 507 

505 CONTINUE 
507 A=DELTA-;1:(I-J) 

vmI 1E <6 ,50s >A 
508 FORMAT ( 11 BAYES OPT BHHr 11--mESHOLD = 11 , F 4. 2//) 
C 

DO 5 1 0 I= 1 , M 1.- 1 
PF'II X C I ) = PH 1 X C M 1 ) 

5 1 lil JJW 2 X ( I ) = P V,/2 X C M 1 ) 
DO 5 1 5 I= N 2 -i 1 , 3 00 
PH 1 X ( I ) = PW 1 X C M 2 ) 

515 P\:··/2 X ( I) =PW2X ( M2) 
AMAX! =(-1. 

AMAX2=0. 
DO 5 2 Ol I= 1·,.,1 l , M 2 
IF(FX\:"11 (I).GT.AMAXl) AMAXl=PXI'n (I) 
IF<PXW2(I).GT.AMAX2) AMAX2=PXW2(Il 

520' CON TI NUE 
\'l~H1E(6,54!7i)A/vfAXl ,AHAX2 

540 FOFH,:AT(11 MAX P(X/1/11) = 11 ,F6.4/ 11 MAX P (X/\'/2) = ",F6.4///) 
VIRITE(l ,55Cil) 
WRITE(6,545) 

545 FOR ~/AT( ll---r') 
550 FOf-? }'.AT( 11 IN PUT MAX. PROB: 11 ) 

READ( 1, -;:,)m/AX 
C 
C PLOT RESULTS 

C 
C 

C 
C 

CALL l'HND0(0, I) 

AMAX=3. 50 

IBIN=AHAX/DELTA 
DO ,c,:10 I= l , 2 
CALL CHRS(27,12,128) 
B 1 =/\MAX-DEL TA 
GO 1D (600,620),I 

600 CALL RM.fGE(vl. ,81 ,r;i. ,BMAX,0,0) 
CALL AXES(0.,0.) 
CALL TICK(Q1,0. ,Bl ,0.5,30, 1) 
S PY=B MAX/10. 
CALL TICK(l,0.,BMAX,SPY,30,l) 
CALL GRAPH(vJ, IBIN,PX\'!1) 
CALL GRAPH(0,I8IN,PXN2) 
GO TO 65ri 

620 CALL RANGE(Cl. ,Bl ,0., 1 .0,0,fil) 
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650 
6,0 
672 

6i5 

677 

680 
690 

700 

CALL AXESC0.,0.) 
CALL TI CK ( 0, 0. , BI , 0. 5, 30, I ) 
CALL TICK(! ,0., J .vJ, .1 ,30, 1) 
CALL GRAPH(0,IBIN,PW1X) 
CALL GF-?APH(0, IBIN,PW2X) 
IF(ISSWC15))670,680 
V-iR I TE C 6 , 6_ 72 ) 
FORFATC 11 SET CURSOR,STRIKE A KEY ,AND INPUT A LABEL:") 
CALL CURS I ( IHD, IX POS, IY POS) 
CALL TPLOT(0,IXP0S,IYPOS) 
CALL CHRS(Jl, 128,128) 
READC6,675) (LABEL CJ) ,J=1,4v1) 
FORYATC40Al) _ 
~"iRITE < l ,675) <LABEL CJ) ,J=l ,40) 
\'JR I TE C 6,677) 
FORMAT( 11 TYPE 1 FOR MORE LABELS, ELSE 0: 11 ) 
REAC:(6,~-r)IHD 
IF( nm. EO. l) GO TO 67(1 
HRITE(6,690) 
FOR1.-1AT( 11 TYPE 1 TO CONTINUE: 11 ) 

READ( 6, ·k) IHD 
IF ( nm. NE • I ) GO TO 6[3 0 
CONTINUE 
END 
ENO$ 
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FTN 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 

SOURCE - TPMS JIM AYLOR 

THIS PF?OGRAH PERFORMS TEMPLATE FATCHING ON 
11-iE RES EAU I MAGES ASSUMING A PULSE-LIKE I MAGE 
AS A TEMPLATE 

BIT 0 ON FOR INTERMEDIA1E BEST MATCH 

PROGRAM TPMT 
DIMENSION IA(91,91) ,NAI/E(20),RSLT(5),IXR(5) ,I'(J.{(5) 
I NTEGEF~ RSTT, RST P, CSTT, CS 1P 

C IMAGE STEP SIZE 
IS=480 

C 
~~EWIND 8 
WR I 1E ( l , 1 0) 

10 FORMAT(/ 11 INPUT TAPE FILE NlHBER: 11 ) 
READ( 1, *HJ 
N=N-1 
hR I TE C l , 20) 

20 FOJ.?MAT( 11 INPUT IMAGE il''IDTH(ODD NUFBER): 11 ) 

READ( l, *) HJ 
IWl=IV//2 
WR I TE ( 1 , 2 4) 

24 F0Rt,.AT( 11 INPUT START/STOP RO\'/ VALUES FOF? T:C:/JPLATE: 11 ) 

READ( 1 , *) RS TT, f.?STP 
WR I 1E ( 1 , 26) 

26 FORMATC 11 INPUT START/STOP COLU:rN VALUES FOF{ TF11\PLAT!=: 11 ) 

READ( 1 ,~1,)CSTT,CSTP 
C 

C 
CALL SPFILCN) 

READ( 8) ( NA/·.fE ( I) , I= l , 20) 
~1:RI TE (6 ,30) <nAME( I), 1=1 ,2(il) 
WRITEC6,28)RSTT,RSTP 

28 FORl.lATC 11 ROl'IS SCMJNED BY TEMPLATE: 11 ,3X, 12, 11 - 11 , 12) 
,WRITE(6,29)CSTT,CSTP 
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29 FORMAT( 11 COLU/\NS SCANNED BY TEMPLA1l:t 11 ,3X,I2, 11 - 11 ,I2///) 
30 FORMAT(20A2/) 

DO 32 I =1 , 91 
32 READC8) CIACI,J) ,J=l ,91) 

REV/IND 8 
C 
C CREATES ERROR FOR ZERO IMAGE 
C ASSUMES ABSOLUTE VALUE ERROR 

SUM=0. 
DO 35 I.::: 1 , 5 
RSL T< I)= 1E20 
IXF1(I)=O 



35 
C 

I YR <I )=0 

DO 40 I= 1 ,91 
DO 40 J=l ,91 

40 SUM=SUM+IA(I,J) 

C 
SUMS=SU Al 

DO 10Cil I=RSIT ,RSTP 
DO 100 J=CSTT,CSTP 
SU /1:=S U /·lS 
IN D=J - I W 1 - 1 
DO 60 I 1 = 1 , 91 
DO 60 J 1 = 1 , IV/ 
IX= I A ( I 1 , IN D+J 1 ) 
Y= I ABS ( IS- IX) 

60 SUM=SUM-IX~Y 
IND=I-H/1 -1 
DO 70 J1=1,J-IW1-1 
DO i0 I 1 = 1 , I H 
IX=IA(I 11IND,JI) 
Y = I ABS ( IS- I X ) 

70 SUM=SUM-IX+Y 
DO ~2 Jl=J+I~l~l ,91 
DO 72 I1=1,IW 
IX= IA ( I 1 + P!D, J 1 ) 
Y=IABS(IS-IX) 

72 SUM=SUM-IX1Y 
C 
C INSERT RESULT 

DO 90 I J = l , 5 
IF ( SU/.\. GT. F~SL T( I 1 ) ) C30 TO 90 
IF ( I 1 • E O. 5 ) GO TO 8 ril 
I 2=5-I 1 
DO i 5 J 1 = 1 , I 2 
J2=6-J1 
J3=5-Jl 

. RSLT(J2)=RSLT(J3) 
I XR ( J 2) = I XR < J 3) 

75 IYR(J2)=IYR(J3) 
80 nsL 1( I I )=SUVi 

IXFHI 1 )=I 
I YR< I 1 ) =J 
GO TO 95 

90 CONTINUE 
C 
95 IF(ISSW(0))97,100 
9 7 . I'·/ R I 'IE ( 6 , 1 6 C1 ) I X R ( 1 ) , I Y R ( 1 ) , R S LT ( 1 ) 

WRITE(6,98)I,J,SUM 
9 8 FOR ],./AT ( II I = If , I 2 ' ii J = II ' I 2 9 ti s u )' = II ' F 1 2 • 0 / ) 
100 CON TI NUE 
C 
C PRINT RESULTS 
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150 
160 

1 70 

DO 150 I=l ,5 
\\/R I 1E ( 6 , 1 6 0 ) I X R <I ) , I Y R ( I ) , R SL T ( I) 
FORrlAT( 11 X = 11 ,I2,li Y = 11 ,I2, 11 ERF?OR -· n,F12.1) 
v,rn I TE ( 6 , 1 , 0 ) 
FORMAT<////) 
STOP 
END 
END$ 
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FIN 
C 
C 
C 

SOURCE ·- EDGES JIM AYLOR 

C 
C 

THIS PROGRAM PERFOR}fS "ffiE CENTER OF GRAVITY 
1ECHNIOUE WITH OR WITHOUT THRESHOLDING 

C 
C 
C 

C 

C 

BIT 0 ON TO F?EMOVE ABOVE THRESHOLD 

PRO GR AM EDGE 
DIMENSION NA/'./E(20),IA(91,91) 
DIMENSION C P ( 2) , CM ( 2) , RP< 2) , RM ( 2) , I RV ( 2 ) , IR P ( 2) 
DIMENSION ICM(2),ICP(2) 

N=Ql 

vm I TE ( 1 , 1 vl ) 
lCil FORr,,iAT( 11 INPUT FILE NUHRER: 11 ) 

READ(l ,*)IF 
IF=IF-1 
CALL SPF IL( IF) 

C 
READ(8) <NAME( I), 1=1 ,20) 
t1JR I 1E ( I , 1 5 ) ( N ,t-., MF ( I ) , I= 1 , 2 0) 

15 FORMATC20A2//) 
DO 20 I= 1 , N 

20 REAOC8) CIA( I ,J) ,J=l ,N) 
'R E1/'i IND 8 

C 
IF< ISS\\1(0))30,60 

3 0 1,rn I 1 E < 1 , 4 I?! ) 
40 F0f-f11AT( 11 INPUT THRESHOLD VALUE: 11 ) 

READ( 1, *) T!-H?ES 
I Tr-!=400. *1HRES 
DO 5n I =1 ,N 
DO 50 J= 1, N 
IF<IA<I,J).L1.ITr-l) IA<I,J)=ITH 

50 CONTINUE 
60 CONTINUE 
C 
C TEMPLATE MATCHING -° COLU/..rNS 

DO 130 J=l ,N-2 
SX=0. 
DO 1 vWI I= I , N - 2 
SXl=IA( I,J+2)+2*IA( I+J ,J-1;?)-1IA.( 1..;2,J-12) 
SX2=IA<I,J)+2*IA<I+1,J)+IA<I+2,J) 

100 SX=SX-i(SX1-SX2) . 
I 1 =J 
DO I 25 I= 1 , 2 
IF< SX) 1 15, 1 30, 1 20 

115 IF(SX.GE.CM(l)) GO TO 125 
X 1 =CM ( I ) 
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CM ( I) =SX 
SX=Xl 
I2=ICM( I) 
ICM<I )=Il 
I l = I 2 
GO TO I 25 

12(1' IF<SX.LE.CP(I)) GO 1D 125 
Xl=CP(I) 
CP(I)=SX 
SX=Xl 
I 2= IC P< I) 
ICP<I)=Il 
I 1 = I2 

1 25 CONTINUE 
130 CONTINUE 
C 
C TEMPLATE l/A TCHING - RnHs 

DO 230 I=l ,N-2 
SY=r7. 
DO 2vl0 J= 1 , N-2 
SY1 =IA( I+2,J) 42*IA( I-!2,J-11) -iIA( I+2,J+2) 
SY2=IA(I,J)+2*IA(I,J41 )-tIA.<I,J-l2) 

200 SY=SY+(SY1-SY2) 
I 1 = I . 
DO 22 5 J= 1, 2 
IF(SY)215,230,220 

215 IFCSY.GE.RMCJ)) GO TO 225 
Xl=RM(J) 
FUH J) =SY 
SY=Xl 
I 2= IR M ( J) 
IRt,l(J)=II 
I 1 = I 2 
GO TO 225 

220 IFCSY.LE.RP(J)) Gn 1D 225 
RPC.J)=SY 
SY=Xl 
I2=IRPCJ) 
IRP(J)=Il 
I 1 = I2 

225 CON TI NUE 
23vl CONTINUE 
C 
C CORRECT LAG NU~BER 

DO 240 I= 1 , 2 
ICP(I)=ICPCI)+l 
ICM(I)=ICMCI)+1 
IRM<I )=IR/'1( I) -11 
IRPCI )=IRPCI)+l 

240 CONTINUE 
C 
C PRINT RES UL TS 
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WRITE(6,25vl) (NAME(I), I=l ,20) 
250 FOR/./AT(20A2//) 

WRI1E(6,255)THRES 
255 FORMAT ( 11 BA YES TI-!RES40LD = 11 , F5. 2/) 

hR I 1E ( 6 , 260) 
26vl FOR MAT ( 11 COLUHN TEMPLATE") 

~11R I 1E ( 6 , 2 80) ( CP ( I ) , I= 1 , 2) , < CM ( I) , I= 1 , 2) 
280 FORllAT(2(F8.3,3X) ,3X,2(F8.3,3X)) 

1-'J R I TE < 6 , 29 !il) ( IC P ( I ) , I= 1 , 2 ) , ( ICM ( I ) , I= 1 , 2) 
2 90 FOR VA TC 2X, 2 < I 2, 9X) , JX, 2 < I 2, 9X) ) 

WRITE(6,3(10) 
300 FORNAT(/ 11 ROI·/ TEliPLATJ:: 11 ) 

\'/RI TE ( 6 , 280) (RP ( I ) , I= 1 , 2) , ( RF ( I ) , I= 1 , 2) 
WR I 1E C 6, 29C~) ( IR PC I) , I== 1 , 2) , C IR f.,1 C I ) , I= 1 , 2) 

C 
C CALCULATE CGS 

C 

Jl=ICP< 1 )-1 
J 2= I CM C 1 ) -1 I 
I1=IRP(1)-1 
I2=IRV< 1 )+1 
SUMX=0. 
SUr/Y=0. 

SUM=0. 
DO 31 0 I= I , N 
DO 31 0 J=J 1 , J 2 
A=IA(I,J)/400. 
SUM=SU/HA 
SUMY=SU /!Y -iJ*A 

310 CONTINUE 

C 
SUMY=SUMY /SU/,{ 

SUM=0. 
DO 320 I=I1 ,I2 
CO 320 J= 1 , N 
A=IA<I,J)/400. 
SUM=SUM+A 
SUMX=SUMX + I *A 

320 CO!'.J1INUE 
SU ~.-IX=SU HX/SUF 

C 
y1JR I 1 E < 6 , 35 0 ) 

350 FORMATC///// 11 CENTER DETECTION RY MO/:!ENTS(CG): 11 ) 

WRITEC6,4v10)SUMX,SUMY 
4 00 F o R ~.,, A T < 11 11 x uw v'n = 11 , F 6 • ;: 1 11 Y < co Lu :.r\N ) = 11 , F 6 • 2 111 ) 

STOP 
END 
END$ 
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