
i 
 

 

 

Chemistry of the Nanomaterial Interface:  Controlling Nanoparticle 
Morphology, Self-Assembly, and Catalysis 

 

 

 

By 

Grayson Johnson 

 
 

B.S. University of Virginia 2016 

 

A Dissertation in Partial Fulfillment of the Requirements for the Degree of Doctor of 
Philosophy in the Department of Chemistry at the University of Virginia, 2021 

 

Charlottesville, Virginia 

 

 

Doctoral Committee: 

Professor Sergei Egorov, Chair 

Professor Ian Harrison 

Assistant Professor Charles Machan 

Professor Josh Choi 

Assistant Professor Sen Zhang, Advisor 

  



ii 
 

Abstract 

Nanomaterials present a suite of properties that are advantageous for broad 

applications in the catalytic processes that will solve our energy requirements in the next 

century and beyond. They have a large surface area to volume ratio, maximizing the use 

of materials, and often have unique reactivities relative to their bulk counterparts. 

Moreover, colloidal chemistry approaches in recent decades have advanced to a stage 

where many unique and robust approaches to precisely control parameters such as size, 

shape, and composition exist. This tunability provides excellent model systems for 

studying heterogeneous catalysis in real conditions to optimize catalytic output by 

generating relationships between the well-defined nanomaterial structure and the 

activity.  

The ability of nanomaterials to form these precisely controlled structures and to 

perform desired catalytic reactions are dictated by their surface chemistries. The binding 

of molecules to stabilize the surface directly impacts the final structure of the 

nanomaterial. Interactions of reaction intermediates with the surface dictate how 

successfully the material will catalyze a given reaction. The goal of this dissertation is to 

explore the surface chemistries of various nanomaterials through experimental and 

theoretical means to understand how these interactions influence nanoparticle 

morphology and improve catalytic activity.  

For nanomaterial synthesis, the importance of surfactants and other chemical 

additives in producing anisotropic nanoparticles is explored in brookite TiO2 and late 
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transition metal systems by application of Density Functional Theory (DFT). Furthermore, 

atomically precise rare earth oxides superlattices are generated by a self-assembly 

method driven by high-temperature surface ligand switching. Molecular dynamics 

simulations show the favorability of this switch and point to the interactions that generate 

the assembly.  

For exploring nanomaterial catalysis, surface chemistry of catalytic intermediates 

is probed through DFT methods for CO2 reduction over AgPd alloy nanoparticles and 

hydrogen evolution reaction over Ir-Co2P nanoparticles. Surface enhanced infrared 

absorption spectroscopy (SEIRAS) is shown as an experimental probe for direct 

observation of reaction intermediates in the ethanol oxidation reaction. Each of these 

works derives information about how the surface strain, ligand, and ensemble effects 

influence catalysis over nanomaterials. 
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Introduction: Morphological Control of 

Nanomaterials for Heterogeneous 
Catalytic Applications 
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1.1 Atomic Scale Structure, Nanoparticles, and Catalysis  

Fundamental to chemistry is that atomic scale geometry is as critical to chemical 

reactivity and physical characteristics as properties like oxidation state or the elemental 

composition of the system. All life is only possible due to the specificity of proteins, the 

chemical kings of geometric complexity, and their binding pockets famously described by 

the lock and key model. Subtle structural changes of the molecule thalidomide, going 

from R to S chirality, converts a morning sickness sedative to a teratogen historically 

responsible for over 10,000 severe birth defects.1 Elemental Au is ordinarily inert on the 

bulk scale2, but when in the form of nanoparticles, Au may catalyze interconversion 

between CO and CO2 with remarkable efficiency.3-5  

A key challenge in chemistry, is to manipulate geometry at the atomic scale to 

achieve targeted chemical and physical properties. Much success has been achieved in 

the realm of homogeneous, molecular catalysts due to the maturity in their chemical 

syntheses and purification techniques at the laboratory scale. Tens of thousands of 

ligands may be designed and combined to generate unique active sites that can be well 

characterized and understood. Yet, from an industrial standpoint, homogenous catalysts 

have a major disadvantage. Because they exist in the same phase as the chemicals on 

which they are acting, expensive and energy intensive separation processes to purify the 

products and recycle the catalysts are required.6 Heterogeneous catalysts, typically solids, 

that exist in a phase separate from the reactants and products, solve this issue with ease, 

but the active sites of most examples are ill-defined at the atomic level. Moreover, many 

of the catalyst atoms are buried in the bulk away from the reaction interface and unable 
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to participate in catalysis. This is particularly an issue when expensive precious metals are 

used as catalysts. 

Nanomaterials provide a reasonable means to take advantage of the benefits of 

heterogeneous catalysis while addressing the weaknesses of these systems. 

Nanomaterials, broadly, encompass materials that have at least one dimension below 

~100 nm (100 billionths of a meter). This class of materials includes nanoparticles (NP’s 

0-dimensional or point-like), nanowires (1-dimensional), and nanosheets (2-

dimensional).7, 8 The extremely small nature of these particles imparts several benefits 

beyond bulk materials (Figure 1.1).9 By having the finely divided material, exceptional 

surface areas and enhanced atomic efficiency (the number of catalyst atoms able to 

participate in catalysis) may be achieved. Furthermore, as the size of a material is reduced 

to the nanoscale, its properties become more molecular like, and quantum size effects 

are able to manifest.10 These effects can generate enhanced optical activities and exciting 

photocatalytic capabilities.11-15 The small size allows scientists to more finely and 

uniformly tune the structure of the particles to generate geometries that are most 

favorable for the desired application. In the most uniform, i.e. monodispersed, samples 

nanoparticles may even behave as pseudo-atoms comprising self-assembled 

superlattices16 generating unique, catalytic enhancements in several systems such as the 

oxygen reduction reaction (ORR)17, oxygen evolution reaction (OER)18, and CO2 

reduction19 along with electronic couplings that have applications as electronic or optical 

components in devices.20-23 



4 
 

 

Figure 1.1 The adoption of nanomaterials rather than bulk heterogeneous catalysts 
generates several benefits due to the increased control of the atomic geometry over that 
in typical bulk catalysts. 
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The ability to finely tune nanoparticle geometry, including size24-28, shape29-35, and 

elemental distributions36-40 as well as nanoparticle assembly41-43 has developed 

significantly and allows researchers to study heterogeneous systems with rigor. 

Combining the ability of researchers to generate monodisperse nanoparticles with 

advanced materials characterization techniques such as transmission electron 

microscopy (TEM), X-ray diffraction (XRD), electron energy loss spectroscopy (EELS), X-ray 

absorption spectroscopy (XAS), X-ray photoelectron spectroscopy (XPS), and others, 

highly accurate information about structure can be derived. This information can better 

inform density functional theory (DFT) models to be highly relevant to the systems under 

study, and we can generate more reliable structure-activity relationships. Finally, we can 

recycle this procedure, having DFT guide the next synthetic targets until an optimal 

material performance is delivered (Figure 1.2). 
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Figure 1.2 Work-flow describing the benefits of working with well-defined nanoparticles. 
Developing and employing refined synthetic methods to form nanoparticles, properties 
like phase, shape, size, and monodispersity may be controlled. These materials can be 
applied to different reactions such as ORR or hydrodechlorination44 to find suitable 
catalysts. The optimal catalysts may be further interrogated through advanced 
characterization techniques. From the information derived there, DFT models (such as 
this core shell Pt-Co2P structure) are used to explain the structure-activity. The cycle is 
repeated to find more optimal catalysts. 
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Being able to synthesize nanostructures to a desired morphology is the 

cornerstone of this rational method for nanomaterial catalyst development. While it is 

true that much work has been done to develop methods for generating these materials, 

often the work is phenomenological trial and error. Generally, more work is needed to 

generate theory that pinpoints the determining factors of nanoparticle structure. To 

achieve this, a marriage of experimental evidence with calculations, like that which is used 

to derive structure-activity relationships, is required. 

My PhD studies aim to combine experiment and theory across several levels of 

nanoparticle catalyst development to better understand how nanoparticle structure is 

related synthetic conditions and chemical behavior. I experimentally demonstrate a new, 

colloidal method of generating self-assembled superlattices and rationalize their 

assembly based on in-situ and ex-situ characterization and molecular dynamics 

simulations. I use DFT to explore the thermodynamic driving factors of anisotropic 

nanoparticle generation with TiO2 nanorods, Pt nanoparticles, and Cu3M (M = Cu, Pd, Pt) 

nanoparticles. Furthermore, I explore the interactions of small molecule adsorbates with 

different models of experimentally demonstrated catalysts for the hydrogen evolution 

reaction (HER) and CO2 reduction reaction (CO2RR).  

1.2 Synthetic Control of Nanoparticle Geometry 

The morphology of nanoparticles can take a wide array of forms, and with each of 

these forms, unique reactivities can be derived. This is a consequence in part from the 

differing arrangements of surface atoms for each nanoparticle geometry. Excluding 
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atomic clusters, which are small enough to be like molecules, nanoparticles will have a 

bulk crystal phase associated with them. The surfaces of these nanoparticles are defined 

in terms of Miller indices, values (HKL), that specify how the surface is cut from the bulk 

material. For facet (HKL), it is defined as the plane that intersects the unit vectors x̂, ŷ, 

and ẑ at (1/H), (1/K), and (1/L) respectively as demonstrated in Figure 1.3. Low index 

facets (H,K,L) ≤ 1 are typically flat and stable while high index facets have steps, kinks, and 

corners that contribute to instability. For isotropic crystals like fcc, body-centered cubic 

(bcc), and simple cubic (sc) monoelemental crystals, there will be equivalence between 

families of crystals. The (100), (010), and (001) facets of Pt, for example, are all equivalent. 

More complicated crystal structures such as Co2P, on the other hand, will have 

inequivalences between these facets, increasing the diversity of available surfaces. 

Furthermore, when incorporating different elements, different surface terminations for 

the same Miller Index may be possible due to the arbitrary nature of the unit cell origin. 
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Figure 1.3 Surface models for an fcc Cu3Pt intermetallic phase crystal are presented. Cu 
atoms are represented in blue while Pt is represented as grey. The lattice planes (red) for 
the (111), (101), and (211) facets are shown intercepting the unit cell at (1,1,1), (1,∞,1), 
and (⅟2, 1, 1) respectively. Top views and side views are shown for the surfaces 
represented by these Miller indices. Two terminations are shown for the (101) 
corresponding to two choices of origin. A clear step pattern is observed on the (211) 
surface while the other low index facets are relatively flat. 
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Often for synthesized materials, these facets are ill-defined and random. Ideal 

nanospheres will contain surface facets sampling all configurations. Other geometric 

shapes of nanoparticles like nanocubes45, 46 or icosahedra34 more selectively express the 

(100) and (111) facets for fcc metals. By controlling these nanoparticle shapes, different 

facets can be experimentally controlled in a way that allows researchers to draw 

correlations between a particular surface facet and a desired activity. Furthermore, by 

tuning the size of these anisotropic nanoparticles, researchers can further probe the 

importance of the edges and corners that join these facets since the ratio of open face to 

edges changes with size.  

Due to the importance of tuning nanoparticle morphology, Chapters 3 and 8 of 

this work directly explore the surface chemistry responsible for particle anisotropy in 

brookite TiO2 nanorods and in doped Cu3M nanocrystals. Chapter 9 explores NHC as a 

potential structure directing agent to inform future experimental directions. 

1.2.1 Size Control 

The first major theory of colloidal nanoparticle formation comes from the work of 

LaMer discussing the formation of S nanoparticles (Figure 1.4).47 At the most basic level, 

colloidal nanoparticle synthesis is preceded by the generation of component atoms from 

a precursor until a critical concentration above solution saturation is reached. At the 

critical concentration, nucleation of nanoparticles occurs, depleting the concentration of 

atoms below where nucleation occurs and where growth of the formed nanoparticles 

occurs. Growth of the nanoparticles is favored when organic ligands stabilize the surface 

against dissolution or agglomeration. This theory points to a direct means of controlling 
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nanoparticle size by reducing the nucleation time to as short of a period as possible. This 

is known as burst nucleation, and the idea is that if there is one time at which all nuclei 

form, they will all grow at the same rate to generate monodispersed nanoparticles. 

Strategies to improve burst nucleation typically involve increasing the rate at which the 

component atoms are produced from the precursor with fast temperature ramps26, 28, 38, 

48-52, injections of precursor at high temperature53-61, or the rapid injection of chemical 

reductants3, 62-64. 
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Figure 1.4 Figure describing classical LaMer theory of nanoparticle generation.65 
Monomers are generated rapidly above the nucleation threshold, at which point 
nanoparticles form and deplete the monomer concentration. Nanoparticles grow by 
diffusion past this point. 
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Generally, this is a good strategy, but deviations from classical nucleation theory 

also occur to complicate the synthesis. Some systems may go through a two stage 

nucleation process in which disordered clusters may first form and interact before 

crystalizing.66 Aggregative nucleation of nanoparticles may result from the buildup of 

primary nanoclusters to a critical level at which secondary nucleation begins.65, 67 This 

mechanism can manifest as a bimodal or multimodal size distributions, as often observed 

in the growth of Ag nanoparticles.68 The growth process and beyond may also be 

complicated by additional processes. Ostwald ripening69, in which material from smaller 

particles may dissolve and redeposit on larger particles, can occur when enough 

monomer is consumed. Alternatively, digestive ripening, when larger particles are 

consumed to reform monomer and deposit on smaller particles, may act as a size 

narrowing phenomenon as observed in PbS70, Cd(S,Se)71, and Au nanoparticles72. 

1.2.2 Shape and Composition Control 

The growth phase of nanomaterials is often where nanoparticle anisotropy and 

composition are determined. A complex mix of growth kinetics and surface energy 

thermodynamics must be considered when explaining these phenomena. Surfaces are 

considered high energy structures due to the unsaturated bonds that make up the 

interface between the bulk and the external environment. This energy is facet dependent 

due to the different geometry, and thus bond saturation, that is possible in each case. In 

the simplest cases, the most thermodynamically stable facet(s) will be preferentially 

expressed on the nanoparticle, and the system will tend to minimize surface area. This 

extends to surface composition with elemental or alloy preferences also minimizing the 
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surface free energy. Formally, the Wulff construction model balances surface free energy 

and surface area to predict ideal equilibrium particle geometries.73 For FCC metals, the 

closed-packed (111) facet tends to have the lowest surface free energy, followed by the 

(100), and the (110) surfaces. While an octahedron or tetrahedron would preferentially 

express the (111) facet, a cube has lower surface area per volume.74 Combining these 

effects truncated octahedron, which are commonly observed for FCC metals, minimizes 

the total surface free energy.75 

Surface free energy is generally reduced by chemically bonding to other moieties. 

This is why surfactants are crucial to nanoparticle syntheses; they stabilize the surface of 

the nanoparticles against agglomeration. Small molecules, however, do not bind to all 

facets equally. Therefore, they are an important tool for the nanomaterial scientist to vary 

the surface free energies of a material and influence the shape of the nanoparticle. 

Likewise, small ion adsorbates, polymers, and solvents all influence the interface to tune 

surface free energies and particle shape.76 Anatase TiO2, for instance, can be driven to 

form (101) nanobipyramids with Cl- and or (001) nanosheets with F- and 1-octadecanol.29 

Switching the surfactant from the alcohol to oleylamine generates mixed (100) and (101) 

structures with F- and changes phase to form brookite with Cl-.77 Varying SnBr4 

concentrations can change Cu2-xS nanoparticles from bipyramids to nanoplates as well.78 

Decreasing the oleic acid – oleate ratio by increasing the pH in the synthesis of NaYF4 

nanoparticles will grow the length of the (100) facet over the (001) facet.33 Overall, a wide 

array of shapes can be generated, although these methods are often derived through 

much trial and error.  
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More advanced strategies may also be employed to direct shape and control 

elemental distributions in multicomponent nanoparticles. Dynamic conditions on the 

Cu(111) facet resulting from Cl- inhibiting surfactant adsorption is thought to drive Cu 

nanowire growth along this axis, but not on the (100) axis.79 Core-shell methods in which 

a shape controlled particle has an unlike material grown on its surface can impose 

structure for an element that might not otherwise take it. For example, transition metals 

may be grown over Co2P nanorods to form core/shell nanorods that are catalytically 

active for oxygen evolution and oxygen reduction chemistry.40 In other cases entirely new 

geometries can be derived as the new material only deposits on particular facets of the 

nanoparticle. In this way, Au-Pd nano “dogbones”14, nanoparticle dimers80, 81, and  other 

heterostructures82 may be formed. 

Nanoparticle morphology may also be tuned with post-synthetic modifications. 

Thermal annealing of nanoparticles can be a simple route. Annealing core-shell 

Co2P/transition metal nanorods will result in diffusion of the shell into the core to 

generate transition metal doped Co2P nanorods.40 Annealing of intermetallic AuCu 

nanoparticles in air has been used to drive selective migration of Cu to the shell 

generating either AuCu/Cu or Au/Cu core shell nanoparticles from the face-centered 

tetragonal (fct) or face-centered cubic (fcc) phases respectively.83 Hollow Cu2O 

nanoparticles may be generated by the annealing of Cu nanoparticles in air due to the 

Kirkendall effect84 in which Cu+ ions diffuse to the surface faster than O2- diffuses into the 

particle.49 Nanoparticles comprised of ions can undergo cation or anion exchange to 

modify the composition with minimal disturbance of the crystal structure.85-87 Partial 
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exchange can result in unique heterogeneous structures such as Cu1.81S capped at its 

poles by ZnS88 or more complicated amalgamations of elements with repeated 

treatments.89 From the heterogeneous structures, etching of the nanoparticles by 

dissolution in acid or other solvents has been used to selectively remove elements to 

generate core-shell nanoparticles,64 hollow shell nanoparticles,90 or more exotic 

hourglass like structures.88 

1.2.3 Nanoparticle Self-Assembly 

A more recent development in nanomaterials is the advent of self-assembled 

nanoparticle superlattices, and currently, there are few good methods for generating 

them at a large scale. Generally, self-assembly relies on highly monodisperse 

nanoparticles. Without monodisperse nanoparticles, defects would be introduced to the 

lattice, disrupting the order. While this is already a challenging experimental barrier, 

research into synthesizing more monodisperse nanoparticles has contributed to 

expansions of these materials significantly. 

One set of methods to generate superlattice structures includes lithography or 

substrate templating that select nanoparticles and guide them into an assembled 

structure.91 In another method, nanoparticles self-assemble at the interface of two 

phases, either liquid-air92, 93 or liquid-liquid.94 Commonly, a sample of freely dispersed, 

i.e. solvated, monodisperse nanoparticles is dropped onto an immiscible liquid. The 

solvating liquid is allowed to slowly evaporate while the nanoparticles concentrate and 

self-assemble to form a layer on the underlying liquid. Commonly, hexane or toluene 

dispersed nanoparticles set over polar diethylene glycol is used.77, 95 Impressively, even 
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multicomponent assemblies can be achieved in this method.17, 96-98 Alternatively, oil-

water emulsions can trap high concentrations of nanoparticles such as the case of cobalt 

iron oxide nanoparticles that go on to assemble into icosahedron superparticles.99 

Bottom-up, solution phase syntheses encompass the other class of nanoparticle 

assembly methods. In these methods, nanoparticle superlattices are generated in 

solution building up from the base components in solution. These methods are more 

desirable for scaling up for ease of study and eventual application. Often, this is 

accomplished by introducing interactive domains on the nanoparticles that force 

association and assembly into superlattices.100 DNA functionalization of nanoparticles has 

been one procedure that accomplishes this with impressive selectivity.42, 101, 102 

Interactions between π systems of ligands from the synthesis of rare earth oxide103, 104 

and transition metal oxide41, 105 nanoparticles has also been suggested. Solvent depletion 

interactions, often between lamellar, i.e. plate-like, particles is an entropy driven process 

that may also drive bottom up assembly.106 Superlattice assemblies may also be formed 

by the generation of surfactant micelles that constrict nanoparticle formation into an 

ordered array.43 In these cases, even gram scale quantities of materials have been 

generated.  

In Chapter 5 of this work, the bottom-up self-assembly of atomically precise rare 

earth oxide nanoclusters is explored with in-situ and computational methods to provide 

important insights into this field. 
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In Chapter 1, I discussed some of the synthetic controls that are being studied and 

that can be achieved in nanomaterials chemistry. They form an important cog in the 

development of catalysts by improving the relevance of computational models that are 

restricted mostly to regularly cut crystals. In this Chapter, I discuss Density Functional 

Theory (DFT) as the leading quantum chemistry method for surface chemistry and how it 

can be used in conjunction with experiment to guide towards better catalysts. I also 

discuss DFT as a tool for explaining trends in nanoparticle anisotropy by looking at how 

molecules in synthesis interact with surfaces. 

2.1 Introduction to Density Functional Theory 

To know everything that we want to know of a system, (energy, angular momenta, 

etc.), all we must know is the wavefunction of all particles of which the system is made. 

It is a simple proposition that unfortunately does not come to a simple conclusion in any 

case but H. We attempt to derive the wavefunction from the Schrödinger equation 

𝐻𝛹 = 𝐸𝛹                                                                                                                                Eq. (2. 1)                                                                                                          

where Ψ is the all-particle wavefunction, E is the energy, and 𝐻 is the Hamiltonian, but 

when multiple electrons are present, a major problem is presented. Based on single-

particle approximation, we can break the wavefunction into orbital eigenfunctions for the 

ith electron, each with their own operator hi, the Hartree Hamiltonian, we can see the 

problem.1  

ℎ = − 𝛻 − ∑ + ∑ ∫ 𝑑𝒓                                                                              Eq. (2.2) 
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Noting that ∇  is the Laplacian operator for the kinetic energy operator for the ith electron, 

Z is the nuclear charge, rik is the distance of the ith electron to the kth nucleus, rij is the 

distance of the ith electron to the jth electron, and 𝜌  is the probability density associated 

with electron j, we see that the final term can not be properly accounted for. Electrons 

are delocalized, in constant motion, so properly computing this electron – electron 

interaction term is impossible with current methods. The most successful attempt by 

Hartree to solve this issue used an iterative self-consistent field method in which guessed, 

trial wavefunctions are used to solve the Schrödinger equations for new, more accurate 

set of wavefunctions.2 While time consuming, this method could be repeated until an 

approximate answer is reached.  

Particularly for large systems, the necessity of extracting wavefunctions for each 

particle in the system turns out to be costly depending on the spatial and spin coordinates 

of each. A breakthrough occurred when Hohenberg and Kohn showed that the non-

degenerate ground state electron density corresponds to a unique Hamiltonian and, 

therefore, wavefunction.3 Moreover, any function of electron density will obey the 

variational principle such that any density that differs from the non-degenerate ground 

state density will yield an energy that is greater than ground state energy. This is 

convenient because we can frame the electron-electron interactions to an electron in an 

external potential dictated by the nuclei and electron density, which is a function of only 

the spatial coordinates. The Hamiltonian becomes a functional, a function of a function 

that in this case is the electron density. 
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Unfortunately, the exact form of this functional is not known, and further work 

was required to achieve a usable method based on this insight. Kohn and Sham worked 

out this component of the problem by reframing the system as one containing non-

interacting particles in the potential field dictated by the charge density of an interacting 

system.4 The energy can be divided the following way 

𝐸[𝜌(𝒓)] = 𝑇 [𝜌(𝒓)] + 𝑉 [𝜌(𝒓)] + 𝑉 , [𝜌(𝒓)] + ∆𝑇[𝜌(𝒓)] + ∆𝑉 [𝜌(𝒓)] + 𝑉  

Eq. (2.3) 

T0 is the kinetic energy of in a non-interacting system with the electron density of 

ρ(𝐫), VNe is the potential interaction between the nucleus and the electron, Vee is the 

classical electron-electron repulsion, VNN is the nuclear repulsion (constant at a given 

molecular geometry), ΔT is a kinetic energy correction from the electron interactions, and 

ΔVee incorporates non-classical interactions of the electron-electron repulsions. The last 

two terms are grouped into the exchange-correlation energy,  

𝐸 [𝜌(𝒓)] = ∆𝑇[𝜌(𝒓)] + ∆𝑉 [𝜌(𝒓)]                                                                               Eq. (2. 4) 

This term contains quantum mechanical effects such as Pauli repulsion and an exact form 

of the functional is unknown.  

The total energy of the system can be calculated by the sum of one-electron 

energies from the Kohn-Sham equation using this division 
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ℎ 𝜑 = 𝜖 𝜑                                                                                                                         Eq. (2. 5) 

ℎ = − 𝛻 − ∑
|𝒓 𝒓 |

+ ∫
𝒓

|𝒓𝒊 𝒓 |
𝑑𝒓 + 𝑉                                                       Eq. (2. 6) 

where Vxc is the operator that generates the exchange correlation energy. These 

equations are variational such that the ground state electron density corresponds with 

the ground state energy, and with a self-consistent theory, they could approach an exact 

answer. They can not be solved as written however, since the Vxc operator is unknown.  

To make this solvable, researchers have had to approximate the Vxc operator. 

There are several iterations of this approximation that have been developed. The first is 

the Local Density Approximation (LDA) that calculates the exchange correlation from a 

uniform electron gas defined by the electron density function.5 The exchange and 

correlation components are split to an exact exchange contribution, but a fit correlation 

component. The next class of Vxc approximations accounts for more inhomogeneity in the 

electron density by incorporating a dependence on the gradient of the density and is 

known as the generalized gradient approximation (GGA).6-9 This is the most common 

approximation used today in solid state and interfacial systems. Finally, there is the class 

of functionals that incorporate a fraction of Hartree – Fock (HF) exchange using the Kohn 

– Sham orbitals called hybrid functionals.10-13 These functionals are often more accurate 

for electronic properties, such as the band gap, than the GGA, but the dependence on HF 

exchange increases computational costs substantially.  

The development of these approximate Vxc operators has made DFT a workable 

tool, but it has been at the expense of the variational principle that requires an exact 
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operator to hold true. Therefore, care must be taken when interpreting results from DFT 

to understand that the results may be either above or below the true value. That being 

stated, DFT still uses a self-consistent calculation method with success (Figure 2.1). 

Starting with a basis set, typically either plane waves or gaussian functions, and an initial 

system geometry, an initial electronic density is formed. A convenient starting place is 

from the ground state isolated elements. An effective potential is generated from this 

electron density and used to solve the Kohn-Sham equations to generate the Kohn-Sham 

orbitals. These orbitals can construct a new electron density. From this point, the energy 

is compared to the previous iteration, to determine if the energies are sufficiently close 

(a parameter set by the computationalist) to end the calculation. For geometry 

relaxations, the forces on all atoms or the structural energy may be evaluated to 

determine if it is converged to an energy minimum or if another geometry should be 

calculated.  
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Figure 2.1 Flow chart showing the self-consistent method used in the Kohn-Sham 
approach of DFT. 
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The final point that makes DFT practical for applications with solids involves 

simplifying the geometry to a manageable size. Solid systems will have atoms numbering 

from 102 to 1023 or more, so solving for the N electron wavefunctions that exist in the 

system of interest ranges from computationally daunting to impossible with current 

computing power. The simplification here is to represent these systems as a periodic 

system and to calculate the energy of the unit cell that may only contain tens to hundreds 

of atoms. In this way, we can use Bloch plane waves, 

𝜓𝒌(𝒓) = 𝑢𝒌(𝒓)𝑒 𝒌∙𝒓                                                                                                           Eq. (2. 7) 

with their periodicity function uk(r) and wavevector k. For each k point in the first Brillouin 

zone, we will solve the Kohn-Sham equations. Moreover, symmetry operations can be 

used in the unit cell to drastically reduce the number of k points. Consequently, DFT is 

better suited to crystalline materials, but with sufficient sampling and resources, 

information about amorphous materials may also be derived.14, 15 Additionally, surfaces 

introduce a large asymmetry into the unit cell, and sufficient care must be taken to make 

the unit cell large enough that spurious interactions between layers are avoided. 

2.2 DFT for Nanoparticle Anisotropy 

A reasonable approach towards understanding and predicting nanoparticle 

anisotropy is to calculate the minimum surface energy facets for a crystal structure. Wulff 

constructions can then be used to minimize the total surface energy by balancing surface 

area of each of the facets weighted by their surface energy.16, 17 DFT is in an invaluable 
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tool for calculating different surface energies for a crystal structure, and has seen great 

use for this application predicting equilibrium crystal shapes18-22 and surface segregation 

of elements.23-26 

The surface energy of any crystalline surface can be calculated in DFT by modelling 

a slab of the desired crystal facet and performing a geometry optimization, allowing all 

atoms but the middle layer to relax (Figure 2.2). This middle layer provides an anchoring 

by serving as a bulk structured underlayer to the surface. The surface energy is calculated 

by the difference in energy between the slab and a crystal made up of the same number 

of units as the slab. 

𝛾(𝑐𝑙𝑒𝑎𝑛) =
∗

                                                                                       Eq. (2. 8) 

Eslab is the calculated energy of the optimized slab structure, Ebulk is the energy per 

unit of the bulk crystal, N is the number of crystal units that comprise the structure, and 

A is the surface area. Alternatively, a series of slabs may be calculated with increasing 

numbers of layers and the energy may be fit according to  

𝐸 (𝑁) = 2𝛾 + 𝑁 ∗ 𝐸                                                                                   Eq. (2. 9) 

with the values retaining their meanings from above (Figure 2.2).27 Essentially, since the 

surface remains the same for all of the slabs, the only addition is to the number of bulk 

layers and the energy becomes a linear function of the bulk energy. This can smooth out 

noise to increase confidence over the single point the calculated surface energy. It is also 

great for surfaces that terminate at off integer ratios of the bulk unit cell.  
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Figure 2.2 Surface energy can be calculated two ways with DFT, the first is to build a slab 
model in which the middle layer of atoms is not allowed to optimize. Energy is computed 
by subtracting from the energy of a bulk crystal containing the same number of atoms 
and normalizing for energy. Alternatively, multiple slabs with increasing thickness can be 
calculated and their energies be fit to a linear model. The surface energy is the intercept 
and can be normalized by the surface area of the slabs. In the case of this figure for 
Cu(100), the surface area is 52.7 Å and the surface energy is calculated to be 0.09 eV/Å or 
1.45 J/m2. 
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From only the calculation of surface energies, the equilibrium crystal shape in 

vacuum can be derived. However, for experimentally relevant conditions, the presence 

of adsorbates must also be considered since they will saturate previously undersaturated 

atoms and lower the surface energy. We can calculate this dependence by 

𝛾(𝑐𝑜𝑣𝑒𝑟𝑒𝑑) = 𝛾(𝑐𝑙𝑒𝑎𝑛) +
∆ ( )

∗
                                                                                  Eq. (2. 10) 

where θ is the fractional coverage of the adsorbed molecules, A* is the area per surface 

site, and ΔH is the adsorption enthalpy.28 By this relation, molecules stabilize the surface 

that they most strongly bind with, as expected. 

Despite the simplicity of this relation, this approach is only rarely used in the 

literature due to the computational cost of calculating adsorption of floppy ligands like 

oleylamine, oleic acid, and tri-octylphosphine, which are most used in nanomaterial 

synthesis, that have many local energetic minima. These local minima “trap” calculations 

away from the global minimum and require researchers to try many initial configurations 

manually. Some success has been found by reducing the calculated interaction to the 

head group such as ethyl amine or acetate.29, 30 In this way, DFT was used to show how 

pH can tune morphology of NaYF4 to dominantly express (001) under acidic conditions or 

the (100) facet under basic conditions by controlling the protonation of oleic acid which 

reacts more strongly with the (100) facet in its deprotonated state.30  

On the other hand, these large molecules should be expected to have large van 

der Waals interactions, and it has been shown that this can help promote ligand layer 

coverage and stability in Cu/hexadecylamine systems, so care must be taken when using 
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this approach.31 In Chapters 4, 8, and 9. I use DFT as a tool for calculating ligand-

nanoparticle interactions and how nanoparticle anisotropy can be rationalized. 

Particularly in Chapter 8, vdW interactions are shown to be critical in stabilizing overlayers 

of tri-octylphosphine oxide on metal surfaces. 

2.3 DFT and Nanoparticle Catalysis 

One of the main applications of DFT is broadly understanding materials that 

catalyze different reactions. By calculating important intermediates along a reaction path, 

we can understand how different elements and geometries can guide the reactant to our 

desired products. Nanomaterials offer unique opportunities to challenge the limits of DFT 

in heterogeneous catalysis due to their structural tunability that we explored in chapter 

1. Moreover, DFT can be used to predict experimental directions to follow. Here, we will 

explore some of the ways that DFT is used to study catalysis in conjunction with 

experimental input from nanomaterials. 

2.3.1 Sabatier Principle and Volcano Plots 

The basis behind most DFT work for heterogeneous catalysis is the calculation of 

adsorbed intermediates and applying the Sabatier principle that any reaction 

intermediate should neither be bound too strongly nor too weakly. Intermediates that 

are too strongly bound have difficulty coming off a catalyst and may poison the reaction. 

Intermediates that are too weakly bound offer too little driving force for the reactant to 

proceed.  
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In particular, Dr. Jens Nørskov has advanced a large body of work championing the 

simplicity of this idea in the form of volcano plots relating catalytic activity to the binding 

energy of one descriptor species (Figure 2.3).32-38  This approach is particularly effective 

for electrode catalyzed HER (Eq. 2.11 and 2.12, * represents surface site), which can be 

reduced to a problem of one bound intermediate, *H.34  

𝐻 + 𝑒 + ∗ → 𝐻∗                                                                                                             Eq. (2. 11) 

𝐻∗ → 𝐻 (𝑔) + ∗                                                                                                              Eq. (2. 12)  
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Figure 2.3 Generic volcano plot that relates the binding energy of a particular 
intermediate from a DFT calculated parameter to a reaction rate. Peak activity occurs 
when the binding is neither too strong nor too weak as predicted by the Sabatier principle. 
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In this case, the optimal binding free energy is 0 eV, as this is equivalent to the 

overall thermodynamic requirement for HER. Any additional free energy above or below 

this value will contribute to the thermodynamic overpotential, the extra energy input for 

an electrochemical reaction over the thermodynamic change of energy for the reaction, 

resulting in a less efficient catalyst. For oxygen electrochemistry (Eq. 2.13 – 2.16), the 

situation is more complex because several intermediates occur throughout the reaction, 

each of which should have an energy change equivalent to the overall thermodynamic 

change, 1.23 eV, ideally.33, 35, 36  

𝐻 𝑂(𝑙) + ∗ ⇌ 𝐻𝑂∗ + 𝐻 + 𝑒                                                                                        Eq. (2. 13) 

𝐻𝑂∗ ⇌ 𝑂∗ + 𝐻 + 𝑒                                                                                                        Eq. (2. 14) 

𝑂∗ + 𝐻 𝑂(𝑙) ⇌ 𝐻𝑂𝑂∗ + 𝐻 + 𝑒                                                                                  Eq. (2. 15) 

𝐻𝑂𝑂∗ ⇌ +𝑂 (𝑔) + 𝐻 + 𝑒                                                                                           Eq. (2. 16) 

The simplicity of the volcano plot can still be salvaged, however, for classes of 

materials that bind the intermediates in similar ways. In oxygen electrochemistry on 

simple metal surfaces, the *O, *OH, and *OOH intermediates have a nearly constant 

difference in binding energy that shifts together with the identity of the underlying layer. 

This difference manifests since all these intermediates are fundamentally an oxygen atom 

interacting with the surface, and the back end (H, OH, or nothing) modifies the interaction 

in a similar way across metals. Consequently, scaling relationships between the binding 

energies can be used to extrapolate the information from one binding energy calculation, 
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say *OH, to the other intermediates and the volcano plot can still be a function of one 

parameter.39  

The primary utility of volcano plots is to compare classes of chemically similar 

materials and to computationally screen many materials for a particular reaction and to 

guide experimentalists to the most fruitful experiments. Especially important is the idea 

of scaling relations that reduces the required number of calculations for a screen to still 

recover useful results. Some notes should be made about its limitations, however. First, 

with the increased complexity of reactions, a simple two-sided volcano may no longer be 

appropriate. CO2 reduction is an excellent example of this since the reaction can proceed 

simply to products such as CO or formate, or through a set of complex paths to form C-C 

coupled product and/or alcohols. For CO, formate, and even methane, volcano plots have 

utility since there is typically one to a few similarly bound intermediates on the way to 

the product.37, 40, 41 It may even go so far as to describe that C-C coupling occurs38, but 

explaining selectivity beyond this requires more deliberate calculations of diverse 

bonding intermediates to explore the multiple paths that can occur. 

Next, it must be stated that this has all been the thermodynamic perspective of 

reactivity. No mention has been made of transition states and kinetics. Therefore, the 

predicted overpotentials are the minimum expected overpotentials for these reactions 

(with some leeway for DFT inaccuracies). Still, that does not invalidate the calculation 

results since, for a class of materials like transition metals or transition metal oxides, the 

kinetic barrier of a step is linearly correlated with the reaction energy as predicted by the 

Brønsted–Evans–Polanyi relations.42 What this does mean is that the top several results 
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of a volcano curve analysis may be worthwhile for kinetic analysis through a DFT method 

such as the nudged elastic band method for transition states to achieve more accurate 

results.43, 44 Inclusion of molecular dynamics to probe multiple reaction paths and reaction 

sites including explicit treatment of solvent molecules will also improve the fidelity of 

theoretical studies to experiment.45, 46 These calculations take considerable effort, 

however, and are better applied for specific materials rather than broadly screening 

materials. 

2.3.2 Tuning Intermediate Binding Energies for Improved Catalysis 

DFT has been used to explain several design principles for nanomaterials that have 

been instrumental in improving catalysis. In DFT, we can consider several classes of effects 

relevant for nanomaterials: ligand effects, strain effects, and ensemble effects. Ligand, or 

electronic effects, stem from changes in chemical properties from alloying or 

heterostructures.47 For transition metal alloys, a major component of the ligand effect is 

the modification of the d-band states. Lowering the d-band center, calculated by 

𝜀 =
∫ ( )

∫ ( )
                                                                                                               Eq. (2. 17) 

where EF is the Fermi level, and ρd(E) is the density of d-states, of a transition metal will 

lower the adsorption energy of intermediates.48-50 This occurs because the hybridized 

antibonding orbital decreases in energy with the d-band and increases its occupation. 

Combined with the volcano model, this simple descriptor has been fairly successful for 

catalyst screens.51-54 The other component of the ligand effect is charge transfer between 
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elements, and this can be directly probed by calculating the charge density around each 

atom.55, 56 

The strain effect is another major method to modify the binding of intermediates. 

It originates from either compressing or stretching the atoms of a material away from 

their equilibrium lattice positions. With the strain effect, compressive strain downshifts 

the d-band and weakens adsorption while tensile (expansive) strain upshifts the d-band 

and strengthens adsorption.57 Generally, this effect is hard to distinguish from the ligand 

effect because the introduction of foreign elements into a system either as an alloy or as 

a heterostructure will introduce a strain on the active site contribute electronically to the 

active site. 

Core-shell models in DFT offer a way to disentangle these effects. A slab can be 

constructed with two separate materials on top of one another and vacuum separating 

successive cells in the z direction. The “core” layer enforces the unit cell parameters and 

may be treated so that the bottom layers are frozen to bulk values. The top layer is forced 

into this particular unit cell, that is either larger or smaller than its equilibrium unit cell 

and allowed to relax. At the interface, the ligand effect is strongest, so by increasing the 

layers the ligand effect contribution will fall out leaving only the strain effect.58  

Alternatively, the strain effect can be calculated without the underlayer and 

manually tuning the unit cell parameters. Calculating binding energies for a range of cell 

values, a function of strain vs. binding energy for an intermediate can be derived.59 From 

this relation, any interface containing the relevant overlayer can be plotted with the 
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strain-binding energy relationship and compared. Points that deviate strongly from the 

strain function have significant electronic effects. This method has utility if several 

interfaces with the same metal overlayer are to be evaluated such as the case when a 

nanoparticle with well-defined surface facets is coated with a catalytically active metal. 

Combined with quantum mechanics/molecular mechanics methods, entire nanoparticles 

can even be evaluated computationally.60 In Chapter 7, I explore one of these core/shell 

systems for Co2P/Ir(111) as applied to the hydrogen evolution reaction.  

The final effect is the ensemble effect, and is a pure geometric consideration of 

the system.61 For intermediates such as *CO or *O, hollow sites comprised of multiple 

metal atoms are often the most stable adsorption sites on the (111) surface.8, 62 By 

introducing other elements to the system, the multifold sites such as hollow sites, are 

disrupted leaving top sites. In this way significant reductions in binding energy can be 

achieved and is a useful strategy for overbinding metals. In chapter 6, this is observed as 

the major effect improving CO2 reduction over AgPd nanoparticles. 
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In Chapter 1, the theory of nanoparticle synthesis and growth was discussed, and 

in Chapter 2, computation was discussed as a tool for understanding various aspects of 

nanomaterials. In this chapter, general experimental details critical to the following 

studies are discussed, including how nanoparticles are synthesized and characterized. 

3.1 Nanomaterial Synthesis 

The typical strategy for synthesizing nanomaterials in this study is through a 

colloidal synthesis in organic solutions such as 1-octadecene (ODE) or benzyl ether (BE) 

with organic surfactants.1, 2 By performing the synthesis in organic solutions, burst 

nucleation can be achieved through the high temperature, rapid decomposition of metal 

salts or organometallic complexes that are either dissolved or injected. Lipid like 

surfactants, such as oleylamine (OAm), oleic acid (OAc), or tri-octylphosphine (TOP), bind 

to the nanomaterial surface to stabilize the high surface area/volume ratioed materials 

against agglomeration or dissolution and to ensure their dispersibility in solvents for 

further application. While the theory of the synthetic control of nanomaterials is evolving 

rapidly, it is still in the early phases of development, and experiments are key to 

determining which manipulations we can achieve with the different elements.3 In this 

section, I will explain the experimental procedures for synthesizing nanomaterials. 

3.1.1 Synthesis Setup 

Nanomaterial synthesis in this work is carried out in a 4-neck flask incorporated 

into a standard Schlenk line with N2 gas protection and vacuum capabilities down to 0.2 

Torr (Figure 3.1). The syntheses are carried out under inert conditions after removing 
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atmospheric oxygen and trace water by flowing N2 through the reactor or by vacuum 

evacuation and N2 cycling, both at elevated temperature (~100 °C). The mechanical pump 

is protected from organic components by a liquid N2 cold trap. Temperature is controlled 

with a JKEM Scientific Model Apollo multichannel controller hooked up to a heating tape 

heating mantle and monitored via a K-type thermocouple in a stainless steel or glass 

coating. Temperature ramps can be controlled to between 1 and 30 °C/min and 

temperatures near 330 °C are achievable. Rubber septa in at least one of the flask necks 

allows for injection of precursor or reductants at elevated temperatures. The reaction is 

stirred with a polytetrafluoroethylene (PTFE) coated magnetic stir bar controlled by a 

Thermo Scientific Cimarec Stirring Hot Plate. 
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Figure 3.1 Reaction hood setup to synthesize nanomaterials in the Zhang group. 
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3.1.2 Nanoparticle Purification 

Synthesized nanoparticles are dispersible in nonpolar solvents such as hexane, 

toluene, or chloroform due to the nonpolar tails of the stabilizing surfactant ligands. 

Excessive polar solvent (ethanol, acetone, isopropanol) addition crashes the 

nanoparticles out of solution and allows them to be easily crashed out. Centrifugation 

(between 2,000 and 10,000 rpm) separates these particles so that unreacted precursor, 

solvent, and other impurities may be washed away. The particles can then be redispersed 

in the nonpolar solvent of choice by shaking or sonication. This process is repeated several 

times before storing the nanoparticles in the non-polar solvent for future use. Air 

sensitive nanoparticles are stored in inert conditions of a glovebox. For use in catalysis, 

particles may be deposited on a metal oxide or carbon supporting material to prevent 

agglomeration. Ligands can then be removed from the surface through various methods 

including high temperature oxidation or ligand exchange with easy to remove molecules 

like acetic acid or hydrazine. 

3.2 Nanoparticle Characterization 

3.2.1 Transmission Electron Microscopy 

Transmission electron microscopy (TEM) is a basic tool in the nanomaterial 

chemist’s toolbox that yields information about the overall structure of the synthesized 

particles by passing electrons through a sample and detecting where they come through 

on a sample.4 Because electrons have wavelengths much smaller than that of light, sub-

angstrom at the operating voltages of the instruments, this technique is useful for 

observations on the nm scale. The invention of aberration correctors and high efficiency 
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electron detectors on high resolution TEM (HRTEM) even bring down resolution to the 

~40 pm range so that individual atoms may be observed.5 

TEM can be performed in scanning mode and scattered electrons detected at high 

angles in scanning transmission electron microscopy – high angle annular dark field (STEM 

– HAADF).6, 7 This can be coupled with energy dispersive x-ray spectroscopy (EDS) 

simultaneously to gather elemental distribution information about a sample.8 

Samples for TEM are prepared on a Formvar/carbon coated copper grid (Ted Pella 

Inc., 01754 – F) by depositing a diluted drop of the NP dispersion in its solvent and air 

drying. TEM measurements were performed on a Tecnai Spirit operated at 120 kV. STEM 

– HAADF images along with EDS mapping were taken with a JEOL Grand ARM 300CF 

operated at 300 kV at NC State University. 

3.2.3 Small Angle X-ray Scattering 

Small angle x-ray scattering (SAXS) is a powerful tool for the study of nanomaterial 

superstructures.9 Information about particle size, shape, and concentration can be 

derived from these measurements. Self-assemblies of nanoparticles will generate 

diffraction peaks based on their lattice parameters in an analogous way to X-ray 

diffraction (XRD), which is used for smaller unit cells. SAXS measurements can be taken 

in-situ by using a specialized reaction flask that has a small sampling region through which 

X-rays can pass (Figure 3.2).10 In-situ SAXS measurements were taken at beamline 12-ID-

B of the Advanced Photon Source at Argonne National Laboratory with a wavelength of 
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1.033 Å. Scattered X-rays were measured with a Pilatus 2M detector (DECTRIS Ltd). The 

distance from the sample to the detector is 2 m. 
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Figure 3.2 Schematic of in-situ SAXS reactor. Reactor holds 10 mL of solvent. A K-type 
thermocouple is used as the sampling probe. The reactor is wrapped in heating tape and 
hooked up to a condenser for N2 purging. An image of the reactor in use is provided. 
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3.2.4 X-ray Diffraction 

XRD provides bulk information about a sample, describing its crystal structure by 

the way that x-rays diffract through it. Nanomaterials are often poor samples for this 

method since small crystallite sizes contribute to significant broadening of diffraction 

peaks, increasing noise.11 For sufficiently uniform samples of nanoparticles, however, it 

has been shown that they can form single crystals of assembled particles suitable for this 

technique. In these samples, precise atomic coordinates can be calculated for the particle 

and their surrounding ligands.12-14  These crystals were picked out and coated in paratone 

oil and mounted on a MiTeGen Microloop. X-ray intensity data is measured on a Bruker 

Kappa APEXII Duo system. The x-ray source was an Incoatec Microfocus IμS (Cu Kα, λ = 

1.54178 Å) with a multi-layer mirror monochromator.  

3.2.5 X-Ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy is used to derive chemical state information 

such as oxidation state of surface and near surface atoms by measuring the kinetic energy 

of electrons ejected from an irradiated sample. These measurements were carried out 

using PHI VersaProbe III that is equipped with monochromatic Al Kα X-rays (1486.6 eV) 

and spherical capacitor energy analyzer at the nanomaterials characterization facility of 

UVA. 

3.2.6 Electrochemical Measurements 

A 3-electrode system consisting of a 5 mm diameter glassy carbon working 

electrode, a reference electrode (either Ag/AgCl – CO2 reduction or Hg/HgO - HER}, and a 

Pt counter electrode (Figure 3.3). Potentials were controlled via a Biologic (Model VMP3) 
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potential station. CO2 reduction was performed in an H-cell with the cathode and anode 

compartments separated by a NafionTM 212 membrane and with stirred, CO2 saturated 

0.1 M KHCO3 electrolyte. Gas products were measured by flushing the gas phase 

headspace into a Shimadzu gas chromatograph (GC2014) equipped with a methanizer 

equipped flame ionization detector (FID) and a thermal conductivity detector (TCD). 

Liquid products were measured by 1H nuclear magnetic resonance (NMR) spectroscopy 

on a Bruker AV800 Spectrometer. HER was carried out in a one compartment cell 

containing 1 M KOH.  
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Figure 3.3 Electrochemical cells used in this work for CO2 reduction (left) and HER (right). 
In left figure, the WE, RE, and CE are glassy carbon containing the catalyst, Ag/AgCl, and 
Pt respectively. 
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3.2.7 Solid-State NMR Spectroscopy 

Solid-state NMR (SSNMR) has shown some recent progress in providing ligand 

information for synthesized nanomaterials.15, 16 Nanoparticle samples were prepared by 

drying them to a powder out and packing them into an NMR tube. SSNMR experiments 

were performed using an Agilent DD2 400 MHz NMR spectrometer equipped with a 

Samoson 1.7 mm fast-MAS probe (1H NMR) or a Chemagnetics 3.2 mm MAS probe (13C 

NMR). 

3.2.8 Surface Enhanced Infrared Absorption Spectroscopy 

In-situ measurements of catalytic systems are critically important to improving our 

understanding because they mitigate the risk in ex-situ measurements that the catalyst’s 

state is different from when it is under reaction conditions. Surface enhanced infrared 

absorption spectroscopy (SEIRAS) is an in-situ infrared measurement for electrocatalytic 

systems that takes advantage of a metal, such as Au or Cu, with surface plasmons, that 

enhance the electric field near the surface in attenuated total reflection (ATR) infrared 

measurements for surface sensitive measurements of vibrating species.17-21 SEIRAS has 

been used to study reaction intermediates on nanomaterial catalysts in the following way. 

A Au film was chemically deposited on a Si ATR crystal cut to a 60° of incidence and cycled 

through oxidative and reductive potentials several times.22 This gives the Au 

nanostructure necessary to generate the surface plasmons necessary for the 

measurement. Then the nanomaterials with deposited on C and deposited over the Au in 

a thin layer. The SEIRAS cell was constructed as shown in Figure 3.4 consisting of a Ag/AgCl 

reference electrode and a graphite counter electrode. Care was taken not to use a 



72 
 

transition metal counter electrode that may contaminate the working electrode.21 Gas 

was purged into the cell to remove O2 and force stirring. This cell was set in a VEEMAX III 

ATR accessory, and the potential was controlled by a Metrohm Autolab potentiostat. 

Infrared measurements were performed in a Thermo Nicolet iS50 FTIR equipped with a 

nitrogen cooled mercury cadmium telluride (MCT) detector. This setup allows infrared 

measurements to be taken at the same time as applying a potential so that chemical 

intermediates may be observed.  
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Figure 3.4 A) Top view of SEIRAS Cell showing the Au plated Si crystal. The Cu is in 
electrical contact with this layer, separated from the electrolyte by an o-ring, so that it 
may be attached to the potentiostat with undergoing any electrochemical changes. B) 
Schematic of the SEIRAS cell. C) Image of the assembled cell sitting on the VEEMAX III.   
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A Generalized Synthetic Strategy for 

Transition Metal Doped Brookite-
Phase TiO2 Nanorods 
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In this Chapter, I discuss a wet-chemical methodology for the synthesis of 

monodisperse transition metal (M) doped brookite-phase TiO2 nanorods (NRs) with a 

wide-range tunability in dopant composition (M = V, Cr, Mn, Fe, Co, Ni, Cu, Mo etc.). These 

quadrangular NRs can selectively expose (210) surface facets, which is induced by their 

strong affinity with oleylamine as revealed by density functional theory (DFT) calculations. 

Such a structure is well preserved regardless of the introduction of a single dopant or 

multiple dopants with varied dopant concentrations, leading to a diverse library of TiO2 

NRs wherein various dopants in single-atom form are homogeneously distributed in the 

brookite-phase solid lattice. This allows for the tuning of optical and catalytic properties 

that underpin new opportunities in photocatalysis and other heterogeneous catalysis 

applications. 

4.1 Background Motivation 

Central to functional nanomaterials and achieving their desirable applications is 

the ability to synthetically control the physical dimensions, composition, structure, and 

surface profiles of nanocrystals with atomic scale precision.1-4 TiO2 is one of the most 

studied metal oxide nanomaterials4-11 due to its semiconducting properties and important 

applications in optoelectronics,12 batteries,13-15 heterogeneous catalysis16-18 and 

photocatalysis.19-21 For example, TiO2 can provide active lattice oxygen species and strong 

interactions with metal nanoparticles, allowing for the modulation of kinetics for many 

heterogeneous catalytic reactions.22-24 TiO2 can also absorb photons to generate excited 

electrons and holes, driving redox reactions that build the basis for photocatalytic water 

splitting and other photo-reforming processes.25-28 To maximize its benefit for these 
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important applications, an emerging aspect in the studies of TiO2 nanostructures is to 

dope them with proper foreign elements, including cations (e.g. Fe, Sn)29, 30 and/or anions 

(e.g. C, N, F)31-33, which can tune lattice oxygen activity as well as improve TiO2’s electronic 

structure, surface acidity/basicity, and photon absorption.34, 35  

Such a doping strategy has been extensively studied for the rutile- and anatase-

phase TiO2 nanomaterials.29-32, 35 In contrast, brookite phase TiO2 is rarely studied due to 

the challenge of synthesizing the pure, metastable brookite phase. Recently, a high-yield 

synthesis of brookite-phase TiO2 nanorods (NRs) has been reported via the hydrolysis of 

a titanium chloride precursor.10 These structures were found to promote electron-hole 

separation under solar irradiation due to their one-dimensional (1-D) structure and, 

therefore, delivered a record-high photocatalytic activity towards photo-reforming of 

ethanol/glycerol for hydrogen (H2) production. 36 It is this success in the synthesis of 

brookite-phase TiO2 NRs that leads to the present work exploring the driving forces to 

achieve these materials and a robust approach to doping them for further enhanced 

photocatalytic properties. We found that the surfactant oleylamine (OAm) interacts more 

strongly with the (210) facet than the (001) facet, direction growth to occur along the 

(001) axis more readily. Furthermore, a broad range of single, dual, or multiple transition 

metal (M) dopants (M = V, Cr, Mn, Fe, Co, Ni, Cu, Mo, etc., as illustrated in Figure 4-1) can 

be homogeneously doped into monodisperse single-crystalline brookite-phase TiO2 NRs 

(M-TiO2). The resultant brookite-phase M-TiO2 NRs are uniform in physical dimensions 

and surface facets, providing us a new group of well-defined TiO2 nanocrystals with 

tunable compositions with improved optical and catalytic properties. Using Fe-doped TiO2 
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NRs as a model system, we show that the interactions that drive the anisotropic growth 

are maintained and that controlling the Fe-dopant level substantially enhanced the 

photocatalytic performance of TiO2 brookite-phase nanomaterials. 
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Figure 4.1 Schematic illustration of diverse, doped TiO2 brookite-phase NRs synthesized 
by our generalized methodology. 
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4.2 Results and Discussion 

4.2.1 Synthesis of M-Doped Brookite TiO2 Nanorods 

The M-TiO2 NRs were synthesized via an organic solution colloidal hydrolysis 

method.37 Typically, TiCl4 precursor dissolved in oleic acid (OAc) is hydrolytically 

decomposed in a mixture of 1-octadecene (ODE) and oleylamine (OAm). At a high 

temperature (290 °C), OAm and OAc can react to generate a small amount of water, 

resulting in the slow hydrolysis of TiCl4 to form TiO2 and release HCl. Unlike the previous 

method, 17, 36 we incorporated M-oleate precursor in our synthesis by mixing it with TiCl4-

OAc to produce M-TiO2. It is well-known that M-oleate complexes, such as Fe-oleate, can 

only be rapidly decomposed to reach metal oxide nucleation threshold at temperatures 

higher than 310°C.38 Holding the reaction temperature below this at 290°C and the 

presence of HCl from TiCl4 decomposition minimize the chance of MOx formation. As a 

result, M is doped into the TiO2 matrix, generating M-TiO2 that can be well-dispersed in 

non-polar solvent and exhibit distinct colors relative to undoped TiO2. As summarized in 

Figure 4.1, such a strategy can be generalized to cover all first-row transition metal 

dopants, some second-row dopants (e.g. Mo), and their binary or ternary combinations. 

Transmission electron microscopy (TEM) and scanning TEM (STEM) images show 

that the as-synthesized mono-M-TiO2 (Figure 4.2 (B-H) and Figure 4.3 A), bi-M-TiO2 

(Figure 4.4 A), tri-M-TiO2 (Figure 4.4 B), and pristine TiO2 (Figure 4.2 A) samples have a 

consistent NR morphology with an average width of 4.2 ± 0.5 nm and a length of 30-50 

nm. These M-TiO2 NRs preserve the brookite phase, as indicated by their powder X-ray 

diffraction (XRD) patterns (JCPDS No. 29-1360, orthorhombic) with the characteristic 
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brookite (121) peak at 2θ = 30.81° (Figure 4.5). By tuning the precursor M/Ti molar ratio, 

the M dopant level in the NRs can be controlled. TEM images in Figure 4.2 H and 4.3 A 

confirm the Fe atomic concentration can be increased up to 10 % (out of all cations Fe + 

Ti, measured by energy-dispersive X-ray (EDS) analysis) without any obvious morphology 

change. Beyond this concentration, however, M-oleate precursor cannot generate M-

TiO2 NRs with higher dopant levels. Instead, M stays in the solution in this case, probably 

because the stability of brookite-phase TiO2 lattice excludes the incorporation of high-

concentrations of dopants. 
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Figure 4.2 TEM images of (A) pristine TiO2, (B) V-TiO2, (C) Mn-TiO2, (D) Co-TiO2, (E) Ni-TiO2, 
(F) Cu-TiO2, (G) Mo-TiO2 (all around 10% M dopant concentration), (H) 3.7% Fe-TiO2 NRs 
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Figure 4.3 (A) TEM and (B) HRTEM images of the as-synthesized Fe-TiO2 NRs (10% Fe); (C) 
TEM image of vertically aligned Fe-TiO2 (10% Fe) assembly. Inset illustrates the 
corresponding atomic model with purple and pink atoms being Ti and O respectively. 
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Figure 4.4 TEM images of bi-M-TiO2 NRs: (A) FeCo-TiO2, (B) FeCu-TiO2 as well as tri-M-TiO2 
(C) FeCoCu-TiO2 
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Figure 4.5 X-ray diffraction patterns of TiO2 and M-TiO2 NRs (10% M) demonstrate the 
brookite phase is maintained even upon doping with other transition metals. 
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High-resolution TEM (HRTEM) images of the representative Fe-TiO2 (Figure 4.3B) 

and pristine TiO2 NRs (Figure 4.6A) suggest these NRs are single crystalline and grow along 

the <001> direction. The Fast Fourier transform of HRTEM images indicates that the side 

facets are (210) planes. Thanks to their monodisperse size and morphology, the pristine 

TiO2 and Fe-TiO2 NRs can be easily aligned into ordered assemblies at the interface of 

air/diethylene glycol via the previously reported method (Figure 4.6 C). 39 The TEM images 

(Figure 4.3 C and Figure 4.6B) viewed along the longitudinal direction of NRs, based on 

their vertical assemblies, show a rhombic NR cross-section shape with an angle of 

~80°/100°, confirming that the NRs expose four (210) planes as the side facets.  
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Figure 4.6 A) HRTEM image of pristine TiO2 NRs. Inset illustrates the corresponding atomic 
model with purple and pink atoms being Ti and O respectively. B) TEM image of vertically 
aligned pristine TiO2 NRs assembly. C) Fabrication and transferring of vertically aligned M-
TiO2 assembly over diethylene glycol by the slow evaporation of the hexane solvent. 
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4.2.2 Oleylamine as the Anisotropic Driving Agent 

The formation of quadrangular shaped NRs can be rationalized by the interaction 

between a specific TiO2 crystal plane and surfactants/ions. By using slab models for the 

two observed, lowest energy TiO2 facets (Figure 4.7) in DFT calculations, we found, in 

agreement with Gong et al., that the (001) plane of brookite-phase TiO2 is not stable and 

undergoes a 1x1 reconstruction both under vacuum and in the presence of surfactant 

(OAm or OAc) or Cl- (Figure 4.7).40 This reconstruction takes a row of undersaturated, 4-

coordinate Ti atoms and converts them to 5 coordinate atoms. This stabilization 

contributes to a relative inertness towards foreign adsorbates observed when compared 

to the (210) plane. The adsorption energies (Ead) of OAm, OAc and Cl- on the (210) plane 

are calculated to be -0.93 eV, -0.44 eV and -0.72 eV, all stronger compared to those on 

the (001-R) plane (-0.07 eV, -0.24 eV and -0.06 eV, respectively). It is worth noting that 

OAm is present in a much larger amount than OAc, which reacts with the amine to 

generate water and oxidize the Ti, and Cl- in our synthesis. Therefore, OAm is expected to 

play the most important role in stabilizing (210) plane with the strongest Ead (-0.93 eV). As 

a result, the (210) planes can be preferentially exhibited. 

Furthermore, these calculations were repeated for brookite TiO2 doped with 13% 

Fe. Reconstruction of the (001) surface is again observed, though the reconstructed (001) 

surface appears to be slightly more accommodating of adsorbates, particularly Cl than 

the pure Ti. This is also apparent from the surface reconstruction that only provided about 

half the stability (0.27 J/m2 difference rather than 0.62 J/m2 for pure TiO2). While further 

concentrations of Fe were not modelled and outside the scope of this work, it could be 
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that the that this increased binding on the (001) could inhibit growth of the higher Fe 

concentration particles. 
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Figure 4.7 DFT Models used for adsorption energy calculations. Ti is light blue, O is red, C 
is black, H is white, N is blue, and Cl is green. The difference between the unreconstructed 
(001) surface (left) and the relaxed structure (right) is shown in the first row for both TiO2 
and Fe-TiO2. In both the doped and undoped case, the reconstruction is the most stable 
surface. Adsorption energies for each case are shown below their relevant models. 
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4.2.3 Dopant Distribution in TiO2 Nanorods 

The distribution of dopants, such as Fe, within the NRs was first studied by STEM 

high-angle annular dark field (HAADF) imaging coupled with electron energy loss 

spectroscopy (EELS) elemental mapping (Fe doped: Figure 4.8 A-C, Fe-Cu-Co doped: 

Figure 4.9 C-F). It is clearly seen from the spatially overlapping signals that the doping 

elements are homogeneously distributed within the nanorods. To further uncover the 

atomic arrangement and bonding configuration of Fe dopant, we performed X-ray 

absorption near edge structure (XANES) and extended X-ray absorption fine structure 

(EXAFS) studies. Figure 4.8 D displays the Fe K-edge XANES spectra of Fe-TiO2 NRs as well 

as reference samples, including Fe, FeO, Fe3O4, and Fe2O3. The Fe-TiO2 spectrum is clearly 

distinct to those of metallic Fe, excluding the existence of the interstitial doping of Fe in 

the TiO2 lattice. Meanwhile, the Fe-TiO2 shows similar white line characteristics with 

those of the reference iron oxides, indicating the high valence state of Fe (+3) in the Fe-

TiO2 NRs. Additionally, the observed spectra present different profiles in the range of 

7120-7160 eV, implying that the state of Fe in Fe-TiO2 differs from that measured in the 

reference iron oxides. We ascribe these differences to the replacement of Fe at Ti sites in 

the TiO2 lattice, which is possible due to the similarity in the ionic radii of Fe3+ (0.064 nm) 

and Ti4+ (0.068 nm).41 Doping of Fe in the TiO2 lattice alters the hybridization of Fe with 

O, inducing the existence of a different Fe-O bonding environment compared with that in 

FeOx. Based on these discussions, it is clear that Fe is atomically doped into the TiO2 

network, without forming any FeOx segregation.  
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Figure 4.8 (A-C) HAADF-EELS elemental mappings of Fe-TiO2 (10%) NRs (scale bar: 2 nm); 
(D) Fe K-edge XANES and (E) Fourier-transform EXAFS spectra of Fe-TiO2 (10%), compared 
with Fe, FeO, Fe3O4, Fe2O3 standards. 
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Figure 4.9 (A) HRTEM and (B) STEM -HAADF images of Fe-Cu-Co-TiO2 nanorods. (C-F) 
Elemental components of HAADF-EELS measurements of the Fe-Cu-Co-TiO2 nanorods. 
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4.2.4 M-Doped Brookite TiO2 as a Photocatalyst 

As illustrated in previous studies on rutile and anatase TiO2, the t2g state of M 

dopants can interact with Ti, generating an additional occupied state in the bandgap of 

TiO2 and tuning the electronic structure of TiO2. 42 As shown in Figure 4.1 and 4.10 C, our 

M-TiO2 NRs suspensions in hexanes exhibit distinct colors from pristine TiO2 (white), 

suggesting a similar electronic structure modification in brookite-phase TiO2. The 

absorption edge of brookite-phase TiO2 NRs is at ~ 400 nm in the Ultraviolet–visible (UV-

Vis) diffuse reflectance spectrum (Figure 4.10 A) corresponding to a band gap of ~ 3.1 eV, 

which agrees with published results.12 For Fe-TiO2, it can be seen that the Fe dopant shifts 

the absorption edge of TiO2 towards longer wavelength. Furthermore, the shift increases 

monotonically as the Fe doping concentration increases. Therefore, the present synthetic 

strategy offers an effective method to improve the visible-light absorption of pristine TiO2 

NRs. 
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Figure 4.10 (A) UV-vis diffuse reflectance spectra and (B) photocatalytic H2 production of 
TiO2 and Fe-TiO2 NRs with different dopant concentrations. (C) Typical optical images of 
Fe-TiO2 with different doping ratios compared with pristine TiO2 NRs. TEM images of (D) 
Fe-TiO2 NRs after in situ Pt deposition, and (E) after 16-hour photocatalysis. Typical Pt NPs 
deposited on TiO2 are highlighted in red circles. 
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To illustrate one potential impact of this general synthesis, we selected the 

photocatalytic H2 production via methanol reforming as a model reaction and 

investigated Fe-TiO2 NRs performance. The pristine TiO2 brookite-phase NRs, after 

removing the surfactants using the reported NOBF4 treatment 43 and photo-depositing 1 

wt% Pt co-catalyst 17 , 44, shows a hydrogen production rate of ~ 57 umol/h under 300 W 

Xenon lamp illumination as presented in Figure 4.10 B. Interestingly, all the Fe-TiO2 NRs 

show higher H2 production rates compared to the pristine TiO2 under the same conditions. 

As the Fe content increases, the photocatalytic activity increases until an optimal Fe 

doping concentration at 3.7%. The H2 production rate of the 3.7% Fe-TiO2 reaches ~ 140 

umol/h, corresponding to a ~ 2.5-times enhancement over that of pristine TiO2 NRs. Such 

an enhancement is encouraging, given the fact that the pristine TiO2 brookite-phase NRs 

has already been demonstrated as one of the most active photocatalysts in previous 

reports.17, 36 Incorporating more Fe beyond 3.7% decreases activity. The enhanced activity 

of Fe-TiO2 probably originates from the improved light utilization in the visible range. 

However, the dopant atoms can also act as charge recombination sites that compromise 

the charge separation efficiency.34 Thus, an optimal doping concentration for 

photocatalytic hydrogen production is observed with 3.7% Fe. Meanwhile, it was 

observed that the H2 production rate only decreased slightly after a 16-hour run, probably 

due to the decrease in methanol sacrificial reagent concentration. TEM images of the 

tested Fe-TiO2 catalyst presented in Figure 4.10 D,E shows that the NR morphology is 

well-maintained after a 16-hour testing, confirming the stability of the Fe-TiO2 NR 

photocatalyst.  
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4.3 Conclusions 

This chapter highlights a generalized synthetic strategy for doped M-TiO2 NRs with 

a consistent brookite phase and a monodisperse quadrangular 1-D structure as well as 

controllable dopant compositions and concentrations. As a result of strong binding 

between OAm molecules and the (210) (M)-TiO2 plane relative to the (001) plane, the 

present (M)-TiO2 NRs that grow along <001> direction can preferentially expose (210) 

planes as side facets. Further structural characterizations illustrate that the M dopant is 

uniformly distributed in TiO2 lattice as single atoms. Photocatalytic H2 production based 

on the resultant Fe-TiO2 NRs demonstrates the Fe-doping can lead to a substantial 

catalytic activity enhancement due to a dopant-induced optical absorption improvement. 

The unique capability of our synthetic approach in preparing more improved 

photocatalysts opens up following studies on M-TiO2 NRs with diverse M compositions. In 

addition, the present M-TiO2 NRs may allow for additional opportunity in heterogeneous 

catalysis, serving as new types of either catalytic materials with highly stable single-atom 

M sites or catalyst supports with tunable electronic structure, oxygen activity, and surface 

acidity/basicity. 

4.4 Experimental 

Materials 

    Oleylamine (OAm, 70%) and oleic acid (OAc, 90%) were purchased from Sigma-

Aldrich. 1-Octadecene (ODE, 90%), cobalt(II) acetylacetonate (Co(acac)2, 99%), nickel(II) 

acetylacetonate (Ni(acac)2, 96%), copper(II) acetylacetonate (Cu(acac)2, 98%) and 
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titanium chloride (TiCl4, 99.9%) were obtained from Acros Organics. Iron(III) chloride 

anhydrous (FeCl3, 98%), vanadium(III) chloride (VCl3, 99%), chromium(III) chloride, 

anhydrous (CrCl3, 98%) were purchased from Alfa Aesar. Manganese(II) chloride 

anhydrous (MnCl2, 97%), molybdenum(V) chloride anhydrous (MoCl5, 99.6%) were 

obtained from Stream Chemical. Diethylene glycol (DEG, Reagent Grade) was purchased 

from Fisher Scientific.  

Syntheses of TiO2 and M-TiO2 NRs 

Brookite-phase TiO2 and M-doped TiO2 NRs were synthesized via a colloidal 

approach, based on a modification of previous publications. 10, 36  To obtain TiO2 NRs, 10 

mL of ODE, 10 ml of OAm and 0.48 ml OAc were first heated under vacuum at 90°C for 

one hour to remove dissolved moisture and oxygen. After that, the mixture was cooled 

down to 60°C under nitrogen and 1.5 mL of Ti-precursor solution containing 0.2 M TiCl4 

and 1.0 M OAc in ODE was injected into the solution (ODE and OAc should be pre-dried 

to avoid undesirable TiCl4 hydrolysis). The system was then quickly heated up to 290°C 

and held at that temperature for 10 min. 8 mL of additional Ti precursor solution was then 

added dropwise into the reactor at a rate of 0.3 mL min-1. Note that this solution, when 

heated, is corrosive due to the generation of HCl, and any unwanted metal sources like 

metal temperature probes should be avoided. Glass covered thermal probes were used 

as a suitable alternative. After being cooled down to room temperature, the TiO2 NRs 

were collected and washed by the addition of isopropanol and subsequent centrifugation 

at 8000 rpm for 8 min. The product was further purified twice by the addition of hexane 

and isopropanol.  



101 
 

M-TiO2 NRs were synthesized via similar approaches with Ti-M mixed solution. For 

example, to prepare Fe-TiO2 NRs, a Fe-oleate precursor solution was first prepared by 

dissolving 0.2 M FeCl3 into an ODE solution containing 1.0 M OAc, which was then mixed 

with the Ti-precursor solution with a desired Ti/Fe ratio. Such a Ti-M solution was then 

used to prepare Fe-TiO2 NRs following the same procedure described above. The Fe 

doping level in TiO2 NRs was facilely tuned by altering Ti/Fe ratio in the mixed precursor 

solution. For example, by tuning Ti/Fe precursor ratio from 8/1 to 8/0.75, 8/0.5, 8/0.38, 

8/0.25, and 8/0.1, a Fe doping level of 10%, 7.4%, 4.8%, 3.7%, 2.4%, and 0.9% were 

achieved in TiO2 NRs. Simply replacing FeCl3 with other metal precursors (MClx or 

M(acac)x, M = V, Cr, Mn, Co, Ni, Cu, Mo) in this procedure will yield other M-TiO2 NRs with 

varied M content. Mixing two and three types of M-oleate precursor solutions with Ti 

precursor led to binary and ternary M-TiO2 NRs. 

Vertical alignment of M-TiO2 NRs 

A typical procedure to fabricate the vertically aligned M-TiO2 NRs assembly is 

described in Figure 4.6C. Generally, 60 mg of the as-synthesized M-TiO2 NRs were 

dispersed in 10 μl of hexanes, which was transferred on the surface of DEG in a Teflon 

well. The well was then covered with a glass slide to allow the hexanes to evaporate slowly 

for 2 hours. After all the hexanes being evaporated, a monolayer of the vertically aligned 

M-TiO2 NR assembly was achieved on the surface of DEG, which can be transferred onto 

any substrate (including TEM grid) by placing it under the NR assembly and slowly lifting 

the substrate. The remaining DEG on the substrate was dried in vacuum oven overnight. 
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Surfactant removal of M-TiO2 NRs 

The as-synthesized M-TiO2 NRs was stabilized with long carbon-chain surface 

ligands (OAm) to keep the NRs well-dispersed in the storage solution (hexanes). However, 

the presence of these bulky capping agents creates an inhibiting layer that blocks the 

active sites and mass transfer during catalysis. To remove this layer, a NOBF4 ligand 

exchange was performed according to a previous publication. 43 Typically, 10 ml of the NR 

dispersion in hexanes (~ 10 mg ml-1) was mixed with 10 ml of n,n 

dimethylformamide/NOBF4 solution (0.085 M) at room temperature, and was vigorously 

shaken to generate a good mixing between the two phases. The NRs were then collected 

by centrifugation at 8000 rpm for 8 min, and was further purified twice by the addition of 

DMF and hexanes. After the ligand exchange, the as-obtained M-TiO2 NRs were dried 

under vacuum overnight to remove the trace amount of DMF. 

Characterization 

The structure, morphology, and composition of the as-synthesized TiO2 and M-

TiO2 NRs were analyzed by X-ray diffraction (XRD), transmission electron microscopy 

(TEM), high-resolution transmission electron microscopy (HR-TEM), scanning 

transmission electron microscopy (STEM), and X-ray absorption spectroscopy. XRD 

patterns were collected with a Rigaku Smartlab diffractometer using Cu Kα radiation 

(λ=1.5418Å). TEM images were obtained on a JEOL 1400 (120 kV). HR-TEM and STEM 

imaging was performed a Hitachi HD2700C (200kV) with a probe aberration-corrector 

coupled with EELS and EDS detectors, in the Center for Functional Nanomaterials at 
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Brookhaven National Lab. The EELS mapping and spectrum were collected using a high 

resolution Gatan-Enfina ER with a probe size of 1.3Å. A power law function was used for 

EELS background subtraction. Ultraviolet–visible (UV-Vis) diffuse reflectance spectra were 

collected on Thermo Scientific Evolution 300.  

The X-ray absorption spectra, including the near-edge X-ray absorption near-edge 

structure (XANES) spectra and extended X-ray absorption fine structure (EXAFS) spectra, 

at the Fe K-edge were recorded at the hard X-ray XAS station (BL 10.3.2) of the Advanced 

Light Source, Lawrence Berkeley National Laboratory (ALS, LBL). The storage ring was 

operated at top-off mode (1.9 GeV, 296 buckets, 500 mA). The data collection was carried 

out in fluorescence mode for the Fe-TiO2 samples in ambient conditions and transition 

mode for the reference samples. The beam size was limited by the horizontal and vertical 

slits with the area of 15 × 3 μm2 during the measurements. The raw XAS data were 

processed using Athena Demeter version 0.9.24.45 The work-up of raw XAFS data to k-

space and Fourier transformed R-space was processed using a consistent methodology of 

background subtraction, conversion to k-space, and conversion to FT R-space. All sample 

data was refined using k2-weighting, a k-range of 3 -12 Å-1, and an R-range of 0-6 Å. 

Photocatalysis 

Photocatalytic hydrogen production was carried out in a customized reactor 

equipped with a quartz window. The reactor was connected to a closed gas circulation 

and evacuation system. For each experiment, 50 mg of sample was dispersed in 180 mL 

aqueous methanol (20 vol%) solution. The system was then purged with ultra-high-purity 
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(UHP) grade Argon gas under stirring for 30 minutes in the dark, followed by a degassing 

procedure. Afterward, 0.8 bar UHP Argon gas was introduced to the system as carrier gas. 

The suspension was then illuminated by a 300W Xe lamp (Newport, Model 66984) which 

was equipped with a high pass cutoff filter to eliminate light with λ < 320 nm and a 10 cm 

water filter (> 800 nm) to eliminate IR irradiation. During the catalysis, 1 wt% of Pt co-

catalyst was loaded by in-situ photo-deposition using proper amount of H2PtCl6. 17, 44 The 

gas products were quantified by using an online gas chromatography (Agilent, 7890A) 

which was equipped with a thermal conductivity detector (TCD) and a 5 Å molecular sieve 

column. 

Computational Details 

DFT Calculations were performed with the Vienna ab initio simulation package 

(VASP)46 with the projector augmented-wave (PAW) pseudopotentials47 and the revised 

Perdew-Burke-Ernzerhof (RPBE) exchange correlation functional.48 An energy cutoff of 

400 eV was used for the plane wave basis set. All calculations were spin polarized. The 

force convergence criterion was 0.02 eV Å-1 and the energy convergence criterion was 10-

5 eV for geometry optimizations. 

The (210) surface of a brookite-phase TiO2 was modeled by a (2×1) unit slab with 

35 Å of vacuum normal to the surface to accommodate the large size of the surfactant 

adsorbates. The atoms in the top three layers and adsorbate were fully relaxed while the 

rest of the atoms were fixed in their equilibrium positions. The supercell was sampled 

with a 3 x 1 x 1 Monkhorst Pack k-point mesh.49 The (001) surface was built with a (2×2) 
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unit slab and a 3 x 5 x 1 Monkhorst Pack k-point mesh was sampled. The binding energy 

between each adsorbate (oleylamine, oleic acid, and Cl) and the TiO2 surface was 

calculated by  

E = E(Adsorbate + Slab) − E(Slab) − E(Adsorbate)                                           Eq( 4.1) 

Here E(Adsorbate+Slab) is the total energy of the TiO2 slab with adsorbate. E(slab) is the 

total energy of the TiO2 slab. E(Adsorbate) is the total energy of fully relaxed adsorbate 

molecules (oleylamine or oleic acid) or Cl atom. The brookite TiO2(001) surface has a local 

minimum structure accessible from geometry relaxations of the as-built system. A lower 

energy, 1x1 reconstruction also exists and was reported by Gong et al.40 The (001) system 

was manually rebuilt and structurally minimized to generate this reconstruction (Figure 

4.7), and all (001) energies are reported with reference to this surface. Without including 

this reconstruction in the adsorption energy calculations, adsorbates initiate the 

reconstruction process during the course of the relaxation. In these calculations, the 

energy then becomes obscured between energy related to the reconstruction and the 

adsorption. Using the reconstruction as the reference state mitigates this issue. 

4.5 References 

1. Gilroy, K. D.;  Ruditskiy, A.;  Peng, H. C.;  Qin, D.; Xia, Y., Bimetallic Nanocrystals: 

Syntheses, Properties, and Applications. Chem Rev 2016, 116 (18), 10414-72. 

2. Wu, Y.;  Wang, D.; Li, Y., Nanocrystals from solutions: catalysts. Chem Soc Rev 

2014, 43 (7), 2112-24. 



106 
 

3. Zhou, Z. Y.;  Tian, N.;  Li, J. T.;  Broadwell, I.; Sun, S. G., Nanomaterials of high 

surface energy with exceptional properties in catalysis and energy storage. Chem Soc Rev 

2011, 40 (7), 4167-85. 

4. Cargnello, M.;  Gordon, T. R.; Murray, C. B., Solution-phase synthesis of titanium 

dioxide nanoparticles and nanocrystals. Chem Rev 2014, 114 (19), 9319-45. 

5. Hahn, R.;  Schmidt-Stein, F.;  Salonen, J.;  Thiemann, S.;  Song, Y.;  Kunze, J.;  Lehto, 

V. P.; Schmuki, P., Semimetallic TiO2 nanotubes. Angew Chem Int Ed Engl 2009, 48 (39), 

7236-9. 

6. Roy, P.;  Berger, S.; Schmuki, P., TiO2 nanotubes: synthesis and applications. Angew 

Chem Int Ed Engl 2011, 50 (13), 2904-39. 

7. Bai, J.; Zhou, B., Titanium dioxide nanomaterials for sensor applications. Chem Rev 

2014, 114 (19), 10131-76. 

8. Yang, H. G.;  Sun, C. H.;  Qiao, S. Z.;  Zou, J.;  Liu, G.;  Smith, S. C.;  Cheng, H. M.; Lu, 

G. Q., Anatase TiO2 single crystals with a large percentage of reactive facets. Nature 2008, 

453 (7195), 638-41. 

9. Gordon, T. R.;  Cargnello, M.;  Paik, T.;  Mangolini, F.;  Weber, R. T.;  Fornasiero, P.; 

Murray, C. B., Nonaqueous synthesis of TiO2 nanocrystals using TiF4 to engineer 

morphology, oxygen vacancy concentration, and photocatalytic activity. J. Am. Chem. Soc. 

2012, 134 (15), 6751-61. 

10. Buonsanti, R.;  Grillo, V.;  Carlino, E.;  Giannini, C.;  Kipp, T.;  Cingolani, R.; Cozzoli, 

P. D., Nonhydrolytic synthesis of high-quality anisotropically shaped brookite TiO2 

nanocrystals. J. Am. Chem. Soc. 2008, 130 (33), 11223-33. 



107 
 

11. Qin, D. D.;  Bi, Y. P.;  Feng, X. J.;  Wang, W.;  Barber, G. D.;  Wang, T.;  Song, Y. M.;  

Lu, X. Q.; Mallouk, T. E., Hydrothermal Growth and Photoelectrochemistry of Highly 

Oriented, Crystalline Anatase TiO2 Nanorods on Transparent Conducting Electrodes. 

Chem. Mater. 2015, 27 (12), 4180-4183. 

12. Bai, Y.;  Mora-Sero, I.;  De Angelis, F.;  Bisquert, J.; Wang, P., Titanium dioxide 

nanomaterials for photovoltaic applications. Chem Rev 2014, 114 (19), 10095-130. 

13. Gao, X.;  Li, G.;  Xu, Y.;  Hong, Z.;  Liang, C.; Lin, Z., TiO2 Microboxes with Controlled 

Internal Porosity for High-Performance Lithium Storage. Angew Chem Int Ed Engl 2015, 

54 (48), 14331-5. 

14. Yu, X. Y.;  Wu, H. B.;  Yu, L.;  Ma, F. X.; Lou, X. W., Rutile TiO2 submicroboxes with 

superior lithium storage properties. Angew Chem Int Ed Engl 2015, 54 (13), 4001-4. 

15. Singh, D. P.;  George, A.;  Kumar, R. V.;  ten Elshof, J. E.; Wagemaker, M., 

Nanostructured TiO2 Anatase Micropatterned Three-Dimensional Electrodes for High-

Performance Li-Ion Batteries. J. Phys. Chem. C 2013, 117 (39), 19809-19815. 

16. Pepin, P. A.;  Diroll, B. T.;  Choi, H. J.;  Murray, C. B.; Vohs, J. M., Thermal and 

Photochemical Reactions of Methanol, Acetaldehyde, and Acetic Acid on Brookite TiO2 

Nanorods. J. Phys. Chem. C 2017, 121 (21), 11488-11498. 

17. Pepin, P. A.;  Lee, J. D.;  Murray, C. B.; Vohs, J. M., Thermal and Photocatalytic 

Reactions of Methanol and Acetaldehyde on Pt-Modified Brookite TiO2 Nanorods. ACS 

Catal. 2018, 8 (12), 11834-11846. 

18. Enache, D. I.;  Edwards, J. K.;  Landon, P.;  Solsona-Espriu, B.;  Carley, A. F.;  Herzing, 

A. A.;  Watanabe, M.;  Kiely, C. J.;  Knight, D. W.; Hutchings, G. J., Solvent-free oxidation 



108 
 

of primary alcohols to aldehydes using Au-Pd/TiO2 catalysts. Science 2006, 311 (5759), 

362-5. 

19. Linsebigler, A. L.;  Lu, G. Q.; Yates, J. T., Photocatalysis on TiO2 Surfaces - Principles, 

Mechanisms, and Selected Results. Chem. Rev. 1995, 95 (3), 735-758. 

20. Wang, C. J.;  Thompson, R. L.;  Ohodnicki, P.;  Baltrus, J.; Matranga, C., Size-

dependent photocatalytic reduction of CO2 with PbS quantum dot sensitized TiO2 

heterostructured photocatalysts. J. Mater. Chem. 2011, 21 (35), 13452-13457. 

21. Dhakshinamoorthy, A.;  Navalon, S.;  Corma, A.; Garcia, H., Photocatalytic CO2 

reduction by TiO2 and related titanium containing solids. Energy & Environmental Science 

2012, 5 (11), 9217-9233. 

22. Ting, K. W.;  Toyao, T.;  Siddiki, S. M. A. H.; Shimizu, K., Low-Temperature 

Hydrogenation of CO2 to Methanol over Heterogeneous TiO2-Supported Re Catalysts. ACS 

Catal. 2019, 9 (4), 3685-3693. 

23. Widmann, D.; Behm, R. J., Active oxygen on a Au/TiO2 catalyst: formation, stability, 

and CO oxidation activity. Angew Chem Int Ed Engl 2011, 50 (43), 10241-5. 

24. Arrii, S.;  Morfin, F.;  Renouprez, A. J.; Rousset, J. L., Oxidation of CO on gold 

supported catalysts prepared by laser vaporization: direct evidence of support 

contribution. J. Am. Chem. Soc. 2004, 126 (4), 1199-205. 

25. Fujishima, A.; Honda, K., Electrochemical Photolysis of Water at a Semiconductor 

Electrode. Nature 1972, 238 (5358), 37-38. 



109 
 

26. Li, Y. F.; Selloni, A., Pathway of Photocatalytic Oxygen Evolution on Aqueous TiO2 

Anatase and Insights into the Different Activities of Anatase and Rutile. ACS Catal. 2016, 

6 (7), 4769-4774. 

27. Lee, C. Y.;  Park, H. S.;  Fontecilla-Camps, J. C.; Reisner, E., Photoelectrochemical 

H2 Evolution with a Hydrogenase Immobilized on a TiO2 -Protected Silicon Electrode. 

Angew Chem Int Ed Engl 2016, 55 (20), 5971-4. 

28. Ni, M.;  Leung, M. K. H.;  Leung, D. Y. C.; Sumathy, K., A review and recent 

developments in photocatalytic water-splitting using TiO2 for hydrogen production. 

Renew. Sust. Energ. Rev. 2007, 11 (3), 401-425. 

29. Choi, W. Y.;  Termin, A.; Hoffmann, M. R., The Role of Metal-Ion Dopants in 

Quantum-Sized TiO2 - Correlation between Photoreactivity and Charge-Carrier 

Recombination Dynamics. J. Phys. Chem. 1994, 98 (51), 13669-13679. 

30. Cao, Y. Q.;  He, T.;  Chen, Y. M.; Cao, Y. A., Fabrication of Rutile TiO2-Sn/Anatase 

TiO2-N Heterostructure and Its Application in Visible-Light Photocatalysis. J. Phys. Chem. 

C 2010, 114 (8), 3627-3633. 

31. Dong, F.;  Guo, S.;  Wang, H.;  Li, X. F.; Wu, Z. B., Enhancement of the Visible Light 

Photocatalytic Activity of C-Doped TiO2 Nanomaterials Prepared by a Green Synthetic 

Approach. J. Phys. Chem. C 2011, 115 (27), 13285-13292. 

32. Burda, C.;  Lou, Y. B.;  Chen, X. B.;  Samia, A. C. S.;  Stout, J.; Gole, J. L., Enhanced 

nitrogen doping in TiO2 nanoparticles. Nano Lett. 2003, 3 (8), 1049-1051. 



110 
 

33. Yu, J. C.;  Yu, J. G.;  Ho, W. K.;  Jiang, Z. T.; Zhang, L. Z., Effects of F- doping on the 

photocatalytic activity and microstructures of nanocrystalline TiO2 powders. Chem. 

Mater. 2002, 14 (9), 3808-3816. 

34. Schneider, J.;  Matsuoka, M.;  Takeuchi, M.;  Zhang, J.;  Horiuchi, Y.;  Anpo, M.; 

Bahnemann, D. W., Understanding TiO2 photocatalysis: mechanisms and materials. Chem 

Rev 2014, 114 (19), 9919-86. 

35. Liu, B.;  Chen, H. M.;  Liu, C.;  Andrews, S. C.;  Hahn, C.; Yang, P., Large-scale 

synthesis of transition-metal-doped TiO2 nanowires with controllable overpotential. J. 

Am. Chem. Soc. 2013, 135 (27), 9995-8. 

36. Cargnello, M.;  Montini, T.;  Smolin, S. Y.;  Priebe, J. B.;  Delgado Jaen, J. J.;  Doan-

Nguyen, V. V.;  McKay, I. S.;  Schwalbe, J. A.;  Pohl, M. M.;  Gordon, T. R.;  Lu, Y.;  Baxter, J. 

B.;  Bruckner, A.;  Fornasiero, P.; Murray, C. B., Engineering titania nanostructure to tune 

and improve its photocatalytic activity. Proc Natl Acad Sci U S A 2016, 113 (15), 3966-71. 

37. Gordon, T. R.;  Cargnello, M.;  Paik, T.;  Mangolini, F.;  Weber, R. T.;  Fornasiero, P.; 

Murray, C. B., Nonaqueous Synthesis of TiO2 Nanocrystals Using TiF4 to Engineer 

Morphology, Oxygen Vacancy Concentration, and Photocatalytic Activity. J. Am. Chem. 

Soc. 2012, 134 (15), 6751-61. 

38. Park, J.;  An, K.;  Hwang, Y.;  Park, J. G.;  Noh, H. J.;  Kim, J. Y.;  Park, J. H.;  Hwang, 

N. M.; Hyeon, T., Ultra-large-scale syntheses of monodisperse nanocrystals. Nat. Mater. 

2004, 3 (12), 891-5. 



111 
 

39. Dong, A. G.;  Chen, J.;  Vora, P. M.;  Kikkawa, J. M.; Murray, C. B., Binary nanocrystal 

superlattice membranes self-assembled at the liquid-air interface. Nature 2010, 466 

(7305), 474-477. 

40. Gong, X.-Q.; Selloni, A., First-Principles Study of the Structures and Energetics of 

Stoichiometric Brookite TiO2 Surfaces. Phys. Rev. B 2007, 76 (23), 235307. 

41. Açıkgöz, M.;  Gnutek, P.; Rudowicz, C., Modeling zero-field splitting parameters for 

dopant Mn2+ and Fe3+ ions in anatase TiO2 crystal using superposition model analysis. 

Chemical Physics Letters 2012, 524, 49-55. 

42. Park, M. S.;  Kwon, S. K.; Min, B. I., Electronic structures of doped 

anataseTiO2:Ti1−xMxO2(M=Co,Mn, Fe, Ni). Phys. Rev. B 2002, 65 (16), 161201. 

43. Dong, A.;  Ye, X.;  Chen, J.;  Kang, Y.;  Gordon, T.;  Kikkawa, J. M.; Murray, C. B., A 

generalized ligand-exchange strategy enabling sequential surface functionalization of 

colloidal nanocrystals. J. Am. Chem. Soc. 2011, 133 (4), 998-1006. 

44. Wu, Q. Y.;  Xiong, S. M.;  Shen, P. C.;  Zhao, S.;  Li, Y.;  Su, D.; Orlov, A., Exceptional 

activity of sub-nm Pt clusters on CdS for photocatalytic hydrogen production: a combined 

experimental and first-principles study. Catal. Sci. Technol. 2015, 5 (4), 2059-2064. 

45. Ravel, B.; Newville, M., ATHENA, ARTEMIS, HEPHAESTUS: data analysis for X-ray 

absorption spectroscopy using IFEFFIT. J Synchrotron Radiat 2005, 12 (Pt 4), 537-41. 

46. Kresse, G.; Joubert, D., From ultrasoft pseudopotentials to the projector 

augmented-wave method. Phys. Rev. B 1999, 59 (3), 1758-1775. 

47. Blochl, P. E., Projector augmented-wave method. Phys. Rev. B. 1994, 50 (24), 

17953-17979. 



112 
 

48. Hammer, B.;  Hansen, L. B.; Norskov, J. K., Improved adsorption energetics within 

density-functional theory using revised Perdew-Burke-Ernzerhof functionals. Phys. Rev. B 

1999, 59 (11), 7413-7421. 

49. Monkhorst, H. J.; Pack, J. D., Special Points for Brillouin-Zone Integrations. Phys. 

Rev. B 1976, 13 (12), 5188-5192. 



113 
 

Chapter 5                                
Atomically Precise Nanocluster 

Superlattices through High 
Temperature Ligand Switching 
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In the previous Chapter, I discussed anisotropic brookite TiO2 nanorods that are 

shape controlled by oleylamine ligands and can be widely doped with various transition 

metals. In this chapter, the interactions of ligands are again shown to drive anisotropy but 

this time it is in the context of the self – assembly of nanoclusters. Through transmission 

electron microscopy and in-situ small angle X-ray scattering, the formation of 1.6 nm ceria 

nanoclusters that spontaneously self-assemble at high temperature to form micron scale 

nanorod superlattices can be directly observed, and their lattice parameters were 

measured at 1.9 nm x 3.3 nm x 3.3 nm. Characterization techniques such as solid state 13C 

NMR and Raman spectroscopy show that benzoate ligands primarily cap the assembled 

nanoclusters, while oleate species cap dispersed particles. Computational results suggest 

that π-π stacking interactions of the benzoate ligands drive this self-assembly. A high 

temperature ligand switching from oleate to benzoate through breakdown of the benzyl 

ether solvent, is proposed to drive this switching. Substituting Ce for other rare earth 

oxides (La, Ho, Eu, Er, etc.) other rare earth oxide superlattices may also be formed. These 

superlattices may be disassembled by ligand exchange with oleate at room temperature. 

These particles can then be mixed and matched to form multi-elemental superlattices by 

reassembly at high temperature. This broadens the scope of materials and opens up the 

possibility of wide application. 

5.1 Background and Motivation 

The self-assembly of nanoparticles into superlattices is an important strategy to 

generate new properties from the collective interactions of the assembling components.1 

Previous works have shown that these structures can be used in applications such as in 
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electronics, 2-5 in plasmonics, 6-9 and in catalysis.10-13 To further explore the possibilities 

offered by these structures, nanoparticle self-assembly is an active area of research. Top-

down methods such as lithography or templating have been used to guide nanoparticles 

into desired structures.14 Thin layer assemblies can be generated from solvent 

evaporation in carefully controlled systems at phase interfaces.3, 15-19 These methods are 

usually hard to scale up for widespread applications, so bottom-up, solution phase 

generation of superlattices is desired. This can be achieved by the introduction of 

interactive surface domains, 20 such as in DNA-guided crystallization,7, 21, 22 through 

solvent depletion interactions,23 or through surfactant templated synthesis.24 One 

particularly successful class of superlattice materials has been the lamellar rare earth 

oxides (REOs) 25, 26 and transition metal oxides.27, 28 Formed from colloidal chemistry, it is 

thought that π-π interactions from adsorbed benzoate ligands formed in high 

temperature organic reactions of the solvent are responsible for their self-assembly. 

However, depletion force driven assembly for the lamellar structures is not formally 

excluded. 

In this work, we show the importance of benzoate ligands as a self-assembly 

directing moiety and develop a general colloidal synthesis of atomically precise, non-

lamellar, 1.6 nm CeO2 and other REO nanoparticles that self-assemble into freely 

dispersible, micron rod superlattices with yields up to the gram scale. Nanoparticle 

formation and assembly are observed ex-situ via transmission electron microscopy and 

in-situ via small angle X-ray scattering (SAXS) as distinct events. Through ex-situ nuclear 

magnetic resonance (NMR) and Raman characterization combined with molecular 
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dynamics simulations, the replacement of oleate ligands with benzoate ligands at high 

temperatures is found to be critical to the formation of the assemblies. This synthesis is 

widely applicable to other REO’s that may be mixed and matched to form high-entropy 

alloy (HEA)29 analogous superlattices. 

5.2 Results and Discussion 

5.2.1 Synthesis of Ceria Nanoclusters 

Ceria superlattices were generated colloidally from Ce(CH3COO)3 in degassed 

benzyl ether solvent and a small amount of oleic acid for 4 hours at 290 °C under a N2 

atmosphere. The finished reaction appears as a cloudy yellow and may be washed with 

repeated rinses with isopropanol and hexane. The superlattices may be stored in hexane 

as a grey dispersion that loosely settles to the bottom layer and may be generated on the 

gram scale. Representative dark field TEM image of the ceria superlattices are presented 

in Figures 5.1 A and B respectively. Rod structures are observed on the order of 1 – 4 

microns long and 100 nm across. They are comprised of a superlattice of monodisperse 

ceria nanoparticles 1.6 nm in size.  
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Figure 5.1 Dark field TEM image of ceria superlattice shows (A) rod-like structures 
generated from (B) the self-assembly of <2 nm nanoclusters. (C) SAXS measurements 
performed at 1-minute intervals shows a small bump at around q = 0.2 Å-1 that is a result 
of the formation of nanoclusters in solution. This change occurs starting after 260 °C. (D) 
A hard sphere model fit of the T = 290 °C SAXS profile indicates particles with a radius 
around 0.89 nm have been formed. (E) Time evolution of the in-situ SAXS profile 
measured at 290 °C. Time is measured from when the reaction reached 290 °C. Structure 
peaks associated with the BCT superlattices appear at approximately 25 minutes and are 
indexed in the inset and in Figure 5.2 D at t = 1 hour.  
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5.2.2 Small Angle X-ray Scattering 

SAXS measurements were performed in-situ (Figure 5.1 C-E) to learn more about 

the superlattice formation. In-situ experiments were performed in a specialized reactor 

identical to that used by Tassone et al.30 at beam 12-ID-B in Argonne National Laboratory 

(Figure 3.2). SAXS profiles starting at T = 135 °C and repeating every minute until 290 °C 

show evolution of a shoulder peak at q = 0.2 Å-1 beginning after 260 °C (Figure 5.1 C). At 

290 °C this feature becomes more pronounced and is fit in a hard sphere model, revealing 

that particles with a radius on the order of 0.89 nm have formed (Figure 5.1 D). Therefore, 

particles are formed in the initial stages of the reaction. Figure 5.1 E is a time profile of 

the SAXS measurements with t = 0 minutes occurring when the reaction reaches 290 °C. 

Structure peaks (Figure 5.1E and Figure 5.2A), accompanied by a large rise in the low q 

region associated with scattering from the superlattice, form after 25 minutes. The 

structure peaks may be assigned to a body-centered tetragonal (bct) assembly after 

considering the following. An asymmetric, short axis aligns well with the long axis of the 

macrostructure (Figure 5.2 B,C). Planes parallel to the long axis of the macrostructure 

show significant broadening relative to the planes intersecting the long axis due to the 

high aspect ratio of the superlattices 31. This renders peaks between the (101)/(110) and 

(211) peaks (such as the (022) or (112)) unobservable above the noise. With this 

assignment, we derive lattice parameters (1.9 nm x 3.3 nm x 3.3 nm) for the assembly. 

The generation of these peaks in-operando demonstrates that the superlattices are a 

product of the synthesis at high temperature and are not an artefact of the washing 
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procedure or storage. Moreover, particles are formed in a distinct step from the assembly 

rather than being templated by surfactant molecules like the CdSe structures formed in 

Robinson et al.24 
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Figure 5.2 (A) SAXS profile at t = 60 min showing the superlattice structure peaks. (B) 
Bright field TEM image showing the macrostructure of the ceria nanoclusters and a 
selected area (C) showing the 2D projection of the 1.9 nm x 3.3 nm lattice unit cell boxed 
in blue. The short axis of the 2D projection aligns with the long axis of the superstructure.  
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5.2.3 Structural Analysis of Nanoclusters and Ligands 

Because the assemblies form only at high temperature, independently from the 

formation of nanoparticles, we explored the idea that organic reactions of benzyl ether 

are occurring drive the assembly of the nanoparticles. In fact, decomposition of benzyl 

ether into products such as benzyl aldehyde and benzyl benzoate has been in implicated 

in shape variation of magnetite nanocrystals observed in the literature 32. Attempting this 

synthesis in alternate solvents such as 1-octadecene (1-ODE), octyl ether, and phenyl 

ether does not generate superlattices. Therefore, benzyl ether is critical to the formation 

of these assemblies. 

After the reaction, the solution smells strongly of almonds, and 1H NMR 

experiments of benzyl ether heated to 290 °C shows the steady increase of benzaldehyde 

(the main component of artificial almond flavoring) over the course of the reaction (Figure 

5.3). Moreover, injecting neat, excess benzaldehyde to the reaction at 290 °C reduces the 

reaction time by a factor of 4 without altering the structure. Benzaldehyde has previously 

been identified as a source of benzoate ligands catalyzed by reaction with benzyl alcohol 

on Y clusters and oxides, yielding lamellar assemblies. 27 Other metal oxides may catalyze 

the Cannizzaro reaction to yield benzoate and benzyl alcohol 33. 

  



123 
 

 

Figure 5.3 The ratio of aldehyde 1H NMR signal to the methylene signal increases in time 
without the presence of Ce(CH3COO)3 precursor at 290 °C. 
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To examine if a similar mechanism is occurring here, solid state 1H cross polarized 

magic angle spinning 13C NMR (CPMAS) is used to identify the surface ligands after 

washing and drying particles from different reaction stages in vacuum to remove any 

hexane and cleaning solvents (Figure 5.4 A). Particles isolated before they had the 

opportunity to form superlattices showed two major resonances around 130 ppm, typical 

of sp2 hybridized C, and 40 ppm from sp3 hybridized C. When measurements were taken 

from the assembled structures, the peak near 40 ppm was significantly diminished leaving 

only the broad 130 ppm feature. Raman spectroscopy, performed on the isopropanol 

washed and dried CeO2 superlattices, confirms the benzoate assignment in the assembly 

(Figure 5.5)34. This suggests that oleate present in the early reaction is replaced by 

benzoate moieties in the assembled structures. Even when 13C oleate is used as a 

precursor, oleate is not observed as a major component in the superlattices. 

Characterization of the superlattice dispersion in solution phase 1H NMR (Figure 5.6) 

reveals evidence of benzoate with resonances at 8.15 ppm, 7.68 ppm, and 7.52 ppm and 

a 2:1:2 ratio. Benzaldehyde, on the other hand, is not present in the washed assemblies 

since no peak is observed at 7.88 ppm.  
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Figure 5.4 A) 13C (1H) CPMAS solid state NMR of the washed and dried CeO2 nanoparticles 
in the pre-assembled, assembled, and disassembled forms. Disassembly was driven by 
introduction of oleic acid. The resonances below 50 ppm are due to sp3 hybridized C 
atoms while the resonance at 140 ppm indicates sp2

 hybridized C in aromatic moieties. B) 
Unit cell (BCT 21.32 Å x 25.05 Å x 25.52 Å) generated from single crystal XRD of the 
disassembled CeO2 nanoclusters recrystallized in pyridine and acetonitrile. C) Proposed 
mechanism to generate benzoate molecules from benzyl ether. At high temperature, a 
small amount of benzyl ether decomposes to form benzaldehyde. This may react through 
a Cannizzaro type mechanism catalyzed by the metal oxide nanoparticles. The benzyl 
alcohol formed by this mechanism reacts with benzaldehyde to generate more benzoate 
ligands and toluene, which evaporates off. 
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Figure 5.5 Raman spectrum demonstrating chemical signatures of benzoate moieties on 
the sample. The table contains a peak by peak comparison with sodium benzoate.34 
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Figure 5.6 1H NMR Spectrum of solvated assemblies in CDCl3 (7.25 ppm). Resonances at 
7.52 ppm, 7.68 ppm, and 8.15 ppm are present in a 2:1:2 ratio and correspond to 
benzoate. The resonance at 7.36 ppm corresponds with benzyl ether solvent. The absence 
of a peak at 7.88 ppm indicates that benzaldehyde is not present in a significant amount 
in this sample. 
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Furthermore, by adding excess oleic acid to the assemblies at room temperature, 

the superlattices are broken and a transparent golden-brown dispersion of nanoclusters 

is generated. CPMAS of these disassembled structures shows that the sp3 hybridized C 

peak returns (Figure 5.4 A). Oleate introduced in excess may undergo a ligand exchange 

with the benzoate on the surface. The oleate ligand then breaks up the superlattices by 

removing the benzoate ligands. 

In addition to the disassembly observed in oleic acid, disassembly of the 

superlattice can be achieved with other solvents such as dichloromethane, pyridine, 

dimethylformamide, and benzyl alcohol. This is likely due to better solvation of the 

benzoate capped clusters rather than a ligand exchange as seen in the oleate 

disassembled structures. After disassembly, the particles may be crashed out of 

dispersion using an appropriate antisolvent such as acetonitrile. Note that immediately 

crashing these particles out of dispersion in these instances does not regenerate the 

superlattices and may suggest that a degree of kinetic control is necessary for superlattice 

growth. By adding a small amount of acetonitrile to pyridine dispersed CeO2 nanocrystals 

and letting it sit for at least 5 weeks, we grew single supercrystals of the component CeO2 

clusters. The single crystals were of sufficient quality to yield X-ray diffraction (XRD) data 

that shows the nanocrystals are comprised of 24 Ce atoms in a fluorite arrangement 

(Figure 5.4 B) identical to clusters reported by Christou et al. 35 The x-ray data clearly show 

30 benzoate moieties ligating the nanoclusters. The unit cell is a P21/n monoclinic system 

with lattice parameters of 21.32 Å x 25.05 Å x 25.52 Å. 
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From the data presented thus far, the assembly procedure is believed to proceed 

as follows (Figure 5.4C). Atomically precise nanoclusters are first formed as the reaction 

mixture is heated to high temperature. These are capped primarily with oleate ligands. At 

high temperature, decomposition of the solvent to benzaldehyde occurs. Benzaldehyde 

reacts to form benzoate ligands, replacing oleate and then self-assembly proceeds. 

5.2.4 Molecular Dynamics Simulations 

To further test this hypothesis, and to provide a detailed structure, molecular 

dynamics (MD) simulations were carried out. We constructed two different models, 

oleate-coated NPs and benzoate-coated NPs, to understand the process from the 

dispersed oleate-coated NPs to the assembled benzoate coated NPs (Figure 5.7 A,B). Each 

model contains 2 NPs, 68 benzoates, 68 oleates, and 68 benzyl ethers, respectively, where 

the benzoates in the oleate-coated model and the oleates in the benzoate-coated model 

were protonated to prevent the binding of both ligand species on the NP surface and to 

retain neutrality of the system. We find that the benzoate-coated NPs spontaneously 

aggregate independent of the initial distance between the NPs, with the distance 

between two nanoclusters becoming close to that of the single-crystal structure, 2.1 nm 

(Figure 5.7 C). In comparison, the NP-NP distance was ~4 nm for the oleate coated NPs, 

corresponding to the monodispersed structure in the solvent. Moreover, the benzoate-

coated nanocluster system was energetically favorable by > 100 kcal/mol than the oleate-

coated NPs system (Figure 5.7 D), which explains ligand switching at high temperature, 

with replacement of the oleates coating of the nanocluster surface by benzoates. This 

energy difference is attributed mainly to the van der Waals interactions, presumably 
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dominated by - interactions between adjacent benzoates. The aromatic ring of the 

benzoate on the nanocluster surface can form edge-to-face or offset stacked - 

interactions depending on the position, providing the additional energy gain that drives 

the self-assembly of NPs. 
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Figure 5.7 Model structures of (A) Oleate (OA)-coated NPs and (B) Benzoate (BA)-coated 
NPs. Each model contains 2 NPs (Ce: gold, O: red), 68 OAs (sky blue), 68 BAs (magenta), 
and 68 Benzyl Ethers (Bes) (grey), where the BAs in the OA-coated model and the OAs in 
the BA-coated model were protonated. (C) The distance between two NPs, where initial 
NP-NP distances were 2.1 nm (blue and red) and 3 nm (sky blue and orange). (D) The 
average nonbonding energies (Coulomb + van der Waals) for 3 ns MD simulations. (E) The 
cell volume as a function of the number of BEs, where the system contains 68 BAs (blue) 
or 60 BAs(red). (F) Snapshot structure showing the unit cell of the self-assembled 
structure, which is composed of 2 NPs, 60 BAs, and 16 BEs. 
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For the self-assembled structure, the SAXS result shows that it has significantly 

different cell parameters (a = 1.9 nm and b = c = 3.3 nm) compared to that of the single 

crystal structure (a = 21.3 nm, b = 25 nm, and c = 25.5 nm). Although both structures are 

bct, the cell volume of the self-assembled structure (20.7 nm3) is much larger than that of 

the single-crystal structure (13.6 nm3). The large volume of the self-assembled structure 

requires an even much greater number (> 46) of benzoate moieties. It should be noted 

that only a limited number of benzoates can bind to the NP surface due to the small 

surface area of the nanocluster. The single crystal data shows that 30 benzoate and 4 

pyridine ligands bind per cluster, so this is the number of ligands we can expect to bind 

with the surface. When an excess of benzoates was included, they were not able to bind 

or else bound weakly to the nanocluster surface. We find, as predicted, that the optimum 

number of benzoates that can bind to the NP surface is approximately 34, as observed in 

the single-crystal structure. This result indicates that the self-assembled structure should 

contain other components in addition to benzoate. We speculate that some amount of 

benzyl ether solvent was included during the assembly process, since the isotope-labeled 

experiment clearly showed no oleates in the structure. 

To estimate the number of benzyl ethers in the self-assembled structure, we 

calculated the cell volume as a function of the number of benzyl ethers (Figure 5.7  E), 

where the system contained either 60 or 68 benzoates (30 or 34 benzoates per NP), since 

the single-crystal structure showed that each NP is covered by 30 benzoates and 4 

pyridines. Our results show that the cell volume matches well to the experimental data, 

~20.7 nm3, when 16 benzyl ethers or 12 benzyl ethers were included for the 30 
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benzoates/nanocluster system or for the 34 benzoates/nanocluster system, respectively 

(Figure 5.7 E). For the model composed of 68 benzoates and 12 benzyl ethers, however, 

the position of the nanoclusters changed significantly from the bct starting structure, 

becoming close to a simple tetragonal structure during the simulation. In contrast the 

model with 60 BAs and 16 BEs retained its overall structure. These results indicate that 

the self-assembled structure is composed of 60 benzoates and 16 benzyl ethers in the 

unit cell (Figure 5.7 F). 

The Ce24O48 nanocluster has two types of facets, [100] and [111]. In the single-

crystal structure, pyridine caps the central Ce of the hexagonal [111] facet. However, the 

carboxyl group of the benzoate does not bind properly to the [111] facet because of 

repulsion with the O anions bonded to the central Ce. For this reason, the lack of pyridine, 

and the presence of the benzyl ether leads to a different cell shape and size for the self-

assembled structure. The MD simulations show that benzyl ethers surround the 

benzoate-coated nanocluster across the yz plane, filling the space between the 

nanoclusters. In contrast, the benzoate coated nanoclusters connect periodically along 

the x axis with no incorporation of benzyl ether. For this x direction, the [111] facets face 

one another, allowing compact packing in which one of benzoates bound to the edge of 

the [111] facet fills the center of the hexagon in the next cell, instead of the pyridine in 

the single-crystal structure. These results indicate that the size and surface of the NPs, 

and the ligand species are important factors to determine the asymmetry of the self-

assembled structure (Figure 5.7 F). 
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5.2.5 Extension to Other Rare Earth Oxides 

The superlattice synthesis was extended to other REOs: La, Sm, Eu, Gd, Tb, Ho, Er, 

Tm, and Yb with minor modifications (Figure 5.8 A-D). Typically, these elements require 

longer times and/or higher metal acetate concentrations to successfully synthesize the 

assemblies. Generally, the particles and the superlattices resemble the ceria system with 

slight variations in macrostructure. Whereas the ceria dispersion takes a distinct grey 

color, the precipitate of these elements ranges from light brown to bright white. Like 

ceria, these elements may also be disassembled in different solvents or via ligand 

exchange with oleic acid. Unlike ceria, XPS results show that these elements exist nearly 

exclusively in their +3 oxidation state as is typical for these elements. 
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Figure 5.8 Bright field TEM images of La2O3 (A), Sm2O3 (B), Yb2O3 (C), and Ho2O3 single 
component superlattices show similar behavior to CeO2. Bright field TEM images of binary 
CeO2/La2O3 demonstrate macrostructure (E), and lattice structure (F) identical to CeO2. 
The bright field TEM images of binary CeO2/Sm2O3 demonstrate macrostructure (G) and 
lattice structure (H) that are similar to CeO2, but narrower. The TEM images of the ternary 
CeO2/La2O3/Sm2O3 demonstrate macrostructure (I) and lattice structure (J) identical to 
CeO2. (K) HAADF – EELS measurement region of the ternary superlattice. L) EELS signals 
measured are in) Teal (Ce), Orange (Sm), and Yellow (La) and are evenly distributed 
throughout the measurement area. 
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An interesting feature of the oleic acid disassembled particles is that they may be 

purified and reacted in benzyl ether at 290 °C again to form new superlattices. A ceria 

superlattice was reformed in this way and its macrostructure and microstructure are 

displayed in Figure 5.9 A,B. As seen here, these structures are of similar quality to the 

superlattices formed from the acetate salts. The ability to reform these superlattices from 

disassembled nanoparticles is an important consequence of the decoupled steps of 

nanoparticle formation and superlattice assembly.  
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Figure 5.9 TEM images of the macrostructure (A) and microstructure (B) of CeO2 
superlattices formed from oleic acid disassembled superlattices. CeO2 nanocrystals were 
washed and purified prior to the reassembly procedure. 
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This ability to be reassembled opens a wide range of possibilities for further 

superlattice manipulation by mixing dissimilar nanoparticles for an assembly reaction. To 

demonstrate this, we synthesized CeO2, La2O3, and Sm2O3 superlattices and disassembled 

them with oleic acid. Then, we combined the CeO2 nanoparticles with dissimilar 

nanoparticles for reaction in benzyl ether at 290 °C. The results for the binary La + Ce and 

Sm + Ce and the ternary Sm + La + Ce superlattice assemblies are shown in Figure 5.8 E,F, 

Figure 5.8 G,H, and Figure 5.8 I,J respectively. Both the superlattice and the nanoparticle 

structures are retained after the synthesis as was found in the single element case. 

The elemental distribution in the ternary superlattice was measured with high 

angle annular dark field electron energy loss spectroscopy (HAADF – EELS) under 

cryogenic conditions. Figure 5.8 K shows the selected area for measurement and 

demonstrates, in the bottom right-hand corner, that these structures are prone to beam 

damage even at liquid N2 temperatures. This is not surprising for a structure primarily 

held together by interactions of organic ligands. The EELS signal (Figure 5.8 L) for Ce, La, 

and Sm are displayed in teal, yellow, and orange, respectively. No precursor element was 

excluded from the assembly, and they appear to be homogeneously distributed 

throughout the assembly. Therefore, the particles do not show an elemental specific 

interaction such that they would form, for instance, an individual superlattice of CeO2 

particles and an individual superlattice of Sm2O3 nanoparticles. Instead, the same 

assembly force, the benzoate ligands, is driving superlattice formation for each of these 

systems. Consequently, a large range of superlattices incorporating REOs can be 
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generated, leading to systems analogous to HEAs that have unexplored physical and 

chemical properties. 

5.3 Summary 

We report a high temperature colloidal synthesis method that generates highly 

monodisperse, sub-2 nm REO nanoparticles that self-assemble to form micron long 

superlattices at up to gram scales. We followed the formation of CeO2 superlattices with 

in-situ SAXS and determined that the particles form independently from the assembly 

step, but that assembly step is part of the high temperature reaction. Characterization of 

the surface ligands revealed that organic degradation of the benzyl ether solvent to form 

benzaldehyde and later benzoate capping ligands is critical for the formation of these 

superlattices. MD simulations show that to account for the full size of the unit sell 

observed in SAXS, benzyl ether is also a critical component of the assembly. While the 

forces keeping the assemblies together are robust in solvents such as hexane, several 

solvents may also disassemble the superlattices into their component nanoparticles. The 

nanoparticles are, however, stable to retreatment and may be reassembled with like or 

dislike nanoparticles, generating a wide range of possible superlattices such as HEA 

analogous mixes of many elements. This sets some groundwork for exploring the 

fundamentals of nanoparticle interactions in self-assembled systems. 

5.4 Experimental 

Chemicals 



140 
 

All chemicals were used without further purification. Cerium acetate hydrate 

(99.9%) and lanthanum acetate hydrate (99.9%) were purchased from STREM Chemicals 

Inc. Ytterbium acetate tetrahydrate (99.9 %) was purchased from Accela. Europium 

acetate hydrate (99.9%), holmium acetate hydrate (99.9%), thulium acetate hydrate 

(99.9%), samarium acetate hydrate (99.9%) erbium acetate tetrahydrate (99.9%), and 

gadolinium acetate (99.9%) were purchased from Alfa Aesar. Isopropanol (IPA, Certified 

ACS Plus), hexanes (Certified ACS), acetonitrile (Certified ACS), and pyridine (Certified 

ACS) were purchased from Fisher Chemical. Dibenzyl ether (BE, 99%) was purchased from 

Acros Chemical. Oleic acid (OAc, technical grade 90%) and benzaldehyde (Reagent Plus 

99%) were purchased from Sigma Aldrich. 13C labelled oleic acid (1-13C 99%) was 

purchased from Cambridge Isotope Laboratories, Inc.  

Rare Earth Oxide superlattice synthesis 

REO superlattices were synthesized colloidally in a one pot synthesis of 0.5 mmol 

of the corresponding rare earth acetate in 20 mL BE and 0.23 mL OAc. The reaction 

mixture was heated to 150 °C for 1 hour under flowing N2 to purge water and other 

impurities. Then, the reaction was heated to 290 °C, at which point the reaction mixture 

will reflux. The reaction was held at this temperature for at least 4 hours. The reaction 

mixture transforms from golden brown to a milky yellow color when complete. After 

cooling to room temperature, the product was washed with IPA and dispersed in hexane 

at least twice. Washed samples manifest as a grey dispersion and gently settle to the 

bottom. This procedure was repeated scaling to 10 mmol without complication. The 

reaction rate was increased by introducing 0.75 mL of benzaldehyde once the reaction 
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temperature reached 290 °C. This reaction was finished after 1 hour rather than 4 hours 

for ceria.  

The washed superlattices could be disassembled by introducing 3 mL of OAc to 

the hexane dispersed sample. Generally, this was carried out over a few minutes. The 

disassembled particles were washed with acetone and redispersed in hexane. These 

particles could be reintroduced to 20 mL BE and rerun through the above synthesis 

procedure to generate new superlattices. By mixing particles that were disassembled and 

washed, binary and ternary mixes of CeO2, La2O3, and Sm2O3 were generated. 

Characterization 

Transmission electron microscopy (TEM) images were obtained on a FEI Tecnai 

Spirit operated at 120 kV. Proton NMR spectra were recorded using a Bruker AV800 

spectrometer. All Solid-state NMR experiments were performed using an Agilent DD2 400 

MHz NMR spectrometer equipped with either a Samoson 1.7 mm fast-MAS probe (1H 

NMR) or a Chemagnetics 3.2 mm MAS probe (13C NMR). 1H MAS spectra were acquired 

at an MAS rate of 40 kHz using a Bloch decay pulse sequence. The radiofrequency (RF) 

power was set to 100 kHz and 4 scans were accumulated with a 1 s recycle delay. 13C MAS 

spectra were acquired both using cross-polarization (CP) as well as using a Bloch decay 

sequence. The Bloch decay experiment is expected to be better quantitative while the CP 

experiment accentuates the solid components of the mixture. All hard pulses used 100 

kHz RF power for both the Bloch decay and CP experiments while CP was achieved using 
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a 2 ms contact time. In all cases a total of 1024 scans were accumulated, with the recycle 

delay set to 2 s and 4 s for the CP and Bloch decay experiments, respectively.  

Single crystals of the ceria nanoparticles were coated with Paratone oil on a 

MiTeGen Microloop sample holder. The X-ray intensity data were measured on a Bruker 

Kappa APEXII Duo system. The Incoatec Microfocus IμS (Cu Kα λ = 1.5418 Å) and a multi-

layer monochromator was used as the light source. The frames were integrated with the 

Bruker SAINT software package using a narrow-frame algorithm. The Multi-Scan method 

(SADABS) was used to correct for absorption effects. Structure solutions were refined in 

the Bruker SHELXTL Software Package36 within APEX and OLEX2.37 Non-hydrogen atoms 

were refined anisotropically and hydrogen atoms were placed in geometrically calculated 

positions with Uiso = 1.2 Uequiv of the parent atom. 

Raman measurements were performed on a Renishaw InViaTM confocal Raman 

microscope with an Ar+ excitation laser wavelength of 514 nm. X-ray photoelectron 

spectroscopy was carried out using a PHI VersaProbe III equipped with a monochromatic 

Al K-alpha (1486.6 eV) x-ray source with spherical capacitor energy analyzer to examine 

oxidation states of the lanthanide elements. Spectra were measured with a 100 μm spot 

size and 55 eV pass energy. Charging corrections to the binding energy were made by 

reference to graphitic C 1s at 284.5 eV. Data were analyzed in PHI Multipak 9.8.0.19 where 

a Shirley background was subtracted to remove inelastic scattering components.  

SAXS 
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In-situ measurements were executed in a specialized reactor as reported by 

Tassone et al. (32). The reaction was carried out as described earlier but scaled to the 10 

mL to accommodate the smaller reactor. Measurements were performed at beam 12-ID-

B of the Advanced Photon Source at Argonne National Laboratory. The x-ray wavelength, 

λ, was set to 0.886 Å. Scattered x-ray intensities were measured with a Pilatus 2M 

detector (DECTRIS Ltd). The distance from sample to detector is 2 m. 1D SAXS curves were 

generated by averaging the 2D images azimuthally, performing a solid angle correction, 

and normalizing to the unimpeded transmitted x-ray beam in the Irena software package 

developed at beamline 12-ID-B. The 1D SAXS curves were fit in the SasView package 

(http://www.sasview.org/) to a spherical model. 

Computation 

The formation and structures of CeO2 nanocluster were studied using molecular 

dynamics (MD) simulations. The Ce24O48 nanoparticle was constructed based on the 

experimentally obtained single-crystal structure. In the nanoparticle, O atoms have 

different bond numbers depending on their positions: O atoms inside of the nanoparticle 

have 4 bonds, O atoms on the [111] surface have 3 bonds, and O atoms on the [100] 

surface have 2 bonds, respectively. Since some surface O atoms are replaced by ligands 

(or nanoparticles are formed together with ligands), we removed 2-fold O atoms from the 

Ce24O48 structure to allow the ligands bind onto the surface. This Ce24O32 structure was 

used as CeO2 nanoparticle for the MD simulations. For the atomic charge, +4e (≥ 4 bonds; 

22 atoms) and +3e (< 4 bonds; 2 atoms) was assigned for Ce atoms, and -2e (4 bonds; 16 

atoms) and -1e (3 bonds; 16 atoms) for O atoms, respectively. Thus, one nanoparticle has 
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+46e charges and was compensated by ligands (-1e for each acid). The charges on Ce 

atoms were slightly adjusted when the number of ligands was less than 46 to keep the 

system neutral. These assigned charges on CeO2 and ligands were reduced by a factor of 

0.5 to take account of the screening effect and to prevent too strong Coulombic 

interaction between CeO2 and ligands that can lead to unreasonable structure. LAMMPS 

software38 was used for MD simulations, and universal force field (UFF)39 was used to 

describe the behavior of CeO2 nanoparticles. For organic ligands, CHARMM force field was 

used, which was generated by CHARMM-GUI40 and then converted into LAMMPS format 

by using InterMol.41 All MD simulations were carried out by following steps below: 

1) Minimization by the steepest descent method was followed by NVT (constant 

number of molecules, volume, and temperature) simulation at 10 K for 10 ps to generate 

initial velocities. 

2) Heating the system from 10 K to 563 K over 100 ps using NVT, where the cell 

volume calculation as a function of the number of benzoic acids was performed at 300 K 

to match the condition of the single-crystal experiment at room temperature. 

3) NPT (constant number of molecules, pressure, and temperature) production 

runs at the target temperature for 3 ns, where Nose-Hoover thermostat and barostat was 

used with 0.1 ps and 1 ps for temperature and pressure damping times, respectively. 

All initial structures were generated by packmol42, and VMD43 was used for the 

visualization and analysis of the MD trajectories.  
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In this chapter, I move from thinking about how ligands interact with the surface 

and their environments to thinking about how small molecules interact with surfaces in 

the context of catalysis. I discuss CO2 reduction over monodisperse AgPd nanoparticles 

with variable Ag:Pd ratios. I perform DFT calculations to show how Ag incorporated into 

Pd will weaken CO adsorption on all possible Pd sites through the ligand effect. More 

importantly, however, is that Ag breaks up Pd multimetallic sites that preferentially bind 

CO so alloying Ag into Pd generates a favorable ensemble effect. Experiment is coupled 

with these calculations to provide further evidence of the ensemble effect contributions. 

Diffuse reflectance infrared fourier transform spectroscopy (DRIFTS) shows evidence of 

linearly bound CO upon addition of Ag into Pd. Maximal activity for CO2 reduction to CO 

over the AgPd nanoparticles was found for Ag15Pd85 nanoparticles. Greater than 95% 

faradaic efficiency was observed with a mass activity of 15.2 mA/mgmetal at -0.8 VRHE.  

6.1 Background and Motivation. 

Electrocatalytic CO2 reduction reaction (CO2RR) offers the possibility of carbon-

neutral production of chemicals and fuels when driven by renewable electricity (solar, 

wind and hydro etc.).1-3 CO is one of the CO2RR products targeted with broad interest, as 

it is an essential precursor in many industrial processes, including the water-gas shift 

reaction for hydrogen production as well as the chemical synthesis of methanol, acetic 

acid, aldehydes, etc.4 Thermodynamically, the CO2RR to CO takes place at -0.11 V vs. the 

reversible hydrogen electrode (VRHE).5, 6 However, due to the sluggish kinetics of the 

reaction over most catalysts, the reaction usually requires large overpotentials to yield a 

desirable production rate of CO.7,8 
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Among the various metal catalysts studied for the CO2RR, Pd has shown an 

impressive Faradaic efficiency towards CO (FECO) at relatively low overpotentials. This is 

primarily caused by the strong binding energy of C-bound intermediates (including *CO, 

*COOH etc. which are correlated through a scaling relationship) on the surface of Pd, 

facilitating CO2 activation and suppressing the competing hydrogen evolution reaction 

(HER)7, 8. The strong binding energy, however, makes Pd prone to CO-poisoning,9 which 

hampers the CO desorption step and decreases the CO production rate.10 A great deal of 

effort is devoted to balance the binding energy of C-bound intermediates for improved 

efficiency by tuning the size and surface structure of Pd nanoparticles (NPs). For example, 

Gao et. al. investigated the size effect of Pd NPs (from 2.4 to 10.3 nm) and demonstrated 

that a 91.2% FECO can be reached on 3.7 nm Pd.11 Pd concave nanocubes with high index 

(310) surface facets were found to be more efficient than Pd nano-octahedrons and 

nanocubes, leading to a FECO of 90.6%.12 Despite the encouraging progress, the issue of 

low CO current density (production rate) associated with over-strong CO adsorption over 

Pd NPs needs to be further addressed.  

Alloying Pd with a second element, M, has been studied as a strategy to lower the 

CO adsorption strength and enhance the CO production rate. Yin et. al. reported that 

CuPd alloy NPs can exhibit a significantly improved CO mass current density.13 Yet the 

FECO reduced to 86% because of the promoted HER at the Cu sites. Such a M-induced 

product selectivity alteration was also observed on other MPd alloy NPs (such as NiPd,14 

SnPd15 etc.). In this Chapter, AgPd NPs with a uniform size of 2-4 nm and controllable 

AgPd bimetallic compositions are used to elucidate the composition-dependent catalytic 
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property for the CO2RR. Ag is a known metal with weak binding to both *CO and *H.7 It is 

anticipated that the incorporation of Ag into Pd can alleviate CO-poisoning without 

sacrificing the FECO. A similar concept was employed to construct Pd small clusters in the 

surface of Au NPs16, but the use of Ag in the present work benefits from the ease of 

synthesizing monodisperse AgPd NPs as well as the higher efficiency and relative earth 

abundance of Ag over Pd. By systematically studying AgPd NPs with a wide range of well-

controlled compositions, Ag15Pd85 is identified as the most efficient with a FEco greater 

than 95% and a high CO current density of 15.2 mA mgmetal
-1 at -0.8 VRHE. With the 

assistance of density functional theory (DFT) calculations and environmental diffuse 

reflectance infrared Fourier-transform spectroscopy (DRIFTS) analysis, we further 

demonstrate that the bimetallic enhancement arises from a combination of ligand and 

ensemble effects that is properly adjusted by the favourable Ag level. The former weakens 

the CO adsorption on all possible Pd sites, while the latter disrupts the strongest multi-

fold CO binding sites.  

6.2 Results and Discussion 

6.2.1 Synthesis of AgPd, Ag, and Pd Nanoparticles 

The AgPd NPs were prepared via a colloidal synthetic approach, reported 

previously,17 using oleylamine (OAm) as the reducing agent and the combination of oleic 

acid (OAc) and OAm as surfactants. In this system, an excessive amount of OAc is crucial 

to stabilize the Ag precursor from self-nucleation and avoid the formation of polydisperse 

AgPd NPs. The morphology of AgPd NPs was investigated using TEM, while the chemical 

composition of NPs was revealed through ICP-OES (Table 6.1). As shown in the TEM 
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images in Figure 6.1 A-D , the as-synthesized Ag5Pd95, Ag15Pd85, Ag37Pd63, and Ag45Pd55 

NPs are all uniform, with an average size of 4.5 ± 0.3 nm, 3.3 ± 0.4 nm, 2.8 ± 0.5 nm, and 

2.3 ± 0.4 nm, respectively. We further prepared 2.4 ± 0.1 nm Ag NPs Figure 6.1 E and 4.8 

± 0.6 nm Pd NPs Figure 6.1 F. They are also monodisperse NPs with a similar size as the 

AgPd particles and can therefore be used in electrocatalysis control experiments. The use 

of monodisperse particles is a key enabler to unambiguously refine the composition effect 

in catalysis with minimal influence from other structural parameters.18, 19 The as-

synthesized NPs were deposited on the Vulcan XC 72R carbon black (C-NPs) and treated 

with the hydrazine/ethanol solution to remove OAc and OAm, bulky hydrophobic 

surfactants. This process, mediated by hydrazine ligand exchange, has been widely used 

for activating the surface of NPs produced with bulky organic ligand for various 

applications.20-23 TEM analysis indicates that these NPs well preserved their size, shape, 

and distribution on the carbon support after hydrazine treatment. 
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Table 6.1 The composition and metal loading of C-AgPd catalysts determined by ICP-OES. 
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Figure 6.1 TEM Images of (a) Ag5Pd95, (b) Ag15Pd15, (c) Ag37Pd63, (d) Ag45Pd55, (e) Ag, and 
(f) Pd 
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The HRTEM image in Figure 6.2 A shows that the AgPd NPs remain crystalline after 

surfactant removal. Meanwhile, based on STEM high angle angular dark field (HAADF) 

image and the electron energy loss spectroscopy (EELS) 2D elemental mappings of AgPd 

displayed in Figure 6.2 B-D, we confirmed that Pd and Ag elements are homogenously 

distributed in the NPs, forming a solid-solution alloy. The X-ray diffraction (XRD) patterns 

of C-NPs samples were summarized in Figure 6.3 A. It is consistent with the NPs 

presenting typical fcc structure (Pd: PDF# 03-065-6174; Ag: PDF# 00-04-0783). The C-Pd 

displays four diffraction peaks at 40.1⁰, 45.5⁰, 68.1⁰, and 81.3⁰ that are indexed to the 

(111), (200), (220), and (311) plane diffractions. On C-AgPd and C-Ag samples, only the 

(111) peak is weakly observed due to the small sizes of these NPs, and the peak slightly 

shifts to the lower angle with the increase of Ag content, consistent with a previous 

report.17 The XPS spectra of AgPd in Figure 6.3 B displays a negative binding energy (BE) 

shift of the Pd 3d peak with the decrease in Pd concentration. Meanwhile, the Ag 3d peak 

also shifted negatively. These results agree with the previous theoretical and 

experimental X-ray photoelectron spectroscopy (XPS) studies on AgPd alloy materials, 

evidencing the alloy structure of the AgPd NPs.24, 25 
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Figure 6.2 (a) HRTEM image of C-Ag15Pd85. (b) HAADF-STEM image and (c, d) 
corresponding 2D EELS elemental mappings of C-Ag15Pd85. The red box in b indicates the 
area of EELS elemental mappings 
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Figure 6.3 (a) XRD patterns for Ag, Pd, and AgPd  NPs show a gradual shift in the (111) 
peak from Ag to Pd as expected for random alloys. (b) High resolution Pd 3d and (c) high 
resolution Ag 3d XPS spectra both show a shift to lower binding energies as expected of 
AgPd alloys.  
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6.2.2 Electrocatalytic CO2 Reduction Reaction by AgPd Nanoparticles 

CO2RR over the C-AgPd, C-Pd and C-Ag catalysts were systematically investigated 

using chronoamperometry in the potential range of -0.6 VRHE to -1.0 VRHE. The gas-phase 

products were simultaneously measured by an on-line GC, while the liquid phase product 

information was obtained by analysing the catholyte with HPLC after the catalysis. It was 

found that, after two hours of catalysis, both Pd and AgPd NPs structures were well-

maintained on the carbon support. However, the NPs agglomeration and size increase 

were observed on C-Ag after testing, which may be caused by the surface redox reactivity 

of ultrasmall Ag NPs. Such a redox-induced small NP coalescence during CO2RR were also 

found in the previous studies of Bi20, Cu26 and Pb-based nanocatalysts.27  

The CO2RR catalytic performances of C-AgPd with different bimetallic 

compositions, along with that of C-Pd and C-Ag, are summarized in Figure 6.4. CO is found 

as the primary product on all catalysts at these potentials, although the FECO for each 

catalyst present a maximum at different potentials (Figure 6.4 A). H2 is the other observed 

product from the hydrogen evolution reaction and balances the FE to approximately 

100%. On C-Pd, the maximum FECO of 83.9 ± 5.9% is obtained at -0.7 VRHE, which is superior 

to the Pd electrode (<30%)28 and is comparable to reported 3.7 nm Pd NPs (91.2%).29 With 

lower overpotentials, the FECO on C-Pd drops to 42.0 ± 3.8%. At more positive potentials 

(-0.4 to -0.5 V), liquid-phase formic acid is detected as the primary product without the 

formation of CO; however, these conditions lead to extremely low current densities.30 CO 

is not observed until higher overpotentials, but the FECO due to limited CO2 solubility, mass 

transport issues, and the increased HER rate.31, 32 Opposed to Pd, the C-Ag catalyst 
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consistently exhibits a low FECO (<35%), unless potentials as negative as -0.9 VRHE is 

applied. This behavior is ascribed to the weak CO adsorption energy on Ag that makes CO2 

activation challenging by reducing the thermodynamic drive towards product formation. 
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Figure 6.4 The evaluation of eCO2 RR performance of C-AgPd, C-Pd, and C-Ag catalysts: 
(a) Faradic efficiency of CO (FECO); the remaining balance to 100% is comprised of H2 from 
the hydrogen evolution reaction, (b) CO partial current density (jCO); and (c) mass activity 
at -0.6 to -1.0 VRHE. 
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The FECO is substantially improved on C-AgPd NPs catalysts compared with 

monometallic counterparts, and more interestingly, it presents a volcano-like behavior 

associated with its bimetallic composition (Figure 6.4 A). The Ag15Pd85 exhibits the highest 

FECO across all studied potentials. At -0.8 VRHE and -0.9 VRHE, the FECO on C-Ag15Pd85 reaches 

100.0 ± 4.0% and 92.3 ± 2.8% respectively. Even at a low overpotential of -0.6 VRHE, the 

FECO still maintains at 88.0 ± 0.5%, which is 1.2 and 3.3 times higher than that of C-Pd and 

C-Ag, respectively. 

CO partial current density (jCO) directly reports on the CO production rate. As 

shown in Figure 6.4 B, all catalysts show an increased CO partial current density at higher 

overpotentials. The C-Pd also shows a low CO production rate at low overpotentials (~ 0.2 

mA cm-2 at -0.6 VRHE), which increases to ~ 3.9 mA cm-2 at -0.9 VRHE and ~ 4.8 mA cm-2 at -

1.0 VRHE. The jCO is drastically increased on C-AgPd catalysts. For C-Ag15Pd85, jCO reaches 

3.3 mA cm-2 at -0.8 VRHE, leading to an enhancement factor of 1.8 and 8.9 compared with 

C-Pd and C-Ag. 

The current from CO production was further normalized to the total metal mass 

loading of the catalyst on the electrode to yield mass activity. This is a reasonable metric 

for catalyst amount due to the similarity in molar masses of Ag and Pd. Again, it was found 

that the bimetallic catalysts clearly enhance the CO2RR activity. Especially on C-Ag15Pd85, 

the mass activity reaches 15.2 mA mg-1 at -0.8 VRHE, indicating a 2.5- and 3.7-time 

enhancement over C-Pd and C-Ag, respectively. By all metrics, C-Ag15Pd85 is the best 

performing catalyst for CO2RR in the present study, exhibiting the highest FECO and mass 

activity.  
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The catalytic stability of C-AgPd NPs were evaluated under chronoamperometry 

at -0.8 VRHE for up to 12 hours. As illustrated in Figure 6.5 A, the FECO on the C-Ag15Pd85 is 

highly stable during the stability testing with the minor fluctuations in the range of 95-

100%. After the 12-hour test, the morphology of Ag15Pd85 NPs was re-examined under 

TEM. While most of the NP structures are well-preserved, some aggregations are seen in 

certain areas on the support, and correspondingly, the mass activity decreases by 12.4 % 

(from 15.2 mA mg-1 to 13.3 mA mg-1) after the 12-hour CO2RR. In comparison, the C-Pd 

catalyst shows a mass activity decay of 38.1% (from 7.0 mA mg-1 to 4.3 mA mg-1) under 

the same condition (Figure 6.5 B), which is likely resulted from the accumulation of CO 

over Pd sites,40 suggesting that bimetallic AgPd NPs catalysts are more durable for long-

term CO2RR. 
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Figure 6.5 FECO and mass activity evolution of (a) C-Ag15Pd85 and (b) C-Pd over a 12 hour 
stability test at -0.8 VRHE shows that Ag15Pd85 is superior in terms of catalyst stability to Pd 
alone. 
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6.2.3 Deconvoluting Ligand and Ensemble Effects: DRIFTS and DFT 

Incorporating Ag into the AgPd alloy NPs is expected to alleviate the CO-poisoning 

issue on Pd by weakening CO adsorption. Two effects that contribute to this weakening 

are the ensemble and ligand effects.33, 34 The ligand effect describes the change in 

chemical properties through means such as electron transfer. It was already observed 

from XPS measurements for the alloy catalysts that there are some chemical state 

changes reducing the overall core electron binding energy in both Ag and Pd. The 

ensemble effect describes changes in adsorption through changes in the geometric 

configurations of ensembles of atoms on the surface. Using CO as a probe molecule in 

DRIFTS experiments and DFT calculations, the contribution of ensemble effects is 

illuminated. 

DRIFTS was used to reveal information about the CO binding configuration and 

strength with Pd surface atoms. To obtain an optimized IR quality, the AgPd NPs and Pd 

NPs were loaded onto alumina (Al2O3) instead of carbon black (1 wt% metal loading), 

which would reduce the IR signal substantially. The Ag NPs are not included here since CO 

adsorption was not observed under ambient conditions. The obtained peak positions and 

their spectroscopic assignments are listed in Table 6.2. The stretching frequency of CO on 

Pd NPs results in several peaks: one broad peak between 1820 and 1950 cm-1 is a 

convolution of multi-center bound *CO on threefold hollow and bridge sites, while the 

linear *CO on atop site gives rise to a band around 2076 cm-1.35, 36  
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Table 6.2 Peak position of COads over Pd and AgPd NPs in DRIFTS spectra at room 
temperature. 

Sample CO stretch mode cm-1  

 COatop COmulti 

Pd 2078.6 1945.8 

Ag45Pd55 2024.9 1917.7 

Ag37Pd63 2032.2 1914.5 

Ag15Pd85 2054.8 1908.3 
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A series of IR spectra on three AgPd samples with different compositions were 

collected under the same conditions (Figure 6.6 A). It is clearly seen that the relative 

intensities of different *CO species change dramatically with the Ag content. The 

concentration of multi-center bound *CO shows a clear-cut and significant drop on 

Ag15Pd85. The drop becomes more intense on other two samples with the higher Ag 

content, while the linear *CO dominates the surface of Ag45Pd55 NPs. The multi-center 

bound *CO intensity decrease is ascribed to the dilution effect of Ag, in which Ag, even at 

low concentration (15%), can effectively disrupt the Pd ensembles in the surface of NPs. 

Additionally, the peak positions shift with the Ag concentration. As more Pd atoms diluted 

by Ag are present in the surface, CO dipole coupling between adjacent sites is extenuated, 

shifting the atop CO peaks to the lower wavenumber.37-39,  Such Ag-dilution caused CO 

peak shifting was also reported in other studies.38, 40 In the case of the multi-centered 

bound sites, the removal of the lowest frequency hollow site species with increased Ag 

combined with the convolution of the bridge and hollow bound sites results in an 

apparent increase of frequency with Ag content.  
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Figure 6.6 (a) DRIFTS spectra of alumina supported Pd and Pd Alloy catalysts following 
saturation with CO at room temperature. (b-d) TPD DRIFTS spectra of alumina supported 
(b) Pd, (c) Ag15Pd85, (d) Ag45Pd55 at in an Ar atmosphere from 303 K to 453 K at a rate of 5 
K/min following the room temperature saturation of CO. 
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The CO binding strength on these NPs was probed by flushing CO-saturated 

samples with Ar under a series of temperatures and monitoring the CO-desorption 

process. The temperature-programmed desorption (TPD) DRIFTS results are shown in 

Figure 6.6 B-D. On both Pd and AgPd NPs, the linear COad fully desorbs at a lower 

temperature than the energetically more stable multi-center bound *CO. Based on these, 

*CO binds significantly stronger at the multi-centered Pd sites. Furthermore, alloying Pd 

with Ag disrupts Pd surface ensembles, diminishing the multi-centered *CO adsorption in 

AgPd NPs surfaces in favor of weakly bound atop CO. 

DFT calculations were performed to gain a deeper understanding of the impact 

that Ag-Pd alloying has on CO adsorption strength, an important parameter dictating the 

CO2 reduction activity.7 AgxPd100-x (111) surfaces (x = 0, 12.5, 25, 50, 75, and 100) were 

used for the CO binding energy (Eb,CO) calculations, as shown in Figure 6.7 A-D. For Ag-

rich slab models, surface atoms were rearranged to generate Pd bridge and hollow sites 

(Figure 6.7 B-D). As is shown for Pd (Figure 6.7 E, Ag% = 0), CO was found to most 

favorably bind in the hollow sites (Eb,CO = -1.92 eV at hcp site and -1.91 eV at fcc site) and 

least favorably bind on atop sites (Eb,CO = -1.38 eV). Upon the introduction of Ag, Eb,CO 

decreases for each Pd binding site. Due to the weak CO binding nature of Ag, mixed AgPd 

sites are less important, as Eb,CO at these sites are lower than those of the adjacent Pd 

only sites.  
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Figure 6.7 Calculated surface slabs of (a) Ag25Pd75(111), (b) Ag50Pd50(111) with surface 
atoms rearranged to generate bridge and three-fold hollow Pd sites, (c,d) Ag75Pd25 (111) 
with (c) bridge and hcp Pd three-fold hollow sites, and (d) with bridge and fcc Pd three-
fold hollow sites. The silver atoms represent Ag and blue atoms represent Pd. (e) CO 
adsorption energies Eb.CO at the different Pd sites calculated for AgPd alloys of varying Ag 
concentrations (Ag%). In general, the binding energy decreases with increasing Ag 
concentration and with fewer participating Pd atoms. 
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The initial weakening of Eb,CO conflicts with the calculated d-band centers that rise 

with addition of Ag up to 50% (Figure 6.8 A). A contradiction is also seen by comparing 

Eb,CO from the AgPd alloys to that of strained Pd (Figure 6.8 B). The tensile strain 

introduced by Ag and experienced by the Pd would ordinarily strengthen Eb,CO over these 

sites; however, that is clearly not the case observed in any of the AgPd NPs. These 

inconsistencies have previously been discussed by Abild-Pedersen et al.41 and are due to 

an asymmetry in the Pd d-band formed from an energy misalignment with the Ag d 

orbitals. They adopt an alternative descriptor, εu, defined as the highest peak position of 

the surface atom d-band Hilbert transform. This descriptor better correlates to the 

antibonding orbital of the absorbate as described in the Newns-Anderson binding 

model.42-44 In performing this analysis for our calculations (Figure 6.8 C), we find excellent 

agreement with the trends predicted by this model and resolve the issues (Figure 6.8 D). 

Up to 50% doping, εu decreases by 0.4 eV and binding energies average a 0.18 eV 

reduction. Between 50% and 75% doping, however, there is a much greater decrease in 

εu of 0.75 eV and the binding energies are reduced another 0.17 eV. 

  



174 
 

Figure 6.8 (a) Calculated d-orbital partial density of states (PDOS) of Pd and AgPd alloy 
surfaces. The calculated d-band centers are -1.67 eV, -1.57 eV, 1.53 eV, -1.39 eV, and -
1.51 eV for Pd, Ag12.5Pd87.5, Ag50Pd50, and Ag75Pd25 respectively. (b) Calculated binding 
energy of CO in the fcc hollow site as a function of strain on the Pd (111) surface was 
calculated from -2 to 2.5%. The calculated strain of the 3-fold Pd ensembles for the 
relaxed alloys structures was recorded and the binding energy was compared against that 
of the pure Pd system. In this type of analysis, points that vary from the artificially strained 
calculations have contributions from the ligand effect while points falling along the line 
have contributions solely from the strain. (c) Hilbert transform of the Pd d-PDOS. The 
energy at which the max of this plot occurs correlates with binding energy in that the 
further below the Fermi energy it is, the lower in energy the antibonding orbital is, and 
the weaker the binding energy is. (d) CO binding energy (Eb,CO) shown as a function of εu. 
As expected by the Newns-Anderson theory of binding, binding energy is reduced as εu 

falls. 
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The weakening of Eb,CO is important to improving the CO2 reduction activity since 

Pd ordinarily binds CO too strongly. We can summarize these calculations by describing 

two ways in which Ag reduces Eb,CO. First, there is a strong ligand effect that is introduced 

by Ag. This results in the large perturbations to the Pd d-band shape that, despite raising 

the d-band center, lowers the adsorbate anti-bonding orbital to weaken binding. The 

second means, the ensemble effect, is by reducing the number of multi-center Pd 

adsorption sites on the surface. Relative to the ligand effect, the ensemble effect 

generates much greater reductions in Eb,CO at lower Ag concentrations. This is critical 

because Ag is not important for the activation of CO2 until high overpotentials, and only 

Pd sites matter for this step. This ensemble effect is the primary source of the observed 

volcano relationship. Just enough Ag (15%) is needed to break up multi-centered hollow 

sites, providing balanced surface energetics for CO2 activation as well as CO desorption. 

Further addition of Ag reverses this balance and lowers overall activity due to the barrier 

of CO2 activation. 

6.3 Summary 

In summary, monodisperse AgPd alloy NPs with tunable bimetallic compositions 

and investigated their catalytic property for CO2 RR were synthesized. It was found that 

the catalytic performance for the CO production was enhanced and controlled by the 

bimetallic composition of NPs, with the Ag15Pd85 demonstrating the best performance 

with high activity, selectivity, and durability at low overpotentials. At -0.8 VRHE, the FECO 

reached greater than 95% with a mass activity of 15.2 mA mgmetal
-1. The DFT calculations 

and DRIFTS measurements elucidated that alloying with Ag alleviated the over-strong 
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adsorption of CO over Pd, accelerating eCO2 RR to CO kinetics. This modulation was found 

to be caused by two effects, i.e., Ag weakens the CO adsorption at all possible Pd sites via 

the ligand effect and diminishes the population of the strongest CO-binding sites, multi-

centered hollow sites in favor of weaker binding atop sites via the ensemble effect. 

6.4 Experimental 

Chemicals and Materials 

Palladium(II) acetylacetonate (Pd(acac)2, >99%), Silver(I) acetate (Ag(ac), 99%), 

oleic acid (OAc, 90%), olyelamine (OAm, 70%), Nafion (5 wt% in lower aliphatic alcohols 

and water) were purchased from Sigma-Aldrich. 1-Octadecene (ODE, 90%) was purchased 

from Acros Organics. Hydrazine monohydrate (>99%) was purchased from Alfa Aesar. 

Isopropanol (99.5%) and hexanes (98.5%) were purchased from Fisher Scientific. Vulcan-

XC 72R carbon black was obtained from Fuel Cell Store. All chemicals and materials were 

used as received without further purification. 

Synthesis of AgPd, Ag, and Pd NPs 

All AgPd NPs with different bimetallic compositions were synthesized via an 

organic-phase colloidal approach, according to a previous report.17 In a typical synthesis 

of Ag15Pd85 NPs, 244 mg of Pd(acac)2 (0.8 mmol) and 34 mg of Ag(ac) (0.2 mmol) were 

mixed together with 4.5 ml of OAc, 0.5 ml of OAm, and 10 ml of ODE. The mixture was 

kept at 60 °C under N2 atmosphere for 30 minutes to generate a transparent, dark orange 

solution. It was heated to 180 °C at a ramp rate of 3-5 °C min-1 and was then kept at that 

temperature for 20 minutes. After cooling down to the room temperature, the NPs were 
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collected by centrifugation at 8000 rpm after the addition of 45 ml of isopropanol. Then, 

the NPs were purified twice by centrifugation in 5 ml of hexane and 40 ml of isopropanol. 

The as-synthesized NPs were re-dispersed and stored in hexanes. Following the same 

procedure, Ag5Pd95, Ag37Pd63 and Ag45Pd55 NPs were synthesized by using 274 mg (0.9 

mmol) of Pd(acac)2 together with 16.7 mg (0.1mmol) of Ag(ac), 183 mg (0.6 mmol) of 

Pd(acac)2 together with 67 mg (0.4 mmol) of Ag(ac), and 152 mg (0.5 mmol) of Pd(acac)2 

together with 84 mg (0.5 mmol) of Ag(ac), respectively.  

For the control experiment, Ag NPs were prepared with 167 mg of Ag(ac) as the 

sole metal precursor following the same synthetic strategy of AgPd. We also obtained Pd 

NPs with the similar size according to an established method.45 100 mg of Pd(acac)2 was 

dissolved in 12 ml of OAm under magnetic stirring. After degassing the solution at 60 °C 

for 30 minutes to remove the moisture and impurities, 200 mg of TBAB that was pre-

dissolved in 3 ml of OAm was injected into the reaction system. The solution was reacted 

for 30 minutes before cooling to room temperature. The Pd NPs were collected and 

purified following the same procedure of AgPd NPs as detailed above.  

Preparation of carbon supported NPs (C-NPs) catalysts 

200 mg of carbon black (Vulcan XC 72R) was dispersed in 10 ml of hexanes by 

sonication for 15 min. 50 mg of the as-prepared NPs (dispersed in hexanes) was then 

added dropwise into the carbon black suspension and sonicated for 1 hour. The 

supported NPs were then collected by centrifugation, washed with ethanol, and dried in 

a vacuum oven overnight. To remove OAc and OAm surfactants attached to the NPs 
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surface, the catalyst was stirred in 10% v/v hydrazine/ethanol solution overnight, and 

then washed three times by centrifugation (5000 rpm, 5 minutes) with the addition of 20 

ml of ethanol. The catalyst was dried under vacuum before its use.  

Characterizations 

Transmission electron microscopy (TEM) images were obtained on a FEI Tecnai 

Spirit (120 kV). High resolution TEM (HRTEM) images were obtained on a FEI Titan 80-300 

(300 kV). Scanning TEM (STEM) analyses were carried out using a Hitachi HD2700C (200 

kV) equipped with a probe aberration-corrector and an electron energy loss spectroscopy 

(EELS) detector in the Center for Functional Nanomaterials at Brookhaven National 

Laboratory. The 2D EELS elemental mappings were collected using a high resolution 

Gatan-Enfina ER with a probe size of 1.3 Å. A power law function was used for EELS 

background subtraction. Inductively coupled plasma optical emission spectrometry (ICP-

OES) analyses were conducted on a PerkinElmer Avio-200 ICP Optical Emission 

Spectrometer to determine the compositions of AgPd NPs and the metal loading on the 

C-NPs catalysts. X-ray diffraction (XRD) characterizations were carried out on an 

Empyrean Multipurpose X-Ray Diffractometer with Cu Kα radiation (λ = 1.5418 Å). X-ray 

photoelectron spectroscopy (XPS) was carried out using a PHI VersaProb III to identify the 

surface composition and electronic structure of the catalysts. Diffuse reflectance infrared 

Fourier-transform spectroscopy (DRIFTS) was carried out to measure the adsorbed CO 

profiles using a Nicolet iS 50 FT-IR (Thermo Scientific, USA) equipped with a DiffusIRTM 

diffuse reflectance cell (Pike Technologies). After the sample was loaded into cell, it was 

first purged with Ar (50 sccm) at room temperature for 1 hour, and the background was 
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collected. Then CO (1% balanced in Ar) was introduced into the chamber and purged (25 

sccm) for another 1 hour until the sample was completely saturated. The CO desorption 

behavior was studied by flushing the sample with Ar (25 sccm) again at designed 

temperature 303 K, 353 K, 403 K and 453 K. The ramping rate is 5 °C min-1.  

Electrocatalytic Analysis 

The eCO2RR was investigated in 0.1 M KHCO3 electrolyte solution, using an 

Autolab Potentiostat (PGSTAT128N, Metrohm AG, Switzerland), a glassy carbon working 

electrode (5 mm in diameter), a Ag/AgCl electrode reference electrode, and a Pt gauze 

counter electrode. All potentials were reported vs. reversible hydrogen electrode (RHE) 

using the following the equation:  

E(vs. RHE) = E(vs. Ag/AgCl) + 0.197 + 0.0591 × pH                                                         Eq. (6. 1) 

To prepare the working electrode, 2 mg of the catalyst (~20 wt%) was first 

sonicated in 200 μl isopropanol and 5.1 μl of Nafion® (5 wt%) for 1 hour to form a uniform 

ink. An appropriate amount of the ink was then dropcast onto a pre-polished glassy 

carbon electrode to yield a loading of 250 μg of carbon supported catalysts. The real metal 

loading on the electrode was subsequently calculated based on this number and the 

metal concentrations determined by ICP-OES analysis (Table 6.1). The electrocatalysis 

was performed in a gas-tight H-type cell with a NafionTM-212 membrane assembled 

between the cathode and anode compartments. Each chamber was filled with 12 ml of 

0.1 M KHCO3 electrolyte. Cyclic voltammetry (CV) was performed in a CO2-saturated 0.1 

M KHCO3 electrolyte at 20 mV s-1
 to activate the catalysts. To assess the product 
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distribution, controlled potential electrolyses (CPE) were performed at selected 

potentials. During the electrolysis, CO2 was steadily supplied to the cathode compartment 

at a rate of 10 sccm, and the gas phase effluent in the headspace of the cathode 

compartment was continuously introduced to the sampling loop of a Shimadzu gas 

chromatograph (GC2014). The gaseous product stream was analysed by a thermal 

conductivity detector (TCD) and a flame ionization detector (FID) equipped with a 

methanizer, using argon as the carrier gas. The liquid phase products were analysed using 

a Shimadzu high-performance liquid chromatograph (HPLC) equipped with a Bio-rad 

Aminex HPX-87H column, a photodiode array detector (PDA), and a reflective index 

detector (RID), using a 5 mM H2SO4 mobile phase.  

DFT Calculations 

Density functional theory (DFT) calculations were performed using the Vienna ab initio 

simulation package (VASP)24 with the projector augmented wave (PAW) 

pseudopotentials46 and the revised Perdew-Burke-Ernzerhof (RPBE) exchange correlation 

functional.47 An energy cutoff of 450 eV was used for the plane wave basis set. The energy 

convergence criterion was 10-6 eV for geometry optimizations.  

All adsorption energy calculations were performed on the (111) surface of the Ag, 

Pd, and AgPd alloy systems. The surface was modelled by a (1x2) supercell comprised of 

4 layers and 15 Å of vacuum. The bottom layer was frozen to the bulk parameter while 

the top 3 layers were allowed to fully relax. A 3 x 3 x 1 Monkhorst – Pack k – point mesh48 

was the chosen sampling scheme. The binding energy between CO and the surface was 
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sampled at atop, bridge, hcp three-fold hollow, and fcc three-fold hollow sites on the pure 

metals and alloys and is given by the equation. 

𝐸 , = 𝐸(𝐶𝑂 + 𝑠𝑙𝑎𝑏) − 𝐸(𝑆𝑙𝑎𝑏) − 𝐸(𝐶𝑂)                                                              Eq. (6. 2) 

The CO coverage is held at θ = 1/16. The Ag concentration was varied from 0 to 

100% in 12.5% (to 25%) and then 25% intervals. Lattice parameters for each pure metal 

and the alloys were calculated to be 3.98 Å, 4.04 Å, 4.10 Å, 4.14 Å, and 4.22 Å from Pd to 

Ag, comparing favorably with previous work after accounting for the slight increase 

expected with the use of the RPBE functional.47, 49. Since the Pd three-fold hollow sites do 

not exist in the Ag50Pd50 and Ag75Pd25 (111) slab model surfaces, we generate the three-

fold Pd ensembles by rearranging the surface atoms but keeping the chemical 

composition fixed on the surface (Figure 6.7 A-D). These generated structures were fully 

relaxed and served as the reference for the relevant binding energy calculations.  
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In Chapter 6, alloying Ag into Pd nanoparticles was shown to be an effective way 

to improve CO2RR relative to Pd nanoparticles. The combination of DRIFTS and DFT was 

able to break down the components of the ligand effect and the ensemble effect to 

explain their contributions to improving this catalytic activity. In this chapter, I turn my 

attention to interfacial systems with Co2P/Ir core-shell nanorods (NRs). By tuning the 

amount of Ir incorporated on Co2P nanorods, HER in basic conditions is improved relative 

to commercial IrO and the Co2P nanorods. The best of these reported catalysts has an 

overpotential of 48 mV and a current density of 10 mA/cm2 as well as a mass activity of 

179.4 mA/mgIr at an overpotential of 100 mV. The catalysts were characterized with X-

ray absorption spectroscopy (XAS) and XRD demonstrating different Ir species present in 

the various catalysts, controllable by the amount of Ir introduced to the system. Through 

DFT, the interaction with H is probed on Ir single atom sites in Co2P and Co2P/Ir(111) 

core/shell interface models. It is shown that Co2P (100)/Ir(111) interface is particularly 

important to the improvement of HER in this system and that single atom Ir catalysts are 

expected to have poor performance for HER. 

7.1 Background and Motivation 

Ever increasing energy needs along with the environmental impacts of current 

fossil fuel based sources is rapidly increasing the demand for clean and efficient energy 

conversion from renewable resources.1, 2 The electrocatalytic generation of H2 through 

water splitting3, 4 is an excellent technology to achieve this goal for two-fold reasons. First, 

hydrogen will burn cleanly or can be used directly in fuel cells producing water as a 

byproduct.5 Second, at least 2% of the worlds energy is used for extracting H2 from fossil 
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fuels for use in processes such as the Haber-Bosch and Fischer-Tropsch processes.6, 7 To 

successfully implement water splitting as a technology developments are required to 

improve the kinetics of HER over materials that minimize dependence on scarce noble 

metals such as Pt, Ir, or Ru that currently comprise most of the best catalysts for this 

reaction.4, 8-10  

A viable strategy to reducing the dependence on noble metals is to improve their 

atomic utilization efficiencies by increasing the intrinsic activity of the active sites through 

alloying11, similar to the previous chapter for CO2RR,12 building advanced hollow 

structures,13 or through using earth abundant cores with noble metal shells.14, 15 The 

structural complexity and varied dimensions of these materials often obscures the 

fundamentals improving HER impeding their application for further development. For 

core-shell structures, spherical nanoparticles introduce a myriad of interfaces with 

varying activities that arise from wide ranges of strain and electronic coupling between 

layers. Previous work using Co2P/Pt core/shell NRs reduced the number of interfaces by 

employing anisotropic NRs consisting of the (001), (010), and (100) facets and coating 

them in a thin layer of Pt(111).16 These core/shell NRs improved the cost-effectiveness of 

the oxygen reduction reaction by reducing the amount of Pt needed and improving the 

intrinsic activity of the Pt used. The improvement of this activity was directly probed 

through a series of DFT calculations using the experimentally confirmed interfaces and by 

using artificially strained Pt models, the individual contributions of the ligand effect, from 

charge transfer at the interface, and the strain effect, from compressing or stretching the 

overlayer of Pt were determined.  
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In this contribution, the synthetic strategy applied for Co2P/Pt core shell NRs was 

extended to Co2P/Ir NRs with controllable dimensions and Ir composition. By tuning the 

Ir composition, these NRs displayed impressive HER performance. In a series of interface 

slab models incorporating the Co2P (001), Co2P (010), or the Co2P (001) surface with an 

Ir(111) overlayer, it was found that the Co2P(100)/Ir(111) interface was particularly 

effective with the most favorable hydrogen adsorption free energy. It was also shown 

that single atom Ir, a proxy for low Ir incorporation to the NRs, are ineffective HER 

catalysts. Finally, by probing the different possible adsorption sites on Ir(111), (atop, 

bridge, hcp hollow, and fcc hollow) it was shown that the strain/ligand effect 

contributions may differ from site to site even on the same surface.  

7.2 Results and Discussion 

7.2.1 Synthesis and Characterization of Co2P/Ir 

The core/shell structure of Co2P/Ir NRs was obtained in a seed-mediated growth 

method. Monodisperse Co2P NRs were synthesized according to a previous report.16 A 

precursor mixture of cobalt (II) acetate, tributylphosphine (TBP), trioctylphosphine oxide 

(TOPO) in a solvent of benzyl ether (BE) and oleic acid (OAc) was thermally decomposed 

under N2, leading to anisotropic crystal growth of Co2P NRs. TBP and TOPO function as 

both phosphorus sources and stabilizers in the reaction. The TEM image in Figure 7.1 A 

shows monodisperse morphology of the as-obtained Co2P NRs with dimensions of 50 ± 5 

nm in length and 2± 0.5 nm in width. The resulting Co2P NRs were used as seeds for 

controllable Ir shell growth. A low concentration solution of iridium chloride hydrate 

(IrCl3.4H2O) in oleylamine (OAm) was degassed and followed by the injection with Co2P 
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seeds. OAm is a solvent and reagent for reducing the Ir precursor at high temperature. 

The TEM images in Figure 7.1 B illustrates that the rod shape from the initial synthesis is 

maintained. Aberration corrected scanning TEM (STEM) high-angle angular dark field 

(HAADF) in Figure7.1 C shows the uniform core/shell structure of the Co2P/Ir NRs with a 

thickness of 0.5-1 nm Ir shell which is visualized by the bright contrast due to the higher 

nucleon number, Z, of Ir compared to Co and P. The elemental mapping images (Figure 

7.1 D-F) from STEM coupled with electron energy loss spectroscopy (EELS) further 

confirms the architecture of the core/shell structure, exhibiting Co in the core region 

encapsulated by an Ir shell. The Ir/Co composition was tuned by feeding different 

amounts of Ir precursor in the reaction. By using small concentrations of Ir, single atom Ir 

sites become the predominant feature as seen by the bright spots in Figure 7.1 G. 
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Figure 7.1 A) TEM image of Co2P NRs. B) TEM image of Co2P/Ir NRs. C) STEM – HAADF 
image of Co2P/Ir NRs. D-F) EELS elemental mapping of (C) showing Co (D), Ir (E), and the 
combined signals (F), G) STEM-HAADF Co2P/Ir NRs when low Ir concentrations are used. 

H-F) EELS elemental mapping of (G) showing Co (H) and Ir (I). 
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XRD and XAS were used to perform further structural characterization of the 

materials. In Figure 7.2 A, the prominent peak at 2θ = 16.1° is attributed to the (111) peak 

of Co2P (JCPDS No. 54-0413). The (200) peak of Ir at 2θ = 18.6° along with higher order 

peak grow with increasing Ir composition (JCPDS No. 06-0598). XAS investigation suggests 

that as more Ir incorporates, the proportion of metallic phase Ir measured is increased. 

X-ray absorption near edge structure (XANES) spectroscopy shows a negative shift of the 

Ir absorption edge at higher Ir compositions (Figure 7.2 B). This corresponds with a lower 

energy state of its core electrons and is more similar to metallic Ir foil. Extended X-ray 

absorption fine structure (EXAFS) spectroscopy (Figure 7.2 C) shows the predominant 

feature as the Ir-P bond at 1.87 Å, for the low Ir concentration. A peak 2.46 Å associated 

with the Ir-Ir scattering pathway is also present, and this value shifts to 2.48 Å, the value 

of metallic Ir at high Ir concentration. The Co K-edge (Figure 7.2 D), on the other hand, 

does not show major changes in its spectrum above the noise. This suggests that the Co2P 

core is chemically similar to the initial seeds.  

  



197 
 

 

 

Figure 7.2 A) XRD patterns of Co2P/Ir with different Ir composition denoted by the ICP 
measured ratio of Co2P to Ir; B) XANES, C) EXAFS of Co2P/Ir with different Ir composition 

for Ir L-edge; D) EXAFS of Co2P/Ir with different Ir composition for Co K-edge. 
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7.2.2 Electrocatalytic Activity of Co2P/Ir NRs 

The Co2P/Ir NRs were loaded on Vulcan carbon and washed with hydrazine to 

remove organic ligands. The HER electrocatalysis was studied in a three-electrode system 

based on a rotating disk electrode (RDE). The electrochemical tests were carried out in 

H2-saturated, 1M KOH aqueous electrolyte. A linear sweep voltammetry (LSV) plot from 

0.10 – -0.25 VRHE  at a scan rate of 10 mV s-1 shows the lowest overpotential of Co2P/Ir 3:1 

among all tested catalysts (Figure 7.3 A). The overpotentials at current densities of 10 mA 

cm-2 and 100 mA cm-2 are 48 mV and 144 mV respectively, superior to commercial IrO2, 

Co2P/Ir 8.8:1 and Co2P/Ir 1.4:1 at the same active material loadings. Pristine Co2P NRs 

show negligible current even at high overpotential, indicating that the electrocatalytic 

activity of the HER for Co2P/Ir is exclusively attributed to the presence of Ir species. As 

shown with Tafel plot in Figure 7.3 B, the slopes of Co2P/Ir 8.8:1, Co2P/Ir 3/1 and Co2P/Ir 

1.4:1 exhibit a similar range with each other, implying that the HER kinetics are similar. 

Normalizing for the Ir mass (Figure 7.3 C), Co2P/Ir 3:1 has a current of 179.4 mA/mgIr at 

100 mV overpotential, 6.6 times and 24.7 times the activity observed on Co2P/Ir 8.8:1 and 

1.4:1 respectively. This shows that an intermediate coverage of Ir over the Co2P NRs 

imparts a boost to the intrinsic activity of Ir.  
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Figure 7.3 A) LSV curves of different catalysts for the HER. B) Tafel plot for Co2P/Ir 
catalysts. C) Mass activity of Co2P/Ir catalysts at an overpotential of 100 mV 
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The 12-hour chronopotentiometry (CP) tests at different current densities (Figure 

7.4 A) were carried out to study the stability of the Co2P/Ir 3:1 electrocatalyst. There are 

no obvious potential changes at current densities, lower than 10 mA cm-2. After the 

electrode is subjected to a current density of 20 mA cm-2
 for 3 hours, the potential slightly 

increases from -0.10 V to -0.11 V vs. RHE. Moreover, the morphology of Co2P/Ir NRs was 

well-maintained without obvious changes (Figure 7.4 B), confirming the excellent stability 

of the electrocatalyst.  
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Figure 7.4 A) Stability analyses of the catalytic HER with chronopotentiometry test; B) 
TEM image of Co2P/Ir NRs after the 12 hour stepwise stability measurements. 
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7.2.3 DFT for Distinguishing Strain and Ligand Effects 

DFT calculations were performed to understand the improved catalytic HER 

activity of the Co2P/Ir NRs. The Gibbs free energy of the H binding interaction was used 

to evaluate the thermodynamic limit of the overpotential as a first approximation for HER 

activity.17, 18 Neglecting kinetic barriers, the ideal free energy of adsorption is ΔG(H*) = 0 

eV. Co2P(100)/Ir (111), Co2P(010)/Ir (111), and Co2P(001)/Ir (001)/(111) interfaces were 

constructed as shown in Figure 7.5 to serve as models for the three sides of the Co2P/Ir 

nanorods. Comparisons are drawn between these models, unstrained Ir(111) used to 

describe the Ir nanoparticles and thick metallic layers over the NRs, and single Ir atom 

doped Co2P (001), (010), and (100) surfaces to describe the Co2P/Ir NRs with low Ir 

concentration (Figure 7.1 G). In the interfacial Co2P/Ir systems, the underlying Co2P layer 

enforces a strain on the Ir(111) overlayer due to the lattice mismatch of the two layers. 

With this model, we compare strained Ir(111) surfaces without Co2P to the composite 

systems to derive the relative importance of strain and ligand effects in affecting 

catalysis.16  
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Figure 7.5 DFT model side views for A) Co2P/Ir (100)/(111), B) Co2P/Ir (001)/(111), and C) 
Co2P/Ir (010)/(111). 
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H adsorption free energies are calculated on atop sites directly above the surface 

atom, bridge sites between two surface atoms, and at hollow sites between three surface 

atoms for the (111) facets. Hollow sites come in two varieties, hollow closed-packed (HCP) 

with an atom directly below the adsorption site or face-centered cubic (FCC) without the 

atom below the adsorption site. Beginning with the unstrained Ir(111) system, the 

ΔG(Had) was found to be minimum at the FCC hollow site with an energy of -0.33 eV at 

low coverage (θ = 1/18 Monolayers - ML) Figure 7.6 A. However, the adsorption free 

energy for other sites only differed, at most, by 40 meV. These results are consistent with 

a previous theoretical study of H adsorption on Ir(111) by Liu et al, noting the distinction 

between the their reported zero-point energy (ZPE) corrected binding energy and the free 

energy.19 The small dispersion in free energies is consistent with HREELS data of H on 

Ir(111) in ultra-high vacuum that shows, at low coverage, H binding is delocalized across 

the surface.20 Due to the closeness of these free energies, the atop, bridge, face centered 

cubic (FCC) hollow, and hexagonal closed packed (HCP) hollow sites were evaluated for 

each Ir(111) surface in this study.  

Considering the low Ir content Co2P-Ir nanorods modelled by single atom Ir doped 

Co2P (001), (010), and (100) surfaces, we calculate reduced performance on every facet 

relative to Ir(111) in agreement with experiment (Figure 7.6 A). Universally this is due to 

an increased over-binding of H. On doped Co2P (100), doped Co2P(010) – 1, and Co2P(010) 

– 2 (with 1 and 2 denoting different surface substitution sites), atop sites are preferred 

with adsorption free energies of -0.55 eV, -0.36 eV, and -0.41 eV respectively.  On the 
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doped Co2P(001) – 1 and 2 surfaces, bridge sites are preferred with binding free energies 

of -0.70 eV and -0.65 eV respectively.  

The compiled free energy results for binding on the strained Ir(111) surfaces and 

on the composite Co2P/Ir(111) surfaces is shown in Figure 7.6 B. A notable result is that 

on the strained Ir(111) surface, the different adsorption binding sites have different 

sensitivities to strain. Adsorption at atop sites is least sensitive to strain in the range 

calculated while the adsorption at hollow sites is most sensitive. That such an effect is 

present isn’t surprising since bond geometry is affected more heavily for hollow sites than 

for atop sites. However, this is an important consideration for systems in which binding 

sites have similar strengths that is not captured in traditional evaluations of strain 

involving d-band center shifts.21 As can be observed near -0.6% strain, there is a site 

preference switch from FCC hollow sites to atop sites that limits the overall effectiveness 

of strain as a reactivity modulating factor. 
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Figure 7.6 A) Summary of the most stable H adsorption free energies for the Co2P/Ir single 
atom substituted (red) and interfacial models (blue) compared to the energy on Ir(111) 
(black) B) H adsorption free energy on all adsorption sites of the interfacial models 
(labeled and color coded by the underlying Co2P model) are compared to the calculated 
H adsorption on strained Ir(111) 
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Comparing the Co2P/Ir(111) models, it is apparent that only the Co2P(100)/Ir(111) 

interface improves ΔG(H*) over the Ir(111) value. In the Co2P(010)/Ir(111) system, strain 

is fairly well balanced to minimize this effect (+0.2% tensile strain), and there is not a 

significant electronic shift of the adsorption energies to generate any improvement. 

Co2P(001)/Ir(111) on the other hand, also balances strain (-0.1 % compressive strain). 

However, there appears to be a strong electronic effect that strengthens atop binding of 

H to -0.39 eV. The only interface that is calculated to improve HER activity is 

Co2P(100)/Ir(111), which  generates a more compressively strained surface than the other 

interfaces. The atop site binding is further weakened by a small ligand effect but the FCC 

hollow site is strengthened by the ligand effect to become the most stable adsorption site 

with ΔG(H*) = -0.25 eV. This shows that the ligand effect is not globally applied to surface 

adsorption sites but is instead a local effect driven by inhomogeneous charge 

modification to the surface for intermediate number of layers. The exceptionally weak 

binding of the atop site relative to the other sites also suggests that alloying an unlike, 

poor H binding metal, such as Ag, to break up hollow sites could generate further 

improvement of the HER activity by introducing an ensemble effect. 

7.3 Conclusion 

In this chapter, 1D core/shell Co2P/Ir NRs were synthesized by a seed mediated 

approach. By increasing the Ir composition, the Ir species can be varied from single atom 

like to metallic like as observed in STEM, EELS, and EXAFS. Moderate coverages of Ir 

coverages on the Co2P NRs optimize HER activity over that of commercial IrO2. DFT shows 

that Ir incorporated into Co2P is binds H too strongly, but that a moderate overlayer on 
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the (100) Co2P surface improves binding over that on pure Ir. It is also calculated that the 

strain effect modifies adsorbate binding differently for different adsorption sites on the 

surface. Moreover, electronic effects may not always be uniformly applied around 

adsorption sites probably due to symmetry breaking of the material. Finally, on the best 

calculated surface for hydrogen binding, the multicentered binding sites all bind H 

stronger than atop sites. Therefore, this material may be improved by incorporating a 

weak H binding metal to break up those ensembles and improve H binding even further. 

7.4 Experimental 

Materials.  

Cobalt acetate tetrahydrate (Co(Ac)2.4H2O, >98%), oleylamine (OAm, 90%), oleic 

acid (OAc, 90%), tributylphosphine (TBP, 97%), trioctylphosphine oxide (TOPO, 90%) and 

Nafion (5% in ethanol) were all bought from Sigma-Aldrich and used without any further 

purification. 1-octadecene (ODE, 90%) was purchased from Acros Organics and used 

without any further purification. All syntheses were performed using standard Schlenk 

techniques.  

Synthesis of Co2P NRs. 

Co2P NRs were synthesized according to the modified published method.16 The 

precursor solution was prepared by mixing Co(Ac)2.4H2O (2g), TOPO (3.2g), ODE (80 ml) 

and OAc (8 ml) at the room temperature. The mixture was first degassed at 140 °C under 

N2 and further at 100 °C under vacuum. The solution was then heated to 220 °C with a N2 

blanket by maintaining a controlled heating ramp of 5 °C min-1, further injecting 12 mL of 
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TBP. Subsequently, the mixture was heated up to 280 °C and aged for 2 hours. The 

obtained NRs were precipitated by isopropanol (IPA) and then separated by 

centrifugation (at a speed of 8000 rpm for 8 min). The purification process of the NRs was 

repeated for two times.  

Synthesis of core/shell Co2P/Ir NRs  

IrCl3.4H2O was dissolved in a solvent mixture of ODE (10 ml) and OAm (10 ml). The 

solution was degassed at 110 °C under vacuum for 1 h. 40 mg of Co2P NRs in hexane was 

then injected into the reaction flask under N2. The system was maintained at 110 °C under 

N2 blanket to remove the introduced hexane, and then slowly heated to 270 °C with a 

heating ramp of 2 °C min-1. After maintaining at 270 °C for 2 h and removing from the 

heating mantle, the reaction system was cooled down to room temperature. The resulting 

products were further purified with an IPA wash twice. The amount of IrCl3·4H2O is 

controlled to 10 mg, 20 mg, and 40 mg, leading to the sample Co2P/Ir 8.8/1, Co2P/Ir 3/1, 

and Co2P/Ir 1.4/1 respectively as measured by ICP. 

Structural Characterization  

XRD patterns were taken with synchrotron X-ray radiation source with a 

wavelength of 0.6199 Å at Brookhaven National Laboratory. The distance from detector 

to the sample was 307.8 mm, and the exposure interval was 3 seconds. The XAS results 

of XANES and EXAFS were collected from synchrotron X-ray source at the Brookhaven 

National Laboratory. The raw data process of EXAFS for Co K-edge and Ir L-edge was 

conducted with ATHENA program according to standard procedure.22 The least-squares 



210 
 

curve fitting analysis of the EXAFS χ(k) data was carried out by the ARTEMIS program. The 

fitting model was built based on structural information from Co2P and Ir. TEM images 

were taken on FEI Spirit (120 kV). HAADF-STEM images were collected on a Hitachi 

HD2700C with a probe Cs corrector (200kV) at the Center for Functional Nanomaterials 

at Brookhaven National Lab. Elemental composition of Ir and Co were characterized by 

ICP-OES on a PerkinElmer Avio-200 ICP spectrometer.  

The preparation of catalysts  

Mixtures of NRs and Vulcan carbon (mass ratio 1/1) were dispersed in hexane (20 

ml) and sonicated for 1 hour. The NRs-loaded Vulcan carbon (NRs-C) was collected by 

centrifugation (8000 rpm for 8 min) and dried in vacuum. For removal of organic 

surfactants on the NRs, the NRs-C were stirred in a solution of ethanol/hydrazine (10 

ml/100 μl) for 2 h. The NRs-C was then washed with ethanol two more times and collected 

by centrifugation, in order to remove excess hydrazine. 

Electrocatalytic HER measurements  

The HER electrocatalytic performance was characterized at room temperature 

with a three-electrode system in H2-saturated 1M KOH aqueous electrolyte, which is 

conducted on Biologic (Model VMP3) potential station. The working electrode was glassy 

carbon electrode with a geometric area of 0.196 cm-2; the counter electrode was Pt foil; 

and the reference electrode was Hg/HgO (1M KOH). The electrocatalyst ink was prepared 

by dispersing and sonicating NRs-C catalysts (concentration 5 mg ml-1) in IPA and NafionTM 

solution (volumetric ratio IPA/NafionTM 100/1). The glassy carbon electrode was cleaned 
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by polishing with alumina slurry. The working electrode was prepared by spin-coating the 

electrocatalyst ink (20 μl). All reported potentials were converted to reversible hydrogen 

electrode (RHE) according to the following E(vs. RHE) = E(vs. HgO) + 0.926 V, where 0.926 

V was obtained from an open circuit voltage test, describing the potential deviation from 

the Hg/HgO (1.0 M KOH) reference electrode to RHE in 1.0 M KOH. The HER catalytic 

activity was evaluated with linear sweep voltammetry (LSV) at a scan rate of 10 mV s-1 

from 0.1V to -0.25V vs. RHE. The overpotential (η) for the HER is calculated with the 

following equation η=E (vs. RHE) - 0 V. The stability of the catalyst was evaluated by 

chronopotentiometry (CP) test at different current densities.  

DFT Calculation Method 

Hydrogen binding free energies were calculated with spin polarized DFT 

calculations performed in the VASP (5.2.11) package23, 24 with projector augmented wave 

pseudopotentials25 and the Perdew-Burke-Ernzerhof (PBE) generalized gradient 

approximation.26 The energy cutoff for the plane-wave basis set was 400 eV. The van der 

Waals interactions were explicitly considered with the D2 method of Grimme.27 The C6 

and R0 parameters for Co, P, and H are as reported by Grimme. The parameters for Ir were 

not defined in the initial formulation, so we used C6 = 81.242 J/nm6 and R0 = 1.672 Å.28 

The energy convergence criteria were set to 10-5 eV and structure optimization ceased 

when forces on the component atoms was less than 0.02 eV/Å. 

Three model classes were considered to complement the experimental results. A 

4-layer, 2x2 supercell Ir(111) slab with the bottom layer frozen to the bulk lattice positions 
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was used to model the Ir nanoparticles. The Ir bulk lattice constant was calculated to be 

3.863 Å, in good agreement with the experimental value of 3.834 Å.29 To model low Ir 

composite systems, 4-layer Co2P(001), Co2P(010), and Co2P(001) surfaces with a single Ir 

substituted at each unique surface Co site and with the bottom layer frozen to the bulk 

Co2P lattice positions were used. In total there are two 2 x 3 Co2P(001) supercells, two 2 

x 2 Co2P(010) supercells, and one 3x2 Co2P(100) supercell for the low Ir cases. The Co2P 

lattice constants, a = 5.515 Å, b = 3.503 Å, and c = 6.585 Å, are also near experimental 

values, a = 5.646 Å, b = 3.513 Å, and c = 6.608 Å.30 Finally, the high Ir concentration Co2P/Ir 

composite models are comprised of 3 atomic layers of Ir cut to the (111) plane and 4 

atomic layers of Co2P cut to the (100), (010), or (001) plane. The bottom layer of the Co2P 

slab is frozen to the calculated bulk lattice parameters while all other layers are permitted 

to relax in the calculation. A vacuum layer of at least 15 Å is added to each model to 

prevent interactions between the periodic slabs. The unit supercells are carefully chosen 

to balance computational time while achieving minimal lattice mismatch between the 

layers. Total strain is calculated by averaging the bond distance between surface Ir 

nearest neighbors and comparing to an unstrained model. The Co2P/Ir(111) interface 

models along with the Monkhorst-Pack31 k-point Brillouin zone sampling schemes are 

detailed in Table 6-1. The k-point meshes for the Ir(111) slab and the single atom doped 

Co2P slabs are 5 x 5 x 1. 
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Table 7-1 Co2P/Ir(111) interface models along with their Monkhorst-Pack k-point meshes.  
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The hydrogen adsorption energy, Eads, is defined from  

E (H∗) = E(H∗ + Slab) − E(Slab) − E(H )                                                           Eq. (7. 1) 

where E(H + slab) is the total energy of the model slab with the adsorbed hydrogen atom, 

E(Slab) is the total energy of the bare slab, and E(H2) is the total energy of free, gas phase 

H2. The adsorption Gibbs free energy is calculated from 

∆G(H∗) = E (H∗) + ΔZPE − T∆S(H∗)                                                                       Eq. (7. 2) 

ΔZPE is the zero point energy difference between the adsorbed and the gas phase. The 

ZPE was calculated from the vibrational frequencies obtained from the Hessian matrices 

in the finite differences method in VASP. The ZPE of gas phase hydrogen was calculated 

at 0.267 eV while the adsorbed ZPE is system dependent. The entropy of adsorption 

change, ΔS(H*) is taken to be ~ -½ S0(H2(g)) from gas phase standard conditions and 

TΔS(H*) = 0.2 eV.17 
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Chapter 8                                            
DFT Study of Adsorbate Driven 

Anisotropy in Cu and Cu3M (M = Pd, 
Pt) Nanocrystal
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In this Chapter, I return to thinking about how ligands and their interactions with 

metals surfaces influence nanocrystal anisotropy. Cu and Cu3Pd can be shaped into 

nanocubes comprised of (100) facets when synthesized from CuBr in the presence of 

trioctylphosphine oxide and oleylamine. Here, I perform DFT calculations to calculate the 

interactions of each of these molecules with each of these moieties to explain the 

excessive stabilization of the (100) facet over other low index facets, (111) and (110). All 

three species show significant binding to the three surfaces at low coverages. The 

stabilization of the (100) surface however, can be explained by the (111) facet quickly 

experiences repulsive effects between adsorbates that weaken binding energies. The 

(100) surface, with fewer adsorption sites per area than the (111), can accommodate 

more adsorbate. When combined with the increased strength of Br adsorption on the 

(100) surface, ends up sufficiently stabilized so that it is the dominant facet. 

8.1 Background and Motivation 

The merits of CO2RR were discussed briefly in Chapter 6 and a AgPd system was 

introduced as an alloy to improve generation of CO.1 Another class of catalysts, which 

constitute a significant portion of the CO2RR literature, are Cu and Cu alloy materials due 

to the unique nature of Cu converting CO2 into multicarbon products such as ethylene.2-

15 An interesting property of Cu nanocrystals for CO2RR is that shape plays a considerable 

role in tuning the products. The Cu(100) facet, typically dominant on nanocubes, is usually 
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cited as an ethylene producer,10, 11, 16, 17 whereas Cu(111) octahedra demonstrate 

improved methane production.13  

Critical to the studies that describe the facet dependence of CO2RR is the ability 

to synthesize monodisperse Cu nanoparticles that selectively express a single kind of 

facet. Cu (111) nano-octahedra for instance may be synthesized from CuCl2 in a mix of 

trioctylphosphine and oleylamine (OAm).13 The (100) nanocubes, on the other hand, 

(Figure 8.1), may be synthesized with a reaction mix of OAm, trioctylphosphine oxide 

(TOPO), and CuBr.11 Moreover, it is found that by performing a galvanic exchange reaction 

with of the Cu nanocubes with Pd(acac)2 in the same conditions, the morphology may be 

retained, but when performing a galvanic exchange with Pt(acac)2, (101) facets develop 

at the expense of the (100) facets (Figure 8.1).  
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Figure 0.1 TEM images of A) Cu (100) nanocubes, B) Cu3Pd nanocubes, and C) Cu3Pt 
(101) rhombic dodecahedra. 

 

Clearly, there is rich chemistry that drives anisotropy in CuM nanoparticles, and 

the benefits of using this chemistry has major impacts on catalysis research. Yet, the exact 

interactions are not clearly understood. Understanding this chemistry will help to improve 

the efficiency of nanomaterial synthesis and increase research capabilities in forming 

anisotropic nanoparticles. Previous research has looked at how chemical adsorbates, such 

as CO, or O, will stabilize high energy surface facets to influence nanoparticle shapes using 

DFT.18-20 Adopting a similar strategy, this chapter examines the chemical interactions 

between the synthetic ingredients (OAm, TOPO, and Br) and the surfaces of Cu (100) 

nanocubes, Cu3Pd (100) nanocubes, and Cu3Pt (101) nanocrystals to see what is 

responsible for the differential stability of the various facets. 

8.2 Results and Discussion 

8.2.1 Surface Energies of (100), (101), and (111) Facets 

To begin thinking about how these nanoparticle shapes are formed, the surface 

energies of the various facets (Figure 8.2) are calculated. As expected for FCC metals, the 

bare (111) surface is the most stable with surface energies of 1.31 J/m2, 1.27 J/m2, and 
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1.31 J/m2 for Cu, Cu3Pd, and Cu3Pt respectively. The (100) is the second most stable and 

the (101) is the least stable of the 3 surfaces calculated. The Cu values, 1.31 J/m2 (111), 

1.45 J/m2 (100), and 1.53 J/m2 (101) agree well with other calculated values.21, 22 For the 

(100) and the (101) facets, two terminations are possible: a Cu termination (T1) and a 

CuM (T2) termination. The two terminations of Cu3Pd (100) are equal in energy. T2 of 

Cu3Pt (101) is more stable than T1. For Cu3Pt on both facets, T1 is most stable. 
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Figure 0.2 Top view of DFT surface models used for surface energy calculations. Blue 
atoms are Cu and grey atoms are Pt/Pd. T-1 and T-2 are used to denote the 2 terminations 
observed for both the (100) and (101) facets. T-1 denotes the Cu termination while T-2 
denotes the CuM termination. The surface energy for each model is listed. 
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In the following sections, the interactions of Br, OAm, and TOPO are calculated to 

understand their effects on different surface facets. Van der Waals interactions are 

included as described by the D2 method of Grimme.23 Their contributions can be 

understood by  

𝛾(𝑐𝑜𝑣𝑒𝑟𝑒𝑑) = 𝛾(𝑐𝑙𝑒𝑎𝑛) +
∆ ( )

∗
                                                                                     Eq (8. 1) 

where θ is the surface coverage of the adsorbate, ΔH(θ) is the adsorption enthalpy of the 

adsorbate as a function of coverage, A* is the area per surface atom, and γ is the surface 

energy.18, 19 The values of A* are denoted in Table 8-1. As can be seen, the (111) and (100) 

surfaces have small A* values, while the open (101) has a large A* value. Consequently, 

larger adsorption values are necessary to stabilize more open surfaces to the same extent 

as close-packed surfaces. On the other hand, open surfaces may be able to accommodate 

higher fractional coverages have fewer repulsion effects at high coverages.  
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Table 8.1. Area per surface atom (A*) for each examined surface.  
 

(100) (101) (111) 

Cu 6.59 Å 9.32 Å 5.71 Å 

Cu3Pd 6.95 Å 9.74 Å 6.01 Å 

Cu3Pt 6.97 Å 9.86 Å 6.04 Å 
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On this calculation, two points should be addressed to ensure careful 

interpretation of the results. First, the PBE-DFT calculated surface energies tend to 

underestimate the experimental values by significant margins. For Cu(111) the calculated 

value referenced, and produced here, 1.31 J/m2 is 27% below the experimental value of 

1.79 J/m2.24 In previous work using this method of calculating surface energies for CO on 

Pt, calculated surface energies were converted to more realistic values by a scaling factor 

that was derived from the ratio of the experimental Pt(111) result to the calculated 

Pt(111) result.18 It was assumed that this scaling factor, 1.82, would be constant for the 

higher index facets examined. In this work, it is unclear if the scaling factor derived for Cu, 

1.37, correctly applies to the Cu3M alloys, however since the alloys are Cu rich, that is the 

assumption under which the calculations will be performed. This is an important point for 

ordering the surface energies, however, since this method scales only the separation of 

the surface energies and not their adsorbate corrections. 

The second point requiring attention is that the formula, as presented, will very 

easily lead to negative surface energy values. While in one component systems this would 

be unphysical, two component systems after accounting for the interactions in those 

systems, may have negative surface energies.25 

8.2.2 Br Adsorption 

The interaction of Br with each of the surfaces was calculated at low coverage 

(0.125 monolayer - ML or below, Figure 8.3) and medium coverage (0.5 ML, Figure 8.4). 

On the (111) and the (100) surfaces, Br adsorbs in the 3-fold and 4-fold hollow sites, 

respectively, at low coverage. Br binds particularly strongly on the Cu3Pt (100) T1 surface 
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with a binding energy of -3.13 eV and on the Cu3Pt (111) with a binding energy of -2.69 

eV. On the (110) facets, short bridge sites are preferred on the Cu3Pd – T1 and Cu3Pt – T1. 

On Cu and the T2 surfaces, Br adsorbs in the long bridge site between rows. On the Cu 

surface, the (101) adsorption site binds Br the strongest, whereas on the Cu3Pd and Cu3Pt, 

the (100)-T1 surface had the highest binding energy. Plugging these values into eq. 8.1 

with an assumed coverage of 0.25 ML, the (111) surface is still most stable in all instances 

with surface energies of 1.11 J/m2, 0.95 J/m2, and 0.90 J/m2 for Cu, Cu3Pd, and Cu3Pt 

respectively. 
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Figure 0.3 DFT models of Br adsorption on Cu and Cu3M surfaces. Cu is Blue, Br is brown, 
and Pd/Pt is grey.  
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In the case of moderate coverage (0.5 ML) there is a notable change that occurs 

with the (111) facet of the Cu surface. The Br atoms move towards a row configuration of 

atop adsorption. This is significantly different from the (111) facets of the Cu3Pd and Cu3Pt 

systems where the Br remain in the hollow sites. On all (111) surfaces the adsorption 

energy drops dramatically by approximately 50%. The (101) and (100) surfaces decrease 

by 10% and 7% respectively. At this coverage the (100) facet becomes the strongest 

binding facet for all three alloys. That the (111) has a drastically reduced binding at the 

same moderate fractional coverage as the (101) or (100) is not surprising since the 

number of atoms per unit area will be drastically higher in the (111) case. Consequently, 

the surface energy for the (100) surface drops to -0.54 J/m2 on Cu and the T1 Cu3M 

surfaces. This is significantly more stable than the (111) surface, the next most stable facet 

of the half Br coverage, with surface energies of 0.38, 0.19, and 0.42 J/m2 respectively. 

Therefore, calculations show that Br, for these Cu systems, has a significant driving force 

towards the (100) facet. 
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Figure 0.4 DFT models for Br adsorption at 0.5 ML on Cu and Cu3M surfaces Cu is Blue, 
Br is brown, and Pd/Pt is grey. 
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8.2.3 Trioctylphosphine Oxide Adsorption 

TOPO is a bulky organic molecule consisting of three, 8 carbon chains bound to a 

central P atom with an O atom attached. Due to the long flexible C chains, calculations 

involving this molecule are slow to converge and have many local minima. In the low 

coverage limit (θ ≤ 0.063 ML) binding was calculated to be quite strong in an absolute 

sense (Table 8-2). The strongest binding energies are on the (101) surfaces of Cu3Pd and 

Cu3Pt. However, these configurations have TOPO with the C chains laying flat to the 

surface (Figure 8.5). Furthermore, at least 90% of this interaction is calculated from the 

vdW correction, suggesting that the chemical interaction of the surface with these 

compounds is minimal. Therefore, when these interfaces are put in solvent, the difference 

in energy between the solvated state and the bound state is unlikely to be significant. 

Therefore, coverage of this molecules is likely to be low in experimental conditions.  
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Table 8.2 Adsorption Energies of TOPO under 0.063 ML coverage 
 

Cu Cu3Pd Cu3Pt 

(100) – T1 -2.23 eV -2.546 eV -2.494 eV 

(100) – T2 - -2.833 eV -2.486 eV 

(101) – T1 -1.99 eV -2.602 eV -2.786 eV 

(101) – T2 - -3.960 eV -4.071 eV 

(111) -2.18 eV -2.299 eV -2.724 eV 
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Figure 0.5 DFT models of TOPO on Cu3Pt and Cu at ultra low coverage. Cu is blue, Pt is 
light grey, P is dark grey, C is black, O is red, and H is pink. The stronger adsorbing TOPO 
lays flatter to the surface. 
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Additionally, because these molecules are so bulky, they are unable to saturate 

many of the bonds at the interface to lower the surface energy. Even in the case of TOPO 

on Cu3Pt, the stabilization is not enough to drive the surface energy (scaled from the DFT 

results) below 2.08 J/m2. Increasing the coverage amount to 0.125 just about halves all of 

the adsorption energies ensuring their stabilization of surface energy decreases further. 

Consequently, TOPO is not likely to be a significant molecule to shape direction through 

surface stabilization through direct bonding.  

8.2.4 Oleylamine Adsorption 

OAm, having only one long C chain rather than three, can pack a little more 

densely than TOPO and has already been reported to have surface directing capabilities.26 

Here, calculations were performed for coverages of 0.5 ML on (100) and (101) as well as 

0.25 on (111) (Figure 8.6). No stable adsorption was found for coverages of OAm at 0.5 

ML on the (111) surface. The preferred adsorption sites are atop sites on all surfaces. The 

Cu3Pt (100) and (101) surfaces generally show stronger adsorption than either Cu or 

Cu3Pd. On each of the three surfaces, the (101) surface adsorbs OAm strongest with 

adsorption energies of -1.97 eV, -2.33 eV, and -2.52 eV for the Cu, Cu3Pd T – 2, and Cu3Pt 

T – 2 respectively.  

In none of the three cases does the surface energy decrease below that observed 

for Br adsorption at 0.5 ML. For Cu, the (101) interface has a surface energy of 0.4 J/m2. 

Cu3Pd, likewise, has a (101) T – 2 surface energy of 0.25 J/m2. Cu3Pt (101) T - 2 has a 

surface energy of 0.4 J/m2, but also has a (100) T – 1 surface energy of 0.32 J/m2. Though, 
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the (101) T – 2 surface energy decreases below the (100) T – 1 for coverages higher than 

0.63 ML using the current scale factor to bring calculations closer to experiment. If a lower 

scale factor, like 1.1 was required for the alloy, the surface energies would be equal 0.5 

ML to be equal. Higher scale factors such as 1.82, the value previously used for Pt,18 that 

value would be as high as 0.85 ML assuming constant binding. 
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Figure 0.6 DFT Models for OAm adsorption on Cu and Cu3M systems. The (111) model 
systems are calculated at a coverage of 0.25 ML while all other systems are calculated at 

a coverage of 0.5 ML. Cu is dark blue, Pd/Pt is light grey, C is black, H is white, and N is 
light blue. 
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The propensity for oleylamine to bind more strongly to the (101) surface facet may 

be directing agent for the Cu3Pt nanocrystals. OAm binds more strongly to Cu3Pt than it 

does the Cu3Pd, so this may explain the difference between these two systems. In the 

galvanic exchange reactions, Br is not reintroduced to the system through the metal 

precursor, so it is unclear how much would continue to stick around from the initial Cu 

seed synthesis. The interaction of OAm is 0.4 eV weaker on the Cu3Pd (100) surface so Br 

may not be driven off quickly, even when flooded with excess OAm. This exchange may 

be more facile on the Cu3Pt nanocrystal due to the enhanced binding with OAm. 

8.3 Summary 

The binding interactions of TOPO, OAm, and Br with Cu and Cu3M (100), (101), and 

(111) surfaces were calculated to identify shape directing additive candidates. These 

species were chosen based off experiments that show that this mix of reactants can form 

Cu (100) nanocubes. The nanocubes can be used as seeds with Pd(acac)2 or Pt(acac)2 to 

generate Cu3Pd (100) nanocubes or Cu3Pt (101) nanocrystals respectively. TOPO is not 

found to interact through a strong chemical means but does have a strong vdW 

interaction. Br is found to be strongly selecting for the (100) facet and likely explain the 

formation of Cu nanocubes from CuBr. OAm appears to interact strongly with the (101) 

surface and may be responsible for directing to this facet. The interaction strength of OAm 

with Cu3Pt is stronger than with Cu3Pd or Cu and may be able to drive the crystal more 

easily to the (101) facet by flooding out Br more easily.  
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8.4 Calculation Details 

DFT calculations were performed within the VASP (5.2.11) package27, 28 with 

projector augmented wave pseudopotentials29 and the Perdew-Burke-Ernzerhof (PBE) 

generalized gradient approximation (GGA).30 The energy cutoff for the plane-wave basis 

set was 400 eV. The van der Waals interactions were explicitly considered with Grimme’s 

D2 method.23 The Pt parameters were not defined in the original paper, so parameters 

reported elsewhere: C6 = 40.62 J nm6 mol-1 and R0 = 1.772 Å were used.31  

Cu, Cu3Pd, and Cu3Pt were geometrically optimized with electronic step energy 

criteria of 10-6 eV and for criteria of 0.001 eV/Å. Partial occupancies were set by the 1st 

order method of Methfessel and Paxton with a width of 0.2 eV. The Brillouin zone was 

sampled in each case by a 12 x 12 x 12 Monkhorst Pack k-point mesh.32 Lattice parameters 

derived from these calculations are 3.63 Å , 3.73 Å, and 3.73Å for Cu, Cu3Pd, and Cu3Pt 

respectively.  

These bulk cells were used to generate 9 layer surface slabs of the (100), (101), 

and (111) surfaces. 15 Å of vacuum was set between slabs to avoid spurious interactions 

within the models. The middle 3 layers were frozen to the reported bulk parameters while 

the outside layers relaxed. Convergence criteria were the same as the lattice parameter 

determination, except the k-point mesh was set to 9 x 9 x 1. Surface energies were 

calculated without vdW corrections by 

  

𝛾(𝑐𝑙𝑒𝑎𝑛) =
∗                                                                                                    Eq (8. 2) 
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where Eslab is the energy of the 9-layer slab, Ebulk is the energy of the bulk, A is the surface 

area of 1 face of the slab, and N is the number of bulk unit cells needed to construct the 

slab.  

Adsorption energy calculations were performed and calculated according to  

𝐸 = 𝐸(𝐴𝑑𝑠 + 𝑆𝑙𝑎𝑏) − 𝐸(𝑆𝑙𝑎𝑏) − 𝐸(𝐴𝑑𝑠)                                                                Eq (8. 3) 

with E(Ads + Slab) is the energy of the adsorption model, E slab is the energy of the slab 

alone, and E(Ads) is the energy of the adsorbate alone. OAm and TOPO were taken 

directly as their molecular form and E(Ads) was calculated in an asymmetric box with a 

gamma point only calculation. Br was calculated in a similar way as ½ Br2. Slabs were at 

least 4 layers with the bottom layer frozen to the bulk values. Both (1x1) and (2x2) 

supercells were used for all three surfaces. The convergence criteria of the adsorbate 

calculations were 10-5 eV and 0.02 eV/Å for the energy and force respectively. K-point 

meshes were 7 x 7 x 1 for the 1 x 1 cells and 5 x 5 x 1 for the 2 x 2 (100) and (111) cells. 

For the 2 x 2 (101) unit cell, 5 x 3 x 1 k-point meshes were used and for the (1 x 1) cell a 7 

x 5 x 1 k -point mesh was used. 
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Chapter 9                              
Interactions of N-Heterocyclic 

Carbenes (NHC’s) with Pt Surfaces 
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In this Chapter, I continue thinking about the interactions of ligands with metal 

surfaces and how they influence structure by considering a molecule that only recently 

been explored in the realm of nanomaterial and has a chemical diversity that could open 

wide applications. N-heterocyclic carbenes (NHCs) have shown promise as a phosphine 

ligand removal agent with a high binding strength through the carbene carbon, but an 

instability to acid that allows it to be easily removed. Furthermore, NHCs are a class of 

molecules that can have their chemistry tuned in many ways at the 1 and 3 N positions 

and at the 4 and 5 C positions. I investigate the possibility of tuning steric interactions 

between the NHC at the 1 and 3 positions and the surface. It is found that significant atom 

extraction can be driven with sufficient steric interactions, but adsorption of the ligand is 

still strong. Therefore, NHC’s may have possible application as a ligand that can drive the 

formation of high Miller index facets. 

9.1 Background and Motivation 

There has been a recent interest in how NHCs (Figure 9.1) interact with different 

nanomaterials.1-6 Since they are strong σ – donors and strong π – acceptors,6-9 NHC 

ligands can be easily added to nanomaterials, acting as a strong ligand exchange agent 

with a wide, tunable range of chemistry. Their unique chemistry has showed applications 

in the self-assembly of nanoparticles10 or as catalytic enhancers on surfaces.6, 11, 12  One 

property, their instability to acid,7 ensures that it is easy to clean them from 

nanocrystalline surfaces to open active sites for catalysis and makes ligand exchange with 

NHCs a useful technique in removing even notoriously hard to remove phosphine 

ligands.13 This multistep cleaning procedure is simplified in the case that NHCs are used 
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directly as ligands in nanomaterial synthesis.3, 14 For application in colloidal synthesis, this 

might mean using M-bound NHCs with nonpolar moieties such as hexadecyl or benzyl 

groups at the 4- and 5- positions.  
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Figure 9.1 N-heterocyclic carbene. Chemical tunability comes from the ability to change 
the R groups at the 1, 3, 4, and 5 positions of the molecule. In this chapter, R3 = R4 = CH3. 

Two groups are considered at the R1 = R2 position: R = CH3 and R = CH(CH3)2 
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However, there is the question of how these ligands may influence nanomaterial 

syntheses broadly. For instance, can tuning the 1- and 3- positions of the carbene be used 

to stabilize the surface in predictable ways to generate novel nanomaterials? It has been 

previously shown through a combination of theory and scanning tunneling microscopy 

that NHCs bound to Au surfaces can result in Au atom abstraction and/or surface 

reconstruction.15-18 Therefore, if tunable NHCs can be used to synthesize nanoparticles 

directly, and they have predilection for forming adatom heavy, reconstructed, or 

otherwise high Miller index surfaces, then they may be able to generate some particularly 

reactive nanomaterials with easily cleaned ligands. 

With this motivation, the interaction of NHCs on several Pt surfaces was 

investigated. Both high index ((221) and (211)) and low index ((111) and (100)) facets were 

probed and it was found that the high index facets bound NHCs more tightly than low 

index facets. Including isopropyl groups as R1 = R2 increased the significance of the effect 

over including methyl groups at the same position. The increase in steric repulsion for the 

isopropyl group appears to range from 0.7 to 1.6 eV depending on the surface facet.  

9.2 Results and Discussion 

9.2.1: 1,3,4,5-Tetramethylimidazole-2-ylidene 

The adsorption of 1,3,4,5 tetramethylimidazole-2-ylidine (MeIMe) was calculated 

on the Pt (111), Pt(100), Pt(221), and Pt(211) surfaces. The binding interaction is through 

the carbene carbon and occurs at atop sties on all surfaces. For the (221) and (211) 

surfaces, binding occurs at the step edge rather than at the terrace sites. The binding of 
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MeIMe is strong, ranging from -2.44 eV on the flat (111) surface to -3.01 eV on the stepped 

(211) surface (Figure 9.2). On the flat surfaces, there is a displacement of the Pt in the z 

direction, normal to the surface, of approximately 0.5 Å. This is in line with a particularly 

strong C-Pt bond that is expected of NHCs9 despite deforming the surface as seen with 

calculations of NHCs on Au (111).15 On stepped surfaces because the methyl groups have 

more room, and the NHC can adopt a slanted configuration relative to the surface, the 

displacement is only about 0.2 Å. This contributes to the increased stability of these 

configurations.  
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Figure 9.2 DFT optimized models and energies of MeIMe on Pt (111), Pt(100), Pt(211), 
and Pt(221) surfaces. 
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9.2.2: 1,3-Diisopropyl-4,5-dimethylimidazole-2-ylidene 

Changing the 1- and 3- positions to isopropyl groups to generate 1,3-diisopropyl-

4,5-dimethylimidazole-2-ylidene (IPrIMe) increases the bulkiness adjacent to the surface 

and greatly increases the steric repulsion. Yet, experimentally it has been shown that they 

are capable of exchanging with phosphine ligands on nanocrystal surfaces.13 Therefore, 

this was the species chosen for studying the steric repulsion with the underlying Pt 

surface. On the (111) surface steric repulsion decreases the binding energy to -0.88 eV, a 

reduction of 64%, from the methyl-substituted species. This corresponds with a 1.01 Å 

displacement of Pt from the top layer. The stepped surfaces, while they accommodate 

the bulky isopropyl groups more readily than the flat surfaces, there is still a significant 

decrease in binding energy to -2.09 and -2.01 eV for the (211) and (221) surfaces 

respectively. The abstraction of the Pt atoms doubles from the MeIMe system. 
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Figure 9.3 DFT optimized models and energies of IPrIMe on Pt (111), Pt(100), Pt(211), 
and Pt(221) surfaces. 
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The (100) surface shows an even more dramatic effect than the (111) surface. The 

adsorption energy decreases by a less substantial margin on the (100) surface. This is 

despite a 1.6 Å change in the Pt z position. The Pt atom is essentially abstracted from the 

top layer and is adsorbed into the adjacent hollow site to form a pyramidal structure 

(Figure 9.4). This reconstruction apparently relieves a portion of the steric repulsion and 

there is still significant binding between the IPrIMe and the (100) surface.  
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Figure 9.4 DFT model of the Pt (100) surface showing the adsorbate driven abstraction of 
the surface Pt atom to a pseudo-hollow site.  
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9.3 Summary  

The above calculations point to a sizable difference in the adsorption behavior 

between MeIMe and IPrIMe on the different Pt surfaces. The difference in adsorption 

energy between high index surfaces and the (111) surface is accentuated with the 

increase of steric repulsion. The (100) surface also binds IPrIMe strongly, but only after 

abstraction of the Pt atom into pyramidal type structures. This suggests that manipulating 

ligand sterics by introducing bulky groups on at the 1- and 3- positions of the imidazole 

could be a useful tool synthetically to generate higher energy, coordinatively unsaturated, 

stepped surfaces or adatom rich surfaces for enhanced catalytic reactivity.  

9.4 Calculation Details 

Density functional theory (DFT) calculations were performed in the Vienna ab 

initio simulation package (VASP version 5.2.11)19 with the projector augmented wave 

(PAW) pseudopotentials20 and the Perdew-Burke-Ernzerhof (PBE)21 exchange correlation 

functional. An energy cutoff of 400 eV was used for the plane wave basis set. The energy 

convergence criterion was 10-6 eV for each ionic step. The force convergence criterion for 

geometric optimization was 10-2 eV/Å.  

Adsorption energy calculations were performed on 5 layer Pt(100) (4x4), 5 layer 

Pt(111) (3x3), 6 layer Pt(211) (3x2), and 9 layer Pt(221) (3x2) consisting of 160, 180, 144, 

and 144 atoms each.  The unit cells were constructed from the bulk relaxed unit cell with 

lattice parameter 3.977 Å For the low index surfaces, the bottom 2 layers are frozen to 

bulk values. The (211) surface has its bottom 3 layers frozen to core values and the (221) 
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surface has its bottom 4 layers frozen to the bulk values. 15 Å of vacuum in the z direction 

was added to each cell to avoid interactions between slabs. All supercells were sampled 

with a 5x5x1 Monkhorst-Pack k-point mesh.22 The binding energy was calculated by the 

equation 

𝐸 (𝑁𝐻𝐶) = 𝐸(𝑁𝐻𝐶 + 𝑆𝑙𝑎𝑏) − 𝐸(𝑆𝑙𝑎𝑏) − 𝐸(𝑁𝐻𝐶)                                                     Eq (9.4) 

 Where EB is the binding energy, E(NHC + Slab) is the energy of the relaxed NHC adsorbed 

on the Pt slab, E(Slab) is the energy of the relaxed slab, and E(NHC) is the energy of the 

relaxed NHC molecule.  
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In this last Chapter, I return to experiment to focus on reactive intermediates that 

are formed in electrocatalysis. Surface enhanced infrared absorption spectroscopy 

(SEIRAS) is a technique that takes advantage of the plasmon resonances of nanoparticles 

to enhance near surface electric field interactions with adsorbed species and improve 

infrared absorption. In a completed electrochemical cell, the SEIRAS measurements can 

be taken while electrochemistry is occurring at the working electrode so that 

electrochemical intermediates may be measured in-situ as a function of applied potential. 

This provides real time information to correlate adsorbed species with different reaction 

outcomes, providing evidence to develop mechanism level understanding of reactions. In 

this chapter, I extend the SEIRAS technique, usually performed on nanostructured metal 

films, to other synthesized PdSn/SnOx nanomaterials deposited on C for observation of 

reaction intermediates in the ethanol oxidation. 

10.1 Background and Motivation 

The identification of reaction intermediates in catalytic pathways is critical to the 

development of theoretical models necessary for developing improved catalysts. From 

this information and how it changes with material properties such as shape and 

composition, computational models can be tuned to work our way towards more 

predictive tools for catalyst design.1 This is a challenging task due to the need to perform 

measurements under reaction conditions to ensure the observation of transient 

intermediates. Plus, the measurement must be non-destructive to ensure that the 

reactive surface is equivalent to the real catalyst. For this application, infrared 
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spectroscopies have been incredible useful as it probes the vibrational modes of adsorbed 

species with low energy photons that are non-destructive. These modes describe the 

connectivity of intermediates and can provide information on the sites at which they are 

adsorbed.2  

Several in-situ methods of infrared spectroscopy have been developed. Reflection 

absorption infrared spectroscopy (RAIRS) has been used for gas phase surface chemistry 

in highly tunable ultra-high vacuum (UHV) conditions.3-5 This technique can provide 

extremely accurate information for single crystal metal surfaces, but the UHV 

requirements weaken the relevance to real, high pressure systems.6 A solution to this 

issue has come in the form of diffuse reflectance infrared Fourier transform spectroscopy 

(DRIFTS).7-11 In-situ cells for this technique allow for treatments with various gases at 

elevated temperatures, and draws measurements closer to realistic conditions. The 

challenge with this technique, however, is that it requires a powdered catalyst to diffusely 

scatter the IR light, and for high quality understanding of the catalyst, it must be well 

synthesized with precise size, shape, and composition. Plus, liquid phase interfaces are 

impractical for this measurement. 

For liquid phase measurements, particularly for electrochemical measurements, 

SEIRAS – attenuated total reflection (ATR) can be used to achieve in-situ measurements.12-

15  In this configuration (Figure 3.4), the infrared beam penetrates an ATR crystal (usually 

Si, Ge, or ZnSe depending on compatibility with other species) from below in a purged gas 

line, and undergoes total internal reflection at the interface. The evanescent wave 

interacts with the surface species to generate the spectroscopy. On the ATR crystal, the 
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catalyst material is deposited and is typically metal such as Pt, Cu, Ag, or Au.14-17 These 

metals are given nanostructure to generate surface plasmon effects that increase the 

interaction of the electric field with the adsorbates. The metal catalyst can be connected 

in an electrochemical cell to apply different potentials and observe how species change 

on the surface. Introducing different species at constant potentials may also be a valid 

means of perturbing the system and identifying intermediates.18 

In this Chapter, in-situ SEIRAS is used to study the ethanol oxidation reaction 

(EOR). EOR can proceed to CO2 through a C-C cleavage route or acetate if C-C cleavage is 

inhibited and is a key component of direct ethanol fuel cells to generate electricity from 

biomass.19, 20 Complications for this reaction, such as poor reaction kinetics and catalyst 

poisoning from CO and acetyl (*CH3CO), need to be resolved before it is used in the green 

energy economy.21 Pd based catalysts in particular are prone to poisoning but do show 

significant activation of ethanol.22, 23 Adding a poor CO binding metal, Sn, is adopted as a 

strategy to improve EORl by reducing the effects of catalyst poisoning.24, 25 PdSn/SnOx 

core shell nanoparticles are generated that demonstrate 3.2 times higher EOR than 

commercial Pd.26 Comparing the core-shell and Pd nanocatalysts in SEIRAS, direct 

confirmation that CO poisoning is reduced is achieved.  

10.2 Results and Discussion 

10.2.1 PdSn/SnOx Nanoparticles Synthesis and Characterization 

The PdSn/SnOx nanoparticles are shown in Figure 10.1. The nanoparticles are 

uniform in size with dimensions of 4.5 +/- 0.5 nm. They appear to contain a crystalline 
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core and an amorphous shell that is 0.5 nm thick (Figure 10.1 B). The lattice fringes are 

attributable to the (111) planes of PdSn. XRD of these particles shows the (111) peak of 

PdSn but does not show any peaks associated with crystalline SnOx as expected for 

amorphous materials. EDS mapping (Figure 10.1 C, F) show that the amorphous shell is 

comprised of Sn and is relatively Pd poor. Overall, EDS and ICP-OES show a 1:1 ratio of 

Pd:Sn as expected from the feeding ratio for the synthesis. Other Pd:Sn ratios were also 

synthesized but were not used in the SEIRAS component of this research. 
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Figure 10.1 A) TEM image of PdSn/SnOx nanoparticles B) High magnification STEM – 
HAADF image of the PdSn/SnOx nanoparticles. A crystalline core is clearly visible within a 
0.5 nm amorphous shell. C) STEM-HAADF image with EDS mapping of PdSn/SnOx 
nanoparticle. D) TEM image of PdSn/SnOx nanoparticles deposited on C. E) High 
magnification STEM-HAADF image of C-PdSn/SnOx catalyst. F) STEM-HAADF image with 
EDS mapping of C-PdSn/SnOx nanoparticles.  
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The nanoparticles were supported on C (Figure 10.1 D) to prepare for EOR. The 

particles were washed with acetic acid to remove ligands from the surface. The core-shell 

morphology of the nanoparticles is retained after acetic acid washing, but the shell is 

reduced slightly in thickness (Figure 10.1 E). 

XPS measurements were performed for C-PdSn/SnOx nanoparticles before and 

after the acetic acid treatment (Figure 10.2) The Pd 3d5/2 peak (Figure 10.2 A,B) is 

upshifted 0.5 eV relative to Pd0 to 335.4 eV in both cases, without significant change 

between treatments. This suggests an electronic modulation of the Pd electronic state by 

the Sn and SnOx interface of the nanoparticles. The Sn 3d5/2 peak (Figure 10.2 C,D) shows 

two major components consisting of the core component (Sn0) and the amorphous shell 

component (Sn4+). The ratio of Sn0 to Sn4+ increases upon acetic acid treatment, further 

supporting the loss of Sn from the amorphous shell in the acetic acid treatment. The O 1s 

spectrum (Figure 10.2 E,F) is deconvoluted into 3 peaks at 530.2 eV, 531.7 eV, and 532.8 

eV that correspond to lattice O in SnOx, adsorbed O species, and H2O species respectively. 

The lattice O component, like the Sn4+ component, decreases after the acetic acid 

treatment. 
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Figure 10.2 High-resolution XPS spectra of (a, b) Pd 3d5/2, (c, d) Sn 3d5/2 and (e, f) O 1s of 
the C-PdSn/SnOx nanoparticles before (a, c, e) and after acetic acid treatment (b, d, f).  
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10.2.2 EOR Measurements 

Catalysts (C-PdSn/SnOx, C-Pd, commercial C-Pd, and C-SnO) were cleaned and 

activated with cyclic voltammetry (CV) scanning in N2 saturated 1M KOH and 1 M Ethanol 

over 50 cycles at room temperature with a scan rate of 250 mV/s. Measurements were 

performed in the same conditions at 50 mV/s (Figure 10.3). The C-PdSn/SnOx catalyst 

demonstrated superior activity (3.2 A/mgPd at 0.85 VRHE) to the C-Pd and the C-SnO 

reference catalysts with the SnO catalyst demonstrating no activity whatsoever and the 

C-Pd catalysts maxing at 1 A/mgPd at 0.83 VRHE. The onset potential of C-PdSn/SnOx was 

80 mV lower than that of the commercial C-Pd, demonstrating that EOR is more favorable 

on the core-shell structure. The ratio of the forward to reverse peaks yields information 

about the resistance to poisoning with high ratios suggesting a more tolerant surface. This 

ratio is higher for the C-PdSn/SnOx catalyst (0.84) than the commercial C-Pd (0.634) 

showing that the new catalyst is not as easily poisoned. The electrochemically active 

surface area can be estimated from the integrated peak area of PdO reduction in N2 

saturated 1 M KOH (Figure 10.3 C). The C-PdSn/SnOx catalyst demonstrates a significantly 

enhanced surface area relative to the commercial Pd catalyst. Even normalizing to this 

surface area, however, the C-PdSn/SnOx catalyst retains an edge in EOR activity (Figure 

10.3 D). The primary liquid product from this catalysis is acetate as determined by 1H NMR 

spectroscopy while the primary gaseous product is CO2. 
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Figure 10.3 (A) CV curves of ethanol oxidation for C-PdSn/SnOx, C-Pd, C-SnO and 
commercial C-Pd catalysts in 1 M KOH + 1 M ethanol (normalized to the electrode 
geometric area). (B) The mass current density (normalized to the mass of Pd) of C-
PdSn/SnOx C-Pd, and commercial C-Pd catalysts. (C) CV curves for C-PdSn/SnOx, C-Pd, and 
commercial C-Pd catalysts in 1 M KOH. (D) The ECSA-normalized EOR activity for C-
PdSn/SnOx, C-Pd, and commercial C-Pd catalysts. (E) EOR CV curves of C-PdSn/SnOx 
before and after 1000 cycles of accelerated stability tests. (F) Chronoamperometric curves 
of C-PdSn/SnOx and commercial C-Pd catalyst at 0.824 V vs. RHE electrode in 1 M KOH+1 
M ethanol 
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The activity of the C-PdSn/SnOx was submitted to a stress test of 1000 cycles of 

CV measurements and retained the majority of its activity (Figure 10.3 E). In long term 

chronoamperometry experiments, commercial Pd quickly deactivates while the C-

PdSn/SnOx catalyst retains some activity throughout. Structural characterization post 

stress test shows that morphological changes in commercial Pd occur but the core shell 

C-PdSn/SnOx catalysts are retained. Thus, it is thought that the SnOx shell provides some 

protection against agglomeration.  

10.2.3 ATR-SEIRAS 

In-situ ATR-SEIRAS measurements were carried out to identify the intermediates 

of the EOR process. Figure 10.4 shows the ATR-SEIRAS spectra results collected from C-

PdSn@SnOx and commercial Pd/C during a CV cycle between 0.565 VRHE and 1.165 VRHE 

at 5 mV/s in 0.1 M KOH and 1 M ethanol solution and referenced to 1.60 VRHE. The Au 

film, activated through at least 30 cycles between -0.3 VRHE and 1.2 VRHE to generate a 

nanostructured surface, is fragile to high pH values and therefore, the 1 M KOH electrolyte 

used in the electrochemical characterization could not be used. The reference spectrum 

was selected at a highly oxidative potential to minimize adsorbed intermediates on the 

surface. Rather, the catalyst is in an oxidized, inactive form. Spectra measured against this 

reference will contain positive peaks for species building on the surface and negative 

peaks for species that disappear from the reference state. 

 As shown in a previous report, the absorptions observed at 1415 and 1553 cm-1 

can be attributed to the symmetric and asymmetric stretching band of ν(OCO) in the 

acetate product, respectively, and the absorption between 1665-1830 cm-1 is due 
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primarily to COad species [ν(COad)].27, 28 It should be noted, however, that there is a water 

peak near 1656 cm-1 that is convoluted with this broad peak. This is primarily due to 

replacement of adsorbed oxide species at the reference (1.60 VRHE) by water and is 

ubiquitous in SEIRAS measurements.29 This water need not be at the Pd or PdSn interface, 

and it is the only peak present in measurements containing only the underlying Au film.  

The vibrational peak at 1830 cm-1 of C-PdSn@SnOx is commonly assigned to 

bridge-bonded CO on Pd.30 The presence of this peak suggests that despite being a 

predominantly amorphous SnOx shell as synthesized, some Pd is present at the surface, 

agreeing with ECSA measurements. Likely the acetic acid wash opened up holes in the 

SnOx shell, which was only around 2 or 3 ML thick to begin with. The form of the Pd is 

such that ensembles are present to generate multifold binding sites rather than single 

atom like sites. As the potential increases, the peak gradually disappears due to the 

oxidative removal of CO (Figure 10.4 A), while the CO signal grew in the ATR-SEIRAS 

spectra of commercial Pd/C over the entire potential range (Figure 10.4 B). Notably, this 

peak shifts to higher wavenumber with increasing coverage as is expected from the 

dipole-dipole coupling of CO on surfaces.14, 31 The CO peak on PdSn/SnOx disappears 

around the peak voltage of indicated in Figure 10.3 A,B,D. This is where oxides begin to 

take up surface space and block reactivity. On Pd, CO persists even through part of the 

oxide region, not disappearing until at least 1.2 VRHE.  

  



274 
 

 

Figure 10.4 ATR-SEIRAS Spectra of A) C-PdSn/SnOx and B) commercial Pd/C during CV 
cycling between 0.565 VRHE and 1.165 VRHE at 5 mV/s in 0.1 M KOH and 1 M ethanol 
solution. Measurements were taken in the positive direction (from top to bottom). CO2 
signal is a direct result of CO2 generation and fluctuations of CO2 that occur in the IR 
beamline. 
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The ν(OCO) peaks follows a similar trend as CO, although with much smaller dipole 

dependencies shifting their peaks. Above the peak potential, some acetate is still being 

produced on PdSn/SnOx but at a reduced rate. On Pd, however, both acetate and CO are 

strongly bound throughout the oxidative potentials. This means that both intermediates, 

rather than just CO, can contribute to poisoning at these potentials. 

The stability of the adsorbed species in the negative going scan after the positive 

sweep may also be observed. The CO region of the spectrum is blank after being cleared 

at the highest potential in both cases, and shows a step jump at the onset of the return 

peak observed in the CV. On the negative scan, CO is observed to persist to the lowest 

voltages measured (-0.115 VRHE) on both catalysts. The acetate species (OCO) peaks, 

however, disappear below 0.475 VRHE on PdSn/SnOx (Figure 10.5 A). On the Pd catalyst, 

acetate disappears below 0.005 VRHE (Figure 10.5 B). This suggests that, while we observe 

better performance from PdSn/SnOx, its ability to activate ethanol is actually lower than 

that of pure Pd.  
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Figure 10.5 ATR-SEIRAS Spectra of A) C-PdSn/SnOx and B) commercial Pd/C during CV 
cycling between 0.755 VRHE and -0.115 VRHE at 5 mV/s in 0.1 M KOH and 1 M ethanol 
solution. Measurements were taken in from top to bottom. CO2 is gas phase intruding 
into the IR beamline. 
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10.3 Summary 

In this chapter, a PdSn/SnOx core shell nanocatalyst was discussed for EOR. The 

catalyst as synthesized has a 0.5 nm amorphous SnOx shell that is weakened upon acetic 

acid washing. This catalyst shows enhanced performance on a per surface area basis 

relative to Pd and SnO separately. SEIRAS is used to show that poisoning is significantly 

reduced on the Sn containing catalyst, in agreement with the electrochemical 

measurements. Multifold Pd sites on shown to be accessible by the reactant due to the 

presence of CO in multifold binding sites. Combined with the evidence of losses from the 

amorphous shell, it is possible that the shell has holes after the acetic acid wash that 

permits reactant penetration. Finally, the ability of each catalyst to activate ethanol is 

examined with SEIRAS. Acetate from the early stages of EOR is observed until 0.005 VRHE 

on Pd but production halts at 0.475 VRHE on PdSn/SnOx, showing that Pd despite being the 

worse overall catalyst, is superior at activating ethanol.  

10.4 Experimental 

Chemicals 

Palladium(II) chloride (PdCl2, 99%), tin acetate (Sn(OAc)2, 99%), oleylamine (OAm, 

70%), trioctylphosphine (TOP, 90%), potassium hydroxide (KOH), acetic acid, hydrazine, 

and Nafion (5 wt %) were all purchased from Sigma-Aldrich. Hexane and ethanol were 

technical grade and used without further purification.  

Synthesis of monodisperse PdSn/SnOx nanoparticles 
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In a typical procedure, 0.1 mmol of PdCl2, 0.1 mmol of Sn(OAc)2, 10 mL OAm and 

0.5 mL TOP were added into a 50 mL three-necked flask under stirring. The mixture was 

heated under nitrogen (N2) atmosphere to 100 °C and kept at this temperature for 30 

mins. Then the mixture was heated to 200 °C at a heating rate of 10 °C/min and incubated 

at this temperature for 30 min, generating a black solution. After cooling down to room 

temperature, the black precipitate was centrifuged and washed three times with 

excessive ethanol and redispersed in hexane. PdSn/SnOx nanoparticles with different 

Pd/Sn ratios were synthesized using a similar approach by varying the amounts of metal 

precursors. SnO aggregates were obtained using a similar approach without adding Pd 

precursor, while 25 nm Pd nanoparticles were obtained at a higher temperature of 300 °C 

without adding Sn precursor. 

Preparation of C-PdSn/SnOx catalysts (10% loading) 

To prepare our C-PdSn/SnOx catalysts, we mixed a hexane dispersion of 5 mg of 

PdSn/SnOx nanoparticles with 45 mg activated carbon (Vulcan XC-72R) and sonicated for 

2 h. The product was then collected by centrifugation. In order to remove organic ligands 

on the surface of these PdSn/SnOx nanoparticles, the catalysts were immersed in a 

mixture of 10 mL ethanol and 10 mL acetic acid for 10 h at 70 °C according to our previous 

work32, 33. The catalysts were washed three times with excessive ethanol and dried for 8 

h in a vacuum oven at 60 °C. 

Characterization 
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The morphology was characterized by the transmission electron microscopy (TEM, 

EM-420). High-resolution TEM (HRTEM), high-angle annular dark-field scanning TEM 

(HAADF-STEM), X-ray energy dispersive spectroscopy (X-EDS) and EDS mapping were 

conducted on a JEOL ARM 200CF equipped with an Oxford Instrument X-ray Energy 

Dispersive Spectrometer. The crystal structure was determined by the X-ray diffraction 

(XRD) on a Philips X' Pert PRO SUPER with Cu Kα (λ = 1.54056 Å). X-ray photoelectron 

spectroscopy (XPS) was performed on a PHI Versa Probe III scanning XPS microscope using 

a monochromatic Al K-alpha X-ray source (1486.6 eV). The element contents of the 

products were determined by inductively coupled plasma optical emission spectrometry 

(ICP-OES) on a SPECTRO GENESIS ICP spectrometer. Fourier transform infrared 

spectroscopy (FTIR) was performed on an Agilent Cary 630. Liquid products were analyzed 

by 1H NMR using dimethyl sulfoxide (DMSO) as an internal standard. 

Electrochemical Measurements 

Electrochemical measurements were conducted on a BioLogic electrochemical 

workstation using a three-neck-type cell at room temperature. Pt foil was used as the 

counter electrode and Ag/AgCl (3.5 M KCl) was used as the reference electrode. The 

potential was converted to RHE according to E (vs. RHE) = E (vs. Ag/AgCl) + 0.198 V + 0.059 

× pH. A glassy carbon rotating disk electrode (RDE) (PINE, 5 mm diameter, 0.19625 cm2) 

was used as the substrate for catalysts. The preparation method of the working electrode 

can be found as follows: 5 mg of carbon-supported catalyst powder was dispersed in 1mL 

isopropanol with 20 𝜇L of Nafion solution (5 wt%, Sigma-Aldrich), then the mixture was 

ultrasonicated for at least 30 min to generate a homogeneous ink. Next, 20 𝜇L of the 
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dispersion was drop-casted onto the RDE, leading to a Pd loading ∼25 μg/cm2. For 

comparison, the Pd loadings for C-Pd, and commercial C-Pd were ∼25 μg/cm2 as well. 

Finally, the as-prepared catalyst on RDE was dried at room temperature. Before the 

electrochemical tests, surface cleaning and activating was executed by cyclic voltammetry 

(CV) scanning to reach a steady-state in N2-saturated 1 M KOH + 1 M ethanol solution for 

50 cycles at room temperature with a sweep rate of 250 mV/s. CV curves were then 

recorded at a scan rate of 50 mV/s in N2-saturated 1 M KOH + 1 M ethanol solution. 

Chronoamperometry (CA) measurements were conducted at -0.2 V vs. Ag/AgCl for 6000 

s in the 1 M KOH + 1 M ethanol solution for stability evaluation. For CO stripping tests, 

electro-oxidation of adsorbed CO molecules was carried out in the solution of 1 M KOH. 

Before the test, the solution was purged with N2 for 30min and then bubbled with CO gas 

(99.99%) for 15 min. The residual CO in the solution was purged by N2 for 30 min. 

In-situ attenuated total reflectance surface enhanced infrared absorption 

spectroscopy (ATR-SEIRAS) experiments. 

Experiments were conducted in a one compartment PEEK spectroelectrochemical 

cell with the VeeMAXIII ATR accessory. A graphite rod counter electrode and a saturated 

Ag/AgCl reference electrode controlled by a Metrohm Autolab potentiostat were used. IR 

measurements were performed in a Thermo Nicolet iS50 FTIR equipped with a liquid 

nitrogen cooled MCT detector. All spectra were collected with a 4 cm-1 resolution and 32 

coadded scans. Each set of 32 spectra takes approximately 12 s to complete, so at the 

potential sweep rate of 5 mV/s, each spectrum averages ~60 mV. A modified chemical 
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deposition method was used to generate Au film electrodes on the reflecting plane of Si 

ATR crystal prisms cut to 60° incidence.34 The Au film working electrode was cycled from 

-0.3 VRHE to 1.2 VRHE in N2 purged 0.1 M KHCO3 (Sigma Aldrich 99.7%) until the CO 

absorption frequency at ~2100 cm-1 was observed, indicating infrared surface 

enhancement. The activated film was rinsed with DI water and dried to remove the KHCO3 

electrolyte and residues from the crystal. A catalyst ink was prepared by sonicating in an 

ice bath a mix 1 mg of the carbon supported catalyst in 1 mL of isopropanol and 10 μL 

Nafion solution (5 wt%). Next, 250 μL of the desired catalyst ink was drop cast onto the 

film and dried. The reassembled cell was filled with 5 mL of 0.1 M KOH and N2 purged for 

at least 30 minutes. All SEIRAS experiments were performed in 1 M ethanol/ 0.1 M KOH 

solution.  
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