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Abstract

Autonomous mobile robotic systems are rapidly becoming part of our daily lives, and their use in transportation,

delivery, surveillance, medical service, and household applications has been growing. With the increase in their

popularity, assuring their and their surroundings’ safety becomes more critical than ever. Unfortunately, these

systems might be subject to various uncertainties such as unknown noises, external disturbances, intermittent

sensing, model changes, and actuator faults when deployed in the real world. Such uncertainties bring

challenges in motion planning as they can cause a system to deviate from its desired behavior and possibly

lead to unsafe situations (e.g., an unmanned aerial vehicle (UAV) collision with an obstacle due to wind

disturbance). In most cases, these uncertainties are unknown until the system starts its operation, making it

difficult to train and develop techniques to increase resilience and safety during design time. Furthermore,

autonomous mobile systems typically have limited computational resources on board, bringing an additional

challenge at runtime. Thus, these uncertainties and their effects need to be considered in a computationally

efficient way to improve the safety of autonomous systems.

This dissertation presents a set of motion planning, runtime monitoring, and validation techniques to

provide safety for mobile autonomous systems operating under unforeseen uncertainties. The frameworks we

develop predict the future states of the system under uncertainties and utilize these predictions to improve

their safety by performing replanning accordingly while taking computational restrictions into consideration.

iv



The techniques presented in this dissertation are extensively validated through realistic simulations and on

real state-of-the-art vehicles.

First, we introduce a reachability-based self/event-triggered scheduling framework to relax the tradi-

tional periodic sensor monitoring to reduce computational power. This framework aims to minimize the

computational burden related to the unnecessary sensor monitoring operations while still guaranteeing safety

leveraging reachability analysis. To further reduce the computational requirements of reachability analysis

and enable its runtime use, especially for systems with complex dynamics, we introduce a novel Gaussian

Process regression-based fast reachability framework to guarantee the safety of aerial vehicles subject to

intermittent sensing problems. Moreover, we develop an assured safety monitoring and motion planning

framework that leverages verified neural networks to bypass the reachability analysis computation altogether

at runtime while still guaranteeing safety under unforeseen disturbances.

As the runtime disturbances can lie outside of the training bounds, unsafe situations can occur due to

a lack of training data. To deal with such issues, we present an online learning framework to predict the

runtime disturbances and their effects on the system’s behavior to prevent unsafe situations. With this novel

technique, the system can adapt its behavior under unforeseen disturbances, particularly unknown payload

variations, to remain safe while improving its decision-making over time. To further deal with unforeseen

system failures that cause performance degradation, we introduce a meta-learning-based framework that

allows the system to predict the future states under faults and adapt its trajectory to improve tracking

performance at runtime.
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Chapter 1

Introduction

Autonomous systems with minimal/no supervision have increasingly gained popularity in the last decade,

and they are becoming a reality: autonomous cars and delivery robots are appearing around us, especially in

major cities, while service and hobby robots are becoming as common as household appliances. Autonomous

unmanned aerial vehicles (UAVs), in particular, are rapidly finding their way into our society for a myriad

of operations from transportation/delivery to surveillance/inspection. Their technological advancements,

including agile mobility, increasingly precise sensors, and actuators, have only augmented their popularity

and deployment in our daily lives. Figure 1.1 depicts some examples of real-world applications of mobile

aerial and ground robotics systems. As these vehicles become more commonplace, it becomes crucial to

guarantee their and their surroundings’ safety.

Figure 1.1: Autonomous mobile robotic systems are used for a variety of operations nowadays including
inspection, delivery, household applications, agricultural purposes and photography.
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Although autonomous robots have seen an incremental technological improvement, a big challenge remains

on how to guarantee safety during autonomous operations, mainly due to the unknown disturbances and

noises that can affect the behavior of an autonomous system at runtime. UAVs may be subject to external

disturbances (e.g., wind, unknown payload), which can cause the system to deviate from its desired behavior

and possibly lead to undesired consequences such as collisions.

In the real world, autonomous systems may also lose access to their state information due to various

factors, such as signal occlusions, limited sensor capabilities, and sensor failures. These problems cause

the system to operate under intermittent sensing. As typical autonomous operations rely on periodic state

feedback to follow the planned trajectories closely and avoid collisions, intermittent sensing may cause the

system to deviate from the desired behavior, especially under external disturbances.

Moreover, autonomous vehicles can also face problems such as component faults or system aging, which

would cause model changes. Since these situations usually occur without any apriori knowledge, they are

typically not considered during design time; thus, they cause the system to operate with degraded performance

and may lead the system to fail its assigned task.

To this end, it is critical to design proactive planning frameworks to prevent unsafe consequences under the

aforementioned uncertainties, disturbances, and degradations. To design such systems, the future states of the

system under uncertainties need to be predicted accurately. However, these uncertainties, disturbances, and

component faults that occur at runtime are usually unknown and unforeseen a priori, making it challenging

to model the system’s behavior at design time. Additionally, autonomous systems, UAVs in particular, are

usually small vehicles with limited computation and payload capacities. Hence, it may not be possible to

apply computationally expensive techniques at runtime to predict future states and guarantee safety.

Given these challenges, this dissertation presents both model-based and data-driven methods to make

efficient and accurate future state predictions for autonomous systems under unknown disturbances, noises,

and model changes. Our approaches focus on proactively using these predictions to schedule sensor monitoring

operations, perform runtime monitoring and perform proactive replanning to guarantee safety. In the rest of

this chapter, we review the related work and the state-of-the-art in safe motion planning. We also overview

our approach, and lastly, we list the contributions of this dissertation.

1.1 Related Work

In this section, we provide an overview of related work in safe motion planning starting with traditional

sampling-based and model-based motion planning techniques, followed by methods that leverage learning-
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enabled components. Then we provide an overview for safe motion planning techniques under uncertainties

and finally for fault tolerant motion planning approaches.

1.1.1 Traditional Motion Planning

The problem of motion planning for collision avoidance has been heavily studied in the literature of mobile

robotics to enable safe and persistent autonomous operations. Sampling-based methods are commonly used

in robotics operations to generate collision-free paths. Rapidly-exploring Random Tree (RRT) [41] is a

sampling-based algorithm that constructs a random tree to find a collision-free path, and it is used for a broad

range of path planning problems. Extensions of RRT approach such as RRTX [61] and RRT∗ [32] have been

leveraged for UAV navigation tasks [65, 7, 53]. Probabilistic Roadmap (PRM) [33] another sampling-based

approach which connects random samples in a robot’s configuration space by a graph search algorithm to find

a path from the start to the goal location. PRM-based approaches have been also used to create collision-free

paths for UAVs [66].

In addition to the sampling-based approaches, artificial potential fields have also been designed to avoid

obstacles in the environment efficiently [36] and have been leveraged for UAV and mobile robot navigation

[73, 22, 60, 83]. Model Predictive Control (MPC) and Nonlinear Model Predictive Control (NMPC) have

also been used for collision-free UAV navigation in both dynamic and static environments [77, 8, 45].

1.1.2 Learning-Enabled Motion Planning

Recent developments in machine learning algorithms such as reinforcement learning and deep reinforcement

learning enabled these techniques to be used for online obstacle avoidance in unknown environments [79,

28, 9, 87]. Neural network structures such as deep neural networks (DNNs), recurrent neural networks

(RNNs) and convolutional neural networks (CNNs) have been widely used to solve complex path planning

problems for mobile robots efficiently. For example, in [88], an end-to-end DNN architecture called online

three-dimensional path planning network (OTDPP-Net) is used to learn 3D local path planner behavior in

an environment modeled as a 3D grid map. [68] introduces a motion planning network MPNet which takes

raw environmental data as an input to generate obstacle-free connectable paths and shows computational

advantages against sampling-based planners.

To impose safety constraints on the designed trajectories for UAVs, [14] represent the obstacle-free area as

convex regions and assign polynomial trajectories in those regions. Concepts of safe flight corridors [46, 64]

and free-space flight corridor [10], representing the obstacle-free areas in the environment as convex regions,

are used as constraints in the trajectory optimization problem to generate safe trajectories.
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1.1.3 Safe Motion Planning under Uncertainties

Even though the designed path is obstacle-free, disturbances and uncertainties can cause the system to deviate

from the planned path and potentially collide with obstacles. To guarantee safety under such uncertainties

and disturbances, reachability analysis techniques have been utilized heavily. Reachability analysis consists of

computing the set of states that a system under uncertainties could reach from a set of initial states under a

set of admissible inputs over a certain time horizon. Hamilton-Jacobi reachability has been widely used to

compute the reachable sets of hybrid systems and provide safety guarantees for optimal system trajectories

[15]. Stochastic reachability analysis techniques [80, 52, 86], which include computing the forward stochastic

reach probability measure and the forward stochastic reachable set, are also used to design collision-free

trajectories for systems in uncertain and dynamic environments. Hybrid system reachability analysis tools

have also been heavily used, mostly for verification purposes. Flow* [12] uses Taylor models to compute

flowpipe over-approximations of the dynamics and dReach [37] encodes the reachability problem as first-order

formulas over the real numbers, and solves it using a δ- decision procedures. Other types of reachability

analysis techniques such as ellipsoid methods [40, 99], Robust Control Invariant (RCI) tubes [78] and funnels

[51] which are analogous to reachable tubes have been also utilized for collision avoidance problem.

Reachability analysis techniques are generally very powerful for providing safety guaranties for systems

under uncertainties. Hamilton-Jacobi reachability, in particular, performs well in terms of the generality of

system dynamics, flexibility in representation of sets, and control policy computation; however, it suffers

from computational scalability [72]. A significant effort has been given to overcome the scalability problem

for high-dimensional systems, such as decomposing the system dynamics [11], using efficient initializations

[26], using adaptive grids [25], by ellipsoidal approximations [76], and using neural networks to approximate

the reachable sets [16], [72]. In the literature, there have been other efforts to make reachability analysis

more usable for runtime applications. For example, in [51], the authors precomputed a library of trajectories

and funnels (analogous to reachable sets) offline and combined these trajectories online to navigate in apriori

unknown environments under disturbance effects. However, with this approach, the system is restricted to use

a discrete set of motion primitives. In [24], using Hamilton-Jacobi reachability, a look-up table is computed

offline to find the bounds on the planned trajectory which are used to augment the obstacles to guarantee

a collision-free behavior under bounded disturbances in unknown environments. Similarly, in [38], forward

reachable sets are computed offline for parameterized trajectories, and at runtime, safe trajectory parameters

are picked to avoid the sensed obstacles in unknown environments with model uncertainties.
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1.1.4 Fault-Tolerant Motion Planning

As mentioned earlier, in addition to the disturbances, in the real world, autonomous systems may also face

problems like actuator faults or system aging that cause the model of the system to change at runtime.

Such problems cause the system to deviate from its desired behavior and potentially lead to unsafe states.

For consistent performance under such conditions, control techniques have been widely used to adapt the

systems’ control inputs according to the changes in the system dynamics and to alleviate the effects of faults.

For example, for quadrotors with the complete loss of one or multiple propellers, specific controllers can

be designed according to the failure to improve stability and performance [58, 81, 82, 27]. However, these

techniques require explicit knowledge of specific failures and how these changes affect the system’s dynamical

model to design resilient controllers. When such knowledge is not available, fault identification or adaptive

control techniques need to be leveraged. In [85], an Extended Kalman Filter (EKF)-based fault identification

is used to decide if there is one or multiple rotor failures, and a control allocation is updated based on the

failure using a nonlinear Model Predictive Control (MPC). In [21], a self-reconfiguration technique allows

the system to decide on its configuration based on the actuator failure and its desired trajectory. Model

Reference Adaptive Control (MRAC) is an adaptive control technique which adapts the control variables of

the system based on the difference between the observations and reference model output to improve tracking

for systems with uncertainties and it has been also used to compensate for failures [48, 47]. Recently, machine

learning techniques such as Gaussian Processes (GP) [13] and deep neural networks (DNNs) [30] are utilized

for the adaptive elements in MRAC frameworks.

In addition to the control approaches, machine learning techniques have also been widely used to improve

the performance of UAVs under actuator faults or disturbances. In [74], the authors use MPC with active

learning to learn the robot’s new model under failure and provide necessary inputs. Reinforcement Learning

(RL) techniques are also utilized to adjust the actuator control commands to compensate for component

faults [19, 2]. Meta-learning approaches enable the systems to speed up their learning process for new tasks

with a small number of training samples from new tasks. This property makes meta-learning suitable for

learning the models of uncertain systems at runtime for safe planning [42]. Model Agnostic Meta-Learning

(MAML) trains the model parameters explicitly to make them easy and fast to fine-tune for the new tasks [20].

MAML has been leveraged for fault-tolerant operations using MPC and RL [59, 3]. [75] introduces a concept

of meta-active learning for in which Q-function is learned via meta-learning and used to find optimal actions

to maximize the probability of staying in the safe region and promote information gain for systems with

altered dynamics. In [71], meta-learning is utilized to model the system dynamics under external forces to be

used with an adaptive control scheme improve the tracking performance. All of these approaches assume that
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the user is given direct access to the controller or the actuator inputs. However, this assumption may not

hold, especially when off-the-shelf robotics systems are used.

1.2 Overview of the Research

Our research presented in this dissertation consists of a sequence of techniques for safe motion planning under

various uncertainties such as external disturbances, sensing uncertainties, payload disturbances, and model

changes while considering the computational resources. Figure 1.2 gives an outline of our research. First, we

minimize the sensor monitoring operations by reachability analysis-based self/event-triggered scheduling when

systems are operating under bounded disturbances. Then we present our machine learning-based frameworks

to decrease the reachability computation and to bypass it at runtime completely. Then we present our efforts

on dealing with disturbances that are outside of the training bounds. Finally, we improve the trajectory

tracking performance of an autonomous system with an unforeseen fault and provide proactive safe replanning.

These frameworks are applied to state-of-the-art UAVs and enable them to have safer behavior when they

operate between obstacles under various uncertainties.

Figure 1.2: Overview of the presented research.

Self/Event-triggered Scheduling: The dissertation is opened with a discussion about our novel

reachability-based self/event-triggered scheduling approach to minimize the unnecessary sensor monitoring

and replanning operations while providing safety under uncertainties with reachability analysis in static and

dynamic environments. We considered scheduling for both localization sensors and also perception sensors.
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Figure 1.3 pictorially depicts the motivation for this research by presenting a scenario in which a UAV is

subject to external wind disturbance and uses computed reachable tubes to monitor its sensors and replan its

trajectory for safety under the presence of other objects in the environment.

Figure 1.3: An environment with two UAVs under external wind disturbance. The environmental and system
uncertainties should be taken into consideration for safety, performance and computation considerations.

Fast Reachability Analysis: We utilize various machine learning techniques to reduce the computational

burden that reachability analysis can cause on the system. To predict the future deviations of the system from

the desired behavior under wind disturbance and intermittent sensing problems, we use Gaussian Process

(GP) regression theory and compute regions analogous to reachable sets. This technique allows to compute

and refine these regions fast at runtime and decide when the system needs to replan its trajectory to recover

from potentially unsafe situations without perfect state feedback.

In addition to speeding up the reachability process, we use machine learning techniques also to bypass the

reachability computation at runtime completely. To achieve this, we use neural networks (NNs) to make

safety decisions about a given trajectory under the assumption of bounded disturbances. First, a neural

network is trained offline using the safety decisions from a traditional reachability analysis tool. Then, as

a safety-critical system uses the decisions of the neural network, we use a verification tool to verify the
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safety of the neural network before its deployment. This technique is tested on two different case studies

to demonstrate its applicability for real-life scenarios: 1) a pickup/drop-off mission in a warehouse-like

environment 2) UAV navigation mission in forest-like unknown environments. With this approach, we are

able to plan safe trajectories without using computationally expensive reachability tools at runtime.

Online Learning for Unforeseen Disturbances and Model Changes: To incorporate the unfore-

seen and out-of-training bounds disturbances and faults, we develop online learning and planning frameworks.

First, we propose to predict online disturbances (that are not assumed to be bounded by the training bounds)

and their effects on the system behavior at runtime by extending our GP regression-based deviation estimation

technique. These predictions are then used to replan a trajectory in conjunction with a recovery framework

that prevents the system from going into unsafe states. The data collected at runtime are utilized to update

the offline trained models to improve decision-making over time. By applying this approach to an unknown

payload case study, we show that the system can replan its speed based on its future deviation predictions

and make improved decisions over time.

Secondly, we leverage meta-learning to predict the future states under a component fault which causes

deviations from the desired behavior. Meta-learning is chosen because of its ability to be fine-tuned with a

few data at runtime, which is suitable for the problem we tackle in which the system is subject to a fault that

has not been previously experienced. After fine-tuning the meta-learning model with a few data observed at

runtime, the predictions of the fine-tuned model are used to update the reference input to the system in a

robust control-based fashion to compensate for the fault. With this approach, we improve the trajectory

tracking performance of the system even when it experiences out-of-training bounds faults. We also develop

a safety monitor to assess the behavior of the system while using the reference input update method. We

utilize meta-learning to predict the future states and state uncertainties of the system and perform proactive

planning to prevent unsafe situations.

1.3 Contributions of the Dissertation

This dissertation contributes to the state-of-the-art in safe planning by creating a unison set of efficient runtime

monitoring and proactive planning frameworks for safe autonomous robot operations under uncertainties.

Specifically, the contributions of this dissertation can be listed as follows:

• We present a novel approach to minimize the sensor monitoring operations by introducing the concept

of aperiodic sensor monitoring via a novel reachability analysis-based self/event-triggered monitoring

approach. This technique guarantees safety under disturbances and noises while saving computational

resources related to sensor monitoring operations.
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• Since model-based reachability analysis can get computationally expensive, we propose an efficient

reachable set estimation technique for systems operating under disturbances and intermittent sensing.

• To further reduce the computation at runtime, we introduce a novel framework that eliminates the

need for reachability analysis at runtime while still providing assurance guarantees.

• To deal with out-of-training disturbances and improve monitoring and decision-making over time at

runtime, we propose a novel online learning framework that uses runtime observations. This framework

results in decision-making improvement over time for the systems under unknown, unforeseen, and

out-of-the-training bounds disturbances.

• To further consider unforeseen failures that can occur at runtime, we introduce a novel trajectory

tracking and proactive replanning framework that does not require accessing the controller to improve

tracking performance and improve safety.

• The final contribution of this thesis is in the extensive and rigorous implementations with realistic

simulations and in particular with real-world experiments with state-of-the-art quadrotor UAVs under

different uncertainties to demonstrate the applicability of the techniques presented in this dissertation.

1.4 Organization of the Dissertation

In Chapter 2, we present a reachability analysis-based scheduling approach to minimize the computation

related to sensor monitoring operations while keeping the system safe under disturbances. In Chapter 3,

we introduce a data-driven approach to speed up the reachability computation for autonomous operations

under intermittent sensing uncertainty. In Chapter 4, we limit the reachability computation at design time

by utilizing verified neural networks for assured planning at runtime. We introduce Gaussian Process-based

online learning framework for safe planning and decision making improvements at runtime in Chapter 5. In

Chapter 6, we present a meta-learning-based online learning and replanning framework to improve trajectory

tracking performance under actuator degradations. Finally, in Chapter 8, we provide some concluding remarks

and potential directions for future work.
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Chapter 2

Self/Event-triggered Scheduling and Planning

In this chapter, we introduce our self-triggered framework that minimizes sensor checking and replanning

operations while guaranteeing safety. This framework leverages reachability analysis to predict the future

states of the system under the effect of noises and disturbances and schedule next sensor monitoring and

replanning operations while guaranteeing safety. The replanning operation is further relaxed by performing an

online reachable tube shrinking. This approach is supplemented with an online speed adaptation policy based

on the planned trajectory curvature to minimize drift from the desired path due to complex system dynamics

and controller limitations. We validate this approach with both simulations and experiments focusing on a

UAV quadrotor motion planning problem in environments consisting of both static and dynamic obstacles.

This work has been published in 2017 NASA/ESA Conference on Adaptive Hardware and Systems [95], 2018

IEEE International Conference on Robotics and Automation (ICRA) [96] and the Journal of Intelligent &

Robotic Systems [94] in 2020.

2.1 Introduction

Typically, unmanned aerial vehicles (UAVs) monitor their 1) pose and configuration using pose sensors like

IMU, GPS, speedometers, motion capture systems and 2) distance to the obstacles using range sensors like

lidar, radar, sonar, and IR sensors, in order to avoid collisions under external disturbances and noises. This

information is then used to plan and replan the vehicle motion accordingly to guarantee the desired objective,

in a robust, optimal, and safe fashion. However, periodic sensor checking and planning brings computational

burden to the system, and can be relaxed if the future states of the system under different uncertainties can

be predicted reliably. For example, let’s consider the pictorial representation in Figure 2.1: when a UAV

moves in an obstacle-free environment, it may act without checking its sensors for a longer time and avoid
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collisions, whereas when the vehicle gets close to the obstacles or to the other aerial vehicles, it needs to

monitor its sensors more often. Furthermore, whereas the vehicle can move faster in obstacle-free areas, it

would need to slow down to closely follow winding trajectories between obstacles.

Figure 2.1: Pictorial representation of the problem presented in this paper: a quadrotor in navigating in a
cluttered environment in which it needs to avoid collision with both static and dynamic obstacles while

minimizing periodic sensor checking under uncertainties.

To deal with these issues, we introduce an online adaptive framework which allows a UAV to limit

its sensor monitoring times to the instances in which it is necessary, thus minimizing computation while

guaranteeing safety (e.g., no collisions) and liveness (i.e., following the desired trajectory closely). This

approach addresses the following challenges:

1. how to minimize sensor monitoring and replanning operations while satisfying safety and liveness

conditions in cluttered and dynamic environments;

2. how to plan and replan a UAV operation, including adapting its speed, while solving the previous

challenge.

Our self-triggered scheduling and planning approach leverages reachability analysis to predict the future

states of the system, utilizes self-triggered scheduling methods to compute the next sensor monitoring and

replanning time, and introduces a replanning approach to adapt the speed of the UAV that is navigating

in cluttered and unknown environments with static and dynamic obstacles under the effect of noises and

external disturbances.
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2.2 Preliminaries

This section introduces the notation, details of the quadrotor, and noise and disturbance models that will be

used throughout this chapter.

2.2.1 Notation

We use bold lower case italic letters (e.g., q) to denote vectors and bold upper case italic letters (e.g, A) to

denote matrices. ‖.‖ represents the Euclidean norm.

We define the state vector of the UAV as:

q =

[
pTq φ θ ψ vx vy vz ωx ωy ωz

]T

where pq = [x y z]T is the world frame position, vx, vy and vz are the world frame velocities, φ, θ and ψ are

the roll, pitch and yaw Euler angles and ωx, ωy and ωz are the body frame angular velocities. x ∈ R4 refers

to the position and velocity part of the state in x-y direction and p ∈ R2 denotes only the position in x-y

direction [56].

2.2.2 UAV Quadrotor Dynamics and Capabilities

The UAV is assumed to be equipped with sensors capable of observing its angular position and velocity.

It is also assumed that the UAV can observe its position and velocity in the x− y plane (i.e. x) via pose

sensor at scheduled times. The position of an obstacle in the x − y plane is denoted by o ∈ R2 with a

subscript indicating the index of the obstacle and it is assumed to be observed via an on-board range sensor

at scheduled times. We neglect the third dimension because we assume that the robot moves on a plane at

desired z level, however, the approach is still valid when the z position of the robot varies.

A quadrotor has four rotors with two rotating clockwise and two rotating counter-clockwise. The angular

speed of each rotor is denoted by ωi. As also descried in [56], [6], the thrust (Fi) and moment (Mi) produced

by each rotor is proportional to their angular speed:

Fi = κfω
2
i , Mi = κmω

2
i , i = 1, · · · , 4
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where κf and κm are proportionality constant for thrust and moment respectively. The net thrust and

moments generated on the quadrotor is calculated by:



F

Mx

My

Mz


=



u1

u2

u3

u4


=



κf κf κf κf

0 dκf 0 −dκf

−dκf 0 dκf 0

κm −κm κm −κm





ω2
1

ω2
2

ω2
3

ω2
4


where d is the arm length of the quadrotor.

The dynamics of the quadrotor are then described as follows:

ṗq
T =

[
vx vy vz

]

v̇x

v̇y

v̇z

 =


0

0

−g

+
1

m
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cosφ cosψ sin θ + sinφ sinψ

cosφ sin θ sinψ − cosψ sinφ

cos θ cosφ
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

ωx

ωy

ωz



ω̇x

ω̇y

ω̇z

 =


Iyy−Izz
Ixx

ωyωz

Izz−Ixx
Iyy

ωxωz

Ixx−Iyy
Izz

ωxωy

+


1
Ixx

0 0

0 1
Iyy

0

0 0 1
Izz



u2

u3

u4



(2.1)

During the simulations, we linearized the dynamics of the quadrotor [6].

2.2.3 High-Level Motion Model

To capture the evolution of the UAV’s position and velocity on the x− y plane, we use the following high-level

model. This simplified model will be used to compute the reachable tubes in Section 2.5.1.

ẋ(t) = Ax(t) +B(u(t) + ηu + ηd)

y(t) = Cx(t) + ηy

(2.2)

where x =

[
x y vx vy

]T
is the state, y is the position and velocity measurement with sensor noise ηy.

u is the input acceleration with noise ηu and the effect of disturbance ηd.
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A, B and C matrices are given by:

A =



0 0 1 0

0 0 0 1

0 0 0 0

0 0 0 0


B =



0 0

0 0

1 0

0 1


C = I

where I is a 4×4 identity matrix.

This model assumes that the position of the quadrotor along the z axis is constant and the yaw angle is

equal to zero.

2.2.4 Position, Low Level, and Attitude Controls

By adopting the framework in Figure 2.2, to follow the desired trajectory xτ = [ xτ yτ vx,τ vy,τ ]T, the

position controller which is implemented as a series of PD loops generates the desired acceleration inputs:

ẍdes(t) = Kp(xτ (t)− x(t)) +Kd(vx,τ (t)− vx(t))

ÿdes(t) = Kp(yτ (t)− y(t)) +Kd(vy,τ (t)− vy(t))

where Kp and Kd are proportional and derivative coefficients of the controller respectively. To provide these

desired acceleration inputs, low-level controllers generate the necessary angle inputs to the attitude control.

The necessary angular speeds are calculated by the attitude controller and the thrust and moment values

that each rotor should provide are calculated through motor dynamics. Finally, the response of the quadrotor

to these thrust and moment values in terms of its state is generated by rigid body dynamics.

Figure 2.2: The control diagram for a quadrotor trajectory following operation [56].

2.2.5 Noise Models

The behavior of a quadrotor can be negatively affected by various factors such as sensor and process noises,

and external disturbances which may cause the vehicle to drift from its planned trajectory and possibly

collide with obstacles. Thus, to guarantee safety, these factors should be taken into account during planning.
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In this chapter, we assume that the effect of disturbances, noises and uncertainties are uniformly distributed

and bounded by ellipsoids ε. It should be noted that beside simplifying the calculation of reachable sets, this

is a valid assumption because high uncertainties with very low probability can be neglected and thus the

value can be bounded. For ease of discussion and computation, the noise values are drawn from a uniform

distribution. Note that this assumption is valid because we want to treat all uncertainty values in the same

way from a safety point of view. It should be also noted that the presented framework is independent from

the distribution of the noise values as long as they can be bounded by ellipsoids. The state uncertainty caused

by the sensor measurement noise is represented by ηy ∈ ε(0,Y ) which represents an ellipsoid with center

around the origin and shape matrix Y . The combination of the mechanical uncertainties from the rotors,

gears and propellers, and the low-level controllers ηu, as well as the effect of the external wind disturbance ηd

are considered as noise on the applied input. The total uncertainty on the input is assumed to be bounded

by an ellipsoid (ηu + ηd) ∈ ε(0,U) centered around the origin with shape matrix U .

2.2.6 Assumptions

We assume that the given motion and noise models capture the behavior of the system’s dynamics and the

noises and disturbances. The system is assumed to be equipped with necessary omnidirectional sensors to

detect and track all the obstacles within its rage accurately. The dynamic obstacles are assumed to move in a

fixed direction.

2.3 Problem Formulation

This section formulates the problems we address in this chapter. The first problem is formally defined as

follows:

Problem 1: Self-triggered Replanning : A UAV has an objective to visit one or more goal locations

in a cluttered environment. The positions of the obstacles are detected using an on-board range sensor and a

trajectory to the desired goals is generated online considering obstacle locations.

We consider two cases within the scope of this problem. In the first case the UAV does not monitor its

pose and range sensors and moves with open loop controller between planning times. Since monitoring the

pose sensors is not computationally as expensive as range sensors, we introduce also a second case in which

the vehicle monitors its pose sensor periodically and moves with a closed loop controller between replanning

times.

Case 1: Open Loop Scheduling and Replanning : Given the UAV dynamics introduced in Section 2.2.2,

find a policy to schedule the next pose and range sensor monitoring and replanning time tp+1, while the
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UAV is operating with a precomputed sequence of inputs in open loop guaranteeing both safety and liveness

constraints between replanning operations as mathematically represented in (2.3) and (2.4).

Case 2: Closed Loop Scheduling and Replanning : Find a policy to schedule next range sensor monitoring

and replanning time tp+1, while the UAV is checking periodically its pose sensor and operating in closed

loop guaranteeing both safety and liveness constraints between replanning operations as mathematically

represented in (2.3) and (2.4).

In both cases, the next replanning time is determined such that the following safety and liveness

requirements between replanning operations are met:

1. Safety Constraint: Collisions with obstacles should be avoided between two consecutive replanning

times, or mathematically:

‖p(t)− oi(t)‖ > rio,∀t ∈ [tp, tp+1],∀i ∈ {1, · · · , no} (2.3)

in which p(t) = [ x(t) y(t)
T

] is the position of the quadrotor and oi(t) = [ xio(t) yio(t)
T

] is the

position of the ith obstacle in the x−y plane at time t with no the number of obstacles in the environment

and rio is the radius of the ith obstacle. Note that in static environments, the obstacle positions do not

change over time.

2. Liveness: The UAV should stay within a certain proximity of the planned trajectory:

‖p(t)− pτ (t)‖ ≤ λd,∀t ∈ [tp, tp+1] (2.4)

where pτ (t) is the desired position of the the quadrotor on the trajectory at time t, and λd is the

allowed deviation threshold.

If the UAV is following its trajectory without deviating too much, replanning operations can be relaxed

while still operating safely. To minimize unnecessary replanning operations we introduce the following

problem:

Problem 2: Replanning Relaxation: Given the assumptions in Problem 1, find a policy to decide

next time ts+1 to monitor the state of the system and postpone next replanning time, obtained in Problem 1,

to a later t∗p+1 ≥ tp+1 such that tp+1 ≤ ts+1 ≤ t∗p+1 and the same safety and liveness constraints hold:

1. Safety Constraint: ‖p(t)− oi(t)‖ > rio,∀t ∈ [tp, ts+1],∀i ∈ {1, · · · , no}

2. Liveness Constraint: ‖p(t)− pτ (t)‖ < λd,∀t ∈ [tp, ts+1]

16



In cluttered environments, avoiding obstacles may require a UAV to follow winding trajectories which may

lead to a significant drift from the planned trajectory, especially when the speed of the vehicle is high. We

formally cast this problem as follows:

Problem 3. Speed Adaptation: Given (2.1), and assumptions listed in the previous problems, at

replanning time tp, after defining a trajectory τ , find a policy to determine the maximum speed v∗ such that

the following conditions are satisfied:

davg(κm, v
∗) ≤ ξt,with v∗ ∈ [vmin, vmax]

where davg is the average deviation from the planned trajectory with maximum curvature κm, ξt is a deviation

threshold defined by the user, and vmin and vmax are the minimum and maximum allowed UAV speeds,

respectively.

2.3.1 Sample Scenario

As a baseline reference to our proposed approach, we use a sample case study: a UAV is tasked to travel 40m

along the x direction with constant speed v = 1.0m/s in a cluttered environment under wind disturbance

d = [−0.1, 0.1]Tm/s. The UAV is equipped with an omnidirectional range sensor with 10m range which

is used to detect the obstacles in the environment. It is assumed that the vehicle is able to detect all the

obstacles within the sensor range.

In traditional motion planning methods, the state of the system and the obstacle positions are monitored

at high frequency and replanning occurs whenever the UAV detects a new obstacle along its path [50]

[31]. Monitoring the range or vision sensors to detect the obstacles at high frequency brings unnecessary

computational burden to the system. In Figure 2.3, the UAV travels to its goal position using this traditional

motion planning approach under the conditions described in the sample scenario. The desired trajectory of

the UAV is shown by a red curve and its actual path is shown by a blue dotted line. The maximum deviation

from its desired trajectory is recorded as 11.42cm. Replanning (depicted by black cross marks ×) happens

13 times through the execution of the operation. In order to detect and avoid obstacles, pose and range

sensor are monitored periodically at 40Hz rate to resemble the rate of real lidars and are depicted by magenta

diamonds 1721 times in Figure 2.3.
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Figure 2.3: Periodic sensor monitoring and obstacle detection.

2.4 Framework

To solve the problems listed in Section 2.3, we propose a reachability-based self-triggered scheduling and

replanning approach which can be broken down in to several components, as depicted in the framework

shown in Figure 2.4. The framework consists of reachability analysis both for UAVs and dynamic obstacles,

self-triggered scheduling, replanning relaxation, curvature-based speed adaptation and event-triggered obstacle

avoidance. These individual components are analyzed in detail in Sections 2.5 and 2.6.

Figure 2.4: Overall reachability-based self-triggered scheduling and replanning framework for dynamic and
static environments.
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Figure 2.5: Self-triggered scheduling and replanning framework with speed adaptation.

2.5 Self-Triggered Scheduling and Replanning for Static Environ-

ments

To use the available computational resources in an efficient way, we introduce scheduling policies to make

decisions about next sensor monitoring and replanning times. Our approach leverages reachability analysis to

predict the future states of the system and utilizes self-triggered control for scheduling. In this section, we

also introduce i) an approach to update reachable sets and relax replanning operations to further minimize

computation and ii) a curvature-based speed adaptation method for better tracking performance. The overall

framework is shown in Figure 2.5.

2.5.1 Reachablity Analysis for Trajectory Tracking on Quadrotors

A reachable set or reach set of a system is defined as the set of states that can be reached from a given initial

state with an admissible input over a certain time horizon [39]. A reachable set computed at time t0 for a

future time tf and represented by R(x0,u(t), tf ) is an ellipsoid ε that contains all the possible future states

x(t) for t0 ≤ t ≤ tf where the initial set ε(x0,X0) is an ellipsoid with center x0 and shape matrix X0 and

the input u(t) ∈ ε(u(t),U) is bounded by an ellipsoid with center u(t) and shape matrix U . R+(x0,u(t), tf )

is the external bound of the reachable set and R+
p (x0,u(t), tf ) is the projection of the external bound of the

reachable set on the position space.

The external bound for the reach set at time tf starting from an initial time t0 is calculated based on the

initial state ellipsoid, the plant model, and the input ellipsoid as follows:

R+(x0,u(t), tf ) = Φ(tf , t0)ε(x0,X0)⊕
ˆ tf

t0

Φ(tf , ζ)Bε(u(ζ),U)dζ

where Φ(t, t0) = eA(t−t0), and the symbol ⊕ represents geometric sum. A reachable tube R(x0,u(t), [t0, t0+T ])

is the set of all reachable sets over the time interval ∆T = [t0, t0 + T ] and its external bound is described as
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follows:

R+(x0,u(t))|t0+T
t0 = R+(x0,u(t), [t0, t0 + T ]) =

t0+T⋃
t0

R+(x0,u(ζ), ζ)dζ

which is the union of all reachable sets from time t0 to t0 + T . R+
p (x0,u(t), [t0, t0 + T ]) is the projection of

the external bound of the reachable tube on to the position space.

For a UAV following a desired trajectory xτ (tp : tp+1), the reachable sets are generated over the time

interval ∆tp = [tp, tp+1] where tp is the current replanning time and tp+1 is the next replanning time, initially

set to tp + T before the rescheduling operation. The desired trajectories are computed minimizing jerk [55],

and they contain the desired positions and velocities that the UAV has to track along the path. Using a PD

controller, the acceleration input required to track the trajectory is calculated as follows:

u(t) = KP (pτ (t)− p(t)) +KD(ṗτ (t)− ṗ(t))

where t ∈ [tp, tp+1]. In order to calculate the set of inputs that would be applied to the UAV during its

motion, an online simulation is run as if there is no disturbance and noise in the environment. The control

input u(t) is calculated using this PD controller and applied to the simulated system for t ∈ [tp : tp+1]. As a

result, a set of control inputs u(tp : tp+1) is generated.

The set of inputs calculated using the online simulator are used to construct the reachable tubes considering

the disturbances and uncertainties. A position reachable tube constructed from tp = 0 to tp+1 = 1.0s for a

quadrotor following a straight 1m long trajectory in the +x direction in open loop is shown in Figure 2.6. The

actual path of the quadrotor (blue dotted curve) deviates from the desired trajectory (red start curve) due to

the presence of wind disturbance d = [0, 0.45]m/s. Nevertheless, the path of the quadrotor is contained inside

the reachable tube since the system uncertainties and disturbances are taken into consideration during the

reachable set computation. To perform such reachability analysis, we leveraged the Ellipsoidal Toolbox [39]

for ease of integration with our Matlab simulations and physical experiments. However, any other reachability

tool could be used within our framework.

2.5.2 Self-triggered Scheduling

To schedule next sensor monitoring time while guaranteeing safety and liveness between replanning operations,

we leverage the reachable tubes calculated in the previous section. In this section we introduce our self-triggered

scheduling approach to guarantee safety and liveness between aperiodic replanning operations.

20



Figure 2.6: The reachable tube associated with a planned trajectory for a quadrotor moving in the +x
direction over a time interval [0.0,1.0]s.

Case 1: Open Loop Scheduling and Replanning

Our novel self-triggered scheduling policy consists of deciding the next sensor monitoring and motion

replanning time tp+1 such that safety and liveness of the UAV are guaranteed between replanning times tp

and tp+1 without monitoring its pose and range sensors between replanning times, for example in case of GPS

signal loss. The safety requirement is violated whenever a collision with an obstacle becomes possible. We

calculate the first time in which the UAV can collide with an obstacle, tc, using a reachable tube as follows:

tc = min(t|R+
p (x(tp),u(t), t ∈ [tp, tp + T ]) ∩O 6= ∅) (2.5)

where O is the set of obstacles detected at time tp.

As the UAV does not constantly check its range sensor while moving towards its goal, it may leave the

region that is detected by the range sensor. This situation raises a potential danger of obstacle collisions

because the UAV does not have information about the environment beyond its sensory range. The earliest

time that the UAV can leave the region sensed by the range sensor field of view, tl is calculated as follows:

tl = min(t|R+
p (x(tp),u(t), t ∈ [tp, tp + T ]) 6⊂ r(tp)) (2.6)

where r(tp) is the region covered by the field of view of the range sensor of the UAV at the planning time tp.

Liveness constraint might be violated if it is possible for the UAV to deviate more than a threshold λd

from its desired trajectory. The first time in which the liveness condition might be violated, td, is calculated
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as follows:

td = min(t|‖R+
p (x(tp),u(t), t ∈ [tp, tp + T ])− pτ (t)‖ > λd) (2.7)

where pτ (t) is the desired position of the UAV along the computed trajectory at time t ∈ [tp, tp + T ].

Before the end of the planning horizon tp + T , if one or more of the following conditions occur:

• a collision with an obstacle becomes possible at tc < tp + T

• the deviation could be larger than the permitted threshold t time td < tp + T

• the vehicle may leave the region covered by the range sensor at time tl < tp + T

then the UAV needs to check its state at one of these three times, whichever is the earliest. Otherwise, the

next replanning time is scheduled at the end of the time horizon.

tp+1 =


min(tc, td, tl)− tr, if tc < tp + T or td < tp + T or tl < tp + T

tp + T − tr, otherwise

(2.8)

where tr is the amount of time necessary for the replanning calculation.

Lemma 1 Given tp+1 as defined in (2.8), the UAV is guaranteed to stay within λd proximity of its planned

trajectory, not to collide with any obstacle and to stay within the region covered by the range sensor field of

view.

Proof: By definition, R(x0,u(t), t ∈ [tp, tp + T ]) is the set of all states x, such that there exists an

input u ∈ ε(u(t),U) and an initial state x0 ∈ ε(x0,X0) which steers the UAV from x0 to x in time t [39].

R+
p (x0,u(t), t ∈ [tp, tp + T ]) is the projection of the external bound of R(x0,u(t), t ∈ [tp, tp + T ]) onto the

position space. Considering a time value t∗ between tp and tp+1, tp < t∗ < tc and tp < t∗ < td, by the

definitions of tc in (2.5), tl in (2.6) and td in (2.7),

R+
p (x(tp),u(tk), t ∈ [tp, t

∗]) ∩O = ∅

‖R+
p (x(tp),u(t), t ∈ [tp, t

∗])− pτ (t)‖ < λd

R+
p (x(tp),u(t), t ∈ [tp, tp + T ]) ⊂ r(tp)

which proves that for a tp < t∗ < tp+1, there doesn’t exist an input u(t∗) ∈ ε(u(t∗),U) and an initial state

x(tp) ∈ ε(x(tp),X0) which makes the system reach a state x from x(tp) such that the position of the system

intersects with an obstacle, or leaves the region sensed by the range sensor, or deviates from the desired

trajectory more than λd.
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In Figure 2.7, we demonstrate the results of this approach for our sample case. The desired trajectory of the

UAV is shown by red curve and the actual trajectory followed by the UAV is shown by blue dots. The deviation

threshold is picked as λd = 50cm and the wind disturbance is constant everywhere d = [−0.1, 0.1]Tm/s.

The UAV checks its states and replans its motion only at the points shown by black crosses 46 times and

travels with an open loop controller in between replanning points. The maximum deviation along the path is

recorded as 16.69cm. As can be noticed, the UAV never collides with an obstacle or deviates from its desired

trajectory more than the permitted threshold thanks to our self-triggered approach.

Figure 2.7: Desired trajectory (red curve) and actual path (blue dots) of the quadrotor with self-triggered for
position, velocity and obstacle monitoring.

Case 2: Closed Loop Scheduling and Replanning:

Compared to monitoring range sensors, we note that monitoring pose sensors is usually computationally

negligible and is necessary for closed loop trajectory-tracking operations. Here, we consider the case in

which the UAV can monitor its position and velocity periodically while checking for obstacles is scheduled

aperiodically at replanning times. Since the UAV checks its position sensor constantly, the liveness constraint

is not taken into consideration in this case. If it becomes possible for the UAV to collide with an obstacle or

to leave the region sensed by the range sensor before the end of its time horizon, the UAV monitors its range

sensor and replans its trajectory at either tc or tl, whichever is earlier.

tp+1 =


min(tc, tl)− tr, if tc < tp + T or tl < tp + T

tp + T − tr, otherwise

(2.9)

Using this approach, the UAV is guaranteed to stay within its sensor field of view and avoid collisions with

an obstacle, following the same reasoning in Lemma 1.
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In Figure 2.8, we demonstrate the sample case, where the UAV monitors its position and velocity

periodically and schedules next obstacle monitoring time based on the proposed self-triggered scheduling

approach. The UAV checks its range sensor to detect the obstacles and replans its motion at points shown

by black crosses only 37 times. The desired trajectory is shown by a red curve and the actual path of the

UAV is shown by blue dots. The maximum deviation from the desired trajectory is recorded as 11.61cm. To

further decrease the number of replanning operations, we update the reachable tubes based on the observed

state of the system which is discussed in the next section.

(a) Desired trajectory (red curve) and actual path (blue dots) of the quadrotor with self-triggered
scheduling for obstacle monitoring.

(b) Corresponding reachable tubes.

Figure 2.8: Self-triggered scheduling for obstacle detection approach applied to the sample scenario.
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2.5.3 Reachable Set Shrinking and Replanning Relaxation

Reachable tubes are constructed to capture the worst case scenario in terms of external disturbances and

noises. In ideal conditions, without disturbance, the system can follow its desired behavior very closely, and

therefore replanning (i.e., computing a new reachable tube) at each time that the reachable tube collides

with an obstacle might be over-conservative and computationally expensive. To overcome this limitation

and postpone next monitoring and replanning operations, we leverage the deviation from the center of the

reachable set at the replanning time tp+1 to update the reachable tube without recalculating them. The

deviation from the center of the position reachable tube can be calculated as follows:

d(tp+1) = ‖p(tp+1)− pr(tp+1)‖

where p(tp+1) is the position of the UAV at time tp+1 and pr(tp+1) is the center of the position reachable

tube at tp+1. In the ideal conditions (perfect system model and controller), the position reachable tube

would be centered around the desired trajectory. The radius of the external bound of the reachable tube

R+
p (x(tp),u(t))|tp+T

tp can be reduced by rt(tp+1)− d(tp+1)− ηp where rt(tp+1) is the radius of the position

reachable tube at time tp+1 and ηp is the position measurement uncertainty bound. The reasoning behind

this shrinking is that if the system has not deviated from the center of the reachable set by a large amount, it

becomes impossible for the system to reach the previously computed reachable set border.

By shrinking, we obtain an updated position reachable set R̄+
p (x(tp+1),u(t), t) with a smaller external

bound than the original reachable set. Figure 2.9(a) is a pictorial representation of the reachable tube update

procedure where the original position reachable tube R+
p (x(tp),u(t))|tp+T

tp is shown by green region and the

updated position reachable tube R̄+
p (x(tp+1),u(t))|tp+T

tp+1
is shown by dark orange region.

Using this approach, the UAV is guaranteed to stay within the updated reachable tube, as formally

described in Lemma 2:

Lemma 2 Given that x(tp+1) ∈ R+(x(tp),u(t))|tp+T
tp , the state of the UAV is guaranteed to stay within the

updated reachable tube at any future time tp+1 ≤ t ≤ tp + T :

x(t) ∈ R̄+(x(tp+1),u(t))|tp+T
tp+1

, ∀t ∈ [tp+1, tp + T ]

Proof: To prove this lemma, we leverage the geometric properties of reachable sets following the

representation in Figure 2.9(b). The external bound for the reachable tube calculated at planning time tp,
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R+
1 (x(tp),u(t), t) is given as follows:

R+
1 (x(tp),u(t), t) = eA(t−tp)ε(x(tp), X0)⊕

tˆ

tp

eA(t−ζ)Bε(u(ζ),U)dζ

for tp ≤ t ≤ tp + T . At the time tp+1, a reachable set from the measured state y(tp+1) with the same input

sequence can be calculated as follows:

R+
2 (y(tp+1),u(t), t) = eA(t−tp+1)ε(y(tp+1), X0)⊕

tˆ

tp+1

eA(t−ζ)Bε(u(ζ),U)dζ

for tp+1 ≤ t ≤ tp+1 + T . The reachable set R+
1 after tp+1 can also be written as follows:

R+
1 (x(tp),u(t), t) = eA(t−tp+1)R+

1 (x(tp),u(t), tp+1)⊕
tˆ

tp+1

eA(t−ζ)Bε(u(ζ),U)dζ

for tp+1 ≤ t ≤ tp + T . By definition, the reachable set at R+
1 at time tp+1 contains the measured state:

R+
1 (x(tp),u(t), tp+1) ⊃ ε(y(tp+1), X0)

Therefore, at time tp+1, the reachable set R+
1 contains R+

2 . By the definition of the external bounds of

these reachable sets, it can be seen that the radii of both reachable sets grow exponentially over time and

at time tp+1 the radius of R+
1 is larger. Therefore, the difference between the reachable set areas increases

quadratically with the radius of the reachable sets. Our shrinking procedure consists in reducing the reachable

set radius by a constant value rt(tp+1) − d(tp+1) − ηp, therefore the initial shrunk set also contains the

measured state y(tp+1):

R̄+
1 (x(tp),u(t), t) ⊃ ε(y(tp+1), X0)

As the shrinking is done with a constant reduction, the difference between the reachable set R+
1 area and the

shrunk reachable set R̄+
1 area grows linearly with the reachable set radius. This concludes that the shrunk

reachable set always contains the reachable set if a new set is calculated from the observed state:

R̄+
1 (x(tp),u(t), t) ⊃ R+

2 (y(tp+1),u(t), t) ⊃ x(t),∀t ∈ [tp+1, tp + T ]
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(a) Updating the reachable tubes based on the deviation from the reachable tube center.

(b) Pictorial explanation of the procedure to update the reachable tubes online.

Figure 2.9: Reachable tube update procedure.

The next scheduling time to update the reachable tube is calculated as defined in Section 2.5.2. When the

difference between consecutive scheduling times gets smaller, a Zeno phenomenon [18] may occur and lead to

an infinite number of reachable tube updates before t∗p+1. In order to prevent such behavior, we consider

time threshold δt and include the following constraint:

t∗p+1 = ts+1 if ts+1 − ts ≤ δt (2.10)

Equation (2.10) shows that when the scheduled times to update the reachable tube become very close to
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each other, a new reachable tube is calculated as described in Section 2.5.1, which prevents infinite number

of reachable tube updates caused by the Zeno phenomenon.

In Figure 2.10, using the same sample case described in Section 2.3.1, we demonstrate the results of the

UAV motion where the next obstacle monitoring time is scheduled using the shrunk tubes similar to the one

shown in Figure 2.9(a). The UAV checks its range sensor to detect the obstacles and replans its motion at

points shown by black crosses only 17 times whereas without replanning relaxation, replanning occurs 37

times as shown in Section 2.5.2. The desired trajectory is shown by red curve and the actual path of the

UAV is shown by blue dots. The maximum deviation from the desired trajectory is recorded as 11.80cm.

Figure 2.10: Replanning relaxation approach applied to sample scenario.

2.5.4 Curvature Based Speed Adaptation

To guarantee liveness constraints, the UAV needs to follow its desired trajectory closely. In cluttered

environments, trajectories may become very curvy in order to avoid the obstacles. Even though a UAV can

perform better tracking performance with low speeds, it becomes very hard to achieve tracking with high

speeds without drifting from the planned trajectory. In contrast, trajectories with low curvatures can be

closely followed even with high speeds. For example, in Figure 2.11, the actual path of a UAV is compared

when it is following the same desired trajectory (red curve) with different speeds: v = 1m/s in Figure 2.11(a)

and v = 0.25m/s in Figure 2.11(b). As expected and can be noticed by comparing the two figures, the UAV

is able to follow its trajectory with less deviation with a lower speed.

To decide the optimal speed to use for a given path, we create a policy which adapts the desired speed

to follow an obstacle avoidance path based on the maximum curvature along the path. For curvature

computation, we leverage the analysis presented in [1], as follows:

κi =
4A

d(i−1)idi(i+1)d(i−1)(i+1)
, i ∈ {1, · · · , n− 1} (2.11)
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(a) The path of the UAV moving with v = 1m/s on a path
with high curvature, drifting on average 9.05cm.

(b) The path of the UAV moving with v = 0.25m/s on
the same path, drifting on average 1.50cm.

(c) The experimental relationship between velocity, avoid
distance from obstacle and the average deviation from the
trajectory.

Figure 2.11: Effects of the velocity on the deviation. 2018 ©IEEE

where dij is the distance between two waypoints i and j, A is the area of the triangle formed by three

consecutive waypoints, and n is the total number of waypoints. Here, waypoints are the points that the

UAV needs to visit in order to avoid the obstacle. In Figure 2.11(c), the experimental results demonstrating

the relationship between the velocity, desired avoiding distance from the obstacle (which closely affects the

curvature of the path) and average deviation from desired trajectory are shown. As can be noticed, the

average deviation from the desired trajectory increases with the velocity. When the avoid distance from the

obstacles are set around 0.3m, the curvature becomes the maximum, resulting in more average deviation from

the trajectory for the same speed. These results suggest an exponential relationship between the estimation

of average deviation from the desired trajectory and the maximum curvature of the path and the speed of
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the UAV as follows:

davg(κm, v) =
1

Ω
eκm·v (2.12)

where davg is the average deviation from the trajectory during its motion. The parameter Ω is determined

using the experimental data so that the estimation is an over-approximation, and it is different for different

types of vehicles. κm is the maximum curvature along the trajectory:

κm = max
i∈[1,n−1]

κi

The objective of the UAV is to finish its task as fast as possible without deviating too much from the

planned trajectory. Therefore, the optimal velocity for the UAV v∗ is calculated as the largest possible

velocity which keeps the average deviation under a given threshold ξt:

V = {v : davg(κm, v) < ξt, vmin < v < vmax}

v∗ = max(V) (2.13)

where V is the set of allowable velocities between vmin and vmax, that keeps the average deviation davg below

ξt.

2.5.5 Simulation Results

In this section, we show and compare the simulation results of each approach presented above for a UAV

waypoint navigation case study under sensor and process noises, and wind disturbance in an environment

cluttered with circular obstacles. The quadrotor UAV that we considered during these simulations uses a

localization sensor (e.g., GPS) to monitor its position in the environment and a range sensor (e.g., a lidar)

with a limited 10m range and a 360◦ field of view to detect the obstacles. The UAV is initialized at the

origin with zero velocity. Its mission consists in navigating a square trajectory with 25m sides. The wind

disturbance d = [−0.1, 0.1]T is present everywhere in the environment and its value is unknown to the vehicle.

In Figure 2.12(a), the trajectory of a quadrotor is planned in the beginning of its motion assuming that

the exact positions of all the obstacles are known a priori. The trajectory with constant desired speed of

0.5m/s is controlled in open-loop without getting feedback from neither the localization nor the range sensors.

Since the quadrotor does not observe its position while moving under the effect of disturbance, it deviates

from its planned trajectory significantly and collides with multiple obstacles.
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(a) Open-loop. (b) Self-triggered scheduling for position, velocity and obsta-
cle monitoring.

(c) Self-triggered scheduling for obstacle monitoring. (d) Replanning relaxation.

Figure 2.12: Comparison between the simulation results of different techniques.

In the simulations demonstrated in Figure 2.12 (b-d) the UAV does not have any prior knowledge about

the obstacle locations in the environment. In Figure 2.7, the UAV computes its reachable sets considering

the disturbance and noise bounds and uses these reachable sets to schedule the times that it needs to

monitor its range and pose sensor as described in Section 2.5.2. The quadrotor moves in open loop between

replanning times and follows a trajectory with constant desired speed of 0.5m/s. In this case, the replanning

occurs 194 times at points shown by black ‘×’ symbols in Figure 2.12(b). Even though the UAV does not

monitor its sensors between replanning times, it is able to complete its task without colliding with any

obstacles or deviating too much from the desired trajectory. In Figure 2.12(c), the pose sensor is monitored

periodically (usually not computationally demanding) and the range sensor is monitored aperiodically at times

scheduled according to proposed self-triggered approach described in Section 2.5.2. Additionally, depending

on the curvature of the trajectory, the speed of the vehicle is also adapted between vmin = 0.25m/s and

vmax = 1.25m/s as explained in Section 2.5.4 The replanning and range sensor detection happens only 70
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times at the points shown by black ‘×’ symbols and the vehicle completes its task without colliding with

any obstacles. To further minimize the sensor checking and replanning operations, we apply the proposed

reachable set update method presented in Section 2.5.3 in the case shown in Figure 2.12(d). At the points

shown by magenta ‘�’ symbols, the UAV updates the reachable sets based on its position and schedules the

next raplanning time. With the proposed approach, the UAV completed its task by planning its trajectory

only 47 times (black ‘×’) and by tracking its desired trajectory closely with an average deviation of 6.18cm. If

instead, the UAV was using periodic sensor monitoring, it would have needed over 4000 range sensor checks,

which is avoided thanks to our proposed self-triggered approach.

The number of replanning operations, number of range sensor checks, and the maximum and average

deviation values for different cases are compared in Table 2.1. The best results are achieved using the

self-triggered replanning approach with relaxation (Figure 2.12(d)). The UAV performs a reasonably good

tracking performance with the minimum number of sensor monitoring and replanning operations.

Table 2.1: Comparison between the different simulation cases.

Number of replanning
Max. deviation Avg. deviation

and sensor monitoring
Figure 2.12(a) 1 2878.84cm 1432.67cm
Figure 2.12(b) 194 16.71cm 4.27cm
Figure 2.12(c) 70 13.66cm 5.63cm
Figure 2.12(d) 47 14.61cm 6.18cm

2.5.6 Experimental Results

In order to validate our proposed self-triggered replanning approach, we implemented a series of experiments:

i) self-triggered scheduling for both pose and range sensor monitoring (Case 1 presented in Section 2.5.2) and

ii) self-triggered scheduling for only range sensor monitoring (Case 2 presented in Section 2.5.2).

Case 1: Open Loop Scheduling and Replanning

The proposed self-triggered approach to schedule the pose sensor monitoring times was validated using an

AscTec Hummingbird quadrotor UAV. The range sensor scheduling is not addressed during this experiment.

As shown by the framework in Figure 2.13, the Matlab ellipsoidal toolbox [39] is used to calculate the reachable

sets and the control commands to the quadrotor are sent through Robot Operating System (ROS). The

communication between Matlab and ROS was bridged using the Robotics System Toolbox. The self-triggered

scheduling and replanning framework was implemented in Matlab and the position and the velocity of the

quadrotor in x− y plane at each scheduled monitoring time were monitored using a Vicon motion capture

system. During this experiment, the obstacle is assumed to be static with a known position.
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Figure 2.13: Framework of the experimental setup. 2017 ©IEEE

The starting position of the robot is at (−1.75, 0.4, 1)m and the goal is located at (1.75, 0.4, 1)m. The

quadrotor aims to track the planned obstacle-free trajectory without performing periodic sensor monitoring

for its position and velocity in x− y plane. The next sensor monitoring time is scheduled considering only the

safety condition during this experiment. In Figure 2.14(a), a sequence of snapshots of the quadrotor is shown

in which the quadrotor monitor its position with the rate of 40Hz. In Figure 2.15(a), the corresponding

obstacle-free desired trajectory (red dashed curve) and the actual path of the UAV (blue curve) are shown.

Thanks to periodic sensor checking, the actual and the desired trajectory are very close to each other. In

Figure 2.14(b), a sequence of snapshots of the quadrotor while it is performing self-triggered scheduling and

replanning is presented. In Figure 2.15(b), the actual and the desired trajectory of the quadrotor is shown.

The quadrotor monitors its state and replans its trajectory only 13 times at points shown by black ‘×’ symbols.

Lack of periodic sensor monitoring caused the quadrotor to deviate from its planned trajectory by nearly

0.5m, however our proposed approach prevented it from colliding with any obstacles. These experiments

show that even though periodic sensor monitoring provides better trajectory tracking, it is not necessary as

the safety can be guaranteed using the proposed approach with aperiodic monitoring.

(a) (b)

Figure 2.14: Obstacle avoidance experiment results with (a) periodic position and velocity monitoring and (b)
self-triggered scheduling for sensor monitoring and replanning considering only safety constraint. 2017 ©IEEE
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(a) (b)

Figure 2.15: The desired and actual path of the quadrotor for the experiments shown in Fig. 2.14. (a)
periodic position and velocity monitoring and (b) self-triggered scheduling and replanning with only safety

constraint. 2017 ©IEEE

Case 2: Closed Loop Scheduling and Replanning:

The proposed self-triggered scheduling for range sensor monitoring and replanning approach with speed

adaptation was validated using an AscTec Pelican quadrotor UAV. The UAV has an i7 CPU on board for

computation and a Hokuyo Lidar range sensor for obstacle detection. The framework presented in Figure 2.16

was followed during the experiments in which our Vicon motion capture system was used to monitor the

state of the UAV. The quadrotor used its on-board lidar to estimate the positions of the obstacle. Our

self-triggered approach was implemented in Matlab similar to the previous case study.

Figure 2.16: Framework of the experiment setup. 2018 ©IEEE

The UAV was tasked to complete a rectangular trajectory by visiting the corners in order: {O → A→

B → C → D → A→ O}. Two obstacles (inflated poles) were positioned on the top edge of the rectangle. At

run-time, the quadrotor built a trajectory to move to the desired waypoints and to avoid the obstacles and

computed its reachable sets. Using the proposed approach, the next sensor monitoring and replanning time

was scheduled to the instance in which the reachable sets collide with an obstacle for the first time. Since the

range of the lidar sensor is long enough to cover the workspace, the time that the system can leave the field

34



of view of the lidar is not considered during this experiment. The speed of the UAV was also adapted when

it was moving around the obstacles.

Figure 2.17(a) shows an overlapped sequence of snapshots of this experiment and Figure 2.17(b) shows

the actual path (blue curve) and the desired trajectory (red curve) of the UAV. The average deviation is

recorded as 5.35cm and its speed is adapted in the range of 0.125− 0.5 m/s. Sensor checking and replanning

occurred only 11 times and the UAV was able to complete its trajectory without colliding with any obstacles.

We compared the results of our approach with results of traditional replanning approach with periodic sensor

monitoring shown in Figure 2.17(c). The UAV moved with constant speed v = 0.125m/s and it monitored

for the obstacles periodically with 40Hz frequency. In this case the average deviation decreased to 3.10cm.

However, with the proposed approach, the CPU utilization decreased to 2.7% from 9% with periodic 40Hz

lidar monitoring.

(a) Overlapped sequence of snapshots. (b) Desired vs. actual trajectories of
the UAV during the experiment.

(c) Desired vs. actual trajectories of
the UAV with periodic obstacle detec-
tion.

Figure 2.17: Waypoint navigation experimental results. 2018 ©IEEE

2.6 Self/Event-Triggered Scheduling and Replanning in Dynamic

Environments

So far, we have considered scheduling and replanning of UAV operations in static environments, however

the UAV may operate in dynamic environments, for example in the presence of other aerial vehicles. For

safe operations in dynamic environments, we extend the framework discussed in the previous sections and

propose a self/event-triggered scheduling and replanning approach which follows the framework depicted in

Figure 2.18 [90].

Based on the initial observations about the obstacle positions, a trajectory to the desired goal position pg

is generated. The future states of the UAV are predicted using the reachable tubes calculated as outlined in
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Figure 2.18: Overall self/event-triggered scheduling and replanning framework in dynamic environments.

Section 2.5.1. If the distance do(tp) between the UAV and the closest mobile obstacle is smaller than a user

defined threshold ξ, a collision avoidance behavior is triggered in which sensor checking switches to periodic.

Collision avoidance is then performed using repulsive potential fields, [5].

2.6.1 Dynamic Obstacle Reachability Analysis

To guarantee safety of the UAV operations in dynamic environments without monitoring the sensors

periodically, it is required to predict the future states of the dynamic obstacles. To capture the possible future

states of a dynamic obstacle, its reachable sets are calculated based on the available information about its

state, maximum velocity and direction of movement. For the sake of simplicity, we assume that the obstacle

has a known maximum speed vo,max, and a heading which is not known a priori. Therefore, at the initial

planning time t0, the position reachable set of the obstacle, Rop(oi(t0), [t0 + T ]), is a circle centered around

the obstacle position as shown in Figure 2.19(b), which contains all the points that can be reached within the

planning horizon T . The direction and velocity of the mobile obstacle at time tp, ~voi(tp), can be estimated

based on previous observations about its position, as follows:

~voi(tp) =
oi(tp)− oi(tp−1)

‖oi(tp)− oi(tp−1)‖
, ∀i ∈ [0, no] (2.14)

Its reachable set can be constructed along its trajectory while taking the estimation errors and noise into

account as depicted in Figure 2.19(c). Due to the measurement noise and uncertainties, the actual direction

of the mobile obstacle might be different from the estimated one. The minimum and maximum limits of its
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direction of motion can be calculated as follows:

~v+
oi(tp) =

o+
i (tp)− oi(tp−1)

‖o+
i (tp)− oi(tp−1)‖

, ∀i ∈ [0, no] (2.15)

~v−oi(tp) =
o−i (tp)− oi(tp−1)

‖o−i (tp)− oi(tp−1)‖
, ∀i ∈ [0, no] (2.16)

where ~v+
oi(tp) and ~v−oi(tp) are upper and lower limits of the direction of the obstacle where o+

i (tp) and o−i (tp)

are two extreme points where the obstacle can be at tp due to uncertainties. o+
i (tp) and o−i (tp) are shown in

Figure 2.19(a), where ηx is the maximum measurement noise.

The updated reach set of the obstacle for the time horizon T is shown in Figure 2.19(c) with a blue shaded

region. As can be noticed, the reachable set of the obstacle grows along its direction with a rate proportional

to the maximum velocity of the vehicle.

(a) Calculation of the obstacle direction based on the
previous position of the obstacle and the magnitude
of uncertainties.

(b) Initial reach set of the
obstacle.

(c) Reach set of the obstacle updated
based on the observed direction.

Figure 2.19: Reachable tube calculation for dynamic obstacles.

2.6.2 Self/Event-triggered Scheduling and Replanning

In a dynamic environment, the first time a collision may occur, tc,o, is calculated as follows:

tc,o = min(tk|R+
p (x(tp),u(tk), tk ∈ [tp, tp + T ]) ∩Rop(oi(tp), tk ∈ [tp, tp + T ]) 6= ∅)

where Rop(oi(tp), tk ∈ [tp, tp + T ]) is the geometric sum of the position reachable sets of the obstacle between

tp and tp + T . In Figure 2.20, reachable sets of the UAV (blue circles) and reachable sets of the obstacle

(magenta region) are shown at tc,o, the time that they collide for the first time.
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Figure 2.20: Collision between the reachable tube of the UAV and reachable set of the obstacle at time tc,o.

Similar to the case with static obstacles, the next sensor checking time is scheduled to tl (which is

calculated in (2.6)) or to tc,o whichever is minimum:

tp+1 =


min(tc,o, tl)− tr, if tc,o < tp + T or tl < tp + T

tp + T − tr, otherwise

(2.17)

where tr is the amount of time necessary for the replanning calculation. In case that the UAV doesn’t detect

any obstacle in the environment, next sensor checking time can be computed considering the worst case

scenario, that is when the obstacle is right on the boundary of the sensor field of view.

It should be noted that the same safety guarantees presented in the static case apply while minimizing

sensor checking operations also in the dynamic environments.

2.6.3 Dynamic Obstacle Repulsive Potential Field Collision Avoidance

If do(tp) < ξ a collision avoidance is initiated following a repulsive potential filed approach. The repulsive

potential field around the reachable set of the obstacle WO(p(t)) can be computed as follows:

WO(p(t)) =


1
2αi

(
1

ρ(p(t)) −
1
ρ0

)2

, if ρ(p(t)) ≤ ρ0

0, if ρ(p(t)) > ρ0

(2.18)
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where ρ(p(t)) is the shortest distance to the obstacle reachable tube from the UAV position p(t), ρ0 is the

distance threshold for the repulsive field and αi is a positive constant. Then the repulsive force FO(p(t)) is

equal to the negative gradient of WO(p(t)):

FO(p(t)) = αi

(
1

ρ(p(t))
− 1

ρ0

)
1

ρ(p(t))2
∇ρ(p(t)) (2.19)

The attractive potential field WG(p(t)) to go to the goal position is calculated as follows:

WG(p(t)) =
1

2
ζi(‖p(t)− pg‖2) (2.20)

where pg is the position of the goal and ζi is a positive constant. The attractive force is the gradient of the

attractive field at p(t):

FG(p(t)) = −ζi(p(t)− pg) (2.21)

Finally, the UAV moves with the combination of repulsive and attractive forces:

F (p(t)) = FG(p(t)) + FO(p(t)) (2.22)

As soon as do(tp) ≥ ξ the UAV switches back to the self/event-triggered scheduling policy presented

above.

2.6.4 Simulation Results

The case study investigated in this section is a UAV waypoint navigation through a simple environment with

one mobile obstacle. We consider a similar UAV described in Section 2.5.5, with sensor range of 20m. The

same wind disturbance described in Section 2.5.5 is used during these simulations.

In the simulations shown in Figure 2.21, the UAV is tasked to go to a goal point pg = [10, 10]m shown by

a green circle. The red circle represents a dynamic obstacle which and both the vehicle and the obstacle

move towards the center of the environment to reach their goal. As the obstacle moves faster than the UAV,

their trajectories do not collide with each other. The obstacle and UAV positions before, near and after the

intersection point of their paths are displayed in the first three figures in Figure 2.21. As can be seen, since

the obstacle passes the intersection point before the UAV, the UAV doesn’t perform any avoidance action

and it keeps following its originally planned trajectory. The replanning occurs only 3 times at the points

shown by black ‘×’ symbols in Figure 2.21(d). At the points shown by magenta ’diamond’ symbols, the UAV
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checks its sensors, updates its reachable sets but it does not replan its trajectory. In this simulation, the

average and maximum deviation from the desired trajectory is recorded as 6.36cm and 9.53cm respectively.

(a) Before the intersection
point.

(b) Near the intersection point.(c) After the intersection point.(d) Complete path of the UAV.

Figure 2.21: Simulation Results in which the paths of the UAV and the obstacle intersects but collision
doesn’t happen because the obstacle passes the intersecting point earlier than the UAV.

In the case presented in Figure 2.22, the UAV is tasked to the same goal location pg = [6, 10]. A dynamic

obstacle starting from a different position move towards the path of the UAV and this case a collision would

occur at the intersection point if the trajectory of UAV is not replanned. The first three figures in Figure 2.22

shows the movement of UAV and the obstacle. When the distance between the UAV and the obstacle gets

smaller than the threshold, the obstacle avoidance behavior is triggered by our event-triggered replanning

approach and the UAV performs an obstacle avoidance maneuver. Once the obstacle is passed and far away,

the UAV original self-triggered planning approach moving towards the goal. In this case, the UAV replans

its trajectory only 3 times and checks its sensors at the points shown by magenta ’diamond’ symbols in

Figure 2.22(d).As can be noticed, while avoiding the obstacle, the UAV periodically checks its sensor. In

this simulation, the average and maximum deviation from the desired trajectory is recorded as 4.02cm and

9.01cm respectively.

(a) Before the intersection
point.

(b) Near the intersection point.(c) After the intersection point.(d) Complete path of the UAV.

Figure 2.22: Simulation results of collision avoidance. The obstacle and the UAV could collide with each
other without replanning.
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In Figure 2.23, the UAV is tasked to go to a goal point pg = [10, 10]m. A dynamic obstacle approaches

the UAV from the opposite direction. The first figure in Figure 2.23 shows the paths of the obstacle and the

UAV before reaching the intersection point. Similar to the previous case, as they get closer to each other,

our event-triggered replanning approach triggers a collision avoidance behavior. After the UAV passes the

obstacle, as shown in Figure 2.22(c), it goes back to the original self-triggered behavior towards its goal.

In this case, the UAV replans its trajectory only 4 times at the black ‘×’ marks in Figure 2.23(d). In this

simulation, the average and maximum deviation from the desired trajectory is recorded as 5.25cm and 9.76cm

respectively.

(a) Before the intersection
point.

(b) Near the intersection point.(c) After the intersection point.(d) Complete path of the UAV.

Figure 2.23: Simulation results of collision avoidance in which the obstacle and the UAV move towards each
others.

2.6.5 Experimental Results

The self/event-triggered scheduling and replanning approach in dynamic environments was validated using

two AscTec Hummingbird quadtrotor UAVs. The second UAV has a predefined trajectory to follow and the

first UAV needs to update its trajectory according to our self-triggered scheduling and replanning approach

to avoid the second UAV when necessary. The framework followed in this experiment is shown in Figure 2.24.

Similar to the previous sections, the reachable tubes for the first UAV are calculated using Matlab ellipsoidal

toolbox [39] and both UAVs are controlled using ROS framework. A Vicon motion capture system was used

to track the position and velocity of both UAVs at the scheduled times.

In Figure 2.25(a), a sequence of overlapped snapshots of the two quadrotors is shown. The first UAV

starts its motion at (−2.0, 0.0, 1.0)m and it is tasked to navigate to its goal position at (2.0, 0.0, 1.0)m and the

second UAV starts its motion at (0.0, 1.0, 1.0)m and it is tasked to go to its goal position at (0.0,−1.0, 1.0)m.

During the experiments, it is assumed that the direction of the movement of the second UAV is known and it

does not change over time. Both UAVs travel with average velocity 0.3m/s in this case. Since the trajectory

of the second UAV is shorter, it passes the intersection point before the first UAV. Therefore, the first UAV
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Figure 2.24: Framework of the experiment setup.

doesn’t need to update its trajectory to avoid the second one. In Figure 2.25(d), we compare the desired and

actual trajectories of the two UAVs during the mission. The first UAV checks for the position of the second

UAV only 7 times at the points shown by black ‘×’ symbols. At these points, since the first UAV is following

its trajectory closely, it keeps following the existing trajectory and it recalculates the reachable tubes of

both vehicles. The average and maximum deviation from its desired trajectory are recorded as 5.28cm and

12.41cm.

(a) Overlapped sequence of screenshots for non-
colliding trajectories.

(b) Overlapped sequence of screenshots for colliding
trajectories.

(c) Trajectories of the both UAVs for non-colliding trajec-
tories.

(d) Trajectories of the both UAVs for colliding trajectories.

Figure 2.25: Comparison of experimental results with self/event-triggered approach in dynamic environments.

42



In Figure 2.25(b), both UAVs have the same initial and goal positions as in the previous case. The first

UAV moves with the average velocity 0.3m/s and the second UAV moves with 0.05m/s. In this case, a

collision between two UAVs would have occurred but the first UAV adapts its trajectory to avoid the second

UAV to prevent collision when the distance between the two vehicles is less than ρ0 = 1.5m and when they

are approaching each others. In Figure 2.25(d), we compare the desired and actual trajectories of the two

UAVs during the mission. When the reachable sets of the two UAVs collides and when they are close to

each other, the first UAV monitors the position of the second UAV at points shown by magenta color, which

happens 122 times, while following the adapted trajectory. Similar to the previous case, at the points shown

with black × symbols, the UAV monitors the position of the second UAV only 8 times and it recalculates

the reachable tubes of both vehicles. The average and maximum deviation of the first UAV from its desired

trajectory are recorded as 2.88cm and 8.75cm in this case. If instead, traditional periodic monitoring was

used, the deviation would have been less, however it would have required to monitor the position of the

second UAV 2225 times as opposed to 130 times with our approach.

2.7 Discussions

In this chapter, we have presented an adaptive scheduling and replanning framework for UAV operations in

cluttered and dynamic environments. The future states of the system under bounded external disturbances

and system noises are computed by leveraging reachability analysis. Reachable sets are utilized to schedule

next sensor monitoring and replanning times while guaranteeing safety and liveness. We also presented a

computationally effective way of updating the reachable tubes based on the monitored system state to further

minimize the replanning and sensor checking operations. The speed of the vehicle is also adapted using a

curvature based approach to limit the deviation while the system is moving in cluttered environments.

Limitations: Our reachability-based self/event-triggered scheduling and planning approach considers

knowledge about the system dynamics and bounded disturbances. We also use a simplified dynamics for

reachability analysis. The actuator noise and the effect of disturbance are both modeled as an additive to the

control input, and the measurement noise is also modeled as additive noise. If the system’s behavior does not

satisfy these modeling assumptions, a different model needs to be used for safety guarantees. Additionally,

this framework is limited to work for dynamic obstacles with simple dynamics with bounded noise and the

potential field controller needs to be well-tuned to avoid the obstacles when the system switches to periodic

monitoring.

Future Directions: This framework shows how reachability analysis techniques can be used to schedule

sensor monitoring times while guaranteeing safety. The main drawback of reachability analysis is that it gets
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computationally expensive for systems with complex nonlinear dynamics and when the planning horizon is

long. To deal with this problem, we leverage machine learning techniques and introduced fast reachability

techniques as introduced in the following chapters. In the future, we also plan to consider more realistic

dynamics for the mobile obstacles and utilize this framework for safe motion planning in multi-robot systems

and in highly dynamic environments (e.g., autonomous driving).
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Chapter 3

Fast Reachability Analysis for Safe Autonomous

Operations with Intermittent Sensing

In this chapter, we present our framework for fast estimation of reachable sets to provide safety for autonomous

operations under intermittent sensing uncertainty. This novel fast reachability analysis approach leverages

Gaussian process regression theory to predict future states of the system at runtime. This scheme is used

in conjunction with our self/event-triggered monitoring and replanning approach to recover the system to

guarantee safety constraints when needed. This approach is validated both with simulations and experiments

on unmanned aerial vehicles case studies in cluttered environments under the effect of unknown wind

disturbance at runtime. The work presented in this chapter is published at 2019 IEEE/RSJ International

Conference on Intelligent Robots and Systems (IROS) [92].

3.1 Introduction

Typically, autonomous vehicle operations require the system to follow a trajectory and reach a goal position.

However, an autonomous vehicle may not always be able to obtain its state information consistently due to

various reasons, including signal occlusions, limited sensor capabilities, and sensor failures. For instance, an

aerial vehicle may lose its GPS signal while flying in between tall buildings or under trees and may not be

able to obtain its position information unless it is above a certain altitude. In such cases, since measurements

are not available, the vehicle is not capable of adapting its behavior according to its current state, which

may lead to unsafe states (e.g., collision with obstacles) due to uncertainties and disturbances. Thus, it is

necessary to create proactive systems capable of predicting and assessing future states and replan accordingly
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Figure 3.1: Pictorial representation of the envisioned fast monitoring, replanning, and recovery approach in
which a UAV computes fast reachable sets during runtime and predict recovery and replanning actions when

necessary. 2019 ©IEEE

to avoid possible unsafe conditions in the future. Reachability analysis is a well-known approach to deal with

such a problem and estimate future states of a system under uncertainties; however, this process can get

computationally complex which makes them challenging to be used for runtime applications.

To estimate the future states of a system fast at runtime, we leverage Gaussian process (GP) theory to

obtain a regression that is used online to estimate the maximum deviation for new trajectories. Guarantees

for this reachable set estimation approach are presented by showing that the actual deviation is less than its

GP-based estimation. By using the proposed method, the system becomes capable of predicting and assessing

its future positions and taking actions in a timely manner to guarantee safety (i.e., avoid collision with

any obstacle) and liveness (i.e., follow the desired trajectory closely) when measurements are intermittent.

The proposed self/event-triggered monitoring, recovery, and replanning framework schedules safe recovery

maneuvers to obtain state information and guarantee safety, and replans the trajectory from the observed

states whenever deemed necessary. Figure 3.1 shows a pictorial representation of the proposed framework in

which a quadrotor builds reachable sets at runtime fast to estimate future states that it could cover in GPS

denied environments with sporadic pose observations, also predicting recovery maneuvers whenever needed if

the reachable set intersects with any obstacle and no observations are available before entering an unsafe

state.

To summarize, we aim to solve the following two challenges:

• how to perform fast reachable set estimation online and assure that the system will be inside these sets;
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• how to guarantee safety and liveness properties when observations are intermittent in the presence of

noise and unknown disturbance effects in the environment.

Assumptions: Throughout this chapter, we consider a navigation case study with a UAV aiming to

reach a goal position in a cluttered environment with static obstacles. The system is subject to intermittent

sensing problems caused by environmental conditions (e.g., because of trees or tall buildings), and it can

obtain its position information at random times. We also assume that the system can perform recovery

actions (e.g., changing altitude to go above a certain height) to obtain sensory measurements when necessary.

3.2 Problem Formulation

In this chapter, we are interested in finding a technique for fast reachability to monitor the state of a system

and recover and replan accordingly to guarantee both safety and liveness properties. These problems can be

formally defined as follows:

Problem 1: Fast Reachability : A UAV has the objective to follow an obstacle-free trajectory in a

cluttered environment with intermittent state measurement under disturbances. Given the UAV dynamics

ẋ(t) = f(x(t),u(t),w(t)) as a function of its state x, input u, and disturbance w, find a policy to quickly

estimate the reachable sets R(xτ , t) of the system at time t while tracking a desired trajectory xτ under the

effect of unknown disturbance, measurement and input noises during runtime. Both the disturbance and

noise values are assumed to be bounded in magnitude but unknown at runtime.

Problem 2: Self/Event-triggered Monitoring, Recovery and Replanning : Once reachable sets

are obtained by solving Problem 1, find an online policy to schedule the time in which the system needs

to switch to a safe recovery mode to observe its state, and to replan its trajectory in order to satisfy the

following safety and liveness conditions:

• Safety Constraint: The UAV should avoid collisions with obstacles:

‖p(t)− poi‖ > roi,∀t ∈ [tp, tp + T ],∀i ∈ [0, No] (3.1)

in which p(t) =

[
x, y

]T
is the position of the vehicle, poi =

[
xoi, yoi

]T
is the position of the ith obstacle

in the x − y plane and roi is its radius, No is the number of obstacles in the environment, tp is the

planning time of the operation, and T is the duration of the trajectory. Obstacles are assumed to have

circular shapes.

47



• Liveness Constraint: The UAV should stay within a certain proximity of the planned trajectory:

‖p(t)− pτ (t)‖ ≤ λd,∀t ∈ [tp, tp + T ] (3.2)

where p(t) and pτ (t) are the actual and desired positions of the vehicle along the trajectory at time t

respectively, and λd is the allowed deviation threshold.

3.3 Fast Runtime Monitoring, Recovery and Replanning

In this section, we describe our framework for fast reachability analysis and online monitoring, recovery, and

replanning. The proposed architecture consists of offline and online stages, as displayed in Figure 3.2.

We estimate reachable sets online by using a Gaussian Process (GP)-based regression technique. Training

for GP regression model is performed on a library of trajectory primitives with different durations. These

primitives are run on the UAV offline under various disturbances, and their corresponding maximum deviation

values are also saved in the library. At runtime, an obstacle-free trajectory is planned from a given initial

state to a goal state. The trained GP regression model is then used to estimate the maximum deviation of

the vehicle for this new trajectory.

Because the state measurement is assumed to be intermittently available as discussed earlier, the UAV

may not be capable of observing its position information constantly. Instead, when measurements are missing,

the system will use its model to calculate its position considering ideal conditions (i.e., no disturbance and

noise).

The task here is to estimate the maximum deviation over time (i.e., the position reachable tube) due to

noise and disturbances during the interval of times in which the system is running without receiving updated

measurements. Based on the estimated position reachable tube, a self-triggered monitor is deployed to

compute the first time that a system may violate the safety constraint under the worst-case assumption that

it will never be able to obtain its position information. At that time, the UAV will need to recover its position

information by switching into a predefined safe maneuver, which is defined as moving to an altitude above a

certain level in this work. In general, recovery may not always be feasible, and it is subject to disturbance

and uncertainties as well. Therefore, during planning, the time required to perform the recovery operation

needs to be considered too. Once a recovery operation is completed, the trajectory is replanned using the

obtained state information. If the position information becomes available before the predicted unsafe time

(i.e., GPS information might be unavailable or available depending on the position of trees, buildings, etc.),

an event-triggered procedure is deployed to assess the current state of the vehicle. If the vehicle is within the
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Figure 3.2: Architecture of the fast runtime monitoring, recovery and replanning approach. 2019 ©IEEE

close proximity of the desired trajectory, the reachable sets are shrunk depending on the deviation. If the

vehicle deviates too much from the desired trajectory, the trajectory is replanned for liveness.

The first step in our approach consists in using Gaussian processes theory to estimate reachable sets,

which will be explained in detail in the following section.

3.3.1 Gaussian Process-based Fast Reachability

Given the premises in the previous section, the position reachable set at time t when the UAV is running

without state measurement is defined as:

R(pτ , t) = {p(t) : ‖p(t)− pτ (t)‖ ≤ dm(t)} (3.3)

where dm(t) is the maximum deviation at time t from the desired trajectory position pτ .

In order to estimate the position reachable sets fast and avoid computationally expensive traditional

reachability analysis tools [39], we leverage GP regression to estimate dm(t) based on a library of previously

collected trajectory primitives data.
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Training Data Collection

GP regression training is obtained by calculating and running primitive trajectories offline and by generating

a library of trajectories of different duration. The trajectory library should be rich enough in terms of the

duration, length, initial, and final velocities to model the maximum deviation behavior. For this reason, we

generated trajectories starting from the origin with various initial velocities to different goal locations using

minimum jerk trajectory generation [55]. These trajectories were executed using a PD controller without

position measurements under a rich wind disturbance set during training. The wind disturbances inside

the disturbance set W are in four main directions with constant or sinusoidal magnitudes with different

frequencies, and they are assumed not to change direction during the operation. During the online stage, the

disturbance has unknown direction and magnitude; however, its magnitude is assumed to be bounded by the

maximum magnitude value in W . The controller is assumed to remain the same during the offline and online

stages.

A set of sample trajectories from the UAV trajectory primitive library can be seen in Figure 3.3. The red

curves correspond to the desired trajectory, and the blue curves correspond to the actual trajectories. In

total, we collected 1250 different trajectory primitives, which are assumed to be representative enough to

model the maximum deviation behavior at runtime as they capture a wide range of durations, initial and

final velocities and lengths.

Figure 3.3: Example trajectories from the trajectory primitive library. 2019 ©IEEE

To understand which factors affect the maximum deviation from the desired trajectory, we have analyzed

the relationship between the maximum deviation and various trajectory specifications such as the difference

between initial and final states, average velocity, trajectory length, and duration. For example, consider the

plot in Figure 3.4(a). As can be noticed, there is no correlation between the magnitude of the maximum

deviation from the desired trajectory and the difference between initial and final velocities. On the contrary,

the time duration of the trajectories has a definite impact on the maximum deviation (Figure 3.4(b)), and

therefore, it is chosen as the regression variable. The results of this analysis were expected since deviation

increases when a system is exposed to a disturbance for a longer time, especially in open loop.
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(a) (b)

Figure 3.4: (a) Maximum deviation as a function of time (i.e.,duration of the trajectory) and difference
between initial and final velocities. (b) Maximum deviation as a function of time. 2019 ©IEEE

For a given trajectory of duration T , the maximum deviation from the desired trajectory is calculated as

follows:

dM (T ) = max
w∈W

max
t∈[0,T ]

‖pw(t)− pτ (t)‖ (3.4)

where pw(t) is the position of the vehicle at time t which is following the trajectory pτ (t) under the disturbance

w ∈ W.

For each primitive trajectory, the corresponding duration and maximum deviation values are stored in a

trajectory primitive library. For a library consisting on m different trajectories, the trajectory durations are

saved in a vector t = [T1, T2, · · · , Tm] and the corresponding maximum deviation values are saved in a vector

dM = [dM (T1), dM (T2), · · · , dM (Tm)]. Given this trajectory primitive library, Gaussian process regression is

utilized in the following subsection to estimate the maximum deviation of a new trajectory.

Gaussian Process Regression

Gaussian process (GP) regression is a nonparametric regression technique which is used in this work to

find a mapping between trajectory duration T and maximum deviation dM (T ). Given a trajectory library

containing the set of collected observations D = {t,dM}, our goal is to predict the maximum deviation for

a new input t∗ by drawing d∗M from the posterior distribution p(d∗M |D). By definition of GP [69], previous

observations dM and function values d∗M follow a joint (multivariate) normal distribution:

 dM

d∗M

 ∼ N

 µ(t)

µ(t∗)

 ,
 K + σ2

εI K∗

KT
∗ K∗∗


 (3.5)

where K ∈ Rm×m has entries K(i,j) = k(ti, tj) for i, j ∈ {1, · · · ,m}, K∗ =

[
k(t1, t

∗) · · · k(tm, t
∗)

]
∈

Rm×m∗ and K∗∗ = k(t∗, t∗) ∈ Rm∗×m∗ . σ2
ε is the noise level associated with the observations, m is the size
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Figure 3.5: GP regression of maximum deviation as a function of the trajectory duration implemented on
Matlab using GPML toolbox [70]. 2019 ©IEEE

of the observation set, m∗ is the size of the test set, µ is the mean function and k is the covariance function.

We chose to use the widely known Matern kernel [69] as a covariance function.

The estimation of d∗M conditioned on the observations D is calculated using the properties of joint

Gaussian distributions. Namely, the posterior probability is also a Gaussian distribution:

p(d∗M |t∗, t,dM ) ∼ N(µ∗,Σ∗) (3.6)

with the following mean and covariance:

µ∗ = µ(t∗) +KT
∗ (K + σ2

εI)−1(dM − µ(t)) (3.7)

Σ∗ = K∗∗ −KT
∗ (K + σ2

εI)−1K∗ (3.8)

In Figure 3.5, the GP regression model learned using our trajectory primitive library is shown. Learning is

performed using 1250 data points shown by black dots in Figure 3.5, and regression is performed on 1000 time

duration data points with values between 0 and 22 seconds. The red curve is the mean for the data points

and the shaded gray region is the 95% confidence interval. In order to verify this regression, we performed a

test on 110 untrained trajectories and we observed that all of them had smaller maximum deviation values

than the upper bound of the confidence interval.

At runtime, given a new trajectory of duration T ∗, the maximum deviation estimation is finally calculated

as:

d̃M (T ∗) = µ∗ + 2σ∗ (3.9)
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which corresponds to the upper bound of the 95% confidence interval where µ∗ and σ2
∗ are calculated according

to (3.7) and (3.8) respectively for t∗ = T ∗.

From the collected training data, we observed that the maximum deviation from the trajectory grows

linearly over time, as can be noted in Figure 3.6. We have also observed that the initial overshoot in the

maximum deviation is due to the aggressiveness of some trajectories. For ease of discussion in this work, we

are neglecting this behavior, but it can be easily included in our model by setting an initial deviation offset.

Based on this linear dependency, the maximum deviation at time t is calculated as follows:

dm(t) = d̃M (T ∗)
t

T ∗
(3.10)

The reachable set R(pτ , t) for a trajectory of duration T ∗ is finally obtained according to (3.3) with dm(t) in

(3.10).

Figure 3.6: Maximum deviation values over time for trajectories with 20 seconds duration under the effect of
a range of disturbances. 2019 ©IEEE

GP regression can be used to calculate reachable sets because the maximum deviation from the desired

trajectory is bounded by its estimated value d̃M (T ∗) if the training set includes the maximum possible

deviations as will be shown in Lemma 3 and 4:

Lemma 3 For two trajectories in the training set of consecutive durations T1 and T2 respectively, the

difference between their maximum possible deviation values |dM (T1)− dM (T2)| is bounded if the difference

between their time duration is also bounded: |T1 − T2| ≤ ε.
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Proof: The system state without the effect of disturbance x̂(t) and under disturbance x(t) evolves over

time as follows:

˙̂x(t) = g(x̂(t),u(t)) (3.11)

ẋ(t) = f(x(t),u(t),w(t)) = g(x(t),u(t)) +Gw(t) (3.12)

where u(t) is the controller input, w(t) is the bounded external disturbance: ‖w(t)‖ ≤ W and G is the

disturbance matrix [6]. The initial conditions for both systems are the same: x(0) = x̂(0) = x0. From (3.12)

the disturbance effect is additive. When there is no state measurement, the system generates the control

inputs with the assumption of ideal conditions (i.e., no disturbance and noise), hence, the same input u(t) is

applied to both systems in (3.11) and (3.12).

The difference between the systems states with and without the effect of disturbance at the end of a

trajectory is calculated based on the difference between the dynamics of the two systems in (3.11) and (3.12):

x̂(T1)− x(T1) =

T1ˆ

0

Gw(τ)dτ (3.13)

Since the disturbance is bounded, the norm of the difference between the actual and the nominal state is

also bounded at the end of the trajectory.

‖x̂(T1)− x(T1)‖ ≤ T1WG (3.14)

where WG is the upper bound of the effect of the disturbance: ‖Gw(t)‖ ≤WG,∀t ∈ [0, T ].

Thanks to the stability of the system [55], the deviation between the desired state (desired trajectory)

and the system state without the effect of disturbance is bounded at the end of the trajectory when there is

no disturbance in the environment:

‖x̂(T1)− xτ (T1)‖ ≤ ξ (3.15)

Using (3.15) and (3.14), it can be shown that the distance between the actual state and the desired state

is bounded at the end of the trajectory:

‖x(T1)− xτ (T1)‖ = d(T1) ≤ dM (T1) = ξ + T1WG (3.16)
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For a trajectory of duration T2 = T1 + ε where ε is a positive real number, the deviation is bounded as follows:

‖x(T2)− xτ (T2)‖ = d(T2) ≤ dM (T2) = ξ + (T1 + ε)WG (3.17)

Therefore, if the difference in the durations of two different trajectories is bounded, the difference between

their maximum possible deviation values is also bounded:

dM (T2)− dM (T1) = εWG (3.18)

Lemma 4 Given a trajectory, the GP regression estimation for the maximum deviation value d̃M calculated

as in (3.9) is an upper bound to the actual maximum deviation dM from that trajectory.

Proof: Let’s consider the data points in the training set with maximum deviations dM (T1) = ξ + T1WG

and dM (T2) = ξ + T2WG. Based on the system dynamics and (3.16), the deviation at time T ∗ = T1 + ε < T2

is bounded: d(T ∗) ≤ dM (T ∗) = ξ + (T1 + ε)WG where ε > 0.

The slope of the virtual line which connects these two data points is: dM (T2)−dM (T1)
T2−T1

and the deviation

value on this line for T ∗ can be calculated as follows:

d̄M (T ∗) = dM (T1) +
T ∗ − T1

T2 − T1
(dM (T2)− dM (T1))

= dM (T1) +
ε

T2 − T1
(T2 − T1)WG = dM (T1) + εWG

For a GP regression with the upper bound of the confidence interval above this virtual line, the maximum

deviation estimation is always larger than the actual maximum deviation:

d̃M (T ∗) ≥ d̄M (T ∗) = dM (T1) + εWG = dM (T ∗) (3.19)

As shown in the previous lemma, if the training set contains the maximum possible deviations for the given

trajectory durations, GP-based maximum deviation estimation can provide upper bounds to the actual

deviation for any type of stable system. With rich enough training sets, these upper bounds can be tight

whereas lack of enough training data would cause over-conservative estimations. In any case, the estimated

reachable sets contain all the states that the system can actually reach under bounded disturbance. Therefore,

these estimated reachable sets can be used to guarantee safety as will be explained in the following section.
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3.3.2 Self/Event-triggered Monitoring, Recovery, and Replanning

With the ability to estimate reachable sets at runtime, we design a policy for online monitoring to assess how

long the system could continue its motion without a position measurement and for scheduling the recovery

which allows the vehicle to obtain its position information. The system needs to monitor its position before

a collision may occur. The earliest time that a collision may occur, here referred to as monitoring time, is

computed as:

ts+1 = min(tk|R(pτ , tk ∈ [tp, tp + T ]) ∩O 6= ∅)− tr (3.20)

where tr is the amount of time necessary for a safe recovery maneuver. At ts+1, the system switches to a

recovery operation which allows it to observe its position information (e.g., by flying above a building). After

recovering the position information, the system replans its trajectory accordingly as represented in Figure 3.2.

After the start of the operation until the recovery maneuver, the position information may become

available at random times tm ∈ [tp, ts+1] which are unknown a priori. According to the obtained position

information, two procedures (explained next) are implemented on the vehicle: either 1) reachable set shrinking

if the deviation from the desired trajectory is less than a predefined liveness threshold λd, or 2) trajectory

replanning if the deviation is above λd.

As these reachable sets are estimated based on the worst-case scenario assumptions in terms of disturbance

and noise, when the disturbance in the environment is not as strong as its maximum value, the reachable set

estimation might become over-conservative. To have more accurate estimations about where the system could

reach and farther reduce computation, we leverage the deviation from the desired trajectory at the time in

which the position information becomes available and shrink the reachable sets as explained in Section 2.5.3.

Event-triggered Replanning

When the system state information is obtained, the UAV may decide to replan its trajectory if the observed

state is too far from the desired trajectory for the sake of liveness as defined in (3.2). Specifically, a new

trajectory is planned to the goal from the observed position if the observed deviation is larger than the

liveness threshold: d(tm) > λd.

After replanning the trajectory: 1) the reachable sets are regenerated using the GP-based approach in

Section 3.3.1 and 2) self-triggered monitoring introduced in Section 3.3.2 is performed until the operation is

completed.

When the self-triggered monitor decides that the system needs to check its state by performing a recovery

action, event-triggered replanning is again invoked to replan a trajectory for recovery. From the recovered
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state, an obstacle-free trajectory to the goal position is replanned again and self-triggered monitoring, recovery

and replanning continue to be performed until reaching the desired goal position.

3.4 Simulations

We validate the runtime monitoring, recovery and replanning approach with quadrotor UAV simulations for

an autonomous navigation case study in a cluttered environment. In this environment, the GPS signal is

available intermittently at the altitude that the system is required to fly at, and it is always available at

higher altitudes. During the simulations, we use a quadrotor UAV modeled with a 12th order system state

and with linearized dynamics. The details of this quadrotor UAV model can be found in [6].

As a representative navigation case study, we present an environment with three cylindrical shaped

obstacles as shown in Figure 3.7(a). The UAV is tasked to reach a goal position pg = [24, 0, 1] with zero

velocity. The obstacles are located at po1 = [6,−0.2],po2 = [12, 0.2],po3 = [18,−0.2], all of them are 1.2m

tall with the radius of 0.2m. The velocity of the wind disturbance is varying over time in the y direction:

w = [0, 0.04 + 0.01 sin(t), 0]m/s.

In the beginning of its operation, the UAV creates an obstacle free trajectory to the goal position and

computes the reachable sets based on the time to complete this trajectory using the proposed GP approach

in Section 3.3.1. The reachable sets of the UAV are shown by the green and orange tubes in Figure 3.7(b).

Whenever a new reachable tube is generated (either for recovery, or because the deviation at monitoring time

is too large) the color of the reachable tube in Figure 3.7(b) swaps. At random points which are shown by

green × symbols in Figure 3.7(a), the sensor measurement for position becomes available and the reachable

tubes are updated based on the current observed position. At these points, the reachable tubes shrink, but

replanning doesn’t occur (the color of the reachable tube in the figure remains the same). If the observed

position is deviated from the desired trajectory more than the user defined threshold λd = 0.5m, the UAV

replans its trajectory and recomputes the corresponding reachable sets. This replanning point is shown by a

black × symbol in Figure 3.7(a). At the point shown by an orange × symbol, the reachable set collides with

an obstacle and the UAV triggers a recovery action to observe its state information at z = 1.5m level. At the

point shown by a magenta × symbol, it obtains its state information and replans a trajectory accordingly.

Through the course of the entire operation, the state information of the UAV becomes available only

25 times, and the vehicle performs recovery maneuver twice to obtain its state information. A trajectory

replanning due to deviation is performed once at the black × point. Even though the UAV is not able to

observe its state continuously, it is able to perform its planned operation safely (i.e. no collision with an

obstacle occurred) with a maximum deviation of 0.60m from its desired trajectory. Similarly, in all the other
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simulations, the UAV was able to finish its operation safely and the mean and standard deviation of the

maximum deviation were recorded as 0.67m and 0.14m respectively.

(a) Desired vs. actual trajectory of the UAV.

(b) Estimated reachable sets of the vehicle during the entire operation.

Figure 3.7: UAV simulation results in an environment with three obstacles. 2019 ©IEEE

We have used an Intel Core i7-6700HQ CPU at 2.60GHz to run these simulations and it took 0.248s

on average to estimate the maximum deviation reachable set for a given trajectory, which is independent

from the length of the trajectory. The simulations in order to generate the reachable sets offline for training

takes 3.50s for 10 second long trajectory on an average, and this time increases/decreases linearly with the
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trajectory duration. Similarly, the reachable tube calculation with Ellipsoidal Toolbox increases linearly with

the number of time steps used [39], and it took 2.618 seconds on an average to generate the reachable sets for

a 10 second long trajectory at 40Hz. These results demonstrate that this approach is able to reduce the time

for reachability computation significantly toward an online implementation.

3.5 Experiments

The GP-based fast reachability and replanning approach was validated experimentally using an AscTec

Hummingbird quadrotor UAV where the control commands are communicated using ROS. The ground truth

state information is obtained using a Vicon motion capture system.

The training data for GP regression was collected by running a set of trajectories with different durations.

During training, the quadrotor did not observe its position and the control inputs were generated as if it

was following the trajectory perfectly (i.e., closing the loop with the desired states along the trajectory).

Wind disturbance was created using a 24” industrial heavy duty drum fan placed on top of a mobile ground

vehicle as seen in Figure 3.9(a) and moved to follow the motion of the quadrotor from both sides of the room.

The duration of the trajectories and the corresponding maximum deviation values were recorded and the

GP regression model was built using these data following the same procedure outlined in Section 3.3. The

resultant GP regression is displayed in Figure 3.8.

Figure 3.8: GP regression of maximum deviation based on the trajectory duration. 2019 ©IEEE

Similar to the simulations, the quadrotor is tasked to visit a goal following a new previously unseen

trajectory with unknown intermittent measurements under unknown disturbances. Figure 3.9(a) shows an

overlapped sequence of snapshots for a waypoint navigation experiment in which the UAV is tasked to go

to a goal position at [2.5, 0, 1]m under the wind disturbance generated by the fan at a fixed position. It

should be noted that fixing the fan position generates a disturbance whose magnitude is different from, but

bounded by the magnitude of the disturbance used during training. Two obstacles (inflated poles) are present
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(a) Overlapped sequence of snapshots during the experiment. (b) Desired vs. actual trajectories of the UAV.

(c) The reachable sets associated to the experiment in (a).

Figure 3.9: Waypoint navigation experimental results. 2019 ©IEEE

along the path at the following positions: po1 = [−0.5, 0.4], po2 = [1.5,−0.4]. In Figure 3.9(b), the actual

path of the quadrotor and its desired trajectory are shown by blue and red curves respectively. Similar to

the simulations, at the points marked by magenta “×” symbols in Figure 3.9(b), the quadrotor obtains its

position information and the reachable sets are shrunk. At the points shown by black “×” symbols, the UAV

replans its trajectory since the observed position is off more than the liveness threshold λd = 0.4m, thus new

reachable sets are computed. Note that the actual path of the quadrotor stays inside the associated reachable

sets at all the times during the experiment.

By using this approach, the quadrotor was able to complete its task without colliding with any obstacle

and with a maximum deviation of 0.4109m. The position information became available only 11 times during

this experiment and the quadrotor replanned its trajectory 3 times.
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3.6 Discussions

In this chapter, we have presented a fast monitoring and replanning framework for autonomous systems

under intermittent sensing and under the effect of disturbances and noises. Our approach leverages Gaussian

processes theory for fast reachability analysis and utilizes reachable sets within our self/event-triggered

monitoring and replanning framework to guarantee safety when the sensory measurements are not always

available. Using this approach, we show that the autonomous system is able to estimate its reachable sets

fast at runtime and safely perform its task in cluttered environments even when observations about the state

of the system are not always available.

Limitations: When designing a fast reachability analysis model, the richness of the training set becomes

important for making accurate worst-case predictions. For this particular application, we observe that the

duration of the trajectory is a crucial factor for deviation estimation. Still, for other systems, different factors

might significantly affect the deviation from the desired trajectory and need to be considered while building

the GP regression model. If this framework is applied in a densely cluttered environment, and if the system

does not get any random sensory measurements, the system might need to perform recovery actions too

often, which may be inefficient for task completion. A runtime monitor to detect such conditions would be

necessary to change the task planning in such cases.

Future Work: In addition to autonomous aerial vehicles, this approach could also be applied to other

types of vehicles, especially on unmanned underwater vehicles as intermittent sensing problem under external

disturbances is particularly evident in underwater environments. Additionally, this framework can also be

extended in multi-vehicle planning problems when there are intermittent communication problem between

the agents and in planning problems in extreme environments where the communication signals can be

interrupted easily.

This fast monitoring and replanning framework introduces a way to approximate reachable sets fast at

runtime using Gaussian process regression. Another way of making fast safety decisions at runtime is to

utilize neural networks as they are very powerful to learn complex models, as explained in the next chapter.
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Chapter 4

Assured Runtime Monitoring and Planning

In this chapter, we present our assured runtime monitoring and planning approach which utilizes verified

neural networks. The framework contains offline neural network training based on precise reachability analysis

tools and online safety monitoring and motion planning using the trained and verified network. At runtime,

safety checker determines if a planned trajectory is safe or unsafe: when unsafe, a replanning procedure is

triggered until a safe trajectory is obtained. To validate the proposed framework both in simulations and

experiments, two illustrative case studies on a quadrotor aerial vehicle - a pick-up drop-off operation and

a navigation in a cluttered environment - are presented. This work has been published in Robotics and

Automation Magazine (Special Issue on Deep Learning and Machine Learning in Robotics) in 2020 [97].

4.1 Introduction

Traditional reachability analysis tools like Hamilton-Jacobi reachability [4] or hybrid system reachability

analysis techniques [12, 37] have demonstrated to be very effective in predicting the future states of the

system and to provide safety guarantees by leveraging the knowledge about the model of the system. However

their computational complexity makes them challenging to be used at runtime.

In the previous chapter, we leverage regression techniques to compute reachable sets fast at runtime.

When the reachable sets are only utilized to make safety decisions of the planned trajectories, the reachability

computation can be completely bypassed using neural networks thanks to their ability to learn complex

models. Unfortunately, since the performance of such learning enabled components highly depends on the

properties of the training data, it is challenging to provide guarantees in safety-critical operations. To

deal with these challenges, we present a framework to verify learning-enabled components for fast and safe

monitoring and planning of autonomous operations.
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A neural network (NN) which is trained to predict if an operation will be safe or unsafe is verified if its

output decision (safe or unsafe) always concurs with the results obtained by running the operation under the

worst case conditions in which it was trained. Since it is unlikely that a NN with this strong property exists,

in this work we define a NN conservatively verified, in short verified, if at least the safe decision output of

the NN always concurs with the result obtained by running the actual operation. In other words, if the NN

output is Safe then the system can never reach an unsafe state; however, it is allowed for the NN to output

Unsafe when the system will be safe since this is a conservative safety decision. This definition holds also

in the extreme case that a NN outputs always only Unsafe decisions in which a vehicle will be always safe

however it will not be able to move anywhere.

In this framework, a NN is trained to recognize safe and unsafe trajectories for an autonomous vehicle

in an obstacle populated environment. Specifically, training is performed creating a library of trajectories

and computing their reachable sets to make safety decisions, hence the computational burden is limited to

the offline stage. A trajectory is labeled safe if its reachable sets do not overlap with any obstacle in the

environment and it is otherwise marked unsafe.

Verification of the obtained NN is achieved using a verification tool Verisig [29] in which the NN is

transformed into a hybrid system and the verification problem is cast as a hybrid system reachability problem.

If the NN is not verified, meaning that it is not safe to be used, the output of the verification is used as a

feedback to retrain the NN more conservatively until it is verified. Once the NN is verified, it is used at

runtime as a safety checker for the planned trajectories from an untrained initial state under the effect of

unknown online disturbances. If unsafe, a new trajectory is replanned and tested again for safety until a

safety-guaranteed trajectory is obtained, if possible.

With this framework: 1) we develop a fast safety checking and replanning approach for autonomous

vehicles operations in cluttered environments under unknown runtime disturbances and 2) we leverage a

novel NN verification tool, Verisig, to verify and retrain the NN used as a fast safety monitor, before its

deployment. As a result, we eliminate the need for computationally expensive reachability analysis tools for

planning safe trajectories at runtime, and our verification method Verisig is capable of assessing the validity

of the trained neural network.

To better illustrate our framework, two case studies on a quadrotor aerial vehicle are presented both with

simulations and experiments under the presence of unknown disturbance during runtime: 1) a pickup/drop-off

mission and 2) a safe navigation in a cluttered environment.
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Figure 4.1: Overall architecture of the framework for verification of NNs for runtime monitoring and
planning of autonomous operations. During the offline stage a NN is trained and verified, followed by its

deployment at runtime for both monitoring and replanning purposes. 2020 ©IEEE

4.2 Verified Safe Motion Planning

Our verified safe motion planning framework consists of an offline and an online stage, as depicted in Figure 4.1.

During the offline phase, a library of trajectories is generated. We parametrize the trajectory generation

based on the initial state of the UAV, the desired goal position, the position of the obstacles on the way to

the goal position, and the distance to keep from these obstacles. These trajectory parameters are labeled as

safe or unsafe using reachability analysis, and a neural network is trained using this set of labeled parameters.

To be able to use the neural network in autonomous operations, it should be guaranteed that the trained

network never outputs safe when the trajectory is actually unsafe. To provide this guarantee, we verify the

trained neural network using our verification tool Verisig which will be outlined in Section 4.2.3. In case the

neural network is not verified, the Verisig output is utilized to retrain the neural network more conservatively

(i.e., it outputs more unsafe decisions) until it is verified. Once the neural network is verified, it is used to

make decisions about the safety of a new set of trajectory parameters at runtime. If the neural network

decides that the trajectory is safe, the UAV executes the trajectory. If the decision is unsafe, the trajectory is

replanned by changing the trajectory parameters until a safe decision is obtained.

64



4.2.1 Reachability Analysis

As also shown in previous chapters, reachability analysis is a very powerful method for computing the sets

that a system could reach starting from an initial set. To train a neural network to predict the safety of a

planned trajectory, we chose to use a hybrid system-reachability analysis tool Flow* [12] which uses Taylor

models to compute flowpipe over-approximations of the dynamics, however our approach is independent from

the choice of reachability analysis tool.

Specifically, during the offline stage, reachable sets for a planned trajectory are generated and if these

reachable sets are not intersecting with the obstacles, the corresponding trajectory parameters are labeled as

safe: 
sτ = 1 if R(pτ , t) ∩ po,j = ∅

∀t ∈ [0, T ],∀j ∈ {1, · · · , No},

sτ = 0 otherwise

(4.1)

where pτ is the desired positions along the trajectory τ , R(pτ , t) is the corresponding reachable set, sτ is

the safety label, po,j is the jth obstacle position, and No is the number of obstacles in the environment. A

NN is trained using these safety labeled parameters to make safety decisions for trajectories with different

parameters.

4.2.2 Neural Network Training for Safety Decisions

Following the diagram in Figure 4.1, after collecting a rich library of labeled trajectory parameters, we train

a neural network to provide safety decisions without having to run computationally expensive reachability

analysis operations at runtime. The inputs to the NN are the trajectory parameters, which are the initial

and final position of the system, and the obstacle avoidance distance. The output of the NN is a binary

Safe/Unsafe decision. Since these decisions are used by a safety-critical system, it is required that the NN

never outputs a decision of Safe if the trajectory is Unsafe, as it can lead to dangerous outcomes (e.g.,

colliding with an obstacle). Therefore we are interested in training a NN with zero False Positive (FP). The

drawback of reducing the number of FPs is that the number of False Negatives (FN) (safe trajectory marked

as unsafe) may increase. Even a conservatively trained NN can output a safe decision for a set of untrained

unsafe trajectory parameters. Therefore, absence of such FPs needs to be verified prior to its deployment.
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4.2.3 Verification

To verify that the trained NN does not output Safe if the robot plans an unsafe trajectory, we use a verification

tool called Verisig. As described in [29], Verisig was developed to verify safety properties of closed-loop

systems with neural network components. Verisig focuses specifically on sigmoid-based neural networks

and works by transforming the neural network into an equivalent hybrid system. The neural network’s

hybrid system is then composed with the plant, resulting in a new hybrid system that describes the entire

closed-loop system as depicted in Figure 4.1. This allows us to cast the verification problem as a hybrid system

reachability problem, which is solved by an optimized hybrid system verification tool such as Flow* [12].

Specifically, Verisig transforms the NN S into a hybrid system HS by noting that the sigmoid derivative can

be expressed in terms of the sigmoid itself, i.e.,

σ′(x) = σ(x)(1− σ(x)),

where σ(x) = 1/(1 + exp(−x)) is the sigmoid. With this observation in mind, we introduce a proxy function

σp(t, x) = σ(xt) such that σp(1, x) = σ(x) and

σ̇p(x) = xσp(t, x)(1− σp(t, x))

using the chain rule. In other words, σp can be considered as a state in a dynamical system that starts at

σp(0, x) = 0.5 and is equal to σ(x) at “time” 1. Thus, each neuron in the NN can be mapped to a state in a

hybrid system, and each layer can be mapped to a mode. Transitions between modes occur when t = 1. Note

that this time is local to the NN; global time does not progress during the NN’s execution.

Although Verisig was originally applied to closed-loop systems with neural network controllers, it applies

to the setup considered in this framework as well. In particular, in the verification problem, the NN’s hybrid

system does not interact with the plant directly; rather, for a given set of initial conditions, we compute the

reachable set for the NN’s output and check whether it is possible for the robot to crash (when started from

that initial set) while the NN outputs Safe.

The composed hybrid system H = Hq‖HS is shown in Figure 4.2 where Hq is the hybrid system

describing the robot’s dynamics. The plant dynamics evolve as a function of the state, input and disturbance

ẋ = f(x,u,d). H contains the union of modes and states of Hq and HS . H starts in the initial mode of HS

and adds a transition from the last mode of HS to the initial mode of Hq, at which point the Hq execution

begins. The goal is to verify that H does not enter the Plant(Unsafe) mode when S(x0) = SAFE.

Given a hybrid system description of the closed-loop system, one could use a tool such as Flow* to verify
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Figure 4.2: The composed hybrid system considered for verification of NNs for runtime monitoring.
2020 ©IEEE

the system’s safety. Note that since hybrid system verification is undecidable in general, the typical approach

used in these tools is to overapproximate the reachable sets. If the overapproximation does not contain any

unsafe states, then the system is safe. If the overapproximation contains both safe and unsafe states, then the

outcome is Unknown since the unsafe states could be spurious, i.e., they do not exist in the true reachable set

but only in the overapproximated one. Finally, if all states are unsafe, then the system is unsafe. Various

shapes have been explored in order to overapproximate the reachable sets, including polytopes, ellipsoids and

hyperrectangles. Flow* uses a Taylor model approximation, which is a Taylor series approximation together

with worst-case error bounds. Taylor models scale well when used with interval analysis and have been shown

to have low approximation error for a large class of nonlinear systems [12].

4.2.4 Neural Network Retraining

At the end of the verification, Verisig specifies the regions in which: 1) the NN is safe to be used (i.e., the plant

is not unsafe when the NN output is Safe), 2) the NN is not safe to be used (i.e., the plant is unsafe when

the NN output is Safe), and 3) it is not able to make a decision due to the approximation errors introduced

in the hybrid system reachability analysis during verification (i.e., the NN output is Unknown). In the case

that there are regions in which the NN is not safe to be used, or Verisig cannot decide, the NN needs to be

retrained. The output of Verisig can be leveraged to retrain the NN in several ways. One way is to collect

more data around those regions where Verisig is not able to make a decision followed by a NN re-training. An

increased density of data around previously untrained regions may help with the verification. However, how

much data needs to be collected in those regions is not known a priori and hard to predict, so it could require

multiple iterations of data collection and retraining. In addition, collecting new data to improve the training
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set may not always be possible. Instead, we to add points from the unsafe/unknown regions obtained from

the Verisig output into the existing training set, mark them with unsafe labels and finally retrain the NN. By

retraining the NN with more unsafe points, a more conservative NN is obtained in which unsafe regions are

inflated, helping with the verification process. This retraining process is repeated until the NN is verified.

4.3 Case Studies

As a proof of concept, our verified safe monitoring and planning approach is applied to two case studies

on quadrotor motion planning: i) a pickup/drop-off mission and ii) a navigation operation in a cluttered

environment. Both case studies use similar neural networks to predict if the vehicle trajectory will be safe or

unsafe and thus require offline training and verification. At runtime, the verified neural network is used for

different purposes. The pickup/drop-off task requires the UAV to go from one side of a static environment to

the other side resembling operations that could happen inside a warehouse or a factory. The UAV makes

decisions about the safety of the planned trajectory based on the neural network results and replans by

adjusting the obstacle avoid distance until it finds a longer but safe trajectory to its goal position. In the latter

case study, the UAV is tasked to navigate through a previously unknown cluttered environment. Training is

executed in a smaller environment with only one obstacle acting as a primitive scenario that can appear and

be composed multiple times at runtime. Training in a primitive environment allows the neural network and

verification to be generalized to different environments with the same type of obstacles located in previously

unknown positions. Replanning here is executed by querying different waypoints along the path to the goal

until the neural network outputs a Safe decision. In both case studies we use the same vehicle, controller,

planner, and disturbances, whose models are briefly summarized in the following subsection:

4.3.1 System Models

Quadrotor UAV and Controller Model

We use a simplified quadrotor model with the state vector x = [ x y z vx vy vz ]T where x, y, z are

the world frame positions and vx, vy and vz are the world frame velocities. The quadrotor dynamics can be

defined as: ẋ = f(x,u,d) where u = [ F φ θ ]T is the input vector with thrust, roll and pitch commands,
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and d = [ dx dy dz ]T is the external disturbance vector. The dynamics can be described as:

[
ẋ ẏ ż

]T
=

[
vx vy vz

]T

v̇x

v̇y

v̇z

 =


gθ

−gφ
F
m − g

+ kd


dx − vx

dy − vy

dz − vz


where m is the mass of the quadrotor, g is gravity, kd is the drag coefficient. It should be noted that in this

paper a simplified quadrotor UAV model is used in order to alleviate the verification problem. Verifying a

high-fidelity model is left for future work.

In order to generate the necessary roll, pitch, and thrust inputs to follow the desired trajectory, a cascaded

set of PD controllers are used [56].

Disturbance Model

We considered an external disturbance which is bounded in magnitude: : ‖d‖ ≤ Dmax,∀d ∈ D where Dmax

is the upper bound to the disturbance magnitude, and D is the set of all possible disturbances. Here we

assume that the online disturbance is unknown but constant over time. This is a reasonable assumption as

wind disturbance generally follows a Brownian motion and does not change erratically over short periods of

time [17, 62].

Trajectory Planning

Obstacle avoidance trajectories are computed using a simple geometric approach. Specifically, if an obstacle

is present along the way to the goal position, a waypoint away from the obstacle center by a specified avoid

distance ra is added to the path. A trajectory is finally generated to visit all the waypoints on the path

by using a minimum jerk trajectory generation [55]. It should be noted that we use this path planning

method due to its simplicity in implementation in simulations and experiments, however, the overall proposed

framework is independent from the choice of path planning method.

4.3.2 Pickup/Drop-off Task

The first case study that we present is a pickup and a drop-off task, an operation which is commonly used in

factory applications where the vehicle moves back and forth between a warehouse and a workstation. The

environment has a designated pickup area (warehouse) and a drop-off position (workstation), with obstacles
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at known locations in between. The vehicle is tasked to move from a point inside the pickup area to the

drop-off location. Once it reaches the drop-off location, it can move back to a new point in the pickup area.

In order to complete its mission safely, the UAV needs to decide if the planned trajectory – parametrized by

the initial position p0, final goal pg and the avoid distance ra – is safe or not, and if not safe, replanning is

required. In this case replanning is executed by adapting ra.

To train a NN to make safety decisions in this scenario, two sets of trajectories from a rich set of initial

positions in the pickup area to the drop-off position and from the drop-off position to a rich set of final

positions in the pickup area with different avoid distances are generated and labeled using reachability

analysis.

The NN queries the initial, final positions and the avoid distances and if unsafe, it checks a larger avoid

distance until it outputs a safe decision.

Simulation-based Reachability

In this specific case study, we use a simulation-based reachability analysis. During the offline stage, we run

each training trajectory under the worst case scenario which in our case is the largest possible disturbance

attainable in the environment. Under this condition, for a given trajectory pτ , the maximum deviation dm is

calculated as follows:

dm = max
d∈D

max
t∈[0,T ]

min
ξ∈[0,T ]

‖pd(t)− pτ (ξ)‖ (4.2)

where pd is the position of the vehicle under disturbance d. dm is used as an upper bound for the actual

deviation from the trajectory and it is conservative since it is the maximum deviation measured through the

entire trajectory.

(a) A safe trajectory. (b) An unsafe trajectory.

Figure 4.3: Reachable sets for two sample trajectories. 2020 ©IEEE
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The position reachable sets are then generated as follows:

R(pτ , t) = {p(t) : ||p(t)− pτ (t)|| ≤ dm} (4.3)

After generating the reachable sets, the trajectory is labeled as safe or unsafe according to (4.1). In Figure 4.3,

we show the reachable sets of two sample trajectories.

Offline Training

The environment has a designated rectangular pickup area which is limited between [0.0, 1.3]m in the x axis

and [−1.0, 1.0]m in the y axis. The drop-off point is located at pg = [4.0, 0.0]m. There are two obstacles

between the pickup area and drop-off location positioned at po1 = [2.0, 0.1]m and po2 = [3.0,−0.1]m. For

training, 294 points are uniformly distributed in the pickup area and used both as initial and final positions.

For trajectory generation, seven different avoid distances are considered: ra ∈ {0.3, 0.35, 0.4, 0.45, 0.5, 0.6, 0.7}

m.

Two NNs were trained: one for the drop-off operation and the other for the pickup task. To implement

NNs, we chose Keras (https://keras.io), a deep learning library capable of running on top of Tensorflow

(https://tensorflow.org) through a set of APIs written in Python. For all the layers (input, hidden, and

output), we use a sigmoid activation function. The NN is composed of three input nodes (x-y initial position

and avoid distance pair), one hidden layer of 40 nodes, and one output which determines if the label is Safe

or Unsafe. We trained two different NNs, one for each subtask (drop-off and pickup). The training results

showed 0% FP and about 5.2% FN for the first NN and 0% FP and about 1.2% FN for the second one.

In Figure 4.4, the initial positions in the training set for the drop-off (left) and pickup (right) operations

are presented together with their respective labels and the NN results inside the proposed workspace. Each

subfigure denotes a different avoid distance marked on top of the figure. Due to space constraints, we show

examples of data for only three avoid distance values: ra = 0.3m, ra = 0.45m and ra = 0.7m. Arrows

inside the workspace indicates the direction of motion of the vehicle. Inside each subfigure, the green (red)

dots represent initial positions from which the trajectories to the goal are labeled as Safe (Unsafe) using

reachability analysis. The green (red) circles around the dots denote the decisions of the NN on the same

training points. As can be noticed and as expected, when the avoid distance increases, the number of safe

initial positions also increases in both missions because the distance between the desired trajectories and

obstacles becomes larger. Therefore, increasing the avoid distance improves safety, however the trajectories

become longer, which generally is not desirable due to energy concerns.
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Figure 4.4: Safety maps for initial and final positions in training sets with different avoid distances for
drop-off (left) and pickup (right) missions. 2020 ©IEEE

Verification Results

Verification was performed with the methods in Section 4.2.3. Here we present the results for the second

drop-off task shown in Figure 4.4, namely the case in which the UAV starts in the set x0 ∈ [0, 1], y0 ∈ [−0.5, 0.5]

and aims to reach the goal at [4, 0]m with ra = 0.45m and disturbances dx, dy ∈ {−0.1, 0.1}m/s.

The verification results are shown in Figure 4.5. We divided the initial set into smaller subsets and verified

for each one separately in order to keep the approximation error in Flow* small enough. The size of these

subsets (i.e., the 5cm boxes inside the right subfigure in Figure 4.5) was chosen after some preliminary testing
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Figure 4.5: Verification results for the pickup task with avoid distance ra = 0.45m in Figure 4.4. The initial
set was divided into small subsets and verified. No unsafe sets were obtained. 2020 ©IEEE

– these subsets were large enough so as to verify the majority of the initial set with small approximation

error. Some subsets were further refined when an instance resulted in a too large error. Refinements were

necessary at the NN’s decision boundary as well as for sets that triggered multiple if-cases in the planner

(e.g., when planning around multiple obstacles). The verification was performed using Amazon Web Services

(https://aws.amazon.com). Each subset took roughly an hour to verify, although some took longer due

to branching introduced by if-cases in the planner. Figure 4.5 matches closely the corresponding graph in

Figure 4.4. We verified that the NN is indeed conservative so that no unsafe events occur when the NN’s

output is Safe.

The same procedure can be used for all other cases. Note that we only verified safety for the first NN as a

proof of concept; the verification procedure for the second NN would be exactly the same.

Experimental Results

We applied our framework on a real quadrotor experiments in which we designed a similar pickup/drop-off

scenario (see Figure 4.6). The quadrotor was tasked to visit different points in the pickup area and return

back to the drop-off location every round, while avoiding two obstacles (Figure 4.7).
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Figure 4.6: Safe and Unsafe training and NN results for the pickup and drop-off tasks in the area where
experiments were performed. 2020 ©IEEE

Real flights were performed with an Asctec Hummingbird quadrotor controlled through ROS. A Vicon

Motion Capture system was used to track the position of the quadrotor and to provide ground truth position

information. Two industrial fans blew wind in the middle of the area creating a disturbance towards the

obstacles. In order to generate Safe and Unsafe labels for the real scenario, 14 positions equidistant from each
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other in the pick-up area were considered. For each avoid distance ra ∈ {0.4, 0.5, 0.6, 0.7, 0.8}m, trajectories

were generated from each starting position to the drop-off goal, and vice-versa, and safety decisions about

these trajectories were made using a similar approach explained in Section 4.2.1. A trajectory here was

labeled as Unsafe if the maximum deviation from the desired trajectory became larger than the distance

between the obstacle and the desired trajectory at any point along the trajectory.

We trained two NNs, one for each sub-task. In Figure 4.6, the safety decisions are shown when the training

set is provided as input to the NN. A FP (red dot inside a green circle) corresponds to an Unsafe label (red

dot) with a Safe NN decision (green circle) while a FN (green dot inside a red circle) is a Safe label (green

dot) marked as Unsafe (red circle). The number of FPs is zero for both NNs, and there are two and zero FNs

for the first and second NN, respectively.

During testing, we exploited the trained NN by executing multiple passes back and forth from-and-to

different points in the pick-up area under an unknown disturbance generated in the middle of the area that

could push the quadrotor towards the obstacles.

Through the experiment, the vehicle was tasked to navigate using the smallest avoid distance ra = 0.4m

if possible. As expected, the NN generated Unsafe outputs for some of the points. Consequently, ra was

increased by 0.1m increments until a Safe decision was returned by the NN before sending the vehicle to

the goal. The computation time for the NN to make a safety decision is in the order of milliseconds and

it is constant for all trajectories, making it suitable for online replanning operations. On the contrary, the

simulation based reachability used during training is not suitable at runtime as its computation time increases

linearly with the duration of the trajectory. Figure 4.7 shows the sequence of snapshots, the decisions of the

NN, and the comparison between the desired and the actual trajectories (top figures) for two rounds of the

operation.

Finally, we also run an experiment in which we decided to generate trajectories with the minimum avoid

distance ra = 0.4m under the same wind disturbance in the previous experiment disregarding the decision

from the NN. During the first round, which was predicted unsafe with ra = 0.4m, the quadrotor collided with

an obstacle (Figure 4.8) confirming the Unsafe decision predicted by the NN.
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(a) Round 1, pickup task. (b) Round 1, drop-off task.

(c) Round 1, pickup task. (d) Round 1, drop-off task.

(e) Round 2, pickup task. (f) Round 2, drop-off task.

(g) Round 2, pick-up task. (h) Round 2, drop-off task.

Figure 4.7: Experimental results in which the trained NN was used to make safety decisions and replan
accordingly. 2020 ©IEEE

4.3.3 Navigation in Cluttered Environments

The other case study that we demonstrate is a navigation operation in a cluttered environment like a heavily

forested area. A UAV is tasked to reach a goal position in an environment in which obstacles are scattered
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Figure 4.8: The trajectory followed by the quadrotor for the first pick-up task in Figure 4.7(a), with
ra = 0.4 m and marked unsafe, resulting in a crash. 2020 ©IEEE

in apriori unknown locations discoverable at runtime as the system moves to the final goal. In order to

plan safety-guaranteed trajectories, here we considered a smaller environment with only one obstacle in the

center and trained and verified an neural network to predict the safety of the trajectories within this smaller

environment. The trained and verified primitive space can then be fitted and composed multiple times at

runtime to assess safety in larger spaces with more obstacles.

Through a mission, every time that the UAV encounters an obstacle along its path, it selects an intermediate

goal point around the obstacle and queries the trained NN about the safety of the trajectory to the selected

goal. If Unsafe, a new intermediate goal is queried until the output of the NN is Safe. This procedure is

repeated multiple times, for each obstacle along the path, until the vehicle reaches the final goal position.

Offline Training

To train the NN for this operation, we used a small box-shaped workspace with one obstacle in the center as

shown in Figure 4.9. We picked 44 initial and 44 final positions uniformly distributed across the start (left of

the obstacle) and goal (right of the obstacle) regions.

The safety of the trajectories generated from these 1936 start-goal position pairs is decided offline using

Flow* reachability analysis [12]. On average it took about 5 minutes for Flow* to make a safety decision for

one start-goal position pair under bounded disturbance conditions (dx, dy ∈ [−0.4, 0.4]m/s), reinforcing the

fact that reachability analysis is expensive to be performed at runtime.

Using this set of initial-final position pairs, a NN was trained to predict the safety of an untrained pair of

initial-final goals. The NN is composed of four input nodes (x-y initial position x-y goal position pair), one

hidden layer of 40 nodes, and one output which determines if the label is Safe or Unsafe. The NN showed

0% FP and about 0.2% FN performance. In Figure 4.9, we show examples of labels and NN decisions for

trajectories starting from three different initial positions to all the final goals in the training set. Similar to

77



the previous case, a green (red) dot represents a final position in which the trajectory was labeled as Safe

(Unsafe) from a given starting point and a green (red) circle represents the neural network decision for the

same point.

Figure 4.9: Safe and Unsafe trained final goals and NN decisions from various initial positions. 2020 ©IEEE

Neural Network Verification

Similar to the previous case study, since the results of a NN could be erroneous, we use Verisig to verify the

safety predictions obtained by the trained NN. As a proof of concept, to demonstrate the procedures explained

in Sections 4.2.3, and 4.2.4, the results of the neural network from a single initial position to all goal positions

in the primitive environment are verified. However, the same NN verification and retraining procedure can

be done for all possible initial and final regions. The training data for this case is presented in the first

subfigure in Figure 4.9 while Figure 4.10(a) shows the results of the verification. The gray shaded regions in

Figure 4.10(a) represent areas where the NN outputs Unsafe and Verisig concurs without performing the

whole verification since the NN output is already unsafe and thus it is in the worst case scenario conservative.

Green regions represent areas where the NN outputs Safe and Verisig verifies that the plant is safe, too. In

the yellow regions, the NN outputs Safe, but Verisig cannot decide if the plant is safe or not.

Since the NN is not completely verified due to the undecided regions, points from these regions are added

into the existing training set and the NN is retrained as explained in Section 4.2.4.

These points are shown by yellow dots in Figure 4.10(b). After retraining the NN with the addition of

these points, the NN showed 0% FP and about 1.9% FN performance which is expected since it is trained to

be more conservative. Figure 4.10(b) shows the verification results with this retrained NN and as it can be

noted, the entire goal region is verified by Verisig.
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(a) Verification of the NN trained with the original dataset. (b) Verification of the retrained NN with the conservative
dataset.

Figure 4.10: Neural network verification results. 2020 ©IEEE

Simulation Results

In this simulation, the trained NN is used to make decisions about the safety of a trajectory in the cluttered

environment presented in Figure 4.11. First, the primitive box space used for training is superimposed around

each obstacle (square areas inside Figure 4.11) in such a way that there is only one obstacle in each primitive

space, otherwise the results of the NN may not be reliable due to the difference from the training conditions.

Once the mission is started, the quadrotor picks the closest point to the final goal inside the goal region

of the first primitive as an intermediate goal. The NN makes a decision about the safety of this intermediate

goal from the current position of the UAV. If the decision is deemed Safe, the UAV moves to this intermediate

position. If the NN decision is Unsafe, it searches for a safe goal position in the goal region of the current

primitive. This search is performed by randomly querying points in the goal area of the primitive starting

from a closer proximity of the initially selected goal and radially enlarging the search area if no safe goals are

obtained immediately. Note that in order to deploy such approach, the NN must contain at least one safe

point in the goal area of the primitive. This process continues until the UAV reaches its final destination.

Figure 4.11(a) shows the trajectory followed by the quadrotor in this environment. The queried intermediate

goal positions that were found by the NN unsafe are shown by red dots in the goal regions in the primitives

areas, while the safe intermediate goals traveled by the UAV are shown by cyan dots. Wind disturbance is

present through the entire mission blowing in the northeast direction as shown by the orange arrow inside

the figures. The UAV is able to complete the mission without any collision. In Figure 4.11(b), we repeated

the same case without using the NN decisions in which the UAV moves to the intermediate goal positions
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(a) Safe replanning using NN decisions.

(b) Planning without using NN decisions.

Figure 4.11: Navigation simulation in a cluttered environment. 2020 ©IEEE

even if the NN decision is Unsafe. As expected, there are instances where the UAV crashes or gets very

close to the obstacles. These results confirm that NNs can be used to monitor safety properties of motion

planning operations using composition of smaller verified regions into larger, more complex and untrained

environments.

Experimental Results

The same case study was also performed in experiments following a similar setup as the one presented in

the previous experiment. NN training was performed on a smaller primitive environment with one obstacle,

by performing 100 flights with our aerial testbed under wind disturbance blowing in the +y direction. An

initial-final position pair was labeled as unsafe if the reachable sets generated using the approach explained

in Section 4.3.2 collided with the obstacle.
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Using these safe/unsafe labeled initial-final position pairs, a conservative NN was trained to make safety

decisions about untrained initial-final position pairs at runtime. Figure 4.12, shows the safe and unsafe

initial-final position pairs and corresponding NN decisions, using the same color coding as the previous cases.

Figure 4.12: Safe and unsafe final positions and NN results from different initial positions in the
experimental setting. The NN here is composed of four input nodes (x− y initial position x− y final position

pair), one hidden layer of 40 nodes, and one output for the safety decision. The NN showed 0% FP and
about 16% FN performance. 2020 ©IEEE

The safe navigation approach was validated in an environment with three obstacles and two fans blowing

air in the +y direction as seen in Figure 4.13. Obstacles in Figure 4.13 are represented as circles having

radius equal to the actual obstacle size plus the size of the UAV.

In Figure 4.13(a), the intermediate goal positions queried by the NN are shown using the same color code as

the simulation results. The UAV queried 20 points to avoid the first obstacle until it found a safe intermediate

goal and repeated this operation until it reached its final destination. Using this NN-based framework, it

takes a few milliseconds to search for a safe goal. The experiment results of the proposed approach are

compared with the ones in which the NN is not utilized to make safety decisions about intermediate goal

positions. As expected, in Figure 4.13(b) the UAV fails to complete its mission safely as it crashes and gets

very close to the other obstacles. These experiments were executed without the obstacles. The obstacles are

overlaid in the figure for reference.

4.4 Discussions

In this chapter, we presented an assured planning framework which enables fast and assured predictive and

proactive monitoring of autonomous systems operations in cluttered and uncertain environments at runtime.

Neural networks trained based on reachability analysis safety decisions are leveraged to make safety decisions
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(a) Safe navigation. (b) Unsafe navigation.

Figure 4.13: (a) Experimental results of the navigation of the quadrotor using the trained NN to make safety
decisions and replan and (b) unsafe navigation in which NN decisions were disregarded. The bottom row of

subfigures show snapshots of the experiments relative to the top row. 2020 ©IEEE

about the safety of planned trajectories at runtime bypassing the reachability computation. In this way, most

of the computation burden is limited to the offline operations leaving the fast decision making and replanning

tasks for the online application. Using the verification tool Verisig, the safety of the neural networks to be

used in safety critical systems is assured. The applicability of the framework is demonstrated in two case

studies.

Limitations: This assured planning framework requires accurate knowledge of the system dynamics,

controller, and path planner model for verification, which prevents the system from adapting its path planner

or controller at runtime. It is also assumed that the testing disturbances are bounded by the training

conditions. For the pickup/drop-off case study, the environment that the system is operating at runtime

needs to be known during the design time. For the navigation task, the approach is limited to work in

environments where the obstacles are sparse enough to compose the primitive environments so that there

will be one obstacle in each primitive environment. Additionally, we assume that there is always a safe goal

location to go in the primitive environment. If the system is known to be deployed in a dense environment, a

smaller primitive environment needs to be used during training, which might decrease the smoothness and

efficiency of the resultant path.
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Future Work: The framework for verification discussed in this work is a step towards assurance driven

design of learning enabled components. However, many challenges are still present ahead of us that need to

be addressed to fully integrate these technologies in safety critical operations.

A first challenge typical of LECs lays on how to select the appropriate training set. The accuracy

of any machine learning technique depends largely on the type, amount, and heterogeneity of data used

during the training phase. A poorly trained neural network results in poor performance leading to unsafe or

over-conservative behavior of autonomous systems. Similarly, overfitting can introduce overhead and poor

prediction. To deal with these issues, it is possible to perform sensitivity analysis [57] or nonconformity

analysis [63] on the system prior to perform training to better interpret and select data, or leverage knowledge

about the system dynamics to perform verification before the deployment of the LEC, as suggested in this

work.

Secondly, verification provides safety guarantees on the outputs of such LECs, however, it does not provide

any robustness guarantees against changes between training and testing conditions. Currently, state of the

art verification techniques, beyond machine learning applications, [89] require knowledge about system model

and bounded conditions. However no guarantees can be provided if for example the disturbance acting on a

system is above or below the bounds for which training was performed. In the next chapters, we address this

challenges by introducing online learning approaches to update the offline trained models when the testing

conditions differ from the training conditions.

Additionally, verification techniques typically consider a specific model that may and will change from the

actual model of a real system. Even precise system identification techniques are not able to provide fully

accurate models and often rely on specific operating conditions. One way to provide verification for systems

with model uncertainties is to consider a conservative abstracted model and verify that the real system is

equivalent or safer than this abstraction. Building on the intuition in [23], if the system performance and

behavior is verified to be closer to the desired behavior than the abstraction, then verifying the abstraction

also verifies the real system. Note that, since these conservative abstractions capture the worst-case behavior

of the system, failing to verify the abstraction may lead to believe that the actual system is not safe which

may not necessarily be true.

Lastly, safety has been the main focus in this framework, therefore the planned trajectories can result

in sub-optimal performance in terms of the efficiency. Improving the efficiency and optimizing the planned

trajectories while still assuring safety is an open and interesting problem that could be addressed in the

future.
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Chapter 5

Runtime Planning and Learning for Unfore-

seen Uncertainties

In this chapter we introduce our online planning, learning, and recovery framework for autonomous operations

under unforeseen and outside of training bounds uncertainties. Our approach estimates the behavior of the

system with an unknown model and provides safe plans at runtime under previously unseen disturbances by

leveraging Gaussian Process regression theory in which a model is continuously trained and adapted using

data collected during the autonomous operation. A recovery procedure is event-triggered any time a safety

constraint is violated to guarantee safety and enable learning and replanning. The proposed framework is

applied and validated both in simulation and experiment on an unmanned aerial vehicle (UAV) delivery case

study in which the UAV is tasked to carry an unknown payload to a goal location in a cluttered/constrained

environment. This approach has been published at 2020 IEEE/RSJ International Conference on Intelligent

Robots and Systems (IROS) [93].

5.1 Introduction

In the previous sections, we introduce model-based and learning-enabled approaches to improve safety of

autonomous systems operating under uncertainties and disturbances. The performance of learning-based

techniques highly depends on the training data, and it becomes challenging to provide safety guarantees when

the training data are limited or when the test data are outside of the training bounds. It is thus essential to

adapt and update the learning enabled components of the system with new data acquired at runtime all

while guaranteeing safety.
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Figure 5.1: Pictorial representation of the problem of planning with unknown payload. 2020 ©IEEE

For example, let’s consider an autonomous delivery case study in which a UAV has to carry unknown

loads between two points while flying through narrow corridors and windows and around and over obstacles

of varying heights and dimensions, as depicted in Figure 5.1. The load will affect the motion of the vehicle

creating deviations from the desired planned trajectory and could lead to unstable and unsafe conditions (e.g.

a collision), if not properly considered during planning.

In this chapter, we introduce a recursive dynamic Gaussian Process (GP) regression-based framework

to detect disturbance changes and learn and adapt the system performance at runtime to guarantee safety

(i.e., no collision) and liveness (i.e., completion of the task) conditions. To better drive the explanation of

our technique, we tackle a UAV pickup and delivery problem (e.g.,package delivery) in which the payload

is treated as a disturbance since the system might be required to carry different unknown payloads during

real-world applications. As the user may not know the system dynamics and may not have access to the

controller especially when off-the-shelf commercial vehicles are used, changes in the payload will affect the

system behavior and cause the system to deviate from its desired behavior, and potentially lead to unsafe

states. For this reason, the system needs to estimate the disturbance and its effects and adapt its plan

accordingly and quickly at runtime. We propose to use GP regression built on offline training data to estimate

the disturbance and deviations at runtime. As the training could be limited (not complete or shifting), the

system may not behave as expected at runtime when the conditions are outside of the training boundaries. To

deal with these situations, we consider an event-triggered runtime recovery approach and propose a method

to update the trained GP model with the new information gained at runtime to improve system performance

and safety. To summarize, we aim to solve the following challenges:

• how to estimate, recover, update, and adapt the decision of a learning enabled component online, using
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data obtained at runtime, while guaranteeing the autonomous system safety and improving its future

performance.

5.2 Problem Formulation

We are interested in finding an online adaptive policy for safe UAV navigation under unforeseen disturbances.

A general UAV with state q can be modeled as a non-linear system of the form q̇ = f(q,u). Typical control

techniques like PID controllers are designed to control u to minimize tracking error e = qdes− q for the given

system dynamics. If a disturbance d is present and unknown, the system dynamics change: q̇ = f̃(q,u,d). If

the controller is designed under no disturbance assumption, or to work under different disturbance boundaries,

the tracking performance of the system will be deteriorated leading to possible unsafe states (e.g., a collision).

By changing the motion planning of the system, however, it could be possible to perform safe operation under

limited performance (e.g., reduced speed).

This problem is formally defined as follows:

Problem 1: Runtime Fast Adaptive Safe Planning: Given a UAV tasked to navigate in a cluttered

environment, under the effect of an unknown disturbance d, find an online policy to quickly adapt its motion

plan, and constantly update the prediction to satisfy the following safety constraint:

• Safety Constraint: The UAV must avoid collision with the obstacles in the environment during its

motion:

‖p(t)− oi‖ ≥ δ ∀t ∈ [t0, T ],∀i ∈ {1, . . . , no} (5.1)

where p(t) = [x, y, z] ⊂ q is the 3D position of the vehicle at time t. Similarly, oi is the 3D position

of the ith obstacle, with no the number of obstacles in the environment and δ is the minimum safe

distance to the obstacle considering the dimensions of the quadrotor.

In order to solve Problem 1, we leverage GP-based theory to predict the future states of the system, which

requires to identify the current configuration of the system, as formally defined in the following problem:

Problem 2: Model Disturbance Estimation: Given a system with a pre-trained learning enabled

component to estimate future states of the system, find a policy to quickly identify the disturbance in the

model at runtime which causes the system to deviate from its nominal behavior.

Payload Disturbance Estimation Case Study and Assumptions: While our proposed framework

is general for different types of systems and runtime disturbances, for the sake of clarity in this paper we
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will focus primarily on payload pick-up/drop-off UAV operations in which the disturbance is the unknown

payload lifted by the vehicle at runtime: a UAV is tasked to lift and carry an a priori unknown load to a goal

while avoiding obstacles in a cluttered environment. The low-level controller of the UAV is considered as a

black box while within the high level planner different waypoints as well as the velocity of the UAV can be

changed depending on the mission. We assume that the vehicle will minimize its mission time and will try to

travel to the goal with the highest speed possible. However, moving at high speed may make the system

deviate from its desired behavior in particular in the z level due to the system dynamics and limited thrust

as shown in Figure 5.2, whereas reducing the speed can help the system to perform better tracking. Hence,

the primary goal is to find a policy to obtain the highest average speed for a UAV to avoid vertical obstacles

while carrying an unknown payload. From Problem 1, the safety constraint to respect is thus:

|z(t)− zoi | ≥ δ ∀t ∈ [t0, T ],∀i ∈ {1, . . . , no} (5.2)

We consider only z direction for the safety in this case study.

Figure 5.2: System behavior comparison with different payload disturbances and speeds. To minimize
deviations while carrying a large load it is necessary to reduce speed. 2020 ©IEEE
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5.3 Gaussian Process-based Safe Planning, Recovery and Adapta-

tion

In this section, we describe our framework for safe planning, recovery, and adaptation in UAV navigation

operations under unknown payload disturbances. Our approach consists of offline and online stages, as shown

in Figure 5.3. During the offline stage, a set of trajectories consisting of different lengths, goals, and average

speeds are run on the UAV with a bounded payload disturbance. For each trajectory, the maximum deviation

from the desired z level, and the time taken by the UAV to take off from the ground are recorded.

Figure 5.3: Architecture of the proposed approach. 2020 ©IEEE

A GP-based regression is then trained and considered at runtime to estimate the maximum deviation from

the desired trajectory and in turns compute the maximum average speed to maintain during the operation

and avoid obstacles along the way. We choose to use GP regression to solve these problems because of its

ability to provide confidence intervals which makes it easier to handle noise and uncertainties as well as

adapt its model at runtime. However, the GP regression may result in inaccurate estimations when the

test conditions at runtime are outside of the training boundaries, or due to errors in payload estimation. In
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such cases, a recovery procedure is triggered at runtime when an unsafe situation is detected by monitoring

the system’s position and velocity in z direction. The GP regression model is then updated with the data

acquired at runtime to improve future decisions.

In the following section, we explain the proposed GP-based z deviation estimation approach.

5.3.1 Gaussian Process Regression for Deviation Estimation

In order to enable online prediction of deviations during an operation, a GP regression model is trained from

a rich library of trajectories under different average velocities and payloads. We will refer to such GP model

as GP d to differentiate from the one for payload GP p introduced in Section 5.3.3. Since the controller is

treated as a black box and cannot be accessed and adapted according to the payload, the deviation from the

desired height increases with the payload and average speed, as demonstrated in Figure 5.2. The maximum

deviation from the desired height for an average speed v̄ and for a payload mass mp is extracted from the

recorded trajectory as follows:

dmz (v̄,mp) = max
t∈[Th,Th+Tg ]

max
pg∈Pg

|zτ(g,v̄)(t)− z(t)| (5.3)

where zτ(g,v̄)(t) is the desired height of the trajectory with average speed v̄, Tg is the duration of the trajectory

to the goal location, pg is the position of the goal g and Pg is the set of all goal positions used in training.

To estimate the maximum deviation from the desired height based on the estimated payload mass and the

average speed of the planned trajectory, we leverage Gaussian Process regression theory. Training inputs for the

GP d regression consist of the payload mass and average speed values: x = [x1,1 · · ·xi,j · · ·xnv,nm ] ∈ R(nvnm)×2

where xi,j = [v̄i,mj
p]
T ,∀i ∈ [1, · · · , nv],∀j ∈ [1, · · · , nm], where nv and nm are the number of average speed

and payload mass values in the training set. The output of the training is the maximum deviation value:

dz = [dmz (x1,1), · · · , dmz (xi,j), · · · , dmz (xnv,nm)] ∈ R(nvnm). Given the training set D = [x,dz], by the

definition of GP, training and test outputs follow a joint Gaussian distribution:

 dz

d∗z

 ∼ N

 µ(x)

µ(x∗)

 ,
 K + σ2

εI K∗

KT
∗ K∗∗


 (5.4)

where K =


k(x1,1,x1,1) · · · k(x1,1,xnv,nm)

...
...

...

k(xnv,nm ,x1,1) · · · k(xnv,nm ,xnv,nm)

, K∗ =

[
k(x1,x

∗) · · · k(x(nvnm),x
∗)

]
∈

R(nvnm) and K∗∗ = k(x∗,x∗) ∈ R. σ2
ε is the noise level associated with the observations, µ is the mean
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function and k is the covariance function and x∗ = [v̄∗,m∗p] ∈ R2 is the test input. The widely used Matern

kernel is considered here as a covariance function and the hyperparameters are set by optimizing the marginal

likelihood [69]. The predictive posterior distribution of d∗z is also a Gaussian distribution:

p(d∗z|x∗,x,dz) ∼ N(µ∗, σ∗) (5.5)

where µ∗ and σ∗ are calculated as follows:

µ∗ = µ(x∗) +KT
∗ (K + σ2

εI)−1(dz − µ(x)) (5.6)

σ2
∗ = K∗∗ −KT

∗ (K + σ2
εI)−1K∗ (5.7)

Finally, the maximum deviation for a test input x∗ is estimated by using the upper limit of the 95%

confidence interval which is computed by:

d̄z
∗
(v̄∗,m∗p) = µ∗ + 2σ∗ (5.8)

with µ∗ and σ∗ obtained from (5.6) and (5.7) respectively.

To create a training set, given mq = 176g the mass of the UAV used in the simulations, the trajectories

are executed with four different payload masses mp = 0 ×mq = 0g (blue curve), mp = 0.25 ×mq = 44g

(red curve), mp = 0.5 ×mq = 88g (green curve), mp = 0.75 ×mq = 132g (black curve) using a quadrotor

model defined in [6]. The trajectory library includes trajectories with four different average speed values:

v̄ ∈ {0.25, 0.50, 0.75, 1.00}m/s. Figure 5.4 shows two examples of such training trajectories with a quadrotor

tasked to reach first a 1m height and then move in the +x direction for 8m under the four loads and two of

the speeds specified above: v̄ = 0.25m/s in Figure 5.4(a) and v̄ = 1m/s in Figure 5.4(b).

The trajectory library contains 200 different trajectories executed with the four different payload masses

and Figure 5.5(a) shows the recorded maximum deviation values for each average speed and payload mass

value in the training set. The results of the GP regression training is shown in Figure 5.5(b).

The estimated maximum deviation is then used at runtime to plan and adapt the average speed of the

UAV trajectory to reach its desired goal fast without violating the safety constraints, as explained in the

following section.

5.3.2 Fast, Runtime Speed Adaptation, Online Recovery and Learning

As noted in the previous section, a payload has two effects on the UAV: 1) it slows down its take-off procedure

bringing the vehicle to a lower height from the desired height and 2) with larger speeds, it creates more

90



(a) (b)

Figure 5.4: Sample trajectories from the training library running with average speed of a) 0.25m/s, and b)
1.0m/s under four payload disturbances. 2020 ©IEEE

(a) Maximum z deviation as a function of payload and
average speed.

(b) GP regression results for maximum deviation estima-
tion obtained using GPML toolbox [70].

Figure 5.5: Offline training for maximum deviation estimation at runtime. 2020 ©IEEE

deviation from the desired trajectory while moving toward its goal. Thus, as soon as the UAV has reached

a certain height before it starts moving toward the goal, it needs to quickly decide the average speed to

maintain during the trajectory in order to reach the desired goal as fast as possible while maintaining safety

at all times. To this end, the trained GP d obtained in the previous section is used to determine the maximum

speed of the UAV to safely navigate in the environment and avoid collisions, as follows:

v̄∗ = max
v̄∈Vs(m̄p)

{v̄|d̄z(v̄, m̄p) < ζ} (5.9)

where m̄p is the estimation of the payload mass (discussed in the next section), Vs(m̄p) is the set of stable

speeds for the given payload, and ζ is the maximum allowed deviation:

ζ = min
i∈[0,no],t∈[Th,Th+Tg ]

|zτ (t)− zo,i| (5.10)
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Figure 5.6: Architecture of the proposed runtime speed adaptation, online recovery and learning approach.
2020 ©IEEE

where zτ is the desired height at time t and zo,i is the z position of the ith obstacle located along the desired

trajectory. Once the desired average speed is picked, a trajectory is planned to the desired goal location,

and the system starts to move following the desired trajectory. However, because the training is limited, it

does not cover all the possible runtime conditions. When the test input at runtime is outside of the training

boundaries, the system may behave different than expected. For example, when the system carries a large

payload and choose to travel with high speed, it may lose height and become unsafe or if the deviation

estimation is inaccurate the vehicle may collide with the obstacles. To prevent such situations, we follow an

online recovery and adaptation procedure which is summarized in Figure 5.6.

To detect inaccuracies in prediction, changes in the z velocity and position of the system are monitored

at runtime: A high negative ż is considered unsafe because it causes the system to lose height and become

unsafe and a low z close to the clearance level is also considered unsafe because it can cause the system to

collide with the obstacles. These situations trigger a recovery mode in which the vehicle stops its current

go-to-goal task and switches to a hovering mode to bring the system to a certain height and decide a new

speed. To guarantee that recovery is possible, the maximum payload and speed limits were tested offline.

If the recovery is performed because the z level of the UAV becomes lower than the allowed level to pass

the obstacle, a new speed is chosen by considering a lower deviation threshold. If the recovery is performed

due to high −ż, the detected unsafe speed is added to the training set and labeled unsafe.

The set of stable speeds is decided using Support Vector Machine (SVM) classification trained with the

training input x ∈ R(nvnm)×2 and training output s ∈ R(nvnm) which is initially set to s = ~1 (i.e.,safe).

Therefore the initial set of stable speeds consists of all admissible speed values.

xsvm = [x, [v̄, m̄p]
T ], ssvm = [s, 0] (5.11)

After retraining the SVM with the updated dataset that includes both safe and unsafe trajectories, a new
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speed value is picked using (5.9). If the selected speed is still detected to cause the system to deviate more

then the permitted threshold, a recovery is triggered and a lower speed is considered. Once the system

completes its trajectory, the estimated payload, final average speed and the maximum recorded deviation are

added to the training set and used to retrain the GP online for more accurate decisions in future iterations.

xgp = [x, [v̄f , m̄p]
T ]],dgpz = [dz, dz(v̄f , m̄p)] (5.12)

By following this online recovery procedure, the system is able to use the pre-trained learning enabled

components to make decisions at runtime, even if the test conditions are different from the training conditions.

Furthermore, the system is able to improve the decisions over time thanks to the online learning.

The drawback of such approach is that the computational complexity of the GP regression and SVM

classification increases with the data size. However, this drawback can be overcome by keeping the training

data size bounded. This can be achieved by removing the redundant data collected at runtime. In this work,

the size of the data set used by the learning enabled components was within the range of fast training and

estimation, therefore we left data pruning as a future work.

In order to be able to use the GP-based deviation estimation model explained in Section 5.3.1 and to

update this model at runtime as explained in Section 5.3.2, the payload disturbance should be estimated

because input to GP d. We again leverage GP regression theory to estimate the payload and explain the

details in the next section.

5.3.3 Gaussian Process Regression for Payload Estimation

The UAV is tasked to reach a desired height in a certain amount of time after picking up an object of

unknown mass. In order to estimate the amount of payload mp that the UAV is carrying, we leverage again

GP regression based on a library of previously collected data. To train such GP, GP p, the UAV is tasked to

reach a desired height following a vertical trajectory for a fixed time duration under different payloads and

measurement and process noises.

Since the internal controller is treated as a black box, due to the thrust-to-weight ratio properties inherent

of UAVs, the increased mass of the vehicle will affect the time it takes to reach the desired height and thus

there is a direct correlation between take-off time and weight.

During training, for each mp value, the time which takes the system to pass a given z level is obtained

from the collected data as follows:

th = min
t∈[0,Th]

{t|z(t) ≥ zh} (5.13)
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where zh ≥ 0 is the user defined detection height to estimate the weight of the load and Th is the vertical

trajectory duration. These observations are recorded in the training set: th = [th,1, · · · , th,n] and mp =

[mp,1, · · · ,mp,n] where n is the size of the training set. Given the training set of the collected observations of

M = {th,mp}, the goal is to predict the payload mass for a new input t∗h by drawing m∗p from the posterior

distribution p(m∗p|M). By definition of GP [69], the training set output mp and the test output m∗p are joint

multivariate Gaussian distributed: mp

m∗p

 ∼ N

 µ(th)

µ(t∗h)

 ,
 Km + σ2

εI Km
∗

(Km
∗ )T Km

∗∗


 (5.14)

where σ2
ε is the noise level associated with the observations, µ is the mean function and k is the covariance func-

tion. Km ∈ Rn×n has entriesKm
(i,j) = k(th,i, th,j) for i, j ∈ {1, · · · , n},Km

∗ =

[
k(th,1, t

∗
h) · · · k(th,n, t

∗
h)

]
∈

Rn×1 and Km
∗∗ = k(t∗h, t

∗
h) ∈ R with a Matern kernel [69] as a covariance function. The predictive posterior

distribution of m∗p is also a Gaussian distribution:

p(m∗p|t∗h, th,mp) ∼ N(µ∗, σ∗) (5.15)

with the following mean and covariance:

µm∗ = µ(t∗h) + (Km
∗ )T (Km + σ2

εI)−1(mp − µ(th)) (5.16)

(σm∗ )2 = Km
∗∗ −KT

∗ (Km + σ2
εI)−1Km

∗ (5.17)

Once the vehicle lift an object from the ground at runtime, the payload mass is estimated based on the

time it takes for it to reach zh level using the upper limit of the confidence interval calculated as follows:

m̄∗p = µm∗ + 2σm∗ (5.18)

where µm∗ and σm∗ are calculated according to (5.16) and (5.17) respectively. This mass estimation is then

used as one of the inputs for the GP d presented in Section 5.3.1 to estimate the deviations from the desired

height and make decisions about the optimal speed to maintain along a trajectory.

The GP p regression model trained for payload estimation is shown in Figure 5.7. Training was executed

under the same conditions used for training GP d and with a detection height threshold set to zh = 0.05m.
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Figure 5.7: GP regression results for payload estimation based on the take-off time using GPML toolbox [70].
2020 ©IEEE

5.4 Simulations

We validate the proposed online adaptation, recovery and learning approach with a quadrotor UAV pick-up

and a drop-off case study: specifically, the vehicle is tasked to lift and carry objects with a priori unknown

weights between two designated locations (p0 = [0, 0, 0],p1 = [20, 0, 0]) flying at z = 1m level through windows

in the middle. We performed 100 simulations with random window positions and observed safe behavior of

the system. In this section, we show one case with different mass values where there are two windows in the

environment located at (xw = 6, zw = 0.62)m and (xw = 12, zw = 0.45)m shown in Figure 5.8 where zw is

the height of the obstacle to avoid and for the window shaped obstacle it is the height of the frame base. The

quadrotor is required to pass through these windows to move between the designated locations.

When the vehicle picks up an object from the ground, the payload is estimated based on the time it takes

to take off from the ground (i.e., to reach a height zh = 0.05m) according to (5.18) using the pre-trained GP p.

After estimating the payload mass, the average speed to go to the goal is picked using (5.9), based on the GP d.

As the vehicle completes its trajectory, GP d is updated with the data obtained at runtime. In Figure 5.8(a),

we show the actual path (blue curve) and the desired trajectory (magenta curve) of the quadrotor which is

tasked to carry a 192.2g payload. The vehicle estimates the payload as 223.5g and decides to move to its goal

with v̄ = 0.7m/s based on the pre-trained GP d shown in Figure 5.5(b). After successfully reaching the goal

location, the quadrotor updates GP d with the estimated payload mass and observed maximum deviation.

The updated GP d result is shown in Figure 5.9(a). The estimated payload mass and speed pair is also labeled
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(a) 1st task with 192.2 g payload. The estimated payload
is 223.5g.

(b) 3rd task with 200.0 g payload. The estimated payload
is 285.7g.

(c) 21st task with 200.0 g payload. The estimated payload
is 285.7g.

Figure 5.8: Desired and actual trajectories of the quadrotor while it is performing a pick up/drop off task in
an obstacle cluttered environment. The arrow shows the direction of the trajectory. 2020 ©IEEE

as safe and added to the safety data set shown in Figure 5.10(a) where the added point is marked with a blue

circle. In Figure 5.8(b), we show the 3rd task where the quadrotor carries a 200g payload which is estimated

as 285.7g and it decides to go to its goal with a speed v̄ = 0.85m/s. After the vehicle starts moving towards

its goal, its velocity in the −z direction increases and the inconsistency detector discussed in Section 5.3.2

triggers a recovery action. After completing the recovery action, the initial velocity and payload estimation

pair is labeled as unsafe and added to the data set (marked with a black circle in Figure 5.10(b)) and the

vehicle decides to move with average velocity v̄ = 0.57m/s which is picked according to the updated SVM

safety decision model. After the UAV is able to complete its trajectory safely with the new average speed

value, GP d is updated with this speed value and estimated payload mass pair as shown in Figure 5.9(b).

In Figure 5.8(c), we show the 21st task where the quadrotor UAV carries the same load as in the third task.

Thanks to the data acquired online and updated GP regression and SVM decision models, the vehicle decides

to travel with average velocity 0.41m/s and is able to complete its trajectory without performing a recovery

action. The safety decision model with all the data collected offline and online is shown in Figure 5.10(c). As

the system obtains more data, it becomes able to make better decisions about the speed avoiding recovery

operations. The GP d after 21 tasks is presented in Figure 5.9(c) and because of the uncertainties in the data
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(a) Updated GP estimation after the 1st

task.
(b) Updated GP estimation after the 3rd

task.
(c) Updated GP estimation after the 21st

task.

Figure 5.9: Updated GP regression estimation models after each task with the data acquired at runtime.
2020 ©IEEE

(a) Updated safety decisions after the 1st

task.
(b) Updated safety decisions after the 3rd

task.
(c) Updated safety decisions after the 21st

task.

Figure 5.10: Updated SVM safety decision models after each task with the data acquired at runtime.
2020 ©IEEE

collected online, the confidence interval of the GP regression becomes larger. Because this work considers

the safety of the vehicle as a priority, both the deviation estimation and safety decisions are performed in a

conservative way as demonstrated in this set of simulations. The vehicle is able to complete its tasks without

going into unsafe states, and improve its decision making over time thanks to our online recovery and learning

approach.

These demonstrated simulations were run on an Intel Core i9-9900K CPU at 3.60GHz taking 62.83ms

on average to update GP d and 0.97 ms on average to estimate the maximum deviation estimations using

the trained GP regression model. SVM decision model updates took 4.82ms on average. These results

demonstrate that the proposed GP based approach is suitable for online applications.

5.5 Experiments

Experiments were performed on an AscTec Hummingbird quadrotor UAV tasked to fly with different payload

disturbances and through a window located at varying distances from the robot’s initial position. A Vicon

motion capture system was used to monitor the state of the quadrotor. The control commands to the

quadrotor are communicated through the Robot Operating System (ROS). We used Matlab GPML Toolbox

[70] to perform GP regression and the interface between Matlab and ROS was established through the Matlab

ROS Toolbox.
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Figure 5.11: GP regression results for payload estimation based on the take-off time for the experiment test
bed. 2020 ©IEEE

The training data for payload and deviation estimation for GP regression were collected by running

a trajectory with five different average speed values: V = {0.25, 0.50, 0.75, 1.00, 1.25}m/s, and with three

different payload disturbance: Mp = {100, 300, 500}g. In order to perform payload estimation, the take-off

time of the trajectories in the training set is measured using (5.13) for zh = 0.2m. GP p results for payload

estimation are shown in Figure 5.11. As the purpose of the quadrotor is to reach its goal location as quickly

as possible, it does not wait until it reaches a certain height to create a trajectory to the goal. At the online

stage, the system trains a GP d using the data collected at the offline stage to estimate the deviation at a

position where the system is required to pass through a narrow window. After the system starts moving

vertically, the payload disturbance is estimated using (5.18) based on the observed take-off time and the

system plans a trajectory with an average speed decided using (5.9).

In Figure 5.12, we compare the actual path and speeds followed by the UAV with different payloads and

positions of the window. In Figure 5.13(a), we demonstrate the experiment setup for a quadrotor starting

its mission at p0 = [−2, 0, 0]m and tasked to reach the goal located at p1 = [2, 0, 0]m by flying at z = 1.5m

height in an environment with a window shaped obstacle with 0.6m clearance. The overlapped sequence of

snapshots for a quadrotor carrying 400g payload though a window located in three different locations: a)

xw = −0.5m b) xw = 0m and in c) xw = 1m at zw = 1.2m are shown in Figure 5.13. The payloads tested in

these experiments were not included in the training set.

In Figure 5.12(a), the window is positioned at xw = −0.5m and the quadrotor is tasked to move with

50g, 200g, 400g and 550g payloads. When the payload is 50g (cyan curve), the quadrotor is able to reach
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(a) Results for 50g, 200g, 400g, and
550g payloads and window located at
xw = −0.5m.

(b) Results with payloads 200g and
400g when the window is located at
xw = 0.0m.

(c) Results with payloads 200g, 400g
and 520g when the window is located
at xw = 1.0m.

Figure 5.12: Experiment results with three different window positions and varying payloads. 2020 ©IEEE

(a) Results with average speed 0.25m/s
to pass the window at xw = −0.5m.

(b) Results with average speed 0.30m/s
to pass the window at xw = 0.0m.

(c) Results with average speed 0.35m/s
to pass the window at xw = 1.0m.

Figure 5.13: Overlapped sequence of snapshots for the quadrotor carrying a 400g payload. 2020 ©IEEE

Table 5.1: Experiment results.

(a) xw = -0.5m (b) xw = 0.0m (c) xw = 1.0m
payload

(g)
payload
est. (g)

speed
(m/s)

payload
est. (g)

speed
(m/s)

payload
est. (g)

speed
(m/s)

50 136.74 1.25 - - - -
200 293.89 0.50 276.95 0.55 276.78 0.80
400 443.87 0.25 421.29 0.3 479.85 0.35
520 - - - - 540.62 0.30

its goal position with v̄∗ = 1.25m/s which is the maximum permitted average speed value. For payload

disturbance 200g (red curve) and 400g (blue curve), the system decides to go with average speed values

v̄∗ = 0.5m/s and v̄∗ = 0.25m/s respectively successfully passing through the window without collision. With

high payload values, decreasing the speed allows the system to follow its trajectory more closely than lower

payload values over time. With 550g (black curve), the system cannot find an average speed value which keeps

the deviation lower than the desired threshold and decides to go with minimum average speed of 0.25m/s in

the beginning and performs a recovery (yellow curve) due to its low height before the obstacle. After recovery,

a trajectory with average speed of 0.2m/s is generated and the quadrotor is able to pass the window without

a collision. In Figure 5.12(b), we show the experiment results for the same window located at xw = 0m. As
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the deviation in z gets smaller over time, the quadrotor was able to move with higher speeds in this case. For

payload disturbance 200g and 400g, the quadrotor picks average speed values v̄∗ = 0.55m/s and v̄∗ = 0.30m/s

respectively. We did not repeat this experiment for payload disturbance 50g as the quadrotor was able to

move with the maximum average speed in the previous case and hence moving the window closer to the goal

can only improve the situation. Lastly, we moved the window to the xw = 1.0m position and repeated first

the tests with payload disturbances 200g, and 400g. The quadrotor was able to move with v̄∗ = 0.80m/s and

v̄∗ = 0.35m/s respectively, which are higher than previous (a) and (b) cases, as expected. We also tested

with a payload disturbance of 520g (magenta curve), which is higher than the largest payload in training

set, and the quadrotor was able to move with 0.30m/s average speed and safely pass the window. With the

dashed blue curve in Figure 5.12(c), we show the trajectory of the quadrotor moving with the maximum

average speed value without using our approach and we demonstrate that the system would have crashed

with the wall below the window as expected. These results are also summarized in Table 5.1.

5.6 Discussions

In this chapter, we have presented a fast runtime planing, recovery and learning framework for safe navigation

of autonomous systems with unknown payload disturbance. We have leveraged Gaussian Process regression

theory to estimate the payload disturbance and the deviation of the system from the desired behavior and

to adapt the speed of the planned trajectory. The model used for prediction is also constantly updated at

runtime with the data acquired online to improve the future decision making.

Limitations: The presented runtime planning, learning, and recovery technique requires a prediction

mechanism to accurately detect when the designed plan leads the system to an unsafe situation. This prediction

also needs to be early enough to allow the recovery planner to take over safely. Runtime disturbances can be

outside of the training bounds; however, the system needs to be physically capable of operating under the

runtime disturbance (e.g., runtime payload disturbance needs to be under the payload capacity of the UAV),

and remain controllable. For safety, the GP regression model for payload disturbance estimation needs to be

over-conservative.

Future Work: This framework introduced a way of incorporating the feedback at runtime into offline

trained models to adapt the plans for the system in a safe way. In the future, to formally guarantee safety

within this method, assurance needs to be provided during the recovery process. Additionally, different types

of disturbances (such as wind disturbance) can be considered within this framework to adapt the plans

accordingly.
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The presented runtime planning and learning approach mainly focuses on the disturbances outside of

the training set. Vehicles can also be subject to faults at runtime that can cause them to operate under

degraded conditions and they need to be considered to improve performance and safety at runtime. In the

next chapter, we tackle this problem and introduce our meta-learning-based planning technique.
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Chapter 6

Meta-Learning-based Trajectory Tracking un-

der Degradations

In this chapter, we present our meta-learning-based approach to improve the trajectory tracking performance

of an unmanned aerial vehicle (UAV) under actuator faults and disturbances which have not been previously

experienced. Our approach leverages meta-learning to train a model that is easily adaptable runtime to

make accurate predictions about the system’s future state. A runtime monitoring and validation technique is

introduced to decide when the system needs to adapt its model by considering a data pruning procedure

for efficient learning. Finally the reference trajectory is adapted based on future predictions by borrowing

feedback control logic to make the system track the original and desired path without needing to access the

system’s controller. The proposed framework is applied and validated in both simulations and experiments

on a faulty UAV navigation case study demonstrating a drastic increase in tracking performance. This work

has been accepted for publication at 2021 IEEE/RSJ International Conference on Intelligent Robots and

Systems (IROS) [91].

6.1 Introduction

When operating in real world, robotic systems can face component faults that usually occur without apriori

knowledge, making them challenging to be considered during the design time. For this reason, such conditions

can lead the system to operate under degraded conditions at runtime.

For example, let’s consider a UAV depicted in Figure 6.1, tasked to track a pipeline for inspection purposes.

An unexpected fault or disturbance can compromise the stability of the system, making it deviate from the
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Figure 6.1: Pictorial representation of a UAV experiencing a failure at runtime causing task degradation like
losing track of the pipe. 2021 ©IEEE

desired path possibly losing sight of the pipeline. Similarly, the same vehicle in a cluttered environment (e.g.,

heavy forested area) may end up deviating from a planned trajectory leading to possible unsafe situations

like collisions.

To deal with such unforeseen and undesired situations, the system needs to quickly learn its model under

new conditions at runtime and adapt its behavior accordingly. To adapt the system’s behavior, one can act

on the system’s controller, however, it is not always possible to reconfigure the system’s controller, especially

when off-the-shelf commercial vehicles with black-box control architectures are used. Instead, we observe that

the high-level planner which is typically in charge of providing references for the existing controller can be

easily adapted.

In order to update the reference trajectory, the system’s model under new condition needs to be learned at

runtime to make predictions about its future states. However, learning complex autonomous system models

usually requires leveraging either 1) computationally demanding system identification and adaptive control

techniques which may not be fast enough to characterize the new model online or 2) advanced machine

learning techniques which may be limited by the amount and quality of training data. Among learning

enabled components (LECs), deep neural networks (DNNs) have been demonstrated to be very effective

to model complex system dynamics [67]. However, they typically require a large amount of data and long
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training time for accurate and reliable predictions. Meta-learning [20], on the other hand, is a recent method

developed to “learn to learn” by leveraging optimization techniques to design machine learning models that

can be adapted to the new tasks easily by using a few training examples. In this chapter, we introduce a

meta-learning based framework to predict the future states of an autonomous system under an unknown

degraded condition and we use these predictions within our reference trajectory planning framework. Inspired

by classical feedback control theory we then propose to adapt the reference trajectory provided to the system

to improve the trajectory tracking performance without accessing the controller.

The performance of the meta-learning system’s model adaptation and prediction depends on the data

collected at runtime. The initial data collected at runtime may not always be enough to represent the model

as a whole. For this reason, we present a runtime monitoring and validation framework to decide when the

model needs to be re-learned due to inaccurate predictions. Additionally, to keep the runtime learning data

size limited, we introduce a data pruning approach for selecting the most representative data for the model.

In the literature, there are also works utilizing machine learning techniques such as deep neural networks

to design trajectories that a UAV is expected to demonstrate good tracking performance [43]. [98] builds

on this technique by improving the network training over time using active training trajectory generation

based on the network prediction uncertainty. Even though these methods also propose trajectory update for

improved tracking behavior, they are not designed for systems experiencing model changes between the design

time and runtime; therefore, they are not suitable for systems experiencing component failures as presented

in this chapter. In this work, we also adapt the reference trajectory to improve trajectory tracking, but we

consider systems under disturbances and faults. [54] also uses meta-learning to improve tracking performance

of systems with uncertain models. Meta-learning is utilized to adapt to model changes and estimate model

uncertainty at runtime, and this online model is used within stochastic MPC for better control of the system.

Different from our proposed approach, this work does not specifically consider system with faults, and assume

to have an access to the control inputs.

Assumptions: Our framework assumes that the system does not have access to the controller or the

control inputs, but it has access to the planner and updates the reference input. We assume the access to

different faulty models for training purposes during the design time, and the runtime faults are also similar

to the training faults.

6.2 Problem Formulation

In this chapter, we are interested in finding a technique to predict the future states of a system under

unforeseen actuator faults, to validate and relearn the prediction model at runtime, and to adapt system’s
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reference trajectory to improve its trajectory tracking performance according to the predictions. These

problems are formally defined as follows:

Problem 1: Future State Prediction under Failure: A UAV with a nominal dynamical model f(x,u)

as a function of its states x and controller inputs u has the objective of following a predefined desired trajectory

xτ . Under actuator failures and disturbances the system’s model changes to x(k + 1) = f ′(x(k),u(k)). In

either case, control inputs are generated by a fixed controller u(k) = g(x(k),xτ (k+ 1)). With these premises,

find a policy to predict the future state of the system as a function of its current state and reference trajectory:

x̃(k + 1) = f̃ ′(x(k),xτ (k + 1)).

Problem 2: Runtime Monitoring: As the prediction model can vary or change over time, the data

which are used to update the model in the beginning of the operation may become unable to represent the

model. To overcome this problem, design a runtime monitor to decide when the learned model becomes

inaccurate, and to select the online learning data to effectively relearn the model at runtime.

Problem 3: Reference Trajectory Update: Once the faulty system model is learned and the future

state of the system is predicted by solving Problem 1, find an online policy to dynamically update the

reference trajectory x̃τ (k+ 1) input to the system such that the deviation from the original desired trajectory

(d =‖x− xτ‖) is minimized.

6.3 Trajectory Tracking Improvement Using Meta-Learning

Our framework to improve the tracking performance of a system with actuator faults consists of offline and

online stages, as shown in Figure 6.2. During the offline stage, UAVs facing various actuator faults are tasked

to follow a set of trajectories at different speeds. For each actuator fault, the state of the system and the

desired trajectory are recorded in the offline dataset, and a model for future position prediction is trained

with this dataset using meta-learning. We use MAML [20] as the meta-learning approach due to its ability to

train neural networks easy and fast to fine-tune with a small amount of data.

At runtime, a UAV with a different failure than the ones used during the offline stage is tasked to follow

a trajectory towards a goal. Once the vehicle starts its operation and collects a certain amount of data,

the meta-trained model is fine-tuned according to the new observed data. The fine-tuned neural network is

then used to predict the system’s future state according to its reference trajectory. Our trajectory update

approach adaptively updates the reference trajectory according to the predicted deviation from the desired

path. This approach allows us to trick the system into trying to follow a reference trajectory different than

the actual desired trajectory; however, it, in fact, makes the UAV follow its original desired trajectory with a

smaller deviation. With the proposed runtime monitoring approach, the meta-learned model is constantly
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Figure 6.2: Meta-learning-based framework for trajectory tracking recovery under unknown
faults/disturbances. 2021 ©IEEE

validated and updated when necessary. In the next sections, we will explain each component of our approach

more in details.

6.3.1 MAML for State Prediction under Degraded Conditions

During the offline stage, we create a dataset by collecting data from a UAV with an actuator fault/disturbance

from a discrete fault set F following different trajectories. This fault set also contains the case in which a

UAV without a fault follows the same trajectories. At runtime, we aim to learn a model, denoted as f̄ ′ which

takes as input the desired position and velocity with respect to the current position and velocity, and outputs

the system’s next position with respect to its current position. A training input xiDNN ∈ R6 and a training

output yiDNN ∈ R3 for a UAV with the fault Fi ⊂ F are calculated as follows:

xiDNN =

 pτj (k + 1)

vτj (k + 1)

−
 pi(k)

vi(k)


yiDNN = pi(k + 1)− pi(k) (6.1)

∀j ∈ 1, . . . , N, ∀k ∈ 1, . . . , T (τj)

where N is the number of training trajectories, pi and vi are the position and velocity of the UAV under

fault i respectively and T (τj) is the duration of the trajectory τj in unit time steps. The dataset Di for the
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fault Fi contains the training input matrix Xi
DNN ∈ R6×Mi and Y i

DNN ∈ R3×Mi with the columns xiDNN and

yiDNN respectively. Mi is the number of data samples for fault Fi. The training dataset for meta-learning

contains the data from each failure: Di ⊂ D. It should be noted that we used position and velocity as training

inputs, however, our approach is independent of this choice and higher dimensional inputs can also be used

depending on the complexity of the behavior and the prediction.

The purpose of meta-learning is to train a model which is adaptable for different tasks at runtime. As a

review, MAML considers a model represented by a parametrized function f̄ ′θ with parameters θ. For ease of

notation, for the rest of the paper, we will use fθ to indicate the meta-learning model. During the offline

meta-training, the model parameters θ are meta-optimized according to Algorithm 1 in [20]. In summary, θ

is initialized randomly and updated to θ
′

i while adapting to fault Fi:

θ
′

i = θ − α∇θLFi(fθ) (6.2)

Meta-optimization across the tasks then updates the model parameters according to Equation 1 in [20]:

θ ← θ − β∇θ
∑
Fi⊂F

LFi(fθ′i ) (6.3)

where α and β are hyperparameters for optimization step size and L is the loss function. As our problem is a

supervised learning problem, the loss function is given as follows:

LFi(fφ) =
∑

xiDNN,y
i
DNN∈Di

‖fφ(xiDNN)− yiDNN‖22 (6.4)

where xiDNN and yiDNN are given in (6.1).

6.3.2 Online Meta-Network Update

At runtime, as the UAV experiences a fault outside of the training fault set, it collects data from its position

and velocity sensors upon starting its operation and adapts its offline meta-learned model. The system is able

to quickly collect enough data to adapt its model as the model parameters are optimized for easy adaptation

with meta-learning. Initially, the vehicle collects K consecutive data and constructs an online learning dataset

with input X∗DNN ∈ R6×K and output Y ∗DNN ∈ R3×K . The input and output sample data from the dataset

107



are calculated as follows:

x∗DNN(k) =

 p∗τ (k + 1)

v∗τ (k + 1)

−
 p∗(k)

v∗(k)


y∗DNN(k) = p∗(k + 1)− p∗(k) (6.5)

where k ∈ 1, . . . ,K, p∗ and v∗ are the position and velocity of the UAV under unknown fault F∗ respectively

and p∗τ and v∗τ are desired trajectory positions and velocities respectively. With this runtime dataset, the

meta-trained model is adapted using gradient descent update and a fine-tuned model fθ∗ with updated

parameters θ∗ is obtained. The fine-tuned model is then used and re-adapted to update the reference

trajectory as explained in the following section.

6.3.3 Runtime Reference Update, Monitoring, and Re-learning

After the initial adaptation of the meta-trained model, the system constantly updates its reference trajectory

to improve trajectory tracking and performs runtime monitoring and relearning for model validation by

following the architecture demonstrated in Figure 6.3. The reference trajectory is updated using the state

predictions as explained next.

Figure 6.3: Architecture of the proposed runtime trajectory updating, runtime monitoring, and online
learning approach. 2021 ©IEEE

Reference Trajectory Update using Meta-Trained Network

To explain the proposed reference trajectory update procedure, we use the pictorial representation in

Figure 6.4(a) as a guideline. By using the online training data shown by black crosses for K = 5, the system
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fine-tunes its meta-trained model as explained in the previous section and predicts its next position:

p̃∗(k + 1) = fθ∗


 p∗τ (k + 1)

v∗τ (k + 1)

−
 p∗(k)

v∗(k)


+ p∗(k) (6.6)

The next position prediction p̃∗(k + 1) (shown by the orange dot in Figure 6.4(a)) is used to update the

reference trajectory to compensate for the fault that the system is experiencing. By correcting the reference

trajectory in the opposite side of the predicted deviation, the system is tricked to apply the necessary inputs

to follow its desired path without a need for accessing the controller. The predicted deviation from the desired

path is shown by orange dashed line in Figure 6.4(a) and is calculated as follows:

d̃(k + 1) = p̄∗τ (k + 1)− p̃∗(k + 1) (6.7)

where p̃∗(k+1) is the position prediction calculated in (6.6) and p̄∗τ (k+1) is the closest point on the trajectory

τ∗ to the predicted position:

p̄∗τ (k + 1) = arg min
p∗τ (t),t∈{0,...,T (τj)}

‖p̃∗(k + 1)− p∗τ (t)‖ (6.8)

(a) Trajectory update procedure. (b) Runtime validation and relearning procedure.

Figure 6.4: Pictorial representations of the proposed trajectory update and online learning methods.
2021 ©IEEE

To compensate for the fault, the reference trajectory position (shown by magenta dot in Figure 6.4(a)) is

updated based on the original desired trajectory:

r∗(k + 1) = p∗τ (k + 1) + c(k + 1) (6.9)
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where c(k + 1) is the trajectory update vector calculated based on the history of observed deviations and the

predicted deviation using a PID-based rule:

c(k + 1) =κpd̃(k + 1) + κd(d̃(k + 1)− d(k)) + κi

(
t=k∑
t=0

d(t) + d̃(k + 1)

)
(6.10)

where d(k) (green dashed line in Figure 6.4(a)) is the system’s deviation from the desired path at time k and

κp, κd and κi are positive proportional, derivative and integral gains respectively. The reference velocity to

the system is also updated accordingly:

r∗v(k + 1) =
r∗(k + 1)− r∗(k)

∆k
(6.11)

With this reference updating strategy, the faulty system converges to its desired path over time. After the

updated reference is applied to the controller as an input, the learned model is validated by comparing the

model predictions with the actual position of the system as described in the next section.

Runtime Model Validation

When the system is operating under a previously unseen fault, an initially adapted meta-trained model may

not be able to make accurate predictions if the system’s behavior has a lot of variations over time. To prevent

inaccurate predictions and their potential negative effects at runtime, the model is constantly validated by

comparing its prediction with the actual state. The proposed runtime model validation scheme is pictorially

presented in Figure 6.4(b). After updating the reference trajectory, the future position of the system p̃∗r(k+ 1)

(shown by a blue point), while it’s following the new reference trajectory r∗, is predicted using the fine-tuned

model:

p̃∗r(k + 1) = fθ∗


 r∗(k + 1)

r∗v(k + 1)

−
 p∗(k)

v∗(k)


+ p∗(k) (6.12)

If the predicted future position differs from the actual position one step later more than a given threshold

(i.e., if the deviation shown by blue dashed line in Figure 6.4(b) exceeds a certain threshold), the learned

model is invalidated:

s(k + 1) =


0 if ‖p̃∗r(k + 1)− p∗(k + 1)‖> δ

1 otherwise

(6.13)

where s(k + 1) is a binary variable that denotes the validity of the learned model f∗θ and δ is a user-defined

threshold for prediction deviation. If the model is invalidated (s = 0), online re-learning is triggered and the

model is re-adapted using new online data selected as explained next.
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Data Pruning and Online Relearning

To quickly update the meta-learned model with the runtime data, the number of online training samples

needs to be kept bounded. However, selecting data which are not representative of the system may cause

poor learning performance, and lead to unnecessary relearning operations. To prevent this and relearn the

model with the most representative data, we use k-means clustering [49].

At time k + 1 (for k > K), the system collects data from the history of the relative reference positions

and velocities:

X∗ =

 r∗(2 : k + 1)

r∗v(2 : k + 1)

−
 p∗(1 : k)

v∗(1 : k)


Y∗ = p∗(2 : k + 1)− p∗(1 : k) (6.14)

where X∗ ∈ R6×k is the history of potential inputs to the model learning and Y∗ ∈ R3×k is the history of

potential outputs. The history of inputs are clustered into K clusters and the centroid of each cluster j is

obtained: Cj ∈ R6,∀j ∈ {1, . . . ,K}. For online training, the closest point to each centroid in the input data

history is selected as a training input:

X∗DNN(j) = arg min
X∗(n),n∈{1,...,k}

‖X∗(n)−Cj‖ ∀j ∈ {1, . . . ,K} (6.15)

The model is re-learned as explained in Section 6.3.2 by using the pruned input data X∗DNN ∈ R6×K and

the corresponding output data Y ∗DNN ∈ R3×K . As pictorially shown in Figure 6.4(b), with the proposed

re-learning procedure the system picks new learning data from its history which are more representative and

sparse than the initial data used. By using this data pruning and online learning approach, more diverse

training data are chosen online, and redundant data are removed, leading to more efficient and effective

online learning at runtime.

It should be noted that the complexity of the k-means clustering increases with the number of data points

to be clustered, which can potentially cause runtime problems for longer trajectories. This issue can easily

be solved by limiting the data size by removing older data – with the intuition that the significance of the

previous data on the system’s current behavior decreases over time.
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6.4 Simulations

We validate the proposed meta-learning based reference trajectory adaptation, runtime monitoring, and re-

learning approach with a quadrotor trajectory tracking case study. In this case study, we use a 12-dimensional

quadrotor UAV model with a baseline PID controller for position and attitude control which is designed

for the nominal model (i.e., with no faults) [56]. The actuator fault is simulated by reduced thrust on

various propellers. During the offline stage, meta-training data are collected with a nominal UAV model and

with UAV models under four different actuator faults given in Table 6.1. To obtain enough training data,

minimum-jerk trajectories [55], to four different goal position with different initial and final speed values are

generated, and a faulty UAV is tasked to follow these trajectories. We utilized a Tensorflow [84] Keras [35]

implementation of MAML [20] for training and adapting the meta-learning. We train a neural network with

two hidden layers with 40 nodes using the offline training data.

At runtime, the UAV is tasked to follow a path moving in an obstacle cluttered environment. In the

case shown in Figure 6.5, the system is tasked to move to a goal at pg = [8, 0, 1]m from its initial position

p0 = [0, 0, 1]m following an obstacle-free minimum-jerk trajectory. We consider an actuator fault between F3

and F4 which is not used during the training F∗1 : 70% of the commanded thrust on propeller 2.

In Figure 6.5(a), the UAV follows the desired trajectory (black curve) moving between the obstacles (red

semi-transparent circles). At the beginning of the operation, the UAV collects K = 20 training samples (black

crosses) and updates its meta-trained neural network accordingly. Using the updated model, the UAV’s next

position is predicted and the reference trajectory inputted to the system is updated. The magenta curve

shows the updated reference trajectory. After the trajectory update, the next position of the system tracking

the updated reference is predicted (blue dots) and compared with the system’s actual position (green curve)

for validation and re-learning. In Figure 6.5(b), we show a zoomed-in version of the area marked with the

box in Figure 6.5(a) to show the data more clearly. Using our approach, the system deviates much less than

the case where it follows the original trajectory and collides with obstacles (red curve). In Figure 6.5(c),

the deviation from the desired path using our reference update approach on top of the baseline controller

Table 6.1: Fault types used during simulations.

Training fault name Fault type
F1 60% of the commanded thrust on propeller 1
F2 80% of the commanded thrust on propeller 1
F3 60% of the commanded thrust on propeller 2
F4 80% of the commanded thrust on propeller 2

Test fault name Fault type
F∗1 70% of the commanded thrust on propeller 2
F∗2 60% of the commanded thrust on propeller 4
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(a) Path of a UAV with a fault in propeller 2 following a slalom path in between obstacles.

(b) Zoomed in version of the area marked with the box in
Figure 6.5(a).

(c) Deviation over time with and without our ap-
proach for the case shown in Figure 6.5(a).

Figure 6.5: Simulation results for UAV with F∗1 . 2021 ©IEEE

is compared with the case with the baseline controller. The average deviation from the desired trajectory

is recorded as 18.17 cm with the baseline controller and with our approach, it is reduced to 2.24 cm. The

system performs relearning operations to adapt its model nine times at the beginning of the operation.

In the case shown in Figure 6.6, we consider a UAV with an actuator fault, which is outside of the

training bounds F∗2 : 60% of the commanded thrust on propeller 4. Similar to the previous case, the vehicle

collects training data at the beginning of its operation and adapts its meta-trained model accordingly. Using

the adapted model, it makes predictions about its future states and updates the reference trajectory, as

shown in Figure 6.6(a). When the difference between the model predictions and the actual state exceeds

the desired threshold δ = 0.02m, the system prunes its history of observations, as explained in Section 6.3.3.

In Figure 6.6(b), the vehicle’s complete path is shown by the green curve, and the black crosses represent

the position data of the vehicle used for the last model re-learning. The system adapts its meta-trained

model 122 times. The deviation from the desired path with proposed approach is compared to the baseline

controller in Figure 6.6(c). The average deviation from the desired path is recorded as 2.61 cm with our

approach as opposed to 27.05 cm with baseline controller without using any reference update.
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(a) UAV with fault 2 in the middle of its operation.

(b) The remaining part of the UAV operation highlighting different training points than in (a) for meta-learning.

(c) Deviation over time.

Figure 6.6: Simulation results for UAV with fault F∗2 . 2021 ©IEEE
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6.5 Experiments

We validated the proposed meta-learning based reference trajectory update approach with experiments on

an Asctec Hummingbird quadrotor UAV implemented in ROS. We used a Vicon motion capture system

to monitor the state of the quadrotor. The UAV was tasked to follow a minimum-jerk trajectory while

experiencing an unknown fault. In these experiments, a fault was implemented as a bias on the commanded

roll angle to the vehicle’s attitude controller.

(a) UAV paths. (b) Overlapped sequence of screenshots.

Figure 6.7: Experiments results for the fault b = −0.14rad with v̄ = 0.5m/s. 2021 ©IEEE

(a) UAV paths (b) Overlapped sequence of screenshots.

Figure 6.8: Experiments results for the fault b = −0.17rad with v̄ = 0.4m/s. 2021 ©IEEE

During the offline training, we generated a trajectory with five different faults with bias values: b ∈

{−0.18,−0.12,−0.06, 0.06, 0.12} rad and three different average speed values: V = {0.25, 0.35, 0.45} m/s.

Using the data from these flights, a neural network was meta-trained. During the online stage, the UAV with

an untrained fault was tasked to follow a trajectory with a speed value not included in V. At the beginning

of its operation, the UAV adapted the meta-trained network using K = 50 initial data points. The adapted
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(a) UAV paths. (b) Overlapped sequence of screenshots.

Figure 6.9: Experiments results for the fault b = 0.05rad with v̄ = 0.3m/s. 2021 ©IEEE

network was used to make predictions and to update the reference trajectory according to (6.9). During the

experiments, we did not apply the trajectory update on the z axis as the faults considered did not cause z

deviations.

In Figure 6.7, the results for a quadrotor under fault b = −0.14 rad tasked to follow a desired trajectory

(black curve) with an average speed of 0.5 m/s which is outside of training bounds is shown. As can be

noted, with our approach, the quadrotor flew in close proximity of the original desired trajectory (green

curve). In contrast, with only the baseline controller, it deviated by a large amount (red curve), which is

undesirable for both safety and liveness concerns. With the proposed approach, the average deviation was

reduced to 8.09 cm from 55.78 cm. The comparison of the two behaviors is displayed also in Figure6.7(b) by

showing sequences of snapshots of the quadrotors moving inside our lab with the reference update approach

on top of the baseline controller (green boxes) compared to the baseline controller (red boxes). Similarly, in

Figure 6.8(a), the quadrotor with a bias b = −0.17 rad followed the desired trajectory much more closely

with an average deviation of 12.39 cm as opposed to 79.73 m without using our proposed meta-learning

based reference trajectory update. The corresponding sequence of snapshots of the quadrotors is given in

Figure 6.8(b). In the case demonstrated in Figure 6.9(a), the UAV experienced a bias b = −0.05 rad and was

tasked to move with the average speed of 0.3m/s. The average deviation was recorded as 10.23 cm, while the

average deviation with the baseline controller was 1.16 m. The related overlapped sequence of snapshots of

the quadrotors is presented in Figure 6.9(b).

6.6 Discussions

In this chapter, we have presented a trajectory tracking adaptive approach for UAVs moving under degraded

conditions like actuator faults. We have leveraged meta-learning, which can easily adapt the system’s model at
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runtime using a small number of online data for future state prediction. The robust control inspired reference

trajectory update method improves trajectory tracking performance of the system with actuator fault by

using the future state predictions without needing access to the control inputs. With the runtime validation

and data pruning scheme, the updated meta-learned model is continuously monitored and re-updated with a

small number of representative data at runtime when necessary.

Limitations: This meta-learning-based trajectory tracking framework updates a meta-trained network

on the runtime observed data. The performance of the predictions of the meta-trained network depends

on the similarity of the runtime task to the training tasks. The fault is assumed to be always present at

runtime and not lead the system to uncontrollable situations. When a fault is not present at the beginning of

the operation and occurs later or when it is dynamically changing, fault detection techniques [34] can be

combined with this approach to detect the fault before applying our reference update method.

Future Work: This work opens an exciting path towards using meta-learning approaches for UAV fault

rejection. This framework can be extended with a safety monitor to detect and avoid unsafe situations over a

given future time horizon as explained in the next chapter. As part of future work, the reference trajectory

update method can be improved by leveraging gain scheduling or learning techniques. Additionally, learning

approaches can also be used to monitor the validity of the runtime updated network.
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Chapter 7

Predictions and Proactive Replanning for Sys-

tems under Actuator Faults

In this chapter, we present our current efforts to predict the future states and state uncertainties of a faulty

system that uses the reference update method introduced in Chapter 6. The proposed approach leverages

meta-learning to train a network for making predictions about the future states and their uncertainties, which

are used to detect and prevent unsafe situations with proactive replanning. We present UAV navigation

simulation results to validate the proposed technique.

7.1 Introduction

As mentioned in Chapter 6, robotic systems may need to operate under degraded conditions due to unforeseen

component faults occurring at runtime. To alleviate the effects of such component faults, we presented a

meta-learning-based reference trajectory update approach in Chapter 6. This technique improved the system’s

trajectory tracking performance under an unforeseen component fault; however, depending on the fault and

tuning of the reference trajectory update method, the system may still deviate from its desired behavior,

possibly leading to unsafe situations. In this chapter, we extend our meta-learning-based reference trajectory

update method by introducing a safety monitoring framework. With this framework, future states and state

uncertainties of the faulty system with our reference update method are predicted. These predictions are

then utilized to monitor if the reference update method is insufficient to make the system follow its desired

trajectory and stay safe. If an unsafe situation is detected, a safe trajectory is replanned.
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This monitoring and replanning framework consists of offline and online stages. At the offline stage, a

system with various faults follows a set of trajectories with our proposed reference trajectory update method

under a set of actuator uncertainties. A meta-learning network is trained using data from these trajectories

to predict the states and state uncertainties of the system for a given horizon. The system with an unforeseen

fault starts applying reference trajectory update at runtime, as explained in the previous chapter, and runtime

data are collected. With only a limited amount of data at the beginning of the operation, offline trained

meta-network is fine-tuned. Using the predictions based on the fine-tuned network, the system’s desired

trajectory is replanned as deemed necessary.

7.2 Preliminaries

7.2.1 Assumptions

Similar to the previous chapter, our framework assumes that the system does not have access to the controller

or the control inputs. We assume that the system is already applying our reference trajectory update method

to alleviate the effects of faults and follow its trajectory closely. We assume access to various faulty systems

that apply our reference trajectory update method during the design time. At runtime, the same reference

trajectory update method is assumed to be applied for trajectory tracking.

7.2.2 Notations

In this chapter we use x(k) to present the state of the system at time k. p(k) and v(k) represent the

position and velocity of the system at time k. The symbol x̃ is used to represent the predicted state,

and the symbol x̄ is used to represent the mean of sampled states at time k. The notation x(k1 : kN )

represents an array of values from time k1 to kN : x(k1 : kN ) = [x(k1), x(k1 + 1), · · · , x(kN )] where kN > k1.

The notation x(k1 : δk : kN ) represents and array of values from time k1 to kN with δk increments:

x(k1 : δk : k2) = [x(k1), x(k1 + δk), x(k1 + 2δk), · · · , x(kN )] where kN > k1 and δk > 1.

7.3 Problem Definition

In this chapter, we are interested in finding a technique to predict the future states of a faulty system that is

applying meta-learning-based reference trajectory update framework and to use these predictions for safe

replanning. These problems are formally defined as follows:
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Problem 1: Future State Prediction under Failure: An autonomous system with a nominal

dynamical model f(x,u) as a function of its states x and controller inputs u has the objective of following

a predefined desired trajectory xτ . Under actuator faults and disturbances, the system’s model changes

to x(k + 1) = f ′(x(k),u(k)). Based on the reference trajectory update method presented in Section 6.3,

the system’s reference trajectory is updated to x̃τ and its control inputs are generated by a fixed controller:

u(k) = g(x, x̃τ (k + 1)). With these premises, design a predictor to predict the future states and state

uncertainties (ζ) of the system as a function of history of states and reference trajectory: [x̃(k : k +H), ζ̃(k :

k +H)] = h̃(x(k − T : k),xτ ). H is the state prediction horizon and T is the size of the data history used to

make predictions.

Problem 2: Safe Replanning : Find an online policy to monitor the safety of the future states of the

system and to replan the trajectory when an unsafe situation is detected to ensure that the following safety

condition will be satisfied by the future state predictions:

Rp|k+H
k ∩O = ∅ (7.1)

where O is the set of obstacle positions and Rp|k+H
k is the union of future position sets that the system is

predicted to reach for the time horizon H with time increments of δH :

Rp|k+H
k = Rp(k) ∪Rp(k + δH) · · · ∪Rp(k +H) (7.2)

The set of positions that the system is predicted to reach at time k is computed as follows:

Rp(k) = {p| |p− p̃(k)| ≤ ζ̃p(k)} (7.3)

where p̃ is the predicted position and ζ̃p is the predicted position uncertainty.

7.4 Meta-Learning-based Predictions and Replanning for Faulty

Systems with Reference Trajectory Update

Our framework is designed to predict the future states and state uncertainties of the system using meta-

learning, and it consists of offline and online stages as depicted in Figure 7.1. During the offline stage, a

system with various faults follows a set of trajectories while using the reference trajectory update method

explained in Section 6.3. As the model of the system with a fault is known during training, we use the
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system’s model to compute the next state of the system, instead of using a meta-trained network. Based on

the training data collected, a meta-network is trained offline to make predictions about the future states

and state uncertainties. At the online stage, the system with a new unforeseen fault starts its operation

and applies the reference update method as explained in Section 6.3. As the model of the system at the

online stage is unknown, a meta-trained network is used to compute the next state and update the reference

trajectory. While the system continues its operation, runtime data are collected to fine-tune the meta-network

for future predictions. The fine-tuned prediction network is then used to make predictions about the future

states and state uncertainties of the system. These predictions are used within a runtime replanning approach

to find a safe trajectory if the original desired trajectory is deemed unsafe with the fault that the system is

experiencing.

7.4.1 Offline Training for Future State and Uncertainty Predictions

During the offline stage, in order to learn model for state predictions, we first collect training data with a

rich set of trajectories using various faulty UAVs. Then, we train a meta-network which is easy to fine-tune

at runtime using a small number of collected data.

Data Collection

During the offline stage, first we create a dataset using the data collected from a UAV with actuator fault

from a discrete fault set F while it is following different trajectories using our reference trajectory update

method. The reference trajectory update method is applied as explained in Section 6.3; however, as the

model of the faulty system is assumed to be known during training, its next state is simulated as if it follows

the original trajectory:

x̂(k + 1) = f ′(x(k),u(k)) (7.4)

where u(k) = g(x(k),xτ (k + 1)). Using the position part of the next state (p̂(k + 1)) , the reference input to

the system is updated as follows:

r(k + 1) = pτ (k + 1) + c(k + 1) (7.5)

The update term c is computed as follows:

c(k + 1) = κpd(k + 1) + κd(d(k + 1)− d(k)) + κi

(
t=k∑
t=0

d(t) + d(k + 1)

)
(7.6)
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Figure 7.1: Meta-learning-based future state prediction and replanning framework for systems under
unknown faults.

where κp, κd and κi are positive proportional, derivative and integral gains respectively. d(k + 1) is the

deviation of p̂(k + 1) from the path:

d(k + 1) = p̌τ (k + 1)− p̂(k + 1) (7.7)

where p̌τ (k + 1) is the closest point on the trajectory τ :

p̌τ (k + 1) = arg min
pτ (t),t∈{0,...,T (τj)}

‖p̂(k + 1)− pτ (t)‖ (7.8)
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The reference velocity to the system is also updated accordingly:

rv(k + 1) =
r(k + 1)− r(k)

∆k
(7.9)

Given the updated reference position r and reference velocity rv(k + 1), the system generates control input

using its fixed controller:

u′(k) = g(x(k),xr(k + 1)) (7.10)

where xr is the new desired state with the updated reference position (r) and velocity (rv). The system is

driven with this updated input with an added noise η(k):

x(k + 1) = f ′(x(k), ū(k) + η(k)) (7.11)

The actuator noise η(k) ∼ N (µη,ση) is sampled from a normal distribution with mean µη and standard

deviation ση.

For the training dataset, we generate a set of desired trajectories that the faulty system follows by using

the updated reference trajectory and control inputs given in (7.5) and (7.10) respectively. During the data

collection, each trajectory is run N times. For each sampled run, the mean of the actuator noise is sampled

from a normal distribution to capture the behavior of the system under various uncertainties: µη ∼ N (µ̄,σµ).

For each trajectory, we compute the mean and standard deviation of the N sampled paths for each fault

Fi ⊂ F for every trajectory τ ⊂ T :

x̄i(k) =

∑N
j=1 x

j
i (k)

N
σi(k) =

√∑N
j=1 |x

j
i (k)− x̄i(k)|2

N − 1
∀k ∈ [0, Tτ ],∀i ∈ {1, · · · , |F|} (7.12)

In Figure 7.2 we show two different sample desired trajectories (τ1 and τ2) from our training trajectory

dataset that are followed by two different faulty UAVs applying reference trajectory update method to reduce

their tracking error. The first faulty UAV has reduced thrust in one propeller: F1 −→ T ′1 = T1 − 0.25N and

the second faulty system has more degradation on the same propeller: F2 −→ T ′1 = T1 − 0.5N. Roll and

pitch angles of both systems are limited too: φ ≤ π
18 , θ ≤

π
18 . Each trajectory is run N = 10 times with

different actuator noise sampled as explained above. Blue curves in Figure 7.2(a) show these N sampled

paths for the first fault and magenta curve in the middle shows the mean of these samples (x̄1). Dashed

magenta curves show the uncertainty around the mean of the samples with ±3σi. Figure 7.2(b) show the

paths of the same faulty UAVs following another training trajectory (τ2). During training, we create 100

training trajectories using minimum-jerk trajectory generation [55] with different final position, initial and
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final velocities. Determining the training data size for training an accurate meta-model is an open problem

and beyond the scope of this work. This framework leaves the choice of training data size to the user.

(a) Training trajectory 1 with two different faulty systems.

(b) Training trajectory 2 with two different faulty systems.

Figure 7.2: Sample training trajectories with two different faulty systems.

Meta-network Training

The purpose of meta-learning is to train an easily adaptable model to predict the future positions and position

uncertainties of a faulty system. We denote this learning model as h which takes the history of the system’s

positions and velocities, history of desired positions and velocities, the future desired positions and velocities
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as inputs and gives the future positions and the position uncertainty as an output. A training input xih ∈ R100

and training output yih ∈ R12 with the fault Fi ⊂ F are constructed as follows:

xih(k) =



x̄i(k − T + 1 : k)T − x̄i(k − T )~1

ȳi(k − T + 1 : k)T − ȳi(k − T )~1

v̄xi (k − T + 1 : k)T

v̄yi (k − T + 1 : k)T

xτ (k − T + 1 : k)T − x̄i(k − T )~1

yτ (k − T + 1 : k)T − ȳi(k − T )~1

vx,τ (k − T + 1 : k)T

vy,τ (k − T + 1 : k)T

xτ (k + δH : δH : k +H)T − x̄i(k − T )~1

yτ (k + δH : δH : k +H)T − ȳi(k − T )~1

vx,τ (k + δH : δH : k +H)T

vy,τ (k + δH : δH : k +H)T



yih(k) =



x̄i(k + δH : δH : k +H)T − x̄i(k − T )~1

ȳi(k + δH : δH : k +H)T − ȳi(k − T )~1

3 max(σxi (k : k +H))

3 max(σyi (k : k +H))



(7.13)

∀τ ⊂ T , ∀k ∈ {1, · · · , T (τ)}

where p̄i(k) = [x̄i(k), ȳi(k)] and v̄i(k) = [v̄xi (k), v̄yi (k)] are the position and velocity components of the mean

state x̄i(k) respectively, σxi (k) and σyi (k) are the x and y position components of the standard deviation σi(k)

respectively. During training, the system runs at 40Hz with time step δk = 0.025s. We use T = 10 past data

to predict the future states, and we set the future horizon for the predictions H to 50 steps with increments

of δH = 10steps. The training output consists of the future states of the system relative to its previous

positions, and the maximum uncertainty over the course of the future horizon. It should be noted that the

training needs to be performed with the same horizon that will be used to make predictions at runtime.

The dataset for meta-learning training DHi for fault Fi contains the training input matrix Xi
h ∈ R100×Mi

and output matrix Y i
h ∈ R12×Mi , with the columns xih and yih respectively. Mi is the number of data samples

for fault Fi. The training dataset for meta learning contains the dataset for each fault: DHi ⊂ DH .

The purpose of meta-learning is to learn a model represented by a parametrized function hφ that maps

the model input to the output. We use MAML[20] as a meta-learning algorithm to train the network. During

the offline training, the model parameters φ are meta-optimized according to Equation 1 in [20]:

φ←− φ− β∇φ
∑
Fi⊂F

LFi(hφ−α∇φLFi (hφ)) (7.14)

125



This meta-optimization allows the parameters to quickly be fine-tuned with a few data at runtime. The loss

function used during this training is given as follows:

LFi(hψ) =
∑

xih,y
i
h∈D

H
i

‖hψ(xih)− yih‖22 (7.15)

where xih and yih are given in Eq.(7.13).

7.4.2 Online Meta-Network Update

At runtime, the UAV may experience a new fault which is not included in the training set. As the system’s

model under this new fault is unknown, the system uses a meta-trained network to update its reference

trajectory as explained in Section 6. While the system moves under new fault with the reference update

method, it collects Kp consecutive data from its position and velocity sensors to update the offline meta-trained

model for future state predictions. The online learning dataset for prediction meta-learning model consists of

inputs X∗h ∈ R100×Kp and outputs Y ∗h ∈ R12×Kp which are constructed based on the observations at runtime:

x∗h(k) =



x∗(k − T + 1 : k)T − x∗(k − T )~1

y∗(k − T + 1 : k)T − y∗(k − T )~1

v∗x(k − T + 1 : k)T

v∗y(k − T + 1 : k)T

x∗τ (k − T + 1 : k)− x∗(k − T )~1T

y∗τ (k − T + 1 : k)− y∗(k − T )~1T

v∗x,τ (k − T + 1 : k)T

v∗y,τ (k − T + 1 : k)T

x∗τ (k + δH : δH : k +H)T − x̄i(k − T )~1

y∗τ (k + δH : δH : k +H)T − ȳi(k − T )~1

v∗x,τ (k + δH : δH : k +H)T

v∗y,τ (k + δH : δH : k +H)T



T

y∗h(k) =



x∗(k + δH : δH : k +H)T − x∗(k − T )~1

y∗(k + δH : δH : k +H)T − y∗(k − T )~1

σx

σy



(7.16)

for k ∈ {T + 1, · · · , T +Kp} where p∗ = [x∗, y∗] and v∗ = [v∗x, v
∗
x] are the position and velocity of the UAV

with an unknown fault at runtime. p∗τ = [x∗τ , y
∗
τ ] and v∗τ = [v∗x,τ , v

∗
y,τ ] are desired trajectory positions and

velocities respectively. σx and σy are initial assigned uncertainties in x and y directions respectively and

they are initially set to a value larger than the mean of the observed uncertainties during training. By using

this runtime dataset, the meta-learning prediction model is fine-tuned using gradient descent updates and
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a fine-tuned model hφ∗ with updated parameters φ∗ is obtained. This fine-tuned model is used to make

predictions for the future states of the system for a given horizon and these predictions are utilized to replan

the trajectories if unsafe situations are detected.

Runtime Validation

After the initial meta-network update at runtime, the runtime inputs are compared to the training inputs to

assess if a further meta-network update is necessary or not. The distance between the runtime input and

training inputs with training faults is calculated:

diF (k) = min
xih∈col(Xi

h)
‖x∗h(k)− xih‖ ∀i ∈ {1, · · · , |F|} ∀k ∈ {T +Kp, · · · , T (τ)} (7.17)

If the minimum distance between the observed test input and the training inputs are larger than a given

threshold, the system re-tunes its meta-trained network:

sH(k) = 1 if min
i∈{1,··· ,|F|}

(diF (k)) > ξH (7.18)

where sH is a binary variable that enables re-updating the meta-trained network at runtime using the last

Kp runtime training inputs and ξH is a user defined threshold.

We also constantly monitor the observed stat to check if it is outside of the predicted reachable region. If

so, the network is re-tuned:

sH(k) = 1 if p(k) 6⊂ R̃p(k) (7.19)

where R̃p(k) is a region where the system is predicted to reach at time k:

R̃p(k) = ∪{p| |p− p̃(k)| ≤ ζ̃(k)} (7.20)

7.4.3 Runtime Replanning for Safety

After updating the meta-trained network, the future states and state uncertainties of the system is predicted

using the fine-tuned network:



x̃(k + δH : δH : k +H)T

ỹ(k + δH : δH : k +H)T

σ̃x(k + δH : δH : k +H)T

σ̃y(k + δH : δH : k +H)T


= h∗φ(x∗h(k)) +



x∗(k − T )~1

y∗(k − T )~1

0

0


(7.21)
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At runtime, the predicted set based on the updated meta-trained model are used to proactively detect

unsafe situations. Given an environment with a set of static obstacles O, the regions that the system is

predicted to reach, which are computed as in (7.20), are checked for collision:

s∗(k + t) =


0 if R̃p(k + t) ∩O 6= ∅

1 otherwise

∀t ∈ {δH , 2δH , · · · , H} (7.22)

At time k, if it is detected that s∗(k + t) = 0 (for t ∈ {δH , 2δH , · · · , H}), the systems trajectory is replanned.

We use a sampling based replanning in which a waypoint around the original unsafe desired trajectory point

is generated and tested for safety until a safe waypoint is found as outlined in Algorithm 1.

Algorithm 1 Trajectory Replanning

1: Time k
2: Initialize the trajectory: τ
3: Assess safety s∗(k + t) based on (7.22)
4: while s∗(k + t) = 0 do
5: Sample update distance ds U[0,d̄s]

6: Sample a waypoint pw = pτ (k + t) + ds~̄vd
7: Replan trajectory τ with pw
8: Make future state predictions with new trajectory τ
9: Compute s∗(k + t) based on (7.22) with the new trajectory

10: Increase d̄s
11: end while
12: Return updated trajectory τ

where ~̄vd is the unit vector orthogonal to the direction of the desired movement. The replanning algorithm

is applied until the desired trajectory reaches the goal location.

7.5 Simulation Results

To validate the proposed approach, we created a UAV navigation case study in an obstacle cluttered

environment. In this case study, we use a 12-dimensional quadrotor UAV model with a baseline PID controller

and the actuator faults are simulated by reducing the thrust in one propeller and limiting the roll and pitch

angles of the UAV. The faults used during the offline training are given in Table 7.1.

Training data for this case study are collected as explained in Section 7.4.1 using minimum-jerk trajectories

with various final positions, initial and final velocity pairs. Training data include 100 training trajectories. A

neural network for next state prediction and reference trajectory update is trained using MAML as explained

in Section 6.3.1 and the network is fine-tuned at runtime as presented in Section 6.3.2. The network used

for reference update consists of 3 layers with 100 nodes. Using the same training data, a network making
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Table 7.1: Fault types used during simulations.

Training fault name Thrust reduction (N) Roll and pitch angle limit
F1 0.25 π

12

F2 0.50 π
12

F3 0.25 π
18

F4 0.50 π
18

Test fault name Thrust reduction (N) Roll and pitch angle limit
F∗1 0.80 π

24

predictions about the future states and state uncertainties of the system is trained as explained in Section 7.4.1

and it is updated over time at runtime using Kp = 20 observed data as presented in Section 7.4.2. The

network used for future state predictions consists of five hidden layers with 100 nodes.

Figure 7.3: Path of a faulty UAV with meta-learning-based state predictions and replanning

At runtime, the UAV is tasked to move to its goal location pg = [8.0, 0.0, 1.0]m while following an

obstacle-free trajectory computed using minimum-jerk trajectory generation [55] under the unforeseen fault

F∗1 given in Table 7.1. As the system moves along its desired trajectory, it applies reference input update

method explained in Section 6.3.3. In Figure 7.3, the blue curve shows the faulty system’s path, cyan curve

shows the path of the system without the reference trajectory update method, red curve shows the desired

trajectory and the magenta curve shows the updated reference trajectory. Even though the system follows its

desired trajectory with less deviation while using the reference update method, due to the nature of the fault

and the tuning of the reference update method, it still deviates from its desired trajectory significantly. This

deviation causes the system to collide with an obstacle located at [4.8, 0.4, 1]m. To prevent this collision, we

leverage the prediction network which is trained using meta-learning.
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(a) Collision is detected based on the future state predictions (green curve) and uncertainties (orange rectangles) .

(b) Desired trajectory (red curve) is replanned according to Algorithm 1 and the collision is prevented.

Figure 7.4: Path of a faulty UAV with meta-learning-based state predictions and replanning.

In Figure 7.4, the behavior of the system with the future state predictions and replanning approach is

depicted. The system starts its operation and predicts the future states (shown by the green curve) and state

uncertainties (shown by the orange rectangles). Based on these predictions, it detects that the system may

collide with an obstacle at the instant shown in Figure 7.4(a) and finds a safe waypoint to go and replans

the trajectory according to Algorithm 1. Figure 7.4(b) shows the final desired trajectory and the path of

the system. As can be noticed, by replanning the trajectory, the system avoided all the obstacles in the
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environment.

7.6 Discussions

In this chapter, we have presented our current efforts on monitoring the performance of reference update

approach explained in Section 6. We leveraged meta-learning to train an easy to tune network to make state

and state uncertainty predictions for a system with reference update method and use these predictions to

detect if an unsafe situations during a future horizon. With a sampling-based method, we proactively replan

the system’s original desired trajectory to prevent predicted unsafe situations.

Limitations: This work complements the reference trajectory update approach by adding a safety

monitor and replanning scheme. As the predictions for the future states are made based on a meta-trained

and fine-tuned network, the performance of the monitor is based on the performance of the training. If the

training data is not enough or the network is not well trained, the predictions can become inaccurate. Our

framework includes runtime validation by comparing the runtime input with training inputs and monitoring

the predictions’ accuracy as the system moves. This validation technique helps the system re-tune the trained

networks for better predictions, but it does not provide formal assurance guarantees.

Future Work: The replanning scheme used in this framework is based on sampling waypoints and

assessing their safety, which can take a long time if a safe waypoint is not found within a limited number

of iterations. To overcome this issue, a learning technique which directly produces safe waypoints can be

developed. Additionally, we use a fixed horizon for the future state predictions, but a recursive approach can

be developed to make predictions for variable horizon.
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Chapter 8

Conclusions and Future Work

In this dissertation, we have focused on the problem of runtime monitoring and proactive planning for

safe autonomous mobile operations under various uncertainties. First, we have introduced the concept of

self/event-triggered scheduling for sensor monitoring operations to minimize computation associated with

acquiring and processing sensory data. Reachability analysis has been used to compute the set of states that

are reachable by the system under unknown disturbances and noises when the sensors are not monitored.

With this approach, we demonstrated that the unnecessary computation for sensor data monitoring can

be minimized while still satisfying safety constraints. In order to minimize the computation related to

reachability analysis, we leveraged machine learning techniques that allows fast and accurate predictions of

the system’s future states. With this fast reachability in conjunction with runtime monitoring and recovery

techniques, we achieved safe planning under disturbances while decreasing the expensive online computation

of reachable sets. To further minimize the computation by completely bypassing reachability computation at

runtime, we introduced a novel assured planning framework that leverages verified neural networks to imitate

the safety decisions of reachability analysis. This framework allowed us to limit the usage of reachability

analysis to solely design time and compute safety-guaranteed paths in milliseconds which would take minutes

with the use of traditional reachability analysis tools.

As autonomous systems may face disturbances and model changes that have not been experienced before

and outside of the training distribution, we studied online learning techniques to deal with such unforeseen

uncertainties. Specifically, we used Gaussian Process regression to estimate the unknown payload mass that

a robot is tasked to carry and to predict its effects on the system behavior at runtime. These estimations

allow the system to perform proactive replanning to prevent unsafe situations. During proactive planning,

the system also updates its offline trained models with the runtime observations. With this method, we have
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shown that the system stays safe even under disturbances larger than the training bounds and improves its

decision making over time. To deal with unforeseen system model changes such as component faults, we

leveraged meta-learning to learn the faulty model at runtime and to update the reference trajectory followed

by the system accordingly. With this technique, we demonstrated that the tracking performance of the

system with an unforeseen fault is improved.

Throughout this dissertation, we discussed extensive simulation implementations and state-of-the-art

aerial robot experiments. These applications demonstrate the applicability of our frameworks to solve real

world robotic problems.

With this dissertation, we have demonstrated that runtime monitoring is an essential component for

proactive and safe planning and control of autonomous robotic systems operating under uncertainties. We

believe that this research is still at an early stage and there are important challenges before making robotics

systems truly “autonomous”. Future work can focus on extending the approaches presented in this dissertation

to address such challenges. One immediate problem towards full autonomy is to deal with complex dynamic

behaviors. Such behaviors are specifically prominent in complex tasks such as autonomous driving and social

navigation in the presence of humans. For example, in autonomous driving, future states of other dynamic

agents, especially when driven by humans, are affected by multiple factors, making it challenging to be

accurately predicted. Furthermore, autonomous systems typically rely on their perception modules to sense

their environments, which are also subject to uncertainties due to sensory noise, occlusions, or perception

inaccuracies. The techniques that we presented in this dissertation can be extended to learn the complex

models of dynamic agents and provide safe plans while incorporating perception uncertainties.

Our research presented in this dissertation mainly focuses on runtime monitoring and planning for single

autonomous systems; however, multi-vehicle systems have also been gaining attention. Both homogeneous

(e.g., robotic swarms) and heterogeneous multi-vehicle systems [44] have been increasingly used to handle

complex tasks in which one vehicle may not be enough to complete. These multi-vehicle systems are subject

to additional challenges such as communication uncertainties. Computational efficiency becomes even more

critical as these vehicles also need to assess their neighboring agents’ behavior. Guaranteeing the safety of

vehicles during such operations is vital to complete a given task, and future work could also focus on scaling

the presented approaches to multi-vehicle systems.

Autonomous robots have shown an immense potential to efficiently perform complex tasks and improve

lives both in work and home environments. The runtime monitoring and proactive planning techniques

explained in this dissertation take these systems one step closer to assured autonomy. I believe future

interdisciplinary research that combines control theory, machine learning, and formal verification will continue

making these systems more robust, proactive, efficient, and safer on the journey towards full autonomy.
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