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The Bias of Recommender Systems and its Impact on Social Culture 

Recommender algorithms rank the order in which information is presented to us, 

guaranteeing the most relevant and accurate results. These systems are revolutionary to the age 

of information as they help billions of users evaluate the endless stream of online decisions. 

Recommender systems provide an easier decision-making process to a user’s digital experience, 

however with the algorithmic biases in these systems, users are presented a recommendation that 

infringes on the autonomy of online interactions. Using explainable recommendations, I present 

a possible solution to algorithmic bias that increases trust of users and improves user autonomy 

within the online decision-making process by bridging the gap between users and the 

recommendation algorithms. Using a combination of frameworks for analysis, I will first identify 

the bias in recommender systems, then proceed to show how explainable recommendations can 

limit the bias’s effect on user autonomy at each level of the framework. It is the goal of an online 

service to provide a consumer with the most relevant and matching results, but due to some of 

the algorithmic biases, these recommendations produce a systemic effect on social culture.  

Recommender systems are important for our digital experience and are necessary for the 

success of online services, but these recommendation systems hold such power to shape the ways 

in which audiences discover information. With this power, the recommendation algorithms are 

designed to act as an agent in computationally shaping social culture (Morris, 2015). By using 

the actor network theory and previous works in algorithmic bias theories as a framework for 

analysis, we can identify the service providers, recommender systems, algorithmic bias, and 

users all as agents that affect the culture of our society. 



Framework for evaluating bias in RS 

Ideas dealing with the bias in computer systems has begun decades ago with researchers 

like Batya Friedman (1996). For decades now, the growing research in machine learning and 

neural networks has increased the literature for algorithmic bias, leading to major companies like 

Facebook, Google, and Microsoft devoting teams specifically to research algorithmic bias. In 

Friedman’s work, there are categories for bias in computer systems: preexisting bias, technical 

bias, and emergent bias. By using this similar framework to classify bias in computer systems, 

we can evaluate the bias in recommender systems that ultimately encroaches on our autonomy of 

choice.  

In the context of recommendations and algorithmic fairness, bias refers to the negative 

impact of the system’s model that disproportionately favors or disfavors particular groups. With 

this interpretation, all recommender systems have characteristics of the data or system itself that 

are intended or unintended to be biased. All data sets and all algorithms have some type of bias, 

therefore RS are vulnerable to biased inputs. This is inevitable as data itself is curated by 

sampling a specific population. Researchers at Microsoft have examined this bias and 

differentiated it into two levels of bias: data gathering and data usage. Using the Friedman 

taxonomy of computer bias and Olteanu (2019) taxonomy of data bias, we can label the bias 

observed in data collection as preexisting bias since this is a result of the practices of data 

collection. 

Social Impact of RS bias 

Using these multiple frameworks for identifying bias in computer systems and big data, 

they can be summarized into 3 levels of entry for bias within recommender systems: data, 

algorithmic, and outcome (Cramer et al., 2018). The rapid flow of data further brings the need 



for recommender systems to better predict user preferences. Engineers in this field are currently 

working on cutting-edge technologies to improve the recommendation algorithms, but there are 

no industry standards to tend the unintended biases of these algorithms. These biases may create 

biased choices in online decision-making, which ultimately infringes on the autonomy of online 

users. In practice, throughout each step in the algorithmic process of recommendations: the data 

collection, creation of social models, and resulting recommendations, there exists some form of 

bias that must be handled, in which I will pose explainable recommendations to be a solution.  

Personalized recommendations are based on two main strategies of content filtering and 

collaborative filtering. Content filtering involves a method of creating profiles for each user that 

contains characteristics to classify the nature of the user. Content filtering requires the need for 

external information that may not always be available, but can be gained by questionnaires, etc. 

A successful example of this is the Music Genome Project used by the internet radio service, 

Pandora (Koren et al.,2009).  

When user profiles are created during the collaborative filtering algorithms, they may 

unintentionally produce biases as an effect of creating profiles out of data collected by user 

activity. This concept is referred to as a type of algorithmic profiling (Milano et al., 2020). When 

an algorithm constructs models of users that reproduce social categories, they unintentionally 

introduce biases if the produced social categories do not align with our recognizable social 

categories. Our online identities are reflected by the algorithmic categorization and promote the 

idea of personal identity that is dynamically changing with every action we take online. Since the 

recommender system’s model is continuously changing, this type of labelling often does not 

match with our self-identifying labels. The system is also limited to the input data users give.  

The RS may consider different attributes more significant than others simply based on the goal 



of the services. Our goal as users is much different than the corporate service, therefore it is 

likely that the suggestions given are not a reflection of ourself, but rather a suggestion that would 

most benefit the recommender system and service provider. 

Through each step of the algorithmic profiling process, we can use the 3 categories of 

bias entry (Cramer et al., 2018) to identify where a certain bias may be introduced. Since we 

have already established that any inputted data in an RS can be considered data bias, the next 

step is to identify algorithmic bias in RS. These biases are present at the level of the 

programmers and teams that create the RS.  

The interest of online services is to make their items available and have recommendations 

that lure consumers to their products. The goal of the recommender system is to make the 

recommendations based on the given input data and other metadata that the company may have 

access to. The recommendation is then presented to the users, who act upon these 

recommendations and have an interest in receiving the most relevant recommendations. Once the 

recommendation is received, there exists a feedback loop in content-based recommendations 

where the user can interact back with the system to provide better recommendations in the future. 

Within these feedback loops, since we have already determined that bias feature may exist in 

data collection and algorithmically, these loops create bias in the outcome by manipulating 

recommended content (Baeza-Yates, 2016). This feature of recommendations poses ethical 

questions of manipulation that can ultimately affect our culture. 

RS Manipulation 

Recommender systems are vulnerable to unforeseen groups whose goal is to manipulate 

the feedback cycle between the user and system (Milano et al., 2020). For example, if a group of 

active users were to interact with the recommender system and drive-up positive feedback for 



certain items/services, it is likely that the item will be recommended for others. This can be the 

case for social networks, streaming platforms, and news systems. The nature of content-based 

filtering isolates users into a bubble of self-reinforcing ideologies that limits exposure to 

contrasting viewpoints since these contrasting ideas do not result in more user retention. This 

social effect is damaging to society and harms the function of public debate and democratic 

institutions (Milano et al., 2020). By this method, recommender systems are vulnerable to 

propaganda attacks in the circulation of media, ultimately effecting the ways in which 

information is presented to us. 

In many cases of RS, the social effect caused by the self-reinforcing ideologies is 

overlooked by major companies, since the interests of online services, RS, and users all differ. 

We can use the actor network theory to observe how service providers, recommender systems, 

and consumers/users are actors within the same network, but hold different interests. It is in the 

best interest of online services to retain their consumers and have their services be chosen over 

others. On the other hand, recommender systems are designed by programmers who have the 

verdict in which metrics to maximize in order to give a relevant result. The interest of the RS is 

to maximize relevant results and provide recommendations based on the service’s needs (usually 

to maximize user retention). The interests of consumers/users of an RS are to get the most 

accurate recommendations, then give feedback to reinforce the RS to give better 

recommendations next time. Since all of the actors have different interests, there are 

manipulative traps that must be made aware to avoid possible social effects. The results from an 

RS may be measured through other mathematical error measures, but online services measure the 

results from recommender systems based on click/view-through rates and user satisfaction in 



production (Beer, 2009). This poses the question of whether metrics for the recommender 

systems are defined by the engineers or the business model of the company.  

Recommender systems may appear as “sticky traps” in which their purpose is to entice 

and hook user into long time usage of their services (Seaver, 2018). In the long term, this causes 

biases in the recommender systems that encroach on the autonomy of users. By providing 

explainable recommendations, this helps guard against these biases and help users make 

decisions that allow them to use recommendations as aids instead of traps. Simultaneously, 

certain recommendations may generate a self-reinforcing pattern in which the recommended 

item will continue to be recommended if it was successfully identified as a good suggestion 

amongst other users, fostering a feedback loop rooted in algorithmic bias. 

The loss of autonomy in users of these RS can be seen through the traps, feedback cycles, 

manipulations, and biases. With billions of users interacting with these systems every day, the 

system is created to improve the online decision-making process, but is manipulative in its 

biased nature. The autonomy of users is infringed upon by simply being exposed to these 

systems, as every day decisions in buying products, listening to music, watching movies, and 

gaining information/news is all affected. The comparison of the algorithmic profile to a real-life 

profile was made earlier, and by showing the bias present in each layer of the algorithmic profile, 

there is no possibility that an algorithmic profile can align perfectly with our real-life social 

profiles. Therefore, the suggestions made by these algorithms are not fully representative of the 

decisions made by humans, but give us the best algorithmic glimpse of who we are.  

Infringement on User Autonomy 

The RS used by Instagram promises to show users a feed that would be “ordered to show 

the moment we believe you will care about the most”. The RS they implement involves a type of 



algorithmic ranking in which the feed you see is personalized to you, but the ways in which your 

feed is ranked is filled with bias at each level of data collection, algorithmic, and outcome, 

similarly to how we used the framework for other RS examples. There are many users that utilize 

the feed ranking to soar to the top of the Instagram visibility leaderboard by “beating the 

algorithm”, but this creates an impact on other users as the more likes they get, the more their 

profile will gain rank. The more rank they gain in the algorithm, the more likely it is for them to 

show up in Instagram’s promised “moments you will care about most” feed.  

Facebook’s news feed ranking algorithm is a particular RS that has gained lots of 

attention for the relevancy of news feed articles, by becoming a news source in which users are 

presented information in which bias algorithms control what a user sees (Cotter, 2018). The 

mentioned manipulations of RS can also be found in these social news sites, which influences the 

choice that users have on which stories appear on their news feed. The social impact of these 

manipulations can continuously create online traps for users to have no choice but to cede to the 

algorithm’s preference of “most relevant feed”. There exist many times when the algorithmic 

suggestion and user preference align, but I will focus on the negative externalities as a whole, 

since most users are unaware of possible biases.  

These possible types of manipulative attacks on RS present bias at each stage during the 

recommendation process. Due to all of the different biases, there is no doubt that algorithmic 

bias exists in RS. This becomes an ethical challenge as each recommendation made only furthers 

the bias to ultimately infringe on the choices online users have. Unknowingly, users may be 

presented with bias suggestions, in which I pose explainable recommendations as a solution. 



Explainable Recommendations to limit the Social Impact 

One of the key aspects of this research is to evaluate the current existing implementations 

of recommender systems in order to gain a knowledge of the black-box nature (Bottando, 2012) 

of these systems. An explainable recommendation is one where a recommendation is not given 

simply from an input, but rather through provided explanations of the system and how it came to 

this conclusion. This is quickly gaining more attention as the user base for online services grow, 

but the recommender systems are still black-boxed due to privacy issues. 

Explainable recommendations offer explanations of why items are recommended and 

bridges the relationship between RS and users. Good explanations can increase trust in the RS 

and eliminating some of the biases present in the systems (Wang et al, 2018). Explanations can 

also serve to restore the user autonomy of RS and prevent manipulation by giving a type of 

transparency to users of the system. These explainable recommendations are becoming a hot 

topic in the field of Information Retrieval as sentence-forming natural language processing and 

neural networks are being used to create explanations for a variety of recommendations.  

 The idea of fairness in machine learning models that make predictions affecting decision 

making is crucial to the growth of RS. An explainable recommendation leads to a more 

transparent RS, and both of those lead to improving fairness (Abdollahi, 2018). By providing 

explanations to improve algorithmic fairness, I argue that this solution will help to eliminate 

algorithmic bias in RS. By eliminating as much algorithmic bias as possible, we are restoring 

trust in the user base of RS and increasing the efficacy of RS. 

Since we have already proven the bias in the RS algorithms, some researchers suggest 

that explainable recommendations can also improve the troubleshooting of RS as well as the 

future for them since they can easily be modified once a bias is found. An RS should explain 



their predictions in such a way that users will be able to understand how the system came up with 

the prediction. For example, an RS showing products because “10 of your friends also bought 

this product” is not sufficient, there must be an explanation for how the model came up with the 

prediction even before “10 friends also bought this product”. The way to achieve this would be 

to create full transparency with these black-box algorithms, but since many privacy laws protect 

this type of transparency, there is a need for a method to restore trust in RS consumers. 

Discussion 

The current works and research being done in the field of explainable recommendations 

is a start to a more transparent future for recommender systems. The biases at each observed 

level of the RS: data bias, algorithm bias, outcome bias, along with possible manipulation of RS 

leads to an infringement of choice for online consumers. Consumers that are not made aware of 

these biases and manipulations may find themselves victim to restricted online choices, content-

bubbles, and part of algorithmic profiling.  

Explainable recommendations can improve data bias through the transparency of dataset 

values. The explanations for this would involve listing which attributes of our algorithmic profile 

had the largest affects in the predictions made by RS. This would in turn eliminate some of the 

algorithmic biases since this will show what the algorithm also thinks is important for a relevant 

recommendation, and when a recommendation is not relevant, the programmers will be able to 

quickly identify and troubleshoot the algorithmic biases. In the end, outcome biases of the 

recommendation will also decrease since users are aware of possible manipulations due to the 

explainable recommendations. By improving every level of the framework for identifying RS 

bias, I conclude that explainable recommendations are a solution to increase trust of users and 



improves user autonomy within the online decision-making process by bridging the gap between 

users and the recommendation algorithms. 
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