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Abstract 
The rich phase-space of perovskite oxides offers a plethora of properties with technological 

importance that can be further tuned by combining multiple structures into a superlattice.  This 

tunability has been attributed in some cases to coupling and competition of electronic and 

phononic structure between the layers of the superlattice.  Perovskite oxide superlattices for 

example have exhibited thermal conductivity lower than solid solution values and exotic phases 

with non-transient negative capacitance.  These properties suggest an evolution in the structure 

of the constituent layers away from their monolithic counterparts.  In this thesis, it was found that 

crystal and electron structures in the layers of a symmetric SrTiO3-CaTiO3 superlattice 

converged from their distinct monolithic constituents to a similar and unique structure as the 

number of unit-cells in the layers was reduced from twenty-seven to one.  The converged 

structure in the smaller-period superlattices displayed qualities reminiscent of the interface 

structure in the larger-period superlattices.  It was also found that the vibrational response of the 

superlattices changed with the number of unit-cells in the layers, and the response was not 

consistent with theoretical predictions using the dipole scattering approximation and dipole-

active phonon values for SrTiO3, CaTiO3, and NdGaO3 from the literature. Therefore, the 

vibrational response of the superlattices was unique compared to the monolithic phases. These 

results demonstrate that superlattices can acquire unique structures and properties that are 

governed by interfaces as their sizes decrease below certain values and further, that these 

phenomena need to be quantified at the nanoscale to obtain a complete understanding of their 

behavior. 
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Ni Number of unit-cells ψsrc(r, t) Source function 

Nperiod Number of periods in a 

superlattice 

ω Frequency 

P Polarization Ω Vibrational pole’s solid angle 

p Dipole moment ω0 Natural frequency 

q Momentum (transfer) ωLO Longitudinal optic phonon frequency 

q|| Momentum parallel to an 

interface 

ωp Plasma frequency 

q||
Ph Bulk phonon dispersion ωTO Transverse optic phonon frequency 

q||
SPh Surface (interface) phonon 

dispersion 
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Introduction 
Superlattices provide a means to create materials with tunable properties.  Motivating examples 

include non-linear dielectric properties in BaTiO3-SrTiO3 superlattices (Kim et al., 2002), 

changes in optical activity of AlN-GaN superlattices, and thermal conductivity in symmetric 

SrTiO3-CaTiO3 superlattices (Ravichandran et al., 2014).  In the latter case of SrTiO3-CaTiO3 

symmetric superlattices, it was found that when the superlattice layer was made of 4-10 unit-

cells the thermal conductivity was lower than the alloy Sr0.5Ca0.5TiO3. With a further decrease in 

the number of unit-cells the thermal conductivity increased.  These changes in thermal 

conductivity were attributed to the crossover from coherent to incoherent phonon propagation.  

Similarly, in AlN-GaN superlattices optical phonon modes were observed to shift with the 

number of unit-cells in a superlattice layer, but they also observed new phonon modes that were 

unique to the superlattice and not attributed to AlN or GaN.  Other superlattices such as PbTiO3-

SrTiO3 show transitions in their crystal structure and even exhibit exotic topological phases as 

the number of unit-cells per layer changes (Hong et al., 2017). These examples beg the question, 

“what happens to the structure of the constituent materials when the number of unit-cells and 

interfaces are similar, or when the dimensions shrink to what is effectively a single ordered 

phase”? 

 

Through this thesis it will be demonstrated that the crystal, electronic, and vibrational structures 

of the layers comprising a SrTiO3-CaTiO3 symmetric superlattice evolve to similar structures as 

the number of unit-cells in a layer decrease.  The converged structure in the smaller-period 

superlattices displayed qualities reminiscent of the interface structure in the large-period 
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superlattice.  In the one unit-cell limit, an entirely new structure consisting of anti-parallel cation 

displacements and a long-range modulation in magnitude of the anti-parallel displacements 

emerges.  This thesis proceeds by first introducing relevant  background related to perovskites 

(Section 1) and phonons (Section 2) followed by experimental and theoretical background about 

diffraction (Section 3), imaging in a scanning transmission electron microscope (Section 4) 

inelastic scattering  (Section 5), and an electron acting as an electromagnetic wave (Section 6).  

Section 7 describes the samples provided by Prof. R. Ramesh from the University of California, 

Berkeley.  The remaining Sections are resultant of this dissertation work, which begins in 

Section 8 with a derivation of diffraction from a superlattice that contains a continuous backbone 

throughout the entirety of the superlattice, such as the TiO6 octahedra in the SrTiO3-CaTiO3 

superlattice examined here.  This aids in the interpretation of diffraction data acquired from the 

superlattices presented in Section 9.  Section 9 demonstrates the evolution in crystal structure 

and lattice orientation as the number of unit-cells in a layer decrease.  From a large period (27 

unit-cell per layer) to a smaller period (<4 unit-cell per layer) it was observed that the crystal 

transitions from the distinct monolithic phases to similar phases resembling the interface 

structure of larger period superlattices.  Section 10 then shows using core-loss electron energy-

loss spectroscopy, that the convergence in crystal structure is also present in the electron 

structure.  The remaining sections deal with the vibrational spectra of the superlattices.  Section 

11 presents simulations of expected vibrational spectra using data for the monolithic phases.  

Section 12 then presents vibrational electron energy-loss spectra that do not resemble the 

theoretical predictions of Section 11, but do show variation in the vibrational response of Ti- and 

O-sublattices as the number of unit-cells in a layer is varied. Lastly, the main findings of this 

thesis are summarized in the conclusions section.  

1 Perovskite Oxides 
The rich phase space of perovskite oxides serves as the genesis for their robust and varied 

technological importance.  The displacive phase transformations that create the rich phase-space 

are a result of changes in bonding and phonon character.  In this Section the general structure, 

bonding, and phonon character of perovskite oxides are discussed.  Subsequent subsections 

further discuss bonding, TiO6 octahedral tilting, the specific phases of SrTiO3 (STO), CaTiO3 

(CTO), and Sr0.5Ca0.5TiO3 (SCTO), and a background on perovskite oxide superlattices (SL). 

Perovskite oxides are a class of materials containing A- and B-cation sublattices and an O-anion 

sublattice.  The idealized perovskite oxide is simple cubic with a basis of corner sharing A 

atoms, three face centered O atoms, and body centered B atoms.  When the ionic radius of the A 

and O atoms are similar, they form a face centered cubic arrangement with the Ti atom 

occupying the octahedral interstitial site. 

The site occupancies relate to the predominantly ionic bonding that occurs in this class of 

materials.  The ionic bonding phenomenologically can also describe structural distortions that 

occur in perovskites leading to phases of lower symmetry.  The ionic nature of cation-anion 

bonding does not however describe all physical distortions that occur, and the mixed covalent-

ionic nature of the bonds need be considered.  The relation between bonding and the structure of 

perovskite oxides will be the topic of Section 1.1.  The bonding discussed in Section 1.1 can be 
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probed using energy-loss spectroscopy (EELS) by characterizing the energy-loss near-edge fine 

structure (ELNES).  Background on O-K and Ti-L2,3 near-edge fine structures, which are 

pertinent to this investigation, will also be introduced to prepare the reader for the variations 

observed in ELNES of STO-CTO SLs presented in Section 10. 

Phase transformations in perovskites are often induced by softening of either, or both, 

ferrodistortive and anti-ferrodistortive phonon modes (i.e., vibrations that rotate BO6 octahedra) 

and ferroelectric phonon modes (i.e., phonons inducing relative displacements of cations within 

the lattice).  For example, the large dielectric constant of tetragonal BaTiO3 derives from Ti 

displacements that form due to phonon softening at the Γ-point (Aikawa & Fujii, 2011).  Similar 

phase transformations separate the superconducting behavior of YBa2Cu3O7-δ, and insulating 

STO (Bhalla et al., 2000).  Control of phases and phase transformations in oxide perovskites is 

therefore critical to this material class.  The phonon modes associated with octahedral rotations 

that are observed in STO and CTO will be discussed further in Section 1.2. 

Additional phases, and hence functionality, can emerge when two different perovskites are 

coupled in a superlattice or cation ordering occur (Ramesh & Schlom, 2019; Rondinelli & 

Fennie, 2012).  The additional phases emerge owing to the local minima that form across the 

energy landscape as differing phonon modes competitively soften.  At the limit of a superlattice 

composed of alternating materials consisting of a single unit-cell, these effects may even 

magnify and open the possibility for the observation of exotic perovskite phases and emergent 

phenomena.  The existence of nanometer length-scale lattices that can emerge then provide for 

unique properties.  For example, emergence of microscopic skyrmion lattices in PbTiO3-STO 

superlattices manifest unique (and tunable) dielectric, piezoelectric, and optical properties (Das 

et al., 2019; J. Park et al., 2020; Ajay K. Yadav et al., 2019).  Similarly, characteristic electronic 

properties emerge in twisted bi-layer 2D materials as a result of Moire fringes (Chatterjee et al., 

2020; Ohta et al., 2012; Robinson et al., 2013; Yankowitz et al., 2012).  The creation of artificial 

superlattices therefore provides an architecture to control macroscopic responses of a material.  

Naturally ordering and synthetic perovskite oxide superlattices will be discussed further in 

Section 1.3. 

In the following Section and subsections, relevant background for bonding and octahedral 

rotation in perovskite oxides is introduced.  Background for STO, CTO, and SCTO is then 

presented, since STO and CTO are the endmembers comprising the SL and SCTO has the same 

macroscopic concentration as the symmetric superlattices.  The relation between phonon modes, 

cation displacements, and octahedral rotations will be connected throughout these discussions.  

An introduction to Glazer’s notation will be introduced when discussing octahedral rotations, 

which allows for the relation of lower symmetry structures to the idealized high symmetry 

Pm3̅m perovskite structure.  These topics lay the foundation for the understanding of phase 

transformations in perovskite oxides, how to experimentally characterize the transformations in a 

transmission electron microscope (TEM), and what phases might be expected a priori. 

 Bonding in Perovskite Oxides 

Bonding in perovskites plays a key role in their structural stability and the diversity in 

constituting elements and phase space.  In this section the bonding in perovskite oxides is 
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described in the context of structural stability, phase transformations, and electronic structure.  

These are important concepts for later analysis of the structure and bonding in STO-CTO 

superlattices using diffraction, imagining, and ELNES. 

The energy of a perovskite oxide is predominantly described by the Coulombic interaction 

between anions and cations, which is embodied in the Madelung constant.  Therefore, the 

coordination number (CN) of ions can be determined by the ionic radius ratio (ρ=r+/r-, with 𝑟± as 

the ion radius) rules proposed by Pauling in 1929 (Pauling, 1929).  The ion ratio rules are 

outlined in Table 1.1 and the ratios relevant to STO and CTO are provided in  

Table 1.2. 

Table 1.1.  Pauling’s radius ratio rules. 

ρ=r+/r- CN Type 

ρ<0.155 2 Linear 

0.155<ρ<0.225 3 Triangular 

0.225<ρ<0.414 4 Tetrahedral 

0.414<ρ<0.732 6 Octahedral 

0.732<ρ<1.000 8 Cubic 

ρ=1 12 Close packed 

   

Table 1.2.  Ionic radii for elements in STO and CTO, pertinent ionic ratios, and predicted Pauling 

coordination numbers. 

I 𝒓𝒊
±

 𝒓𝒊
+ 𝒓𝑶

−⁄  Pauling CN Actual CN 

Sr 132 1.048 12 12 

Ca 114 0.905 8 8 

Ti 74.5 0.591 6 6 

O 126 - -  

 

Pauling’s ionic ratio rules predicts a coordinated number of six for Ti atoms in STO and CTO.  

This is in fact the correct coordination and predicts the formation of undistorted TiO6 octahedra.  

The coordination of A-sites is predicted as 8 and 12 for CTO and STO, respectively.  At room 

temperature and pressure, STO adheres to the idealized simple cubic lattice and the Sr atom has a 

CN of 12.  CTO on the other hand has a coordination of 8 because of systematic rotation of TiO6 

octahedra (Buttner & Maslen, 1992; Knight, 2011; Koopmans et al., 1983).  The predictions 

from Pauling’s ionic ratio rules are therefore accurate in predicting the local coordination of the 

cations in perovskite oxides. 

A similar rule was proposed by Goldschmidt to predict the structure of perovskite oxides.  A 

tolerance factor (t) is defined as the ratio of ideal A-O and B-O bond length, like Pauling’s ionic 

radius ratio, where 

 
𝑡 =

𝑟𝐴 + 𝑟𝑂

√2(𝑟𝐵 + 𝑟𝑂)
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The structural predictions related to the tolerance factor are shown in Table 1.3.  The prediction 

of the Goldschmidt tolerance factor correctly predicts the crystal structure for both CTO and 

STO. 

Table 1.3. Goldschmidt tolerance factor ranges for predicted structures, and examples. 

t Structure Examples 

>1 Hexagonal or 

Tetragonal 
BaTiO3 (t=1.062) 

0.9<t<1 Cubic SrTiO3 (t=0.910) 

0.71<t<0.9 Orthorhombic or 

Rhombohedral 
CaTiO3 (t=0.846) 

t<0.71 Others FeTiO3 (t=0.666) 

 

Distortions of the TiO6 octahedra and displaced Ti atoms leads to different A-site and Ti-site 

coordination with changing temperature.  These displacements and rotations are tied to the 

bonding in the material and result in softened phonon modes, which will be discussed in Section 

1.2.  The specific transformations for STO, CTO, and SCTO are discussed in Section 1.4. 

Although bonding in ABO3 oxides can be described using ionic bonding, this is a rather naive 

approach and neglects the appreciable covalent nature of bonding between cations and anions 

(Carl W., 1963).  Increased Ti-O covalency for example partly explains the displacement of Ti 

atoms in BaTiO3 (Carl W., 1963; Megaw, 1952). 

 

Figure 1.1. Crystal field splitting of d-orbitals because of local coordination number (CN) and 

symmetry. 

The electron orbitals of atoms split because of the local environment, coordination, and 

symmetry, as shown in Figure 1.1 for common site symmetries.  In molecular orbital theory the 
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splitting is known as crystal field splitting.  For example, when an atom is in octahedral site its d-

orbitals split into a higher energy  eg band with four states and a lower energy t2g band with six 

states.  This is a result of the symmetry and directionality of the bonds with the higher energy 

band having bonds directed at corners of the octahedra.  The splitting of the bands is associated 

with an energy, Δoct.  If the octahedra is tetragonally distorted, then eg 𝑑𝑥2−𝑦2 and 𝑑𝑧2 no longer 

have equal bond lengths and are no longer degenerate.  Likewise, the dxy orbitals are no longer 

degenerate with dxz and dyz.  This splitting occurs for the d-orbitals in the B-site of perovskites 

(Carl W., 1963).  Splitting also occurs in the s- and p-orbitals of oxygen and is tied to local Sr-O 

and Ti-O bonding and symmetry.  In perovskite oxides it is expected that the bonding is different 

within the different phases.  As previously mentioned, the Ti atoms are in an octahedral site for 

both CTO and STO, therefore it is expected that the crystal field effects and splitting of Ti d-

orbitals is identical.  The oxygen environment is however different in STO and CTO, so the 

crystal filed splitting is expected to be different for oxygen.  The manifestation of these bonding 

differences in ELNES is discussed in Section 5.1. 

In this subsection, the bonding in perovskite oxides was discussed.  The site-specific stability of 

constituent ions and their effect on electronic structure were established.  ELNES and the 

crystallographic-electronic structure relations here will be useful in the analysis of ELNES 

spectra of STO-CTO superlattices in Section 10. 

 Octahedral Tilting in Perovskites 

In perovskites systematic displacement of atoms results in phase transformations, which can be 

described by distortions of the idealized high-symmetry structure.  The displacements are a result 

of altered bonding (as described in Section 1.1) and unstable phonons (known as soft phonons).  

In this Section, displacements that occur in perovskites, their relation to phonons, and how to 

characterize them in a (S)TEM are discussed. 

The lower-symmetry lattice of a distorted perovskite is conventionally projected to the idealized 

high-symmetry (aristotype) Pm3̅m space group, easing visualization and description of different 

phases.  The projection onto the aristotype lattice is also often referred to as the pseudo-cubic 

(pc) unit-cell, since the aristotype for perovskites is a simple cubic lattice.  The simplification 

and back projection of crystals with lower symmetry also allows for systematic phase 

identification of space group by indexing ordered reflections (ORs) in diffraction data (Glazer, 

1972, 1975; David I. Woodward & Reaney, 2005; P. M. Woodward, 1997a, 1997b). 

In 1972 Glazer proposed a system for classifying the rigid rotation of TiO6 octahedral about the 

three pc axes (i.e. 〈100〉𝑝𝑐 directions), and this notation has been adopted by the field (Glazer, 

1972, 1975).  The relative magnitude of the tilt angle about one of the pc axes is indicated by the 

letters a, b, and/or c.  For examples, the sequence aaa indicates equivalent tilt angles about all 

three pc axes,  the sequence aac indicates equivalent tilt angles around the [100]pc and [010]pc 

axes, and the sequence abc indicates different tilt angle about all three pc axes.  Superscripts are 

used to describe the sense of TiO6 octahedra tilting along the axis relative to its neighbors.  The 

superscript 0, –, and + represent no tilting, out-of-phase tilting, and in-phase tilting.  For 

example, a0a0c- has two axes without tilt (as shown in Figure 1.2d) and one with out-of-phase 

tilting (as shown in Figure 1.2e).  Another example, a-a-c+, has two out-of-phase tilts with equal 
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magnitude (as shown in Figure 1.2g) and one in-phase tilt (as shown in Figure 1.2h).  In-phase 

and out-of-phase octahedral tilts are a result of softened antiferrodistortive phonon modes at 

wavevector 𝒒 = (
1

2

1

2
0) (𝑀3

+) and 𝒒 = (
1

2

1

2

1

2
) (𝑅4

+ or 𝑅25) brillouin zones (BZ), respectively1 

(Campbell et al., 2006; Glazer, 1975; Howard & Stokes, 1998).  A third softening mode 

responsible for antiparallel cation displacements occurs at 𝒒 = (
1

2
00) (𝑋5

+).  When a 

combination of in- and out-of-phase tilts are present, A-site cations are displaced.  The 

 
1 𝑅4

+ is appropriate when the origin is an A-site whereas R25 is chosen when the center of the TiO6 octahedra is the 

origin.  
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displacement of cations from octahedral displacements is known as improper ferroelectricity.  

This is observed in the a-a-c+ tilt system (for which CTO is a part of), as shown in Figure 1.2h. 

 

Figure 1.2. Model perovskite structures for Pm3̅m (a-b), I4/mcm (c-e), and Pbnm (f-h) space 

groups.  The tilt pattern for each space group are listed in (a), (c), and (f).  (d) and (g) are viewed 

along [100]pc showing the a0 and a- tilts present in I4/mcm and Pbnm space groups, respectively.  

(e) and (h) are viewed along [001]pc showing the c- and c+ tilts present in I4/mcm and Pbnm 

space groups, respectively.  Cation displacements are observed in (h), which result from the 

mixed tilt pattern a-a-c+ in Pbnm.  The three phases presented were chosen because they illustrate 

the various octahedral rotations discussed and because Pm3̅m and I4/mcm are the stable phases 

of STO, and Pm3̅m, I4/mcm, and Pbnm are the stable phases of CTO. The red, gray, and green 

(or blue) atoms represent O, Ti, and A sites, respectively. 

From the combination of a, b, c, 0, +, and –, Glazer identified 23 unique tilt systems and 

associated each with a space group (Glazer, 1972, 1975; P. M. Woodward, 1997a), as shown in 
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Table 1.4.  Multiple pc unit-cells are required to capture the tilt patterns, most of which are 

double perovskites (i.e. 2x2x2).  Interestingly, all tilt systems that contain two out-of-phase tilt 

axes with identical magnitude have unit-cells that are rotated 45o with respect to the pc axes.  

This is because two out-of-phase tilts can be described as a single out-of-phase tilt along a 

〈110〉𝑝𝑐 axis. Within the 23 tilt systems, 16 unique space groups are present. Howard and Stokes 

corrected the 16 unique space groups to 18 and using group-theoretical methods further reduced 

the number of allowed tilt systems from 18 to 15 (Howard & Stokes, 1998).  They also noted that 

a geometrical distortion of the TiO6 was required for tilt systems 4-7. 

Table 1.4.  23 Glazer tilt systems proposed by Glazer (Glazer, 1972) and corrected by Woodward 

(P. M. Woodward, 1997a). 

# Tilt system 

Relative to pc 

dimensions Relative pc parameters Space group 

Three-tilt systems 

1 a+b+c+ 2 × 2 × 2  𝑎 ≠ 𝑏 ≠ 𝑐 Immm (No. 71) 

2 a+b+b+   𝑎 ≠ 𝑏 = 𝑐 Immm (No. 71) 

3 a+a+a+   𝑎 = 𝑏 = 𝑐 Im3̅ (No. 204) 

4 a+b+c-   𝑎 ≠ 𝑏 ≠ 𝑐 Pmmn (No 59-2) 

5 a+a+c-   𝑎 = 𝑏 ≠ 𝑐 P42/nmc (No. 137-2) 

6 a+b+b-   𝑎 ≠ 𝑏 = 𝑐 Pmmn (No 59-2) 

7 a+a+a-   𝑎 = 𝑏 = 𝑐 P42/nmc (No. 137-2) 

8 a+b-c-   𝑎 ≠ 𝑏 ≠ 𝑐, 𝛼 ≠ 90𝜊 P21/m (No. 11-2) 

9 a+a-c-    𝑎 = 𝑏 ≠ 𝑐, 𝛼 ≠ 90𝜊 P21/m (No. 11-2) 

10 a+b-b- 2 × √2 × √2   𝑎 ≠ 𝑏 ≠ 𝑐, Pnma (No. 62) 

11 a+a-a-    𝑎 ≠ 𝑏 ≠ 𝑐, Pnma (No. 62) 

12 a-b-c- 2 × 2 × 2   𝑎 ≠ 𝑏 ≠ 𝑐, 𝛼 ≠ 𝛽 ≠ 𝛾 ≠ 90𝜊 F1 (No. 2) 

13 a-b-b- 2 × √2 × √2  𝑎 ≠ 𝑏 ≠ 𝑐, 𝛼 ≠ 𝛽 ≠ 𝛾 ≠ 90𝜊 I2/a (No. 15-3) 

14 a-a-a- 2 × 2 × 2  𝑎 = 𝑏 = 𝑐, 𝛼 = 𝛽 = 𝛾 ≠ 90𝜊 R3c (No. 167-2) 

Two-tilt systems 

15 a0b+c+ 2 × 2 × 2  𝑎 < 𝑏 ≠ 𝑐 Immm (No. 71) 

16 a0b+b+   𝑎 < 𝑏 = 𝑐 I4/mmm (No. 139) 

17 a0b+c-   𝑎 < 𝑏 ≠ 𝑐 Cmcm (No. 63) 

18 a0b+b-   𝑎 < 𝑏 = 𝑐 Cmcm (No. 63) 

19 a0b-c-   𝑎 < 𝑏 ≠ 𝑐, 𝛼 ≠ 90𝜊 I2/m (No. 12-3) 

20 a0b-b- 2 × √2 × √2  𝑎 < 𝑏 = 𝑐, 𝛼 ≠ 90𝜊 Imma (No. 74) 

One-tilt systems 

21 a0a0c+ 2 × 2 × 2 𝑎 = 𝑏 < 𝑐 P4/mbm (No. 127) 

22 a0a0c-  𝑎 = 𝑏 < 𝑐 I4/mcm (No. 140) 

Zero-tilt systems 

23 a0a0a0 1 × 1 × 1 𝑎 = 𝑏 = 𝑐 Pm3̅m (No. 221) 

 

Diffraction techniques can characterize the space group of a perovskite.  As phonon modes 
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soften, and new BZs are formed, ORs appear in the diffraction patterns.  In general diffraction 

techniques, x-rays are less sensitive to distortions in the oxygen sublattice, making electron and 

neutron diffraction preferable.  In 1975 Glazer outlined the condition for ORs based on the in-

phase and out-of-phase tilts.  This was then reviewed by Woodward and Reaney and included 

multiple examples of space group determination using selected area electron diffraction (SAED) 

(David I. Woodward & Reaney, 2005).  The complete set of rules are listed in Table 1.5, but in 

general in-phase tilts create ORs appearing at ½(ooe), out-of-phase tilts create ½(ooo) ORs, 

where “o” and “e” represent odd and even miller indices.  The displacements of cations from the 

combination of in-phase and out-of-phase tilts create ½(eeo) ORs and are named concert 

reflections.  Woodward and Reaney also tabulated the reflections present in pc and non-pc zone 

axes, for non-distorted tilt system with unequal + and – tilts, using the conditions listed in Table 

1.5, this is reproduced in Table 1.6 for completeness. 

Table 1.5. Rules for allowed and absent ORs that result from octahedral tilting. 

Allowed reflections produced from in- and out-of-phase tilts  

1 a- ½(ooo)h≠k 

2 b- ½(ooo)h≠l 

3 c- ½(ooo)k≠l 

4 a+ ½(eoo)h≠k 

5 b+ ½(oeo)h≠l 

6 c+ ½(oeo)k≠l 

Allowed concert reflections 

7 a+ ½(oee) no ½(h00) 

8 b+ ½(eoe) no ½(0k0) 

9 c+ ½(eeo) no ½(00l) 

10 Two in-phase tilts All 7-9 

11 a+ ½(eoo) 

12 b+ ½(oeo) 

13 c+ ½(oeo) 

14 Two in-phase tilts All 11-13 

Absences in concert reflections viewed parallel to an out-of-phase tilt axis 

15 a0b-c+ k≠0 

16 a-a-c+ h-k≠0 or h+k≠0 

(depending on the sense of a- tilts) 

17 a+a+c- h≠±k 

Absences in ½{eoo} reflections in a mixed tilt system 

18 a0b-c+ h≠±k 

19 a-a-c+ h≠±k 

 

Table 1.6. List of ORs present in pc and non-pc zone axes. Reproduced from (David I. 

Woodward & Reaney, 2005). 

pc zone axis a0b-c+ a-b-c+ a-a-c+ a+a+c- 

[100] ½(eeo) ½(eeo) ½(eeo) ½(eeo)+½(eoe)+½(eoo) 

[010] - ½(eeo) ½(eeo) ½(eeo)+½(oee)+½(oeo) 

[001] ½(ooe) ½(ooe) ½(ooe) ½(ooe) 
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[110] ½(ooo)+½(ooe)+½(eeo) ½(ooo)+½(ooe)+½(eeo) ½(ooo) ½(ooe) 

[11̅0] ½(ooo)+½(ooe)+½(eeo) ½(ooo)+½(ooe)+½(eeo) ½(eeo) ½(ooe) 

[101] ½(ooo) ½(ooo) ½(ooo) ½(ooo)+½(oeo)+½(eoe) 

 

An initial comparison of 〈100〉𝑝𝑐 zone axes indicates that tilt systems a-b-c+ and a-a-c+ are 

indistinguishable, and a0b-c+ is distinguishable only by the lack of ORs in one of the pc zone 

axes.  Of the four missed tilt systems a+a+c- sticks out because it contains two ½{eeo} OR 

variants in two of the pc axes, and cumulatively all ½{eeo} and ½{ooe} ORs between the three 

pc axes.  ½(ooo)+½(ooe)+½(eeo) ORs are expected to occur in both a0b-c+ and a-b-c+ making 

them readily distinguishable from a-a-c+ and a+a+c-.  Distinguishing between a-a-c+ and a+a+c- 

only requires one orientation from 〈101〉𝑝𝑐, since a-a-c+ does not contain ½{ooe} reflections.  To 

distinguish between the three three-tilt systems only a [110] or [11̅0] ZA is required, which is 

experimentally easy if the orientation of the c-axis is known. 

This section thus far has discussed the existence of octahedral tilt systems and how to distinguish 

between them.  This addresses the relative magnitude of tilt angle but does not provide for 

quantifiable tilt angles.  The tilt angles can be quantified through SAED if kinematic conditions 

are appropriate.  The intensity for out-of-phase ORs (i.e. ½{ooo}) is given as 

 

𝐼 ∝ [(𝑘𝑖𝑙 − 𝑙𝑖𝑘)𝛼 
±(−𝑙𝑖ℎ + ℎ𝑖𝑙)𝛽 
±(ℎ𝑖𝑘 − 𝑘𝑖ℎ)𝛾]2 

1.1a 

 

and the intensity for in-phase ORs (i.e. ½{eoo}) is given as  

 𝐼 ∝ (𝑘𝑖𝑙 − 𝑙𝑖𝑘)2𝛼2,   for 𝑎+ 1.1b 

 𝐼 ∝ (−𝑙𝑖ℎ + ℎ𝑖𝑙)2𝛽2,   for 𝑏+ 1.1c 

 𝐼 ∝ (ℎ𝑖𝑘 − 𝑘𝑖ℎ)2𝛾2,   for 𝑐+ 1.1d 

 

(Glazer, 1975; David I. Woodward & Reaney, 2005).  Quantification using the intensity of 

diffraction peaks must be used with caution since it requires kinematic conditions.  Kinematic 

conditions are only valid when the first Born approximation is valid, which requires a weakly 

scattering potential.  This is not always valid for perovskites which contain heavier A- or B-site 

atoms.  In addition, the validity of kinematic theory depends on the distance of the Bragg 

condition form the Ewald sphere (referred to as the deviation parameter, s) in conjunction with 

sample thickness.  An alternative approach is to measure the tilt angles directly through imaging.  

In a scanning TEM (STEM) it is possible to map heavy A- and B-site atomic columns with high-

angle annular dark-field (HAADF) imaging while simultaneously mapping lighter oxygen 

columns with bright-field (BF), annular BF (ABF), or differential phase contrast (DPC).  This for 

examples has been used to map the coupling of octahedral tilt across interfaces by quantifying 

the gradient of tilt angles (Aso et al., 2013; Biegalski et al., 2015; He et al., 2015). 

In this subsection the general basis for phase transformations that result from rotating TiO6 

octahedra was reviewed.  This included the introduction of Glazer notation and a diffraction-
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based methodology to determine the types of octahedral tilts present and their relation to 

softening phonon modes.  Using the outlined characterization method, it will be shown in 

Section 9 that as the number of unit-cells in a superlattice period decreases, changes in 

orientation and structure of the lattice are observed. 

 Perovskite Oxide Superlattice and Chemical Ordering 

The creation of artificial superlattices provides a means to selectively chemically order a 

material.  Competing octahedral distortions and cation displacements, both a response of 

softening phonons, occur between the layers and at interfaces of superlattices.  A brief 

introduction will be provided in this subsection.  In the one small-period limit, the distinction 

between a superlattice and an ordered crystal becomes ambiguous, thus providing the capability 

to create perovskites with layered chemical ordering and octahedral ordering.  For this reason, 

relevant studies on chemical ordering in perovskites are introduced.  This background is relevant 

because the samples being studied herein are STO-CTO superlattices with one to twenty-seven 

unit-cells per superlattice layer. 

Chemical ordering in perovskites will inherently change the space group much like octahedral 

tilting.  Ordering can occur on either the A- or B- sublattices such that the crystal basis is 

AA’B2O6 or A2BB’O6, respectively.  Herein only 1:1 ordering will be discussed, because all 

evaluated SLs are stochiometric. Three types of 1:1 cation ordering exist: i) rocksalt, ii) 

columnar, and iii) layered (King & Woodward, 2010; Young & Rondinelli, 2013).  Rock salt is 

most common for B-site ordering and layered is most common for A-site ordering.  A-site 

layered structures are typically stabilized by vacancies and/or second order Jahn-Teller 

distortions (a distortion resulting from nearly degenerate electronic states).  Stabilization of A-

site ordered structures due to octahedral tilting has also been discussed and found energetically 

favorable, one of which is (Sr,Ca)Zr2O6 (Mulder et al., 2013; Young & Rondinelli, 2013).  

Layered ordering is often accompanied by oriented dipoles, which can result in ferroelectricity.  

The unique properties arising from layered ordering is of interest to nanoscale design because 

materials can be artificially ordered in short-period superlattices with various growth techniques, 

allowing for tunability in constituent elements and therefore variable properties.  The topic of 

superlattices will be discussed later in this section, but first an extension of the crystallography 

resultant from octahedral ordering in perovskites to include chemical ordering should be 

discussed, in addition to expression in diffraction data. 

Of the 23 Glazer tilt systems only four remove the crystallographic equivalency of A-sites, thus 

stabilizing A-site ordering (J. H. Park et al., 1998; P. M. Woodward, 1997b).  These are a+a+a+, 

a+a+c-, a0b+b+, and a0b+b-.  The a+a+a+ is a common system most of which are rock salt or 

columnar. An example of a+a+c- is CaFeTi2O6, which is columnar (Leinenweber & Parise, 1995).  

In general, layered ordering does not naturally occur in stochiometric perovskites containing two 

A-sites, rather anion or cation vacancies are present, or more than two A-sites are required.  To 

describe perovskites with layered ordering Kishida et al. extended the Glazer’s notation to 

include a capital letter for the pc axis that ordering occurs along (Kishida et al., 2009).  For 

example, ordering occurring along the c-axis of a-a-c+ is denoted a-a-C+.  From the 16 unique tilt 

systems 22 chemically and rotationally ordered tilt systems were derived which reduces to 16 
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unique space groups.  Reflection conditions and the observed ORs along pc and non-pc axes are 

found within their paper.  This establishes a methodology to determine the space group of lower-

symmetry perovskites from simultaneous chemical and octahedral ordering.  

The creation of artificial SLs provides a means to tune the softening of phonon modes and 

therefore the macroscopic response of a material.  Examples of ATiO3 SLs include lower thermal 

conductivity in symmetric STO-CTO SLs (i.e., macroscopically Sr0.5Ca0.5TO3 and the samples in 

this study) than in a Sr0.5Ca0.5TO alloy (Ravichandran et al., 2014), non-linear dielectric 

properties in BaTiO3-STO (Kim et al., 2002), and improper ferroelectricity and the emergence of 

axially polarized vortices and skyrmions in PbTiO3-STO (Bousquet et al., 2008; Damodaran et 

al., 2017; Das et al., 2019; Hong et al., 2017; Lu et al., 2018; Nguyen et al., 2018; Tang et al., 

2017; A. K. Yadav et al., 2016).  As the number of unit-cells in a layer of a SL is decreased, the 

material transitions from a system dominated by layers separated by interfaces to a system 

containing nearly as many interfaces as unit-cells in a layer.  In the limit of a one unit-cell repeat, 

the distinction between a layer and an interface becomes ambiguous, and the system can be 

considered as a single phase with artificial layer ordering on the A-site sublattice.  Examples of 

one unit-cell superlattices are found in references (Bousquet et al., 2008; Kim et al., 2002; 

Middey et al., 2018; Tabata & Kawai, 1997; Tabata et al., 1994).  The artificial order enables 

access to possibly non-equilibrium crystal structures in systems that prefer solid solutions or 

non-layered ordering. This artificial ordering thus enables a way to leverage interfacial 

phenomena and/or non-equilibrium chemically ordered structures.  Examples of macroscopic 

manifestation of interfacial phenomena are observed in three layer SL (Lee et al., 2005; Tokura, 

2007; Warusawithana et al., 2003; Zubko et al., 2011). 

In this subsection, chemical ordering in perovskite oxides was briefly introduced.  The extension 

of Glazer notation to include layered ordering was discussed which allows for space group 

determination of perovskites containing layered chemical ordering and octahedral ordering via 

the tables in reference (Kishida et al., 2009).  The small unit-cell limit of superlattices is 

equivalent to an artificially ordered lattice.  The physical relevance of such superlattices was 

discussed.  This Section is relevant to this study because the samples are STO-CTO superlattices 

with the number of unit-cells in a period ranging from one to 27.  In addition, phase 

transformations and orientation changes are observed when the number of unit-cells in a layer 

decreased using SAED, shown in Section 9, which requires proper understanding of the 

diffraction data in chemically and octahedrally ordered perovskites. 

 Phases in SrTiO3, CaTiO3, and (Sr0.5,Ca0.5)TiO3 

Phase transformations resulting from octahedral tilting in ATiO3 perovskites was introduced in 

Section 1.2.  It is pertinent to discuss the phase transformations of the monolithic constituents, 

STO and CTO, to provide perspective and comparison to phases observed in the SLs in this 

research.  In this subsection, phases of STO and CTO are discussed.  Similarly, phases of SCTO, 

which contains the same macroscopic composition of symmetric STO-CTO SLs, are discussed. 

STO is a prototypical perovskite oxide with a Pm3̅m space group at ambient conditions.  At 

~105K STO TiO6 octahedra rotate from the softening of the 𝑅15
′ (𝐹1𝑔) anti-ferrodistortive mode 

at ½(111) BZ edges, causing a transformation to a body-centered tetragonal lattice with I4/mcm 
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symmetry (Aschauer & Spaldin, 2014; Ostapchuk et al., 2002).  The I4/mcm space group 

corresponds to Glazer tilt system 22 a0a0c-, representing a single antiphase TiO6 tilt axis. The 

antiphase twisting of the octahedra results in a doubling of the unit-cell along [001]pc (Glazer, 

1975), as shown in Figure 1.2c-e.  The transformation matrix relating I4/mcm to the pc axes is, 

𝑇 = [
−1 1 0
1 1 0
0 0 2

] 

which rotates the a and b axes projecting them to [1̅10]pc and [110]pc, respectively, and doubles 

the c-axis.  At ~37K the F1u ferroelectric mode theoretically softens to form ferroelectric STO; 

however, hyper-Raman experiments at liquid-He temperatures have shown that complete 

softening of the ferroelectric mode is suppressed by coupling with the anti-ferrodistortive mode 

(zero-point motion) making STO an incipient ferroelectric (also named a quantum paraelectric) 

(K. A. Müller & Burkard, 1979; Fang, 2013; K. Alex Müller et al., 1991; Ostapchuk et al., 2002; 

Yamanaka et al., 2000; Kamarás et al., 1995).  Transitioning through this “quantum critical 

point” has been the subject of many studies.  One such way to transition to the ferroelectric 

regime is through doping with 18O or Ca, which not only turns STO into a ferroelectric but also a 

superconductor (Bednorz & Müller, 1984; Itoh et al., 1999; Rischau et al., 2017; R. Wang & 

Itoh, 2001). Another method is through epitaxial strain (Haeni et al., 2004). Ferroelectric STO 

shares the same tetragonal unit-cell as I4/mcm, therefore monolithic STO only shows unit-cells 

with a maximum dimension of √2𝑎𝑝𝑐 × √2𝑎𝑝𝑐 × 2𝑎𝑝𝑐.  This presents the phases of STO, one of 

the constituents of the superlattices. 

In Pbnm CTO at room temperature and pressure, systematic tilting of TiO6 octahedra with 

Glazer notation a-a-c+ are present.  The unit-cell shares the same projection into the pc unit-cell 

as I4/mcm STO, but with unequal dilation of the a and b axes.  The octahedral rotations and 

change in space-group give rise to ordered reflections that appear at ½ of the aristotype unit-cell, 

as previously discussed in Section 1.2.  In the [010]pc and [100]pc zone axis (ZA) selected-area 

diffraction patterns (SADPs) of Pbnm CTO, systematic tilting of TiO6 octahedra produces ORs 

at ½{oee} (e.g. ½{102}pc).  CTO I4/mcm symmetry occurs between ~1250 and ~1374 oC, like 

STO has below 105oC. Above ~1374 oC, CTO is cubic with a Pm3̅m space group.  The sequence 

of phase transformations Pbnm→I4/mcm→Pm3̅m has a maximum unit-cell dimension of  

√2𝑎𝑝𝑐 × √2𝑎𝑝𝑐 × 2𝑎𝑝𝑐, similar to STO. A second orthorhombic phase with space group Cmcm 

has debatably been present in the temperature range ~1173-1227oC, however the most modern 

reports rule out this phase (Ali & Yashima, 2005; Guyot et al., 1993; Kennedy et al., 1999; 

Redfern, n.d.).  With the presence of the Cmcm phase, the phase transformations can be 

described as the softening of an R-point phonon (Pm3̅m a0a0a0 to I4/mcm a0a0c-), then the 

softening of an M-point phonon2 (I4/mcm a0a0c- to Cmcm a0b+c-), then the softening of another 

R-point mode (Cmcm a0b+c- to Pnma a-b+a-, which can also be set as Pbnm a-a-c+) (Železný et al., 

2002).  Without the Cmcm intermediate a softening of coupled R- and M-point modes is thought 

to occur(Parlinski et al., 2001).  The phase transitions in CTO share a similar sequence to that of 

 
2 It is worth noting that the BZ positions of the tetragonal and orthorhombic lattices can be back projected to the 

cubic unit-cell such that softening is described by their high-symmetry counterpart.  See for example the relation of 

cubic to orthorhombic modes in Table II of reference (Železný et al., 2002). 
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STO with the softening of R- and M-point phonons, but at slightly elevated temperatures.  This 

presents the phases of CTO, one of the constituents of the superlattices. 

There is extensive debate in the literature about the room temperature phase of SCTO.  Initial X-

ray diffraction (XRD) and synchrotron experiments of SCTO reported a Cmcm space group that 

has a 2𝑎𝑝𝑐 × 2𝑎𝑝𝑐 × 2𝑎𝑝𝑐 unit-cell (Ball et al., 1998).  Distinguishing between Cmcm and Pnma 

space groups in perovskite oxides is rather difficult using X-ray based techniques.  Observation 

of ORs and extinction rules along specific ZAs using SAED can distinguish between the two 

space groups, and this lead Howard et al. to the conclusion that SCTO was Pnma and not Cmcm 

(Howard et al., 2001).  This was in agreement with the later SAED, convergent-beam electron 

diffraction (CBED), and neutron scattering experiments performed by Ranjan et al. (Mishra et 

al., 2006; Ranjan et al., 2001).  In contrast, more recent work by Woodward et al. suggests a 

P21/m space group (D I Woodward et al., 2006).  Needless to say, the room temperature phase 

for SCTO is under debate.  Regardless of the correct phase, SCTO does not exhibit any 

ferroelectric or anti-ferroelectric properties, however, at lower Ca concentrations (𝑥 < 40) anti-

ferroelectricity is realized, making SCTO an incipient anti-ferroelectric (Anwar & Lalla, 2008; 

Mishra et al., 2006; Ranjan & Pandey, 2001a, 2001b; Ranjan et al., 2001; Ranson et al., 2005). 

In this subsection the phases of STO, CTO, and SCTO were discussed.  The space groups Pm3̅m 

and I4/mcm occur in both STO and CTO.  The space group Pbnm and arguably Cmcm is 

observed in both CTO and SCTO.  This provides a framework of phases present in the two end 

members and at the macroscopic composition of the superlattice. 

2 Phonons 
Phonons are responsible for material properties such as heat capacity, thermal conductivity, and 

optical conductivity in ionic solids.  They are also responsible for the phase transformations in 

perovskites as discussed in Section 1.2.  To understand the vibrational spectra presented in 

Section 12 and the simulated spectra in Section 11 an understanding of the dipole approximation 

(Section 5.2) and the connection between phonons and permittivity must be established.  The 

connection between phonons and permittivity is made in Section 2.1 and the characterization of 

phonons using vibrational EELS is then presented in Section 2.2. 

 From Phonons to Permittivity 
In this subsection the relation between phonons and a materials permittivity is introduced.  This 

begins with a discussion of atomic polarization of an ion followed by the polarization of an ionic 

dipole.  These treatments establish the basis for the Lorentz-Drude and factorized dielectric 

functions, which can be used to model EELS through the dipole formalism discussed in Sections 

5.2 and 6, and characterize the vibrational response of materials.  This will enable development 

of the theory used to simulate the vibrational EELS spectra expected for STO and CTO, and 

STO/CTO and vacuum/ATO interfaces, for later comparison with experimental vibrational 

EELS spectra of STO-CTO superlattices. 

The ionic polarizability of an atom in an ionic material can be treated as an electronic shell with 

charge Ze and mass 𝑀 = 𝑍𝑚𝑒 (where Z is the valence number, e is the elementary charge, and 

me is the mass of an electron) bound to the ion-core with a spring constant C.  Newton’s 
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Equation of motion describing displacement (u) of the bound oscillator is therefore  

 

 𝑀
𝜕2𝒖𝑎𝑡𝑜𝑚

𝑑𝑡2
= −𝐶𝒖𝑎𝑡𝑜𝑚 2.1 

 

Assuming the motion of the oscillator is time harmonic, then the natural frequency of atomic 

polarization is found from solving Equation 2.1; 

 𝜔0
2 =

𝐶

𝑀
 2.2 

 

If a frictional and driving force are included the Equation of motion is, 

 

 
𝑀

𝜕2𝒖𝑎𝑡𝑜𝑚

𝑑𝑡2
= −𝑀𝛾

𝜕𝒖𝑎𝑡𝑜𝑚

𝑑𝑡
− 𝑀𝜔0

2𝒖𝑎𝑡𝑜𝑚 − Z𝑒𝑬 2.3 

 

where γ is a damping constant (inverse lifetime) and E is an electric field.  Combining Equations 

2.2 and 2.3 the driven displacement of the polarized ion is,  

 

 
𝒖𝑎𝑡𝑜𝑚 = −

𝑒𝑬

𝑚𝑒(𝜔0
2 − 𝜔2 + 𝑖𝜔𝛾)

 
 

 

Polarization is defined as, 

𝑷𝒊 = 𝑛𝑖𝒑𝑖   
 

where 𝒑𝑖 = −𝑍𝑒𝒖𝑖  is the dipole moment, ni is the number density of the oscillator i, and ne=Zni 

is the valence electron density contributed from the ion.  Therefore, the atomic P induced by E is 

 

𝑷𝑎𝑡𝑜𝑚𝑖𝑐 =
𝑛𝑒𝑒2

𝑚𝑒

𝑬

𝜔0
2 − 𝜔2 + 𝑖𝜔𝛾

 

The total susceptibility of a material is defined as the polarization field induced relative to an 

electric field in vacuum, 

 𝜒 =
𝑷

𝜀0𝑬
 2.4 

 

Therefore, the susceptibility from only atomic polarizations is 

 

 𝜒𝑎𝑡𝑜𝑚𝑖𝑐 =
𝑛𝑒𝑒2

𝜀0𝑚𝑒

1

𝜔0
2 − 𝜔2 + 𝑖𝜔𝛾

 2.5 
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Equation 2.5 is the Lorentz-Drude susceptibility and the pre-factor 

 

𝜔𝑝
2 =

𝑛𝑒𝑒2

𝜀0𝑚𝑒
 

 

is the square of the plasma frequency.  When the electrons are unbound (ω0=0), like in a free-

electron metal, Equation 2.5 reduces to the Drude susceptibility. 

If we now, consider the relative displacement of a pair of electrostatically bound ions from 

equilibrium,  

𝒘 = 𝒖𝑐 − 𝒖𝑎 

 

whose charges are ±Ze and masses are mc and ma, then the p of the ion pair is 

 

𝒑𝑖𝑜𝑛𝑖𝑐 = 𝑍𝑒𝒘 

 

The individual ion displacements are found again from Newton’s Equation of motion, but since 

the ions are coupled the motion is best written in terms of w; 

 

𝑀
𝜕2𝒘

𝑑𝑡2
= −𝐶𝒘 

 

where M is the reduced mass of the ions; 𝑀−1 = 𝑚𝑐
−1 + 𝑚𝑎

−1.  The solution has the same form as 

Equation 2.1 but the mass is now the reduced mass of the ion pair instead of an electron.  

Therefore, the vibration of ionic dipoles is much lower frequency than the vibration of the 

electronic vibrations of the individual ions.  The relative displacement for a driven system is 

found by including both a damping and driving forces into the equation of motion, much like 

Equation 2.3; 

𝒘 =
𝑒𝑬

𝑀(𝜔0
2 − 𝜔2 + 𝑖𝜔𝛾)

 

 

noting that w is positive while uatomic was negative, and that we retain the reduced mass since the 

motion is still coupled.  It follows that 

 𝜒𝑖𝑜𝑛𝑖𝑐 =
𝑛𝑒𝑒2

𝑀𝜀0

1

𝜔0
2 − 𝜔2 + 𝑖𝜔𝛾

 2.6 

 

The pre-factor is like 𝜔𝑝
2 but contains an effective mass.  Other polarizations follow the same 

trend, and the pre-factor is defined as the general oscillator strength (f).  Comparing f for ionic 

vibrations and electronic vibrations, the latter is expected to be much larger. 

The electric displacement (D) in a material, 
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 𝑫 = 𝜀𝑬 2.7 
 

where 𝜀 = 𝜀0𝜀𝑟 is permittivity, ε0 is the permittivity of free-space, and εr is relative permittivity, 

can be partitioned into the field that would naturally occur in vacuum and the field that occurs 

from induce polarizations; 

 𝑫 = 𝜀0𝑬 + 𝑷 2.8 
Relating Equation 2.4, 2.7, and 2.8 provides the relation between εr and χ; 

 𝜀𝑟 = 1 + ∑ 𝜒𝑖  2.9a 

εr is an imaginary function when damping is included in χ.  ε’ and ε” refer to the real and 

imaginary components of εr.  Using the χi in Equations 2.5 and 2.6 the Lorentz-Drude 

permittivity is obtained;  

 𝜀𝑟 = 1 + ∑
𝑓𝑗

𝜔0,𝑗
2 − 𝜔2 + 𝑖𝜔𝛾

𝑎𝑡𝑜𝑚𝑖𝑐,𝑖𝑜𝑛𝑖𝑐

𝑗

 2.9b 

where fj is the generalized oscillator strength.  We are typically not interested in the full range of 

frequencies so the summation of Equation 2.9 is broken into susceptibilities near the frequencies 

of interest and susceptibilities with too high of resonant frequencies resulting in an “out of 

phase” background; 

𝜀𝑟 = 𝜀∞ + ∑ 𝜒𝑖 

 

where ε∞ is the high frequency permittivity related to the polarization and displacement of over 

driven oscillators.  For example, if we are concerned with optical lattice vibrations then the 

electronic polarization ions will contribute to ε∞ because 𝜔0,𝑎𝑡𝑜𝑚𝑖𝑐 ≫ 𝜔𝑖𝑜𝑛𝑖𝑐 and the Lorentz-

Drude model, Equation 2.9b, becomes  

 𝜀𝑟 = 𝜀∞ + ∑
𝑓𝑗

𝜔𝑇𝑂,𝑗
2 − 𝜔2 + 𝑖𝜔𝛾

𝑖𝑜𝑛𝑖𝑐

𝑗

 2.10 

 

where the ωTO is the natural resonance frequency of a transverse optic (TO) mode. 

If we also consider the static limit of the Lorentz-Drude permittivity, where vibrations are under 

driven (𝜀𝑠 = 𝜀𝑟(0)), for one near resonant vibration we get 

 
𝜀𝑠 = 𝜀∞ +

𝑓

𝜔𝑇𝑂
2  2.11 

 

Combining Equations 2.10 and 2.11 the εr is obtained as a function of measurables εr and ε∞; 

 
𝜀𝑟 = 𝜀∞ + (𝜀𝑠 − 𝜀∞)

𝜔𝑇𝑂
2

𝜔2 − 𝑖𝛾𝜔
 2.12 
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In a crystal, longitudinal modes exist in addition to transverse modes.  Longitudinal optic (LO) 

modes exist when εr=0, therefore providing the Lyddane-Sachs-Teller relationship, 

 𝜔𝐿𝑂
2 =

𝜀𝑠

𝜀∞
𝜔𝑇𝑂

2  2.13 

 

which describes the relation between long wavelength LO and TO modes.  Combining Equations 

2.12 and 2.13 provides  

 
𝜀𝑟 = 𝜀∞ (1 +

𝜔𝐿𝑂
2 − 𝜔𝑇𝑂

2

𝜔𝑇𝑂
2 − 𝜔2 − 𝑖𝛾𝜔

) 

 

2.14 

Figure 2.1(a) shows the real and imaginary component of the in-plane permittivity for hexagonal 

BN as described by Equation 2.14. 

The real component of Equation 2.14 is negative when 𝜔𝛵𝛰 < 𝜔 < 𝜔𝐿𝑂, which defines a band 

of frequency that vibrations do not occur within the bulk of a material, as shown in Figure 2.1 for 

hexagonal BN.  This band is known as a Reststrahlen band.  The abbreviation Ph for phonon is 

used in Figure 2.1 and the following text.  Surface vibrations or surface phonons (SPh) occur 

within the Reststrahlen band and will be considered in more detail in Section 6.1.   Equations 

2.11-2.13 have been generalized and result in a more general factorized form3 of the Lyddane-

Sachs-Teller relationship and dielectric function,  

 
𝜀𝑠

𝜀∞
= ∏

𝜔𝐿𝑂
2

𝜔𝑇𝑂
2  2.15 

 𝜀𝑟 = 𝜀∞ ∏
𝜔𝐿𝑂,𝑗

2 − 𝜔2 − 𝑖𝜔𝛾𝐿𝑂,𝑗

𝜔𝑇𝑂,𝑗
2 − 𝜔2 − 𝑖𝜔𝛾𝑇𝑂,𝑗

 2.16 

respectively (Cochran & Cowley, 1962; Kurosawa, 1961; Sievers & Page, 1990).  Thus, the 

singularities for the vibrational response in materials are defined within their εr as,  

 𝛺𝑗 = √𝜔𝑗
2 ±

𝛾𝑗
2

4
 2.17 

where Ω are the poles. 𝛺𝐿𝑂 = 𝜔𝐿𝑂 and 𝛺𝑇𝑂 = 𝜔𝑇𝑂 (i.e. the singularities in εr) when damping is 

zero (Sievers & Page, 1990).  Therefore, techniques capable of characterizing εr, such as Fourier 

transform infrared spectroscopy (FTIR) or EELS, can identify the ωLO and ωTO modes in a 

material. 

 
3 This is valid for orthorhombic symmetry and higher.  Generalization for lower symmetry is found in reference 

(Cochran & Cowley, 1962). 
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Figure 2.1.  Lorentz-Drude in-plane permittivity (a) for hexagonal-BN with ωTO=168.62, 

ωLO=200.11, and γ=0.87 meV measured in reference (Caldwell et al., 2014). The dotted 

horizontal lines mark the LO and TO frequencies and between them ε”<0 is the Reststrahlen 

band. Note that ε” remain finite when damping is included.  The Ph dispersion outside the 

Reststrahlen band and SPh dispersion within are shown in (b).  Coupled symmetric and 

asymmetric SPh are shown in (b) for a 200 nm film.  The light and electron lines in (b) show 

what (S)Ph polariton modes will be excited and what modes are radiative, as discussed in Section 

6.1. 

This subsection established the connection between lattice vibrations and permittivity required 

for the EELS dipole approximation discussed in Section 5.2, which is used to describe 

vibrational EELS under specific conditions.  This subsection therefore provides background for 

later vibrational EELS simulations and vibrational EELS experiments, shown in Sections 11 and 

12, respectively. 

 Vibrational Electron Energy-Loss Spectroscopy 

This subsection describes the current state of vibrational EELS in a (S)TEM.  This is done to 

convey the relative infancy of the vibrational spectroscopy technique, which we will later 

provide further experimental data for, thus progressing the understanding of applications, 

capabilities, and gaps in current understanding. 

With state-of-the-art monochromated STEM it is now possible to probe the vibrational response 

of materials with high spatial resolution using EELS (Egerton, 2014; Krivanek et al., 2014).  

This for example, allows for probing the localized surface phonon response in nanostructures 
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such as nano-cubes (Maureen J Lagos et al., 2018; Maureen J. Lagos et al., 2017), nano-particles  

(Venkatraman, March, et al., 2018a), and nano-rods (Li et al., 2020; Qi et al., 2019).  Vibrational 

EELS has also been used to map heterogeneity of oxygen coordination in aluminosilicate glasses 

(Liao et al., 2020) and the response from Si/SiO2 interfaces (Venkatraman, March, et al., 2018b; 

Venkatraman, Rez, et al., 2018).  Initial experiments showed that spatial resolution varied from 

hundreds of microns to nanometers depending on the region of momentum space collected 

(Dwyer et al., 2016).  Extensive research has been performed to determine the scattering nature 

of vibrational EELS and has determined that two signals exist: i) delocalized scattering from 

dipoles, and ii) localized impact scattering. 

Using impact scattering vibrational response with atomic-resolution is now capable enabling 

measurements such as the vibrational response of single Si substitutional atoms in graphene (F. 

S. Hage et al., 2020).  Such high spatial resolution is achieved by circumventing the delocalized 

signal, which contributes lower signal at high q, or by using a material that lacks vibrations with 

induced dipoles (F. S. Hage et al., 2019; Senga et al., 2019; Venkatraman et al., 2019).  The q 

dependence also brought attention to the capability of vibrational EELS in a STEM to measure 

phonon dispersions from small volumes.  Examples extend from differentiation of cubic and 

hexagonal BN (Fredrik S. Hage et al., 2018; Nicholls et al., 2019) to dispersion measurements 

from single SiC nano-rods (Li et al., 2020). 

The delocalization of dipole scattering has its advantages.  For example, the delocalization 

interaction of the probe with the electric field in a sample allows for phonon measurements when 

an electron probe is in the vacuum.  This is known as an “aloof” geometry and lends itself to 

studying radiation sensitive materials, because the sample in minimally exposed to the high-

energy electrons (Collins et al., 2020; Haiber & Crozier, 2018; Jokisaari et al., 2018; Radtke et 

al., 2019; Rez et al., 2016; Venkatraman, March, et al., 2018a; Vollmer et al., 2019). 

Application of vibrational EELS in a STEM extends past measurement of nanostructures.  

Already mentioned examples include measurements from Si substitutions in graphene and 

oxygen coordination in aluminosilicate glasses (F. S. Hage et al., 2020; Liao et al., 2020).  Other 

studies include isotopic label mapping (Hachtel et al., 2019) and measurement of hydrogen 

defects that are detrimental to the photocatalytic response of graphitic nitrides (Haiber & Crozier, 

2018).  The most explored application vibrational EELS is local thermometry (M. J. Lagos & 

Batson, 2018; Maureen J. Lagos & Batson, 2018; Yan et al., 2019).  Such measurements involve 

ratioing energy-gain peaks (phonon transferring energy to the electron) with energy-loss peaks.  

Another method was recently proposed to extract specific heat and thermal conductivity by 

measuring the shape and full-width at half maximum of the zero-loss peak (ZLP) (Idrobo et al., 

2019).  This circles back to the earliest measurements in STEM-EELS of STO by Egovali et al. 

that showed collective phonon response of individual atomic columns could be measured by 

measuring deviations in the ZLP (Egoavil et al., 2014). 

In this sub-Section the scattering mechanisms measured using vibrational EELS were discussed 

with regards to their spatial resolution and/or applicability to various material systems.  

Applications of vibrational method were discussed including measurement of optically relevant 

nanostructures, isotopic and hydrogen identification, and thermal measurements.  This lays the 



35 

 

foundation for our work to extend the capability and understanding of vibrational EELS and 

portrays the novelty of the technique. 

3 Diffraction 
In this section the basic premise of diffraction is introduced followed by a discussion of various 

electron diffraction techniques in a TEM. 

The amplitude of an elastically scattered electron wave, ψel, in the first-Born approximation at 

position r from a scattering potential 𝑉(𝒓′) is given as 

 

𝜓𝑒𝑙(𝒒, 𝒓) = −
𝑚𝑒

2𝜋ℏ2

𝑒𝑖𝒌∙𝒓

|𝒓|
∫ 𝑉(𝒓′)𝑒−𝑖𝒒∙𝒓′

𝑑3𝒓′  

 

with electron mass me, final wavevector k, incident wavevector k0, and 𝒒 = 𝒌 − 𝒌0 (Fultz & 

Howe, 2013).  The intensity of the scattered wave is given as 𝛪 =
|𝜓𝑒𝑙

∗ (𝒒)|
2

|𝒓−𝒓′|2 .  If we consider atomic 

scattering centers at positions Rj then  𝑉(𝒓′) = ∑ 𝑉𝑎𝑡(𝒓′ − 𝑹𝑗)𝑹𝑗
.  Ignoring the 1 |𝒓𝑗|⁄  

dependence and defining 𝒓 = 𝒓′ − 𝑹𝑗 with r and Rj being independent then  

 

 
𝜓𝑠𝑐𝑎𝑡𝑡(𝒒) = ∑ (−

𝑚𝑒

2𝜋ℏ2
∫ 𝑉𝑎𝑡,𝑹𝑗

(𝒓)𝑒−𝑖𝒒∙𝒓𝑑3𝒓)

𝑹𝑗

𝑒𝑖𝒒∙𝑹𝑗 3.1 

 

The parenthetical term is defined as the atomic form factor for electron scattering, 𝑓𝑒𝑙(𝑹𝑗 , 𝒒), 

such that Equation 3.1 is written  

 𝜓𝑠𝑐𝑎𝑡𝑡(𝒒) = ∑ 𝑓𝑖𝑒−𝑖𝒒∙𝑹𝑖

𝐴𝑙𝑙 𝑎𝑡𝑜𝑚𝑠

𝑹𝑗

 3.2 

In a periodic lattice an atom position is expressed as the sum of its basis position (rg) and the 

position of the lattice it resides in (rk). 

 

 𝑹𝒋 = 𝒓𝑔 + 𝒓𝑘 3.3 

 

The scattering strength in 𝑓𝑒𝑙 depends on the potential within a unit-cell, therefore rg provides a 

periodicity to fel so that Equation 3.3 can be expressed as a shape factor 𝑆(𝒒), which describes 

the interference from consecutive unit-cells, and structure factor 𝐹(𝒒), which describes the 

interference from the screened columbic potential within a unit-cell.  

 𝜓𝑠𝑐𝑎𝑡𝑡(𝒒) = 𝑆(𝒒)𝐹(𝒒) 3.4a 

 

𝑆(𝒒) ≡ ∑ 𝑒−𝑖𝒒∙𝒓𝒈

𝑁

𝑟𝑔

 3.4b 
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𝐹(𝒒) ≡ ∑ 𝑓𝑒𝑙(𝒓𝑘)𝑒−𝑖𝒒∙𝒓𝒌

𝑏𝑎𝑠𝑖𝑠

𝒓𝑘

 

3.4c 

 

When q is a reciprocal lattice vector then the exponent of Equation 3.4c is zero and F is a 

maximum (likewise I),  this is known as the Bragg condition or Laue condition.  This is 

equivalent to the Ewald sphere intersecting a reciprocal lattice point, as shown in Figure 3.1.  

The curvature of the Ewald sphere and the three-dimensional nature of a reciprocal lattice results 

in zones of interSection known as Laue zones.  The zero, first, second, and higher-order Laue 

zones (ZOLZ, FOLZ, SOLZ, HOLZ, respectively) are shown in Figure 3.1a. 

 

 

Figure 3.1.  Ewald sphere intersection of a simple cubic reciprocal lattice viewed along the z- (a) 

and y-axis (b).  The ZOLZ, FOLZ, SOLZ, HOLZ are shown in (a) as shaded regions. In (b) the 

Laue condition is relaxed such that the Bragg peaks are elliptical. 

S does not depend on the content of the crystal but rather the number of unit-cells in the sample.  

The intensity can be found using a Taylor series expansion and trigonometric identities:  

 

|𝑆𝑖|
2 =

sin2 (
1
2 𝑞𝑖𝑎𝑖𝑁𝑖)

sin2 (
1
2 𝑞𝑖𝑎𝑖)

 

           ≅
sin2 (

1
2 𝑞𝑖𝑎𝑖𝑁𝑖)

(
1
2 𝑞𝑖𝑎𝑖)

2  

3.5 

where a is the lattice parameter, N is the number of unit-cells, and the subscript i indicates the 

vector component.  The denominator of Equation 3.5 acts as an envelope function rapidly 

decreasing the intensity of Bragg reflections away from the exact Bragg condition.  At a Bragg 

condition Equation 3 provides |𝑆𝑖|
2=𝑁𝑖

2 and the envelope function in 3.5 describes an 

exponential decay.  The numerator of Equation 3.5 is sinusoidal resulting in satellite peaks 

appearing next to Bragg reflections, however in practice the envelope function makes the 
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intensity of the satellite peaks weak compared with the central peak.  Another result of the 

sinusoidal numerator is that the width of Bragg reflections scale as (𝑁𝑖𝑎𝑖)
−1.  For example, in a 

thin TEM specimen the thickness of the foil is exceedingly small such that 𝑁𝑧 ≪ 𝑁𝑥,𝑦 and the 

Bragg reflections expand along qz into ellipsoidal rods, as shown in Figure 3.1b.  The broadening 

of the Bragg reflections means that the Ewald sphere does not directly need to intersect a 

reciprocal lattice point for intensity to be observed, this is known as relaxation of the Laue 

condition.  Laue zone relaxation enables intersection of reciprocal lattice planes along qz, known 

as Laue zones.  The ZOLZ only allows access to the two dimensionally projected symmetry of 

the crystal.  By including other Laue zones information of the space group can be characterized 

in addition to the lattice constants. 

 

 

Figure 3.2.  Ray diagrams for a broad TEM beam and a converged STEM probe.  Larger semi-

conversance angles (α) in CBED result in overlapping discs while nearly parallel illumination in 

TEM results in spots, as shown by red lines. 

Electron diffraction in a TEM can be classified into three categories: i) SAED, ii) nano-beam 

electron diffraction (NBED), and iii) CBED.  Schematics of SAED and CBED are shown in 

Figure 3.2.   Each of the three techniques provides its own advantages and the provided 

information will be described in the following introductory text.  The range of incident 

wavevectors used in the three techniques is the primary distinguishing quantity and is described 

by the semi-convergence angle (α). α is measured using the half-width at half-maximum of the 

forward scattered Bragg reflection.   This ranges from near parallel illumination using SAED 

(𝛼 ≈ 10−3 mrad) to a wide variation in wavevector using CBED (𝛼 > 10 mrad), as shown in 

Figure 3.2.  One obvious advantage of SAED is therefore its momentum resolution, however this 

comes at the cost of spatial resolution.  CBED has the opposite resolutions and NBED has an 

intermediate value of spatial and momentum resolution.  Various diffraction techniques will be 

used in Section 9 to understand the evolution in crystal structure as the number of unit-cells in a 

SL layer is reduced. 

The most conventional form of diffraction in a TEM is SAED.  SAED is operated in TEM mode 

with broad illumination containing electrons with (nearly) parallel initial wavevector.  The broad 
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nature of the electron beam and small α provides for diffraction from a large field of view.  A 

selected-area aperture can be inserted into the first image plane formed after the objective lens to 

limit the real-space area from where electrons originate.  This is effectively a real-space filter 

which controls electrons contributing to the SAED pattern (SADP).  The smallest selected-area 

apertures in a TEM are typically ~150 nm.  Therefore, SAED is not ideal for sampling from 

volumes that require high spatial resolution, but rather large fields of view and enables high 

momentum resolution. 

As the convergence angle is increased, broadening the sharp diffraction peaks to discs, the 

electrons start converging to a smaller area in real space forming a probe.  This probe can then be 

scanned and is the basis of STEM.  NBED has a moderate convergence angle and probe size.  

For this reason, scanning-NBED (a 4D-STEM technique acquiring a NBED pattern at every 

pixel) is now used for strain mapping and phase identification.  This 4D-STEM technique avoids 

real space artifacts such as drift, but leads to large data sets.  A review of 4D-STEM can be 

found in the review article by Colin Ophus (Ophus, 2019).  CBED atomic spatial resolution but 

extremely poor momentum resolution.  In STEM the integrated intensity of the diffraction 

pattern is collected on an annular detector or on a round detector for annular DF (ADF) and BF, 

respectively, therefore not requiring high momentum resolution.  Scanning-CBED can be 

performed much like scanning-NBED but the poor momentum resolution provides for less 

accuracy in q space measurements.  There is a caveat that has been employed with the recent 

advancements of 4D-STEM.  That is, by utilizing the HOLZ in a CBED pattern acquired at each 

pixel the lattice parameter and interplanar spacing perpendicular to the electron probe can be 

acquired at each pixel.  For example, Nord et al. observed the octahedral ordering and interface 

coupling in a perovskite system consisting of LaFeO3 between La0.7Sr0.3MnO3 and SrTiO3, by 

characterizing the intensity of an ordered Laue zone in LaFeO3 (Nord et al., 2019). 

In this subsection the basic theory of electron diffraction was presented.  Various electron 

diffraction techniques, namely SAED, NBED, and CBED, were then presented.  The three 

techniques allow for characterization of different length scales and will be utilized in the analysis 

of STO-CTO SLs. 

4 High-angle Annular Dark-field and Differential Phase Contrast 
In this section HAADF and DPC are described with enough background to understand the results 

presented in Section 9.1 and 9.2. 

In STEM annular detectors collect the scattered signal at a range of momentum transfer.  That is, 

the annular detector integrates the intensity of electrons scattered onto the annulus at each pixel 

of the rastered STEM image.  STEM imaging with annular detectors uses incoherent scattering 

processes and the STEM image formed at all angles is an image of the scattering object 

convolved with the probe.   The probe shape is affected by geometric aberrations that result from 

imperfect electromagnetic lenses and is one of the major limiting factors in the spatial resolution 

in a STEM.  State-of-the-art STEMs are equipped with aberration correctors which can 

systematically correct multiple orders of geometric aberrations thus providing both symmetric 

and intense sub-angstrom probes. 
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The type of information transferred to the detector is determined by its inner and collection 

angle.  A distinct advantage of STEM over TEM mode is that multiple annular detectors can be 

used simultaneously so that images with contrast from different physical origins can be 

compared.  Four scattering regions are typically defined: 1) bright-field (BF) that only images 

with the forward scattered disc, 2) low-angle annular dark-field (LAADF), which has an inner 

collection angle slightly larger than the bright-field disc, 3) high-angle annular dark-field 

(HAADF), which has an inner collection angle of roughly three times the bright-field disc, and 

4) medium-angle annular dark-field (MAADF), which has an intermediate collection angle 

(Nellist, 2019).  The most common form of annular signal is HAADF.  HAADF provides 

contrast proportional to atomic number, 𝐼 ∝ 𝑍1.7, and is often referred to as Z-contrast imaging 

(Crewe et al., 1970).  LAADF and MAADF primarily show diffraction contrast with LAADF 

being highly sensitive to lattice defects and strain.  BF signal is associated with phase contrast 

imaging that one sees in TEM and results from the overlap and interference effects of the non-

diffracted and Bragg-diffracted beams.  To eliminate the effects of phase contrast in BF signal an 

annular BF (ABF) detector can be used.  ABF signal shows a reverse contrast of atomic columns 

seen in HAADF signal, in addition to lighter elements.  For this reason, simultaneously acquired 

HAADF and ABF signals are often used for imaging light elements such as oxygen. 

The STEM imaging methods above rely on annular detection.  An alternative imaging method is 

acquiring 4D-STEM data sets and then forming images from user-defined scattering regions, as 

described in Section 3.  With the user-selected regions, annularly integrated images can be 

formed equivalent to an annular detector.  Another technique for imaging in STEM is using the 

change in center-of-mass (COM) of the BF disc that results from momentum transfer from the 

sample to the incident electron.  The best annular resolution for the shifted COM is achieved 

using a pixelated detector, however the data transfer of these 4D-datasets can be limiting.  

Alternatively, segmented annular detectors are used to measure the relative change in COM 

allowing for smaller datasets.  This imaging technique is known as differential phase contrast 

(DPC).  The change in COM is directly proportional to the gradient of the samples 

electromagnetic potential (∇Φ) and for a non-magnetic material is equal to the electric field 

(Close et al., 2015; Ishizuka et al., 2017; Lazić et al., 2016; K. Müller et al., 2014; Shibata et al., 

2012; Yücelen et al., 2018). 

 
𝑰𝐶𝑂𝑀(𝒓) =

1

2𝜋
(|𝜓0|2 ⊗ ∇𝛷)(𝑟) 4.1 

The COM is the divergence of the integrated COM (iCOM)  

 𝑰𝐶𝑂𝑀 = ∇ ∙ 𝑰𝑖𝐶𝑂𝑀 4.2 

 

allowing for Equation 4.1 to be integrated through a Fourier transform 

 
ℱ{𝑰𝑖𝐶𝑂𝑀(𝒓)} =

𝒌 ∙ ℱ{𝑰𝐶𝑂𝑀(𝒓)}(𝒌)

2𝜋𝑖𝒌2
 4.3 

 

Combining Equations 4.1 and 4.3 we also find that the integrated signal is linearly proportional 

to the electromagnetic potential convolved with the probes function 
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𝑰𝑖𝐶𝑂𝑀(𝒓) =

1

2𝜋
(|𝜓0|2 ⊗ 𝛷)(𝑟) 

 

 

Effectively what Equation 4.1 describes is the deflection of the BF disc’s COM as the electron 

probe passes over the positive potential of an atomic nucleus and scatters onto the opposing 

detector.  Using a quadrant detector the divergence in Equation 4.2 is broken into 

 

𝐼𝑥
𝐶𝑂𝑀(𝑥, 𝑦) =

𝜕𝛷(𝑥, 𝑦)

𝑑𝑥
 

𝐼𝑦
𝐶𝑂𝑀(𝑥, 𝑦) =

𝜕𝛷(𝑥, 𝑦)

𝑑𝑦
 

 

with 𝐼𝑖(𝑥, 𝑦) being the difference in intensity of opposite detector segments.  The integrated 

version of the COM using a segmented detector is referred to as integrated DPC (iDPC).  With 

the linearity of iDPC with the electromagnetic potential, iDPC-STEM is now capable of imaging 

all elements of the periodic table including hydrogen (de Graaf et al., 2020).  In this thesis work 

this extreme of sensitivity is not required but the high signal-to-noise and interpretability of 

iDPC signal allows for high-quality quantification of the oxygen sublattice in perovskites in 

relation to the cation sublattice.  This technique will be used in Sections 9.1 and 9.2. 

5 Inelastic Scattering 
When an electron transitions through a specimen in a TEM it both elastically and inelastically 

scatters.  Inelastic scattering in general is accompanied by an energy-loss of the incident electron 

from exciting the material.  These excitations range from promoting an inner-shell electron to an 

unoccupied state (known as an inner-shell or core-loss excitation) to excitation of collective 

phenomena in a material (e.g. phonons, plasmons, exitons, etc.).   The capability of EELS in a 

(S)TEM to locally analyze these excitation events provides a means to study local electronic and 

phononic properties and correlate these properties with the materials lattice or microstructure. To 

provide background for analysis of local electronic structure in SLs with different periods we 

will begin in Section 5.1 by discussing the underlying theory for excitation of inner-shell 

electrons.  This will then be extended to cover electron energy-loss near-edge fine structure 

(ELNES) which provides information on local coordination and valence state.  Features of Ti-

L2,3 and O-K core-loss edges will then be discussed as they pertain to both STO and CTO.  

Theory for collective excitations is more complex as it involves a many body system.  In 

collective excitations characterized by a net dipole moment the theory for inelastic scattering can 

be simplified by using an effective dielectric formalism or dipole scattering.  Dipole scattering 

will be discussed in Section 5.2 in the context of vibrational EELS. 

 Atomic Model for Core-loss Electron Energy-Loss Spectroscopy 
To consider the inelastic scattering of an electron by an atom we need to consider the energy-loss 

of the incident electron from exciting inner-shell electrons in state α to unoccupied final state β 

and the change in momentum of the incident electron from ℏk0 to ℏk.  The Schrödinger Equation 

for this two-electron system is  
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 𝐻|𝒌0, 𝛼⟩ = (𝐸0 + 𝐸𝛼)|𝒌0, 𝛼⟩ 5.1 

 

where H is the Hamiltonian and E0 and Eα are the energy of the incident and inner-shell electrons 

initial state, respectively.  Inelastic scattering requires |𝒌| ≠ |𝒌0| and 𝛼 ≠ 𝛽.  To begin we will 

start with two well separated non-interacting electrons then two interacting electrons (Fultz & 

Howe, 2013). 

Beginning with two well separated electrons simplifies the systems total energy to an 

unperturbed Hamiltonian 𝐻 = 𝐻0 with H0 given by 

 𝐻0 = −
ℏ2

2𝑚𝑒

(∇1
2 + ∇2

2) + 𝑉(𝒓2) 5.2 

 

where ∇𝑖
2 is the Laplacian for the incident electron (i=1) and inner-shell electron (i=2) and V(r2) 

is the potential associated with electron 2 at position r2.  The first term is a linear combination of 

the incident and inner-shell electron kinetic energies, and the second term is the potential energy 

associated with the inner-shell electron interacting with other atomic electrons and the nuclei.  

Because the electrons are non-interacting the initial and final states are independent of the other 

electron and are expressed as products |𝒌0, 𝛼⟩ = |𝒌0⟩|𝛼⟩ and |𝒌, 𝛽⟩ = |𝒌⟩|𝛽⟩.  ∇1
2|𝛽⟩, ∇2

2|𝒌⟩, and 

𝑉(𝒓2)|𝒌⟩ are constants resulting in independence of wavefunctions for the two electrons, thus 

describing no interaction and no transitions. 

When the electrons are closer at a distance 𝒓 = 𝒓1 − 𝒓2, such that they interact, the two-electron 

system is described by a perturbation Hamiltonian  

 
𝐻′ =

𝑒2

|𝑹|
+ 𝑉(𝒓1) 5.3 

 

where 𝑹 = 𝒓1 − 𝒓2 is the separation of the incident electron (i=1) and inner-shell electron (i=2) 

and 𝑉(𝒓1) is the potential from the rest of the atom.  The solution to Equation 5.1 with the 

Hamiltonian in Equation 5.3 is the product of a spherical wave and an inelastic form factor  

 𝑓𝑖𝑛(𝒒) = −
𝑚𝑒

2𝜋ℏ2
⟨𝛽|⟨𝒌|𝐻′|𝒌0⟩|𝛼⟩ 5.4 

 

where q=k-k0.  Substituting Equation 5.3 into Equation 5.4 and noting that r1 only appear in |𝒌⟩, 

|𝒌0⟩, and 𝑉(𝒓1) while r2 only appears in |𝛼⟩ and |𝛽⟩ provides  

 

 

𝑓𝑖𝑛(𝒒) = −
𝑚𝑒

2𝜋ℏ2
(

𝑒2 ⟨𝛽| ⟨𝒌|
1

|𝑹|
|𝒌0⟩ |𝛼⟩

+⟨𝛼|𝛽⟩⟨𝒌|𝑉(𝒓1)|𝒌0⟩
) 5.5 

 

Because the atomic wave function is orthogonal the term ⟨𝛼|𝛽⟩ = 0 in Equation 5.5 and only the 

coulombic interaction of the incident electron with the inter-shell electron remains.  Note that the 

orthogonality is not always true, for example, when a core hole is present for example, but the 
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orthogonality is generally a valid approximation.  Representing the incident electron’s waves 

through a Fourier transform fin can be represented in real space as  

 
𝑓𝑖𝑛(𝒒) = −

𝑚𝑒𝑒2

2𝜋ℏ2
∬

𝑒−𝑖𝒌∙𝒓1𝑒−𝑖𝒌0∙𝒓1

|𝑹|
𝜓𝛽

∗ 𝜓𝛼𝑑3𝒓2𝑑3𝒓1  

 

and framed with respect to the inner-shell electron by substituting 𝒓1 = 𝒓 + 𝒓2 and q=k-k0,  

 
𝑓𝑖𝑛(𝒒) = −

𝑚𝑒𝑒2

2𝜋ℏ2
∫

𝑒−𝑖𝒒∙𝑹

|𝑹|
𝑑3𝑹 ∫ 𝑒−𝑖𝒒∙𝒓2𝜓𝛽

∗ 𝜓𝛼𝑑3𝒓2 5.6 

 

To simplify the readability of the Equations we will substitute in the Bohr radius 𝑎0 = ℏ2 𝑚𝑒𝑒2⁄ .  

The first integral in Equation 5.6 describes the spatial interaction of the two electrons as the 

volume of a spherical wave (4𝜋 𝒒2 ⁄ ).  The second integral describes the transition probability 

from state α to β resulting from a transferred momentum ℏ𝒒.  Scattering probability per unit 

angle is described by the differential cross-Section (DCS) 

 𝑑𝜎

𝑑𝛺
= 𝑓∗𝑓 

 

 

in terms of a solid angle increment 𝑑𝛺 = 2𝜋
𝒒

𝑘2 𝑑𝒒 providing an inelastic DCS as  

 

𝑑𝜎

𝑑𝛺
=

4

𝑎0
2𝒒4

|∫ 𝑒−𝑖𝒒∙𝒓2𝜓𝛽
∗ 𝜓𝛼𝑑3𝒓2|

2

 

or 

𝑑𝜎

𝑑𝒒
=

8𝜋

𝑎0
2𝑘2𝒒3

|∫ 𝑒−𝑖𝒒∙𝒓2𝜓𝛽
∗ 𝜓𝛼𝑑3𝒓2|

2

 

 

5.7a 

 

 

5.7b 

which encompasses the joint probability of scattering from state α to β.  In literature the 

bracketed term is known as the dynamical structure factor or transition matrix element.  The 

scattering properties of Equation 5.7b are isolated and multiplied by the difference in energy of 

the two states (𝐸𝛼𝛽 = 𝐸𝛽 − 𝐸𝛼) tο define a generalized oscillator strength  

 
𝐺𝛼𝛽(𝒒) ≡

2𝑚𝑒

ℏ2𝒒2
𝐸𝛼𝛽 |∫ 𝑒−𝑖𝒒∙𝒓2𝜓𝛽

∗ 𝜓𝛼𝑑3𝒓2|
2

 5.8 

 

with the pre-factor 
2𝑚𝑒

ℏ2𝒒2 =
1

𝐸
 being the inverse energy-loss of the incident electron, 𝐸 = 𝐸0 − 𝐸𝑓 

where Ef is the final energy not to be mistaken with Fermi energy.  Note that energy is conserved 

because 𝐸0 + 𝐸𝛼 = 𝐸𝑓 + 𝐸𝛽 and therefore the energy-loss 𝐸 = 𝐸0 − 𝐸𝑓 = 𝐸𝛼 − 𝐸𝛽 = 𝐸𝛼𝛽 both 

defines and restricts the energy lost by the electron.  Gαβ emphasizes that the inelastic excitation 

seen in EELS is proportional to i) the energy difference between states relative to the change 

energy transferred by the incident electron and ii) the transition probability between occupied 

and unoccupied states! 
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To incorporate the continuous nature of the unoccupied states in a material and the number of 

states per energy we consider the unoccupied density of states, 𝑁(𝐸) = 𝑑𝛽/𝑑𝐸.  This is 

accounted for by multiplying Equation 5.7 by N(E)dE. This multiplication and the substitution of 

Equation 5.8 gives  

 𝑑𝜎

𝑑𝒒
=

4𝜋ℏ2

𝑎0
2𝑘2𝑚𝑒

1

𝒒

𝑁(𝐸)

𝐸𝛼𝛽
𝐺𝛼𝛽(𝒒) 5.9 

 

The k dependence of Equation 5.9 can be removed, and relativistic effects of the fast electron 

accounted for, by multiplying by 
𝐸0

𝑇
≈

𝐸𝑓

𝑇
=

ℏ2𝑘2

2𝑚𝑒

1

𝑇
 where 

 

𝑇 =
𝐸0

2

1 + 𝛾𝑣𝑎𝑐

𝛾𝑣𝑎𝑐
2

 

 

is the relativistic kinetic energy of the incident electron, 

 

𝛾𝑣𝑎𝑐 =
1

√1 − (𝑣 𝑐⁄ )2
 

 

is the Lorentz contraction factor of special relativity accounting for the electrons velocity relative 

to light in vacuum, and the approximation 𝐸0 ≈ 𝐸𝑓 is valid since the energy-loss is ~10−3 

smaller than the initial energy.  Equation 5.9 is thus  

 𝑑𝜎2

𝑑𝒒𝑑𝐸
=

2𝜋ℏ4

𝑎0
2𝑚𝑒

2𝑇

1

𝒒

𝑁(𝐸)

𝐸𝛼𝛽
𝐺𝛼𝛽(𝒒)  5.10 

Equation 5.10 provides a local momentum-resolved density of states interpretation for EELS and 

expresses i) the local momentum dependence of scattering through 
1

𝒒
𝐺𝛼𝛽(𝒒), ii) the shape and 

energy of the edge through 𝐺𝛼𝛽(𝒒), and iii) the shape of the edge resulting from local chemical 

effects through N(E).  What this allows for is a local probing of the electronic state in a material 

including effects from local coordination and chemical bonding.  This will be used in analyzing 

the evolution of electronic structure as the period size changes in STO-CTO SLs. 

The local momentum-resolved density of states interpretation for EELS aids in understanding 

modulations within ~40 eV of the core-loss edge known as electron energy-loss near-edge fine 

structure (ELNES).  To illustrate we will first consider the L2 and L3 edge (often collectively 

referred to as the L2,3 edge).  The L2 edge is a result of 2p1/2→3d transitions and the L3 edges 

from 2p3/2→3d transitions.  When examining the L2,3 spectra from metals, like Ti, there are often 

four peaks rather than two.  This is a result of crystal field effects splitting the d-orbital into 

multiple bands and therefore peaks, discussed in Section 1.1.  For example, a six-fold 

coordinated octahedral site would have eg and ttg d-orbitals and the L2,3 edge would have L3-ttg, 

L3-eg, L2-ttg, and L2-eg peaks known as white lines which correspond to 2p1/2→3d-ttg, 2p1/2→3d-

eg, 2p3/2→3d-ttg, and 2p3/2→3d-eg transitions, respectively.  Ratioing the peaks within the L2 or 
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L3 edge provides the relative ratio of occupancy in the two sub bands. For octahedral 

coordination, the high-energy t2g has three orbitals and the low-energy eg band has two orbitals, 

whereas for tetrahedral coordination the high energy eg band has two orbitals and the low-energy 

tg band has three orbitals.  The white line ratio method provides a good sense of CN.  

Alternatively, probing the  occupancy (or lack of occupancy) of the d-orbitals is akin to 

determining oxidation state. This has been employed in many oxides with multivalent Ti, such as 

STO, Nb:BaTiO3, and La1-xSrxTiO3 (Klie et al., 2003, 2009; Nord et al., 2016; Ohtomo et al., 

2002; Shao et al., 2016).  It is also worth noting that ELNES provide the same information as x-

ray absorption near-edge fine-structure (XANES) but with higher spatial resolution. A 

comparative study of EELS and x-ray absorption was used to characterize the conduction band 

of CTO (Ueda et al., 1998).  One particularly relevant XANES example is a study performed by 

Cao et al. of STO and CTO on an NGO substrate (Cao et al., 2016).  They found that the 

tetragonal distortion of TiO6 octahedra resulted in degenerate Ti3d-t2g orbitals splitting into 

dxy/dyz and dxy bands and degenerate Ti3d-eg splitting into 𝑑𝑥2−𝑦2 and 𝑑𝑧2 bands.  This is the 

transition from octahedral coordination to square-planar shown in Figure 1.1.  In addition to 

occupancy, the crystal field splitting of orbitals can be directly measured from peak separation, 

therefore also provides information on local symmetry.  Cations chemical and physical 

environments can therefore be determined locally using ELNES.  

Table 5.1.  Energy ranges for different bonding with O2p-orbitals present in the O-K edge of 

STO (from  (de Groot et al., 1993; Tomita et al., 2017)) and the predict energy range in ELNES. 

Bonding DFT 
EELS O-K 

(DFT + 532) 

Ti3d-t2g 0 - 4.5 532 - 536.5 

Ti3d-eg 4.5 - 8 536.5 - 540 

Sr5s or Sr4d-e 8 - 12 540 - 544 

Sr5p or Sr4d-t2 15 - 20 547 - 552 

Ti4sp 21 - 23 553 - 555 

 

So far, d-orbitals were specifically addressed, but a rich near-edge fine structure is also found for 

the O-K edge of oxides.  The most pertinent example is the O-K edge of STO and CTO (de 

Groot et al., 1993; Tomita et al., 2017, 2017; Wu et al., 2001).  As discussed in Section 1.1, O 

atoms in perovskite oxides bond to both A- and B-site atoms and their local coordination 

changes with the structural distortions of the crystal.  Table 5.1 shows the energy range of 

different O2p bonds formed in STO (de Groot et al., 1993).  These energies are typical for all 

perovskites with shifts and intensity changes resulting from different bonding or other physical 

phenomena such as core holes (to be discussed later).  For example, O2p-Ti4sp bonds in CTO 

are typically at energies >557 eV.  Oxygen coordination and bonding can therefore be 

determined locally using ELNES. 

Caution should be used when interpreting ELNES using a density of state and molecular orbital 

theory approach in ionic materials because the excitation of the inner-shell electron from its 

ground state leaves behind a locally charged region which attracts orbitals, known as a core hole 
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(Egerton, 2011; Leapman et al., 1982).  The local charge region which attracts orbitals distorts 

the ground state structure and lowers binding energies (Egerton, 2011).  This predominantly 

effects cations but in ionic materials where d-eg orbitals overlap oxygen orbitals the anion edges 

may also be impacted.  If one looks to be quantitative, core hole effect can be included in density 

functional calculation using a Z+1 (Z being atomic number) substitution or by directly comparing 

spectra with standards (Rez & Muller, 2008). The capability of ELNES to observe similar 

changes in electronic structure lends it to local probing in structures such as SLs. 

In this Section the EELS density of states interpretation was first developed which emphasized 

the capability for local probing of electronic structure in a material including effects from local 

coordination and chemical bonding.  Specific examples of d-orbital crystal field effects in L2,3 

ELNES and bonding with O2p orbitals was presented.  This allows for interpretation of near-

edge fine structure in terms of local coordination and oxidation state and the ability to understand 

bonding with high spatial resolution in heterostructures such as SLs. 

 Dipole Approximation 

In the dipole approximation, the energy lost (𝐸 =  ℏ𝜔) by the incident electron is equivalent to 

the work done on the electron (−𝑊) by an induce field (Egerton, 2011; Forstmann et al., 1991; 

Garcia-Molina et al., 1985; Konečná, 2019; Ritchie, 1957; Z. L. Wang, 1996).  Consequently, 

the loss per pathlength of electron traveling along 𝑧̂ is given by the stopping power, 

 𝑆 = −
𝑑𝑊

𝑑𝑧
 5.11 

i.e. the backward acting force.  An electron traveling with velocity (v) feels a Lorentz force 

𝑭 = −𝑒(𝑬 + 𝒗 × 𝑩) 

where B is the magnetic field.  Since the magnetic component of F is perpendicular to v it does 

not contribute to S.  For an electron traveling with 𝒗 = 𝑣𝑧̂ only the z-component of the electric 

field contributes providing, 

 𝑆 = 𝑒𝐸𝑧 5.12 

To consider the energy-loss due to an excitation, it is helpful to relate the energy loss from the 

excitation to the probability of the excitation per path length traveled and per unit energy.  This 
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probability is given by the inelastic differential scattering cross-Section (DCS, 𝛤 =
𝑑𝜎𝑖

𝑑𝜔
) which is 

related to 𝑆 by, 

 𝑆 = ∫ 𝛤(𝜔) ℏ𝜔 𝑑𝜔
∞

0

 5.13 

Relating Equation 5.12 to 5.13 the double differential scattering cross-Section is found to be, 

 ∫ 𝛤 ℏ𝜔 𝑑𝜔
∞

0

= 𝑒𝐸𝑧 5.14 

Thus, the scattering probability per energy is found by finding the z-component of the induced 

electric field.  For interfaces, the DCS is referred to as a differential probability rather than cross-

Section. For this document σ and probability, and their derivatives, are used interchangeably. 

Excitations in a material often have a characteristic E as a function of scattering wave vector (q), 

known as a dispersion.  The momentum transfer associated with q is ℏ𝒒, and since the two are 

proportional by a constant will be used synonymously.  It is sometimes helpful and informative 

to examine the dispersion and therefore the double differential cross Section per momenta 

(DDCS, 
𝑑2𝜎

𝑑𝜔𝑑𝑞
).  In conventional EELS an entrance aperture (EA) is used to limit q entering the 

spectrometer such that 

𝛤 = ∫
𝑑2𝜎

𝑑𝜔𝑑𝑞
𝑑𝑞

𝑞𝐸𝐴

0

 

where qEA is the maximum q accepted by the EA and often set to the critical value (qc) describing 

the limit of dipole scattering. 

In the case of momentum-resolved EELS (q-EELS) the full DDCS can be collected 

instantaneously using a slit aperture (q-slit).  A q-slit is fixed aperture with length perpendicular 

to the dispersion direction of the spectrometer. The q-slit therefore provides a means to selects a 

continuous momentum transfer perpendicular (𝒒⊥) to the electron beam.  The q-slit has a finite 

width (1mm), however this width is often neglected since it is small and in the dispersion 

direction.   Since the q-slit is fixed, the q-space projected onto the aperture is rotated by rotating 

the sample (with a tilt-rotate holder) or using the projection system.  Rotating the sample is more 

desirable since it maintains the microscopes optics at a fixed condition.  As an alternative to 

using a q-slit, discrete momentum transfers can be collected by projecting q-space over a small 

spectrometer EA.  This is done by either; 1) using the diffraction shift coils to displace the 

diffraction pattern, or 2) tilting the electron beam.  This is the spectroscopic equivalent of 

displaced vs. axial darkfield (DF) imaging and therefore (1) will be referred to as DDF and (2) as 

DF.  Each approach has advantages and disadvantages.  When DDF is used, the incident 

electrons remain parallel to the optic axis and therefore the sampled 𝒒⊥is relatable to 

inhomogeneities in real space, whereas DF changes the relative orientation of the incident 

electrons with respect to real space.  For example, the energy loss and 𝒒⊥ at an interface will 



47 

 

vary if the initial trajectory of the probe is changed. (Paragraph is Irrelevant unless we do q-

EELS). 

In this Section the dipole approximation for inelastic electron scattering was introduced.  This is 

developed  further in Section 6 and is the first step in understanding vibrational EELS results in 

Sections 11 and 12. 

6 Electron as an Electromagnetic Wave 
In this Section the electron will be treated as an EM wave traveling through an arbitrary sample 

with unknown geometry or defect structure.  This will allow for generalized wave Equations that 

with appropriate bound conditions can provide Ez required for the EELS dipole approximation 

discussed in Section 5.2. 

Maxwell’s Equations describe the induced E and Β in a material that results from current density 

(J) and free charge (ρ); 

 ∇ ∙ 𝑫 = 𝜌 6.1a 

 ∇ × 𝑯 −
𝜕

𝜕𝑡
𝑫 = 𝑱 6.1b 

 ∇ × 𝑬 +
𝜕

𝜕𝑡
𝑩 = 0 6.1c 

 ∇ ∙ 𝑩 = 0 6.1d 

 

where 𝜢 =
1

𝜇
𝜝 is magnetic induction. 𝜇 = 𝜇0𝜇𝑟 is permeability of the materials with μ0 and μr 

being the free-space and relative permeabilities.    The phase velocity of the field in a material is 

given by  𝑣𝑝 =
𝑐

√𝜇𝑟𝜀𝑟
 with the speed of light 𝑐 =

1

√𝜇0𝜀0
. Lastly, the continuity Equation dictates 

that 
𝜕

𝜕𝑡
𝜌 + ∇ ∙ 𝑱 = 0. 

Combining Maxwell’s Equations produces the wave Equations, 

 

(∇2 − 𝜇𝜀
𝜕2

𝜕𝑡2
) 𝑬 = ∇

𝜌

𝜀
+ 𝜇

𝜕

𝜕𝑡
𝑱 

(∇2 − 𝜇𝜀
𝜕2

𝜕𝑡2
) 𝑩 = −𝜇∇ × 𝑱 

or more generally 

 (∇2 −
1

𝑣𝑝
2

∂2

𝜕𝑡2
) 𝝍 = 𝝍𝒔𝒓𝒄(𝒓, 𝑡) 6.2 

 

where ψ is a general wave (ie E or Β) and 𝝍𝒔𝒓𝒄(𝒓, 𝑡) is a driving term from the source.  This is a 

partial second order inhomogeneous differential Equation and has a general solution, 

𝝍(𝒓, 𝑡) = 𝝍𝐻(𝒓, 𝑡) + 𝝍𝐼(𝒓, 𝑡) 
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where subscripts H and I identify the homogeneous and inhomogeneous solutions.  One 

homogeneous solution to Equation 6.2 is a spherical wave, 

 

𝝍𝐻(𝒓, 𝑡) =
𝝍𝟎

𝒒
𝑒𝑖(𝒒𝒓−𝜔𝑡) 

 

We like to consider the field of an electron as a traveling spherical wave and in the limit of the 

detector being far from the electron we can approximate the spherical wave as a plane wave, 

 

𝝍𝐻(𝒓, 𝑡) = 𝝍𝟎𝑒𝑖(𝒒𝒓−𝜔𝑡)  
 

which is also a homogeneous solution to Equation 6.24.  If the system lacks a driving force the 

homogeneous form of Equation 6.1a and d results in 0 = ∇ ∙ 𝝍 = 𝑖𝒒 ∙ 𝝍 which is only satisfied 

when 𝒒 ∙ 𝝍𝟎 = 0.  For example, the field from ψ traveling in the z-direction has the plane wave 

solution 

𝝍(𝑧, 𝑡) = (
𝜓𝑥

𝜓𝑦

0

) 𝑒𝑖(𝑞𝑧𝑧−𝜔𝑡) 

 

In other words, without a source H0 and E0 must be perpendicular to q and is always a transverse 

wave.  Photons fall into this category and are described as a transverse electromagnetic wave.  

Electrons however act as a source term and therefore have both transverse and longitudinal 

components.  Equation 6.1d is always homogeneous and therefore this perpendicular nature 

always holds for B. When the wave has a driving force Equation 6.1a provides a magnitude of E 

dictated by the divergence of ρ.   If it is assumed that the general solution of Equation 6.2 is time 

harmonic, as are spherical and plane waves, then Equation 6.2 simplifies to the Helmholtz 

Equation 

 (∇2 + 𝛼2)𝝍 = −𝝍𝒔𝒓𝒄(𝒓, 𝜔) 6.3a 

 
𝜒2 =

𝜔2

𝑣𝑝
2

= 𝑘𝑐
2𝜀𝑟 6.3b 

with the propagation constant α and free space wavevector of light 𝑘𝑐 =
𝜔

𝑐
.  For E and B 

 (∇2 + 𝛼2)𝑬 = ∇
𝜌

𝜀
− 𝑖𝜔𝜇𝑱 6.4a 

 (∇2 + 𝛼2)𝑩 = −𝜇∇ × 𝑱 6.4b 

 

It is important to remember that E and Β are not decouple but rather relatable by Faraday’s law 

of induction (Equation 6.1c).  Plugging either the spherical or plane wave into the homogeneous 

version of Equation 6.3 provides the relation, 𝛼2 = 𝒒2, between the propagation constant and 

wave-vector for a wave.  The source terms complicate the solution of Equation 6.3a, but 

 
4 A plane wave traveling in q means that 𝝍 normal to q is constant ∇𝝍𝟎 = 0. 
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simplifications can be made if the symmetry of the system is known.  Two-dimensional 

symmetry will be presented in Section 6.1. 

In an approximately infinite homogeneous material, the direct solution of Maxwell’s Equations 

yields, 

 𝑬 =
𝑖𝑒

𝜋
∫

𝒒 𝜀⁄ − 𝑘𝑐𝛽

𝑞2 − 𝑘𝑐
2𝜀

𝑒𝑖𝒒∙𝒓𝛿(𝜔 − 𝒒 ∙ 𝒗) 6.5 

 

where 𝛽 =
𝒗

𝑐
 is the relativistic velocity of the electron(García de Abajo, 2010).  Equation 6.5 

expresses three physical phenomena; i) energy conservation through the Dirac-delta term, ii) 

retardation effects through 𝑘𝑐
2𝜀, and iii) dispersion relation through the poles (zeroes of the 

denominator).  The dispersion relation  

 𝑞2 = 𝑘𝑐
2𝜀 6.6 

 

indicates the dispersion of light in a material.  As q→kc the excited modes couple to the electric 

filed becoming “light like” and are known as polaritons.  When an electron travels faster than the 

speed of light in a material, i.e. with 𝑞2 > 𝑘𝑐
2𝜀, then the electron will emit Cherenkov 

radiation(Egerton, 2011; García de Abajo, 2010; Garcia-Molina et al., 1985; Kliewer & Fuchs, 

1966; Kröger, 1970).  This is best seen when the integral in Equation 6.5 is solved,  

 
𝑬 =

2𝑒𝜔

𝑣2𝛾𝜀𝜀
𝑒𝑖

𝜔
𝑣

𝑧 [
𝑖

𝛾𝜀
𝛫0 (

𝑘𝑐

𝛾𝜀
𝑅) 𝒛̂ − 𝛫1 (

𝑘𝑐

𝛾𝜀
𝑅) 𝑹̂] 

𝛾𝜀 = (1 − 𝜀𝛽2)−0.5 

 

 

where γε is the Lorentz contraction factor of special relativity describing the change in time, 

length, and mass for an object in motion, K0 and K1 are the first and second order modified 

Bessel functions, and here R represents the radial coordinate (not to be confused with R in 

diffraction).  When the electron is faster than light 𝜀𝛽2 > 1 such that γε is imaginary.  This 

attenuates K0 and K1 which is indicative of radiation.  The radiation itself is not of concern in the 

presented study but it is important in vibrational EELS because it results in energy-loss like 

vibrational modes.  Therefore, Cherenkov radiation peaks can be mistaken as a vibrational peak 

or mask vibrational peaks and need be considered.  Excited phonon modes also have the 

potential to be radiative, this is another reason why relativity is important as it describes the 

observed excitations. 

In this Section electrodynamic wave Equations were discussed in the context of an electron 

traveling through a material characterized by ε and μ.  The induced field from an electron 

traversing a non-magnetic material only depends on ε and the geometry of the system (via 

Equation 6.4a).  Therefore, the energy lost by the electron from a dipole resonance is calculated 

with Equation 5.14 if ε is known.  Additionally, the polaritonic and radiative nature of vibrations 

in a material were described.  This will appear again in the discussion of electrons traveling near 

interfaces. 
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 Electron Traveling Parallel to Infinite Interface(s) 

This Section will consider interface modes that are induced by an electron traveling parallel to 

interfaces.  First, a single interface is considered, and the dispersion relation of an interface 

phonon is derived in addition to conditions for polaritonic and radiative vibrational modes.  The 

DDCS in the relativistic and non-relativistic (NR) approximation are then considered which 

describes how the interface contributes to energy loss.  The picture will then be broadened to two 

bounding interfaces that can couple which introduces additional modes with special symmetry.  

Lastly, an infinite SL is considered. 

For an electron traveling with 𝒗 = 𝑣𝑧̂ and parallel to an interface with a normal 𝑥̂, as shown in 

Figure 6.1, ρ is given by, 

 𝜌(𝒓, 𝑧, 𝑡) = −𝑒𝛿(𝑥 − 𝑏)𝛿(𝑦)𝛿(𝑧 − 𝑣𝑡) 6.7 

 

where the impact parameter b is the distance from the interface and 𝑱 = 𝜌𝒗. 

 

Figure 6.1. Schematic of a two-slab system with an interface normal to x and an electron 

traveling along z.  The permittivity of the slabs is denoted by ε1 and ε2. 

If the energy loss of the electron is assumed to be small, then the associated change in v is small 

and considered constant.  The x, z, and t invariant symmetry of the wave is best represented after 

the three dimensional Fourier transform ℱ𝒓∥,𝑡[𝑓(𝒓∥, 𝑡)](𝒒∥, 𝜔) = ∫ 𝑓(𝒓∥, 𝑡)𝑒𝑖(𝒒∥∙𝒓∥−𝜔𝑡) where 𝒒∥ 

and 𝒓∥ lie in the plane of the interface.  This transforms Equation 6.7 into  

 𝜌 = −2𝜋𝑒𝛿(𝑥 − 𝑥0)𝛿(𝑣𝑞
𝑧

− 𝜔) 6.8 
5 with the wave vector 

 𝑞𝑧 =
𝜔

𝑣
 6.9 

and Equations 6.4a and b into, 

 
5 The Dirac delta function δ(t) has the property ∫ 𝛿(𝑣𝑡 − 𝑡0)𝑓(𝑡) =

1

|𝑣|
𝑓(𝑡0).  A Fourier transform ℱ𝑡[𝑓(𝑡)](𝜔) =

∫ 𝑓(𝑡)𝑒−𝑖𝜔𝑡  of δ(t) is therefore 𝑒−𝑖𝜔𝑡0 .  Also given that 𝛿(𝑎𝑡) =
1

|𝑎|
𝛿(𝑡) then  ℱ𝑡[𝛿(𝑎𝑡 − 𝑡0)](𝜔) =  

1

|𝑎|
𝑒−𝑖𝜔

𝑡0
𝑎  
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 (∇2 − 𝑞∥
2 +

𝜔2

𝑣𝑝
2

) 𝑬 = ∇
𝜌

𝜀𝑗
+ 𝑖𝜔𝜇𝑱 6.10 

 

where εj is the relative permittivity of material j.  The wave vector in the plane of the interface is 

 𝑞∥
2 = 𝑞𝑧

2 + 𝑞𝑦
2 6.11 

 

Plugging Equation 6.9 and 6.11 into the source less version of Equation 6.10, the momentum 

transferred perpendicular to the interface is given by,  

 
𝑞⊥𝑗

′2 = 𝑘𝑐
2𝜀𝑗 − 𝑞∥

2 

       = 𝑞𝑧
2(𝛽2𝜀𝑗 − 1) − 𝑞𝑦

2 
6.12 

 

When 𝜒′ is real E is an oscillatory function and Cherenkov radiation is emitted.  When 𝑞⊥
′  is 

imaginary E is purely real.  For convenience, the imaginary component of 𝑞⊥
′  is factored out such 

that 𝑞⊥
′ = 𝑖𝑞⊥ and  

 
𝑞⊥𝑗

2 = 𝑞∥
2 − 𝑘𝑐

2𝜀𝑗  

        = 𝑞𝑦
2 + 𝑞𝑧

2(1 − 𝛽2𝜀𝑗) 
6.13 

 

This imposes that E is purely real when 𝑞⊥ is real.  The parenthetical term describes the velocity 

of an electron relative to light in a material like γε. The first thing to notice is that Equation 6.13 

is always real when ε<0 and therefore radiative modes will not occur in a Reststrahlen band 

where SPh often exist.  Equation 6.13 imposes for 𝑞⊥ to be real that 

 1 ≥ 𝛽2𝜀𝑗 6.14a 

 𝑞∥
2 ≥ 𝑘𝑐

2𝜀𝑗 6.14b 

 

Equation 6.14a indicates that the velocity of an electron cannot exceed the speed of light in a 

material.  It was already stated that the radiative condition is never satisfied for frequencies with 

ε<0, where interface modes often exist, Equations 6.14a and b further this remark.  When ε>0, 

where bulk modes exist, the radiative condition depends on the magnitudes of β and εj.  The 

equivalence condition in Equation 6.14b is the dispersion of light in a material, as shown in 

Equation 6.6. Equation 6.14b define the region of q-space as 𝑞∥ larger than the wavevector of 

light in the material, this condition is satisfied to the left of the “electron line”, 𝜔 = 𝑞∥𝑣.  For 

illustration, the reader is referred to Figure 2.1(b).  When the electron is moving faster than light 

in the material and has a smaller 𝑞∥ (i.e. or in terms of energy, 𝑞∥𝑣 > 𝑞∥
𝑐

√𝜀
) then the electron will 

emit Cherenkov radiation. 

Within the sample there are six waves that need to be considered; 1) The induced waves from the 

electron, E1 and B1, 2) the waves that will reflect off the boundary, and 3) the waves transmitted 

through the boundary.  Solving Equation 6.10 provides a solution to the induced wave. The 

amplitudes of the six waves are found by applying Gauss’s law and the boundary conditions 
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𝜀1𝛦1𝑥|𝑥=0 = 𝜀2𝛦2𝑥|𝑥=0 𝐵1𝑥|𝑥=0 = 𝐵2𝑥|𝑥=0 

𝛦1𝑦|
𝑥=0

= 𝛦2𝑦|
𝑥=0

 𝐵1𝑦|
𝑥=0

= 𝐵2𝑦|
𝑥=0

 

𝛦1𝑧|𝑥=0 = 𝛦2𝑧|𝑧=0 𝐵1𝑧|𝑥=0 = 𝐵2𝑧|𝑧=0 

 

With the amplitudes and the full wave Equation we can consider; 1) the dispersion relation of 

interface and bulk modes, which tells us if they are polaritons and/or radiative, 2) the wavelength 

of the modes which can be important when considering thin samples, and 3) Ez which is required 

for the DDCS.  These three topics are detailed below. 

Forstmann et al. decomposed the amplitude of Ez into p- and s-polarization into reflection 

coefficients 

 𝑟𝑝 =
𝑞⊥1𝜀2 − 𝑞⊥2𝜀2

𝑞⊥1𝜀2 + 𝑞⊥2𝜀2
 6.15a 

 𝑟𝑠 =
𝑞⊥1 − 𝑞⊥2

𝑞⊥1 + 𝑞⊥2
 6.15b 

 

(Forstmann et al., 1991; García de Abajo, 2010). The p-polarized component results from 

transverse magnetic (TM) waves and the s-polarized component from transverse electric waves 

(TE).  The resonance associated with the reflection of the wave is the interface phonon (IPh) and 

signifies a collective oscillation of the atomic lattice at the interface.  When either material is 

vacuum (𝜀1 = 1 or 𝜀2 = 1) then Equation 6.16b describes a SPh.  In literature IPh are often 

termed as SPh. Since SPh are a subclass of IPh and we are interested in both IPh and SPh we will 

use the distinguishable nomenclature.  The denominator of Equation 6.15a signifies the 

dispersion of the p-polarized interface resonance and will be discussed later. 

Equation 6.15a diverges when its denominator is zero signifying a resonance.  Setting the 

denominator of Equation 6.15a to zero and solving for 𝑞∥ provides the excitation dispersion.  The 

denominator of the TM component in Equation 6.15a result in dispersions of  

 𝑞∥
𝐼𝑃ℎ = 𝑘𝑐√

𝜀1𝜀2

𝜀1 + 𝜀2
 6.16a 

 

for the IPh.  In a similar manner the Ph dispersion  

 𝑞∥
𝑃ℎ = 𝑘𝑐√𝜀1 6.16b 

 

is obtained from the divergence of the electric field in a homogeneous medium.  An example of 

the dispersions in Equation 6.16 are shown in Figure 2.1 for hexagonal BN.  Note that when 

damping is included in the permittivity then the IPh (or SPh) dispersion will diverge instead of 

crossing the light-line.  Because of scale this is not noticeable in Figure 2.1.  The dispersion 

relation in 6.16b can also be derived directly from the continuity of D boundary condition, 

imposed by Maxwell’s Equations, combined with the propagation wave vector, Equation 6.12 
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(Raether, 1988).  Equations 6.13 and 6.16 also provides the perpendicular component of the 

wave vector as  

 𝑞⊥𝑗
𝐼𝑃ℎ = 𝑘𝑐√−

𝜀𝑗
2

𝜀1 + 𝜀2
 6.17 

For Equations 6.16a to be real 𝜀1𝜀2 and 𝜀1 + 𝜀2 have to have the same sign.  For Equation 6.17 to 

be real 𝜀1 + 𝜀2 must be negative.  Given the two sets of conditions, non-radiative IPh exist when 

both 𝜀1𝜀2 < 0 and 𝜀1 + 𝜀2 < 0 while radiative IPh exist when 𝜀1𝜀2 > 0 and 𝜀1 + 𝜀2 > 0.   An 

electron will only excite modes with 𝑞∥ ≥
𝜔

𝑣
, according to energy conservation, and therefore 

higher velocity electrons (high keV) excite smaller 𝑞∥
𝐼𝑃ℎ and 𝑞∥

𝑃ℎ.  The group velocity (vg) 

relative to the c is considered to distinguish between polaritonic and non-polaritonic modes.  In 

the limit 𝑞∥ → ∞ the group and phase velocity of the longitudinal SPh approach zero indicating a 

localized non-propagating excitation.  In plasmonics this is the Ritchie surface plasmon (ωSP) 

and for phononics this is TO ωSPh.  The same 𝑣𝑔 = ∞ limit is found for transverse IPh and as 

𝑞∥ → 0, these are the LO ωSPh.  The third limit is when 𝑞∥
𝐼𝑃ℎ → 𝑘𝑐 (i.e. approaching the “light 

line”), where vg of the excitation approaches c and the collective behavior hybridizes with 

propagating EM waves.  The hybridization and “light-like” character is known as a polaritonic 

IPh (IPhP).  The IPh(P) to the right of the “light line” are non-radiative (Kliewer & Fuchs, 1967; 

Kretschmann & Raether, 1968; Ritchie, 1957).   The hybridization results in modes with ranging 

q and ω, as found in Equation 6.16a and b. 

The resulting Ez along with Equation 5.14 results in a relativistic DDCS which has been solved 

by prior authors (Forstmann et al., 1991; Garcia-Molina et al., 1985; Konečná, 2019; Konečná et 

al., 2018; Moreau et al., 1997; Z. L. Wang, 1996).  The DDCS is 

 𝑑2𝜎

𝑑𝐸𝑑𝑞𝑦
=

𝑒2

2𝜋𝑣2𝜀0
(𝑓𝑏𝑢𝑙𝑘 + 𝑓𝑏𝑒𝑔 + 𝑓𝑖𝑛𝑡) 

6.18a 

 
𝑓𝑏𝑢𝑙𝑘 = ℑ {−

1 − 𝜀1𝛽2

𝜀1𝑞⊥1
} 

6.18b 

 
𝑓𝑏𝑒𝑔 = ℑ {

1 − 𝜀1𝛽2

𝜀1𝑞⊥1
𝑒1

−2𝑞⊥1𝑏
} 

6.18c 

 
𝑓𝑖𝑛𝑡 = ℑ {𝑒1

−2𝜒1𝑏
(−

2

𝜀1𝑞⊥2 + 𝜀2𝑞⊥1
+

2

𝑞⊥1 + 𝑞⊥2
)} 

6.18d 

where fbulk, fbeg, and fint are the bulk, begrenzungs and interface energy loss functions, 

respectively.  The subscript 1 indicates the material the electron is moving through and subscript 

2 is the material on the other side of the interface.  The bulk term is identical to the energy loss 

function in the absence of an interface and includes retardation effects through both the 

numerator and χ.  The bulk dispersion relation, Equation 6.16b, is also a pole (i.e. when the 

denominator is zero).   In Equation 6.18c and d the exponent term describes the strength of 

interaction with interface relative to the probe position.  Apart from the exponential term, 

Equation 6.18b and c are equal and opposite.  This is interpreted as a reduction in probability of 

bulk excitation as the probe approaches the interface which is necessary to allow for a 
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probability of interface excitation. This phenomenon is known as the begrenzungs (boundary) 

effect.  Equation 6.18d is the energy loss function that results in loss from the reflected wave and 

includes the effect of Cherenkov radiation on the wave.  The first and second term in parenthesis 

are from the electrons p-polarized TM and s-polarized TE fields that interact with the interface, 

respectively.  The IPh dispersion relations, Equation 6.16a, are also poles in this loss function.  

The TM is typically one to two orders of magnitude larger than the TE component so will 

contribute relatively little to the total energy loss of the electron.  The interface loss is therefore 

considered primarily TM in character.  The TE component cannot however be ignored and 

becomes important when radiative modes become prevalent.  An important feature to note is that 

if the electron is in vacuum (𝜀1 = 1) near a material then the bulk and begrenzungs losses 

(Equation 6.18b and c) will be zero but the loss from the interface (Equation 6.18d) will still 

exist.  This geometry is known as aloof spectroscopy.  Aloof spectroscopy is gaining popularity 

and has large impacts in fields studying radiation sensitive materials since the sample is never 

directly exposed to the electron beams. 

The non-polaritonic case of Equation 6.16, where vg diverges from c, is best examined by taking 

the limit of 𝑐 → ∞ (and therefore 𝛽 → ∞ and 𝑞⊥𝑗 = 𝑞∥). This is known as the NR approximation 

since all propagating waves travel slower than c and are non-radiative. 

 𝑑2𝜎𝑁𝑅

𝑑𝐸𝑑𝑞𝑦
=

𝑒2

2𝜋𝑣2𝜀0

1

𝑞∥
 (𝑓𝑏𝑢𝑙𝑘

𝑁𝑅 + 𝑓𝑏𝑒𝑔
𝑁𝑅 + 𝑓𝑖𝑛𝑡

𝑁𝑅) 
6.19a 

 
𝑓𝑏𝑢𝑙𝑘

𝑁𝑅 = ℑ {−
1

𝜀1
} 

6.19b 

 
𝑓𝑏𝑒𝑔 = 𝑒−2𝑞∥𝑏ℑ {

1

𝜀1
} 

6.19c 

 
𝑓𝑖𝑛𝑡 = 𝑒−2𝑞∥𝑏ℑ {−

2

𝜀1 + 𝜀2
} 

6.19d 

The poles of Equation 6.19b-d (ie their divergence) are purely dependent on εj and lack 

dispersion.  These poles signify collective resonances without a characteristic q (i.e. non-

polaritonic).  Although the NR approximation does not capture all losses that might be present, it 

does allow for a closed form solution of the DCS,  

 
𝛤𝑁𝑅 =

𝑒2

2𝜋𝑣2𝜀0
 (𝛤𝑏𝑢𝑙𝑘

𝑁𝑅 + 𝛤𝑏𝑒𝑔
𝑁𝑅 + 𝛤𝑖𝑛𝑡

𝑁𝑅) 
6.20a 

 
𝛤𝑏𝑢𝑙𝑘

𝑁𝑅 = ln (2𝑞𝑐

ℏ𝑣

𝐸
 ) ℑ {−

1

𝜀1
} 

6.20b 

 
𝛤𝑏𝑒𝑔

𝑁𝑅 = K0 (2𝑏
𝐸

ℏ𝑣
 ) ℑ {

1

𝜀1
} 

6.20c 

 
𝛤𝑖𝑛𝑡

𝑁𝑅 = K0 (2𝑏
𝐸

ℏ𝑣
 ) ℑ {−

2

𝜀1 + 𝜀2
} 

6.20d 

where qc is the critical angle of dipole scattering or the angle of the spectrometer entrance 

aperture, and K0 is the zero-order modified Bessel function of the second kind.  The closed form 

solution of ΓNR describes that the probability of energy loss from a Ph depends on the area of q-
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space sampled and in the presence of a boundary decreases as a function of bω/v. The 𝛤𝑖𝑛𝑡
𝑁𝑅 

component describes an energy loss from an IPh is only dependent on its proximity to the 

interface and the average of the bounding permittivities.  For both the interface and bulk losses, 

the peak position determined by ℑ{… } which is independent of q. 

The wavelength associated with Equations 6.16 and 6.17 are given by their reciprocals (𝜆∥ ⊥⁄ =

 2𝜋/𝒒∥ ⊥⁄ ).  For the example of h-BN the SPhP wavelengths for a 60 keV electron are 𝜆∥ = 2.99 

and 𝜆⊥ = 1.94 μm.  These wavelengths are not the spatial extent or delocalization of the field.  

The delocalization of the field is better measured by the exponential damping of the electric field 

provided by the imaginary component of 𝒒∥ ⊥⁄ .  The decay length is typically considered where 

the exponential decay reaches 1/e, i.e. the imaginary component of the exponential function’s 

argument is 1.  For h-BN the 1/e decay lengths are 21.04 and 365.75 μm for the parallel and 

perpendicular directions, respectively.  The exponential decay of the electric field perpendicular 

to an interface is also found in Equations 6.18c and d6.  Within the NR approximation at qy=0 

𝑞⊥𝑗 =
𝜔

𝑣
.  This factor is found in the exponent in the DDCS and K0 in the DCS, serving as the 

same measure of spatial delocalization.  Setting the same 1/e criteria the delocalization is found 

as 𝑏 =
𝜔

𝑣
.  An interesting consequence of this delocalization is that an electron traveling in 

vacuum near a material can still characterize the vibrational response of the material. 

Another consequence of the delocalization is that when two interfaces are close to one another 

they can interact.  In the simplest case of two interfaces, the interfacial waves can couple in-

phase and out of phase which are known as symmetric (IPh+) and asymmetric (IPh-)  interface 

modes (Chen et al., 2005; Egerton, 2011; Raether, 1988).  For large 𝑞∥ (i.e. 𝑞∥ = 𝑞⊥𝑗) the 

dispersions are given by,  

 
𝜀2 + 𝜀1

𝜀2 − 𝜀1
= ±𝑒−𝑞∥𝑡  

 

where t is the thickness of the film.  An example of SPh coupling is shown in Figure 2.1(b) for a 

200 nm film of h-BN.  The coupling of the interface is most pronounced when 𝑞∥𝑡 ≪ 1 and 

degenerates to the SPh when 𝑞∥𝑡 > 1. 

As the number of interfaces increases the number of coupled configurations increases.  For N 

number of interfaces this creates N number of configurations.  For example, a single film bound 

by vacuum would have two interfaces, one SPh+ and one SPh-, where a superlattice with seven 

layers would have six interfaces, three IPh+, and three IPh-.  Examples of coupling for SPh are 

found in references (Colvard et al., 1985; Gleize et al., 1999; Hessmer et al., 1992; Jusserand et 

al., 1984) and references (Albuquerque & Cottam, 1993; Bolton & Chen, 1995; Neyer et al., 

1997) for surface plasmons, which obey similar physics in the dipole approximation.  As with 

any lattice, as the number of layers/interfaces becomes increasingly large the dispersions merge 

into a singular band that spans a range of energy for a given q (Albuquerque & Cottam, 1993; 

 
6 The E exponential is given as 𝑒−𝑞⊥𝑥 where the exponent in the DDSC is given as 𝑒−2𝑞⊥𝑥.  The factor of two 

difference in the exponential’s argument is because the DDSC is a probability (or intensity) where E is a field. 
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Colvard et al., 1985; Gleize et al., 1999; Jusserand et al., 1984).  When this occurs, the response 

is characterized by a single broad peak rather than many “sub” peaks.  Herein these peaks will be 

referred to as SLPh. 

In Section 6, the concept of an electron as an EM wave was introduced, which is necessary for 

calculating Ez and therefore the energy loss of an electron from dipole excitations, as described 

in Section 5.2.  Then in Section 6.1 the boundary conditions for an interface were introduced 

which lead to i) the dispersion relation of IPh, ii) the concept of delocalization and its relation to 

the electric field’s damping, iii) differentiation between (non)polaratonic modes and 

(non)radiative modes, iv) relativistic DDCS factored into fbulk, fbegr, and finter which explaneed the 

probability of inelastic scattering as a function of E, q, and b, v) the NR DCS which provided a q 

independent energy for IPh and Ph, and the relative intensity of scattering depending on the 

collection of q-space.  The idea of coupled interfaces modes, IPh+ and IPh-, in a thin film was 

then introduced which led to a discussion of SL thin films, which exhibit the same number of 

coupled modes as the number of interfaces.  In the limit of an infinite lattice the IPh+ and IPh-

becomes bands termed SLPh+ and SLPh-. 

7 Sample Description 
Symmetric CTO-STO superlattice samples provided by Prof. R. Ramesh 

were grown on a (001)pc-oriented NdGaO3 substrate using pulsed laser 

deposition until the film thickness was 200 nm, further detail is found in 

reference (Ravichandran et al., 2014).  Cross-Sectional SL specimens 

were prepared using a Helios dual-beam focused ion beam (FIB).  The 

initial beam voltage and current were 30 kV and 2.5 nA, respectively.  

The current and voltage were then gradually reduced while thinning to 

final values of 1kV and 93 pA, respectively, to reduce and remove 

surface damage caused by the Ga-beam.  The final thickness of samples 

was approximately 50 nm.  The superlattices in this study were 

symmetric and contained n=1, 2, 4, and 27 unit-cells in a layer.  One 

period of a n=4 SL is shown in Figure 7.1 as an example. Other 

examples of n=2 and n=3 are shown later in Figure 8.1.  For brevity, the 

samples were named SL1, SL2, SL4, and SL27, after the number of unit-

cells in a layer. 

8 Diffraction from a Superlattice Derivation 
The theoretical background for diffraction from a generalized lattice was presented in Section 2.  

In this Section a theory will be developed that presents diffraction from a symmetric SL 

composed of layers containing n unit-cells of atomic lattice.  We will reduce the number of 

dimensions from ℝ3 → ℝ1 so that we consider only layers in a SL and planes in a crystalline 

lattice.  This simplifies the clarity of the derivation, but the results are general for any 

dimensional SL. 

Figure 7.1. Schematic 

of SL4 (n=4). 
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Uppercase subscripts G and K are used to represent the SL and lower case will represent the 

atomic lattice, as shown in Figure 8.1. 

 

Figure 8.1.  Schematic of a two unit-cell symmetric SL with various periodicities and lattice 

translation vectors labeled for reference.  For clarity, rk TiO2 planes in a period were labeled 

explicitly from one to three and the CaO planes were labeled explicitly from one to two.  rk is in 

fact identical for AO and TiO2 planes as they belong to the same unit-cell. The primary 

distinction is rather summing over a layer or period. 

Equation 3.4 for the SL becomes,  

 𝜓𝑆𝐿 = 𝑆𝑆𝐿𝐹𝑆𝐿 8.1a 

 

𝑆𝑆𝐿 = ∑ 𝑒−𝑖𝑞𝑧𝑟𝐾

𝑁𝑃𝑒𝑟𝑖𝑜𝑑−1

𝑟𝐾=1

 8.1b 

 
𝐹𝑆𝐿 = ∑ 𝑓

𝑟𝐺
𝑒−𝑖𝑞𝑧𝑟𝐺

𝑆𝐿 𝐵𝑎𝑠𝑖𝑠

𝑟𝐺

 
8.1c 

where NPeriod is the number of periods within the SL sample.  The TiO2 layers share the same 

periodicity throughout the full SL period and therefore it is informative to split FSL into the 

scattering from the TiO2 and AO sublattices, 

 𝐹𝑆𝐿 = 𝐹 𝑆𝐿,𝑇𝑖𝑂2
+ 𝐹𝑆𝐿,𝐴𝑂 8.2a 

 𝐹𝑆𝐿,𝑇𝑖𝑂2
= ∑ 𝑓𝑇𝑖𝑂2

𝑒−𝑖𝑞𝑧𝑟𝑔

𝑇𝑖𝑂2

𝑟𝑔

 8.2b 

 𝐹𝑆𝐿,𝐴𝑂 = ∑ 𝑓𝑟𝑔
𝑒−𝑖𝑞𝑧𝑟𝑔

𝐴𝑂

𝑟𝑔

 8.2c 
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where 𝐹𝑆𝐿,𝑖 is the scattering amplitude from TiO2 or AO sublattices within a SL period. 

The number of TiO2 layers contributing to 𝐹𝑆𝐿,𝑇𝑖𝑂2
 is well defined by the number of unit-cells in 

the SL period and the scattering from a TiO2 layer is to first approximation identical in all ATiO3 

layers, such that,  

 𝐹𝑆𝐿,𝑇𝑖𝑂2
= 𝑓𝑇𝑖𝑂2

𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
 8.3a 

 

𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
= ∑ 𝑒−𝑖𝑞𝑧𝑟𝑘

𝑁𝑇𝑖𝑂2
−1

𝑟𝑘

 8.3b 

where 𝑁𝑇𝑖𝑂2
 is the number of unit-cells within the SL period, and L represents the index of the 

SL’s reciprocal lattice along (001) similar to l’s relation to the pc crystal’s reciprocal lattice. L 

follows the relation l=L/2n.  In addition to the previously stated assumptions, Equation 8.3 is 

only valid for a SL that has identical TiO2 interplanar spacing in the various layers, otherwise a 

phase shift needs to be between TiO2 scatters needs accounted for.  Combining Equations 8.1, 

8.2a, and 8.3a provides, 

 𝜓 = 𝑆𝑆𝐿(𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
𝑓𝑇𝑖𝑂2

+ 𝐹𝑆𝐿,𝐴𝑂) 8.4 

The multiplication of SSL with 𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
 is the sum of all waves scattered from TiO2 layers 

within the entire SL and as such the first term in Equation 8.4 amounts to the scattering 

amplitude of the TiO2 sublattice 

𝜓𝑇𝑖𝑂2
= 𝑆𝑆𝐿𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2

𝑓𝑇𝑖𝑂2
 

 

𝜓𝑇𝑖𝑂2
 is independent of i) the number of unit-cells in a layer and ii) the A species present in the 

layers.  The importance of this term is that it represents the scattering from the TiO2 backbone 

that extends throughout the entire quasi-1D SL.  If the same analysis thus far is followed in 3D 

then a term 𝜓𝑇𝑖𝑂6
 representing the TiO3 octahedra backbone would appear.  

The second term in Equation 8.4 accounts for diffraction from the AO sublattice is  

 

𝜓𝐴𝑂 = 𝑆𝑆𝐿𝐹𝑆𝐿,𝐴𝑂 

 

The AO sublattice cannot be factorized to the extent of the TiO2 sublattice but given the 

translational symmetry and known number of unit-cells within layers, minor reductions can be 

made.  The summation in Equation 8.2c can be broken into contributions from each layer,  

 

 𝐹𝑆𝐿,𝐴𝑂 = 𝐹𝑆𝐿,𝑆𝑟𝑂 + 𝐹𝑆𝐿,𝐶𝑎𝑂 8.5 

 

where FSL,SrO and FSL,CaO represent the sum over AO planes in the CTO or STO layer in 

accordance with Equation 8.2c, with the first TiO2 plane as the zero within the layer.  For a 

symmetric SL, the number of AO planes in each layer is equivalent, so Equation 8.5 can be 
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factored into a dimensional and compositional component, 

 

 𝐹𝑆𝐿,𝐴𝑂 = 𝑆𝐿𝑎𝑦𝑒𝑟,𝐴𝑂𝐹𝐴𝑂 8.6a 

 𝑆𝐿𝑎𝑦𝑒𝑟,𝐴𝑂 = ∑ 𝑒−𝑖𝑞𝑧𝑟𝑘

𝑁𝐿𝑎𝑦𝑒𝑟,𝐴𝑂−1

𝑟𝑘

 8.6b 

 
𝐹𝐴𝑂 = 𝑒−𝑖

𝜋
2𝑛

𝐿 (𝑓𝑆𝑟𝑂 + 𝑓𝐶𝑎𝑂𝑒−𝑖
𝜋

2𝑛
𝐿) 

                   = 𝑒−𝑖𝜋𝑙(𝑓𝑆𝑟𝑂 + 𝑓𝐶𝑎𝑂𝑒−𝑖𝜋𝑙) when FR 
8.6c 

 

where 𝑁𝐿𝑎𝑦𝑒𝑟,𝐴𝑂 is the number of AO planes within a SL layer.  SLayer,AO, like other shape factors, 

does not contain information on the scattering amplitude from scatters within the (super)lattice, 

but describes the cumulative interference that results from the number of scatters.  Note that 

Equation 8.3b and 8.6b for 𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
 and SLayer,AO, respectively, have identical arguments but 

are summed over a different number of lattice translation vectors, e.g. 𝑁𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
=

2𝑁𝐿𝑎𝑦𝑒𝑟,𝐴𝑂 = 2𝑛.  Remembering that the width of peaks given in Si scales as scales as (𝑁𝑖𝑎𝑖)
−1, 

then the factorized representation gives the impression that constructive scattering within 𝜓𝑇𝑖𝑂2
 

will contribute to a much narrower peak than 𝜓𝐴𝑂.  FAO contains the relative phase and amplitude 

of waves scattered from the generalized AO sublattice.  The denominator in the exponents of 

Equation 8.6c makes FAO a complex amplitude.  The wave scattering amplitude from the CaO 

planes is πL/2n out of phase with the SrO planes and is purely real when L=2nl, i.e. for a 

fundamental reflection (FR) of the underlying lattice. The amplitude is purely imaginary when 

L=nl, i.e. at the BZ of the SL.  The first exponent describes the phase of the AO scattered waves 

relative to the TiO2 scattered waves. 

We will now consider Equations 8.1-8.6 collectively which will result in two representations of 

ψ both providing different perspectives. First,  direct substitution of Equations 8.2-8.6 into 

Equations 8.1 provides the scattering amplitude of the SL and its constituent ATiO3 lattice,  

 

 𝜓 = 𝑆𝑆𝐿 [𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
𝑓𝑇𝑖𝑂2

+ 𝑆𝐿𝑎𝑦𝑒𝑟,𝐴𝑂𝑒−𝑖
𝜋

2𝑛
𝐿 (𝑓𝑆𝑟𝑂 + 𝑓𝐶𝑎𝑂𝑒−𝑖

𝜋
2𝑛

𝐿)] 8.7a 

 

represented in a way that describes i) the scattering from interfering layers containing AO planes 

and ii) the scattering from the TiO2 plane backbone within the SL period.  This emphasizes the 

interference of atomic sublattices.  The shape factors SSL, 𝑆𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
, and SLayer,AO amount to the 

magnitude of constructive interference within the SL, SL period, and layer, which depends on 

their thicknesses and reflects the regions of uniform periodicity. 

The second representation relies on the superlattice being symmetric such that 𝑁𝑃𝑒𝑟𝑖𝑜𝑑,𝑇𝑖𝑂2
=

2𝑁𝐿𝑎𝑦𝑒𝑟,𝐴𝑂.  With the symmetric condition Equation 8.7a can be written as,   
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𝜓 = 𝑆𝑆𝐿𝑆𝐿𝑎𝑦𝑒𝑟,𝐴𝑂 [(1 + 𝑒−𝑖𝜋𝐿)𝑓𝑇𝑖𝑂2

+ 𝑒−𝑖
𝜋

2𝑛
𝐿 (𝑓𝑆𝑟𝑂 + 𝑓𝐶𝑎𝑂𝑒−𝑖

𝜋
2𝑛

𝐿)] 
8.8b 

 

which groups structure factor terms and shape factor terms.  This emphasizes the interference of 

SL layers.  From a first glance the first term in the brackets suggests that the TiO2 planes can add 

out of phase when L is odd, however L=2nl and therefore the phase is always a multiple of 2π 

enforcing constructive interference as would be expected form Equation 8.7a.  There are two 

primary L conditions to consider: i) where L is a FR of the constituent ATiO3 lattice, L=2nl, and 

ii) at the BZ of the constituent ATiO3 lattice, at l=1/2.  For condition (i) 

 

𝜓 = 𝑆𝑆𝐿𝑆𝐿𝑎𝑦𝑒𝑟,𝐴𝑂[2𝑓𝑇𝑖𝑂2
+ 𝑓𝑆𝑟𝑂𝑒−𝑖𝜋𝑙 + 𝑓𝐶𝑎𝑂] 

 

such that the SrO and CaO planes scatter πl out-of-phase. For l=odd, all planes scattering in-

phase and for l=even the SrO planes scatter out-of-phase with the TiO2 and CaO planes.  For 

case (ii) 

𝜓 = 𝑆𝑆𝐿𝑆𝐿𝑎𝑦𝑒𝑟,𝐴𝑂 [(1 + (−1)𝑛)𝑓𝑇𝑖𝑂2
+ 𝑓𝑆𝑟𝑂𝑒−𝑖

𝜋
2 − 𝑓𝐶𝑎𝑂] 

 

Now we find that the scattering amplitude from the TiO2 planes in the two layers depends on the 

number of unit-cells in a layer.  For n=odd the TiO2 planes deconstructively interfere. providing 

zero intensity at the BZ.  For n=even the TiO2 planes constructively interfere, providing intensity 

at the BZ.  An odd result is that the CaO planes always contribute a constant amplitude and the 

SrO planes always contribute an imaginary amplitude, both being independent of  the number of 

unit-cells.  The intensity at the BZ (|𝜓|2) is therefore non-zero for both odd and even n if only 

structure factor-like terms are considered! 

The intensities associated with the shape factor terms SL, SSL, and SLSSL in Equation 8.8 are 

plotted in Figure 8.2 for in SL1, 2, 4 and 27 (the samples studied in this thesis).  The total 

intensity from cumulative interference of the lattice is the product of the two, 𝑁𝑆𝐿
2 𝑁𝐴𝑂

2 , which is 

equivalent to all planes in the SL.  The damping function of the AO layers causes a reduced 

intensity at the BZ such that the total intensity at the BZ is much less than at the FRs.  Another 

result from factoring into SAO and SSL is that SAO determines the apparent superlattice reflections 

(SLR) that are present.  For example, the second SLR is missing in SL4. This is because the first 

minimum of SAO is at 𝑞𝑧 = 2𝜋 𝑁𝐴𝑂𝑎⁄  which is always a SLR.  Further minima occur at integers 

of 2𝜋 𝑁𝐴𝑂𝑎⁄ .  Therefore, the BZ intensity for n=even is zero and for n=odd is one.  Reflections 

observed at the brillouin zone in SLs with n=even (such as SL2 and SL4) are therefore Bragg 

reflection from the underlying lattice signaling the doubling of the lattice along the given BZ 

direction. 

This section presented the theory for diffraction from a one-dimensional SL comprised of a TiO2 

backbone and layers with different AO planes.  It was concluded that the scattered intensity 

associated FSL, for any period SL will have, is non-zero.  However, the intensity associated with 
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SAO at a BZ is zero for even period SL and one for odd period SL.  The total intensity at the BZ, 

that is the product of FSL, SSL, and SAO, for an n=odd is therefore |𝐹𝑆𝐿𝑆𝐴𝑂|2 and zero for n=even. 
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Figure 8.2.  Intensity resulting from |𝑆𝐴𝑂|2 (left), |𝑆𝑆𝐿|2 (center), and c) |𝑆𝐴𝑂𝑆𝑆𝐿|2 for SL1 (d), 2 

(c), 4 (b), and 27 (a). 
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9 Superlattice-Dependent Crystal Structure 
In this section, and subsections, the crystal structure of the STO and CTO phases within the SL is 

discussed in addition to the orientation of the lattices.  This is done through the analysis of TEM 

images, SADP, CBED, XRD, HAADF, and iDPC. 

 

Figure 9.1.  HRTEM images in a pc ZA for SL27 (a), 4 (b), and 2 (c).   are seen in (a) while not 

in (b) or (c). 

Figure 9.1 shows representative images from SL27, 4, and 2.  The intensity of the atomic 

columns follows the same periodicity as the number of unit-cells within the respective SL, 

appearing well ordered.  Contrast changes in SL27 within a layer are the result of differently 

oriented CTO domains.  Domains were observed in SL27 but not in SL4 and 2.  The 

microstructural and crystallographic details of the SLs are discussed in Sections 9.1, 9.2, and 9.3 

as follows. 

 

 

Figure 9.2. ZA SADP along the pc axis in SL (a) 27, (b) 4,  and (c) 2 grown on NGO.  In (b) and 

(c) SLRs are seen in the 001 direction. In (a) the SLRs were not individually distinguishable at 

low camera lengths, the insert shows the SLRs from an acquisition with higher camera length. 

ORs ½{102}pc from two domain variants are shown by blue and red arrows, and ½{303}pc  and 

½{103}pc  ORs  from a third domain variant are indicated by green and yellow arrows. 
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Figure 9.3.  Simulated SADP for: (a) Pm3̅m and (b) Pbnm along the in-phase tilt axis and (c) 

along one of the out-of-phase tilt axes.  Blue and yellow arrows indicate the same ½{102}pc and 

½{103}pc OR, respectively, observed in the experimental SADP shown in Figure 9.2. 

Figure 9.2 shows the SADP for SL27, 4, and 2 taken on a pc ZA.  The (002)pc Bragg reflection 

of SL27 was split into two peaks.  This is a result of the lattice relaxing out of plane, and the 

STO and CTO phases taking on the monolithic equilibrium phases.  Only one (200)pc Bragg 

reflection was seen, so the layers remained epitaxially strained.  The (002)pc Bragg reflection was 

not split in SL2 or 4, meaning the lattice parameter was identical in STO and CTO layers.  The 

SADP for SL1, as shown in Figure 9.23(e), also showed a single (002)pc peak.  

XRD was performed with a 2θ-ω scan geometry to determine the out-of-plane pc lattice constant.  

The NGO substrates (002)pc was used for alignment and the calculated lattice parameter showed 

minimal deviation between samples.  It is assumed that the measured lattice parameter of the 

NGO substrate should be identical for all techniques and all samples.  Therefore, all SADP and 

XRD measurements of STO, CTO, and NGO were scaled such that the NGO (002)pc lattice 

parameter equaled the average NGO (002)pc lattice parameter of the XRD scans.  Lattice 

parameters were extracted from the SADP in Figure 9.2 and Figure 9.23(e), and the scaled values 

are shown in Table 9.1. The lattice parameters calculated from XRD experiments are shown in 

Table 9.2.  The scaled lattice parameters from SADP and XRD are plotted together as a function 

of SL period in Figure 9.4. 

Table 9.1.  Scaled lattice parameters calculated from SADP in SL1-27.  Values are in Å. 

 002 200 

 STO CTO NGO STO/CTO 

1 3.876 

3.862 

3.880 

2 3.874 3.873 

4 3.872 3.866 

27 3.925 3.806 3.876 

  

Table 9.2. Scaled lattice parameters calculated from XRD in SL1-27.  Values are in Å. 

 STO CTO NGO 

2 3.873 3.862 
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4 3.872 

27 3.804 3.946 

 

 

Figure 9.4.  Calibrated lattice parameter calculated from the (002)pc Bragg peak using TEM 

(solid) and XRD (dotted) for CTO (blue), STO (green), and the NGO substrate (black).  The in-

plane lattice parameter for STO and CTO calculated from the (200)pc Bragg peak in a SADP is 

shown (red). 

From the measured lattice parameters, it was found that the out-of-plane lattice parameter 

converged to a single STO/CTO value that was approximately the average of the two unrelaxed 

lattice parameters of SL27.  This is a theme that will arise throughout the thesis, that is the 

lattices are finding a “happy medium”.  The in-plane lattice parameter was different (but nearly 

equivalent) to the substrate in SL4 and 27.  SL2 and 1 had in-plane lattice parameters similar to 

their out-of-plane lattice parameter and were larger than SL 4 and 27, indicating that the film in-

plane lattice parameters are not determined by the substrate. 

 SL27: Development of a Preferential Orientation Relation in CaTiO3 

This subsection will focus on SL27.  It is shown using SAD, scanning-CBED, HAADF, and 

iDPC that the STO and CTO layers exhibited their standard room temperature and pressure 

phases.  It is then shown that out-of-phase tilt displacements persist across the STO-CTO 

interface into STO, because of coupling between the two layers.  Rotation of the octahedra was 
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not rigid, but had some distortion of the TiO6 octahedra such that the displacements within the 

oxygen octahedra are considered as out-of-phase like displacements. 

The SADP of SL27 is shown in Figure 9.2(a). The (002)pc Bragg reflection of SL27 was split 

into two peaks corresponding to interplanar spacings of 3.80 and 3.92 Å, which are the lattice 

parameters of monolithic CTO and STO, respectively. This shows that the STO and CTO have 

relaxed to their monolithic equilibrium phases.  The (200)pc peak corresponded to an interplanar 

spacing of 3.85 Å and did not exhibit splitting, therefore the STO and CTO layers within the 

superlattice grew epitaxially with one another.  The STO lattice parameters of 3.92 and 3.85 

implies that the epitaxial strain has forced the lattice into a non-cubic symmetry. The SAED 

pattern had ORs at 
1

2
(102)pc and 

1

2
(1̅02)pc, which are of the type 

1

2
(oee)𝑘≠𝑙pc

 signifying mixed 

tilting of TiO6 octahedra or antiparallel Ca displacements parallel to [01̅1]𝑝𝑐. ORs  
1

2
(303)pc 

and 
1

2
(3̅03)pc were also observed and are 

1

2
(𝑜𝑒𝑜)ℎ≠𝑙 ORs that signify in-phase tilting of TiO6 

octahedra.  This SADP is the superposition of Pbnm taken along the a [001]pc ZA and a [010]pc 

ZA, shown in Figure 9.3(b,c), with [001]pc lying in plane.  This suggests two domains both with 

the Pbnm c-axis in plane.  
1

2
(102)pc ORs were rarely observed and when present were faint due 

to a low volume fraction sampled by the SA, suggesting that Pbnm CTO with c-axis out-of-plane 

was rare.  The orientation relation of the domains within the CTO layer was [100]𝑝𝑐−𝐶𝑇𝑂//

[010]𝑝𝑐−𝐶𝑇𝑂. 

 

Figure 9.5. (a) HAADF acquired during a scanning NBED scan in SL27.  Position averaged 

convergent-beam electron diffraction (PACBED) patterns for: (c) the top CTO and (d) STO 

layers.  (b) The intensity in the virtual DF is from the virtual aperture marked in (c) and (d). 

The split (200)pc peak suggested that the layers relaxed to close to their monolithic phase lattice 

parameters, but this does not rule out tilting within the STO phase. Unlike the (200)pc and 

{202}pc Bragg reflections, OR splitting was not observed. Therefore, it was safe to assume that 
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tilting was not present in STO.  It is quite possible that the OR of STO are too faint and 

indistinguishable from the CTO ORs.  To further investigate scanning NBED was performed in 

SL27, as shown in Figure 9.5.  The STO layers in Figure 9.5(a) appear brighter because Sr is 

heavier than Ca.  The PACBED in CTO had ORs at 
1

2
{101}𝑝𝑐 and STO did not, as shown in 

Figure 9.5(c,d).  This is reflected in the virtual DF image, Figure 9.5(b), by CTO layers 

appearing bright and STO layers appearing dark.  It is experimentally convenient that the semi-

convergence angle was equal to the Bragg angle of CTO.  This condition means that (001)pc and 

(100)pc OR discs would contribute intensity to an aperture centered at (101)pc.  Therefore, both 

CTO domain orientations contributed intensity to the virtual DF image.

 

Figure 9.6.  False color: (a) HAADF and (b) iDPC image taken at 15.3Mx of SL27.  In (a) one 

unit-cell is illustrated on each side of the interface with Sr, Ca, and Ti indicated by green, blue, 

and gray circles, respectively.  The (b) iDPC image shows the same unit-cell with oxygen 

indicated with red circles.  (c,d) The integrated signal from 30 pixel wide line profiles shown in 

(a) and (b).  The HAADF signal in (c) showed the transition from Sr to Ca columns.  The signal 

in (c) and (d) are from out-of-plane and in-plane directions, respectively.  All signals and line 

profiles are color coded.  Oxygen column peak splitting is clear in the iDPC line profiles.  
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A HAADF and iDPC image at 15.3Mx of SL27 are shown in Figure 9.6.  A full SL period is not 

in the field of view but this magnification allowed for clear visualization of the oxygen columns 

in Figure 9.6(b).  In Figure 9.6(a), the HAADF image, with intensity proportional to atomic 

number, shows a well terminated interface between the STO and CTO layers.  The in- and out-

of-plane lattice parameters in the CTO were measured as 386 and 411 pm, respectively, as 

shown in Figure 9.6(c,d).  This agrees with SAD data presented in this thesis and literature 

values.  Using the line profiles in Figure 9.6(a,b) as reference, it is also observed that every other 

Ca column is anti-parallel displaced.  The oxygen positions in the STO layer are well aligned 

into a single atomic column, as shown in Figure 9.6(b) or the line profiles in Figure 9.6(c,d).  On 

the lower half of Figure 9.6(b), in the CTO layer, oxygen columns appear as dumbbells as a 

result of octahedral tilting separating the columns.  The projected distance between the columns 

was 67 pm in-plane and 64 pm out-of-plane.  The position of each column of oxygen was 

manually located and the tilt angle for each octahedra measured, as shown in Figure 9.7. 

 

Figure 9.7.  (a) iDPC image of SL27 with manually assigned column positions overlaid.  (b) 

Average of the measured tilt angle from the (black) TiO2 plane and (blue) AO plane.  Red and 

green error bars represent the standard deviation within the plane.  The zero on the y-axis 

indicates the chemically assigned TiO2 interface plane. 

Center-of-mass and Gaussian fitting was not used to refine the atom positions because these 

methods did not handle the proximity of the split columns well.  Because only single oxygen 

columns were discernible in the STO the out-of-phase angle is zero and the plotted values are in-

phase tilt angles calculated as (180𝑜 − ∡OTiO) 2⁄ , where the two O are on opposite sides of the 

central Ti atom.  The in-phase tilting in the STO layer was 1.84o and 2.69o in the TiO2 and AO 

planes, respectively.  No in-phase tilting is expected within the STO layers and the small values 
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could result from manual placement of the O columns or be a physical result from coupling of 

the ATO layers.   In the CTO and at the interface where the split O columns were apparent the 

out-of-phase angle was measured as ∡OTiO 2⁄ , where the two O are the split sites.  The out-of-

phase tilting in the CTO layer was 10.04o and 10.32o in the TiO2 and AO planes, respectively.  It 

is interesting to now consider the question “what is the interface?”, is it the TiO2 plane that 

separates the STO and CTO layers or is it diffuse extending further into the layers?  If only 

chemistry is considered, then the interface is abrupt with all A-sites above the TiO2 interface 

being Sr and all below the TiO2 interface being Ca, as seen in the HAADF image shown in 

Figure 9.6(a).  If the structural distortions in the TiO6 octahedra that result from coupling 

between the layers is considered, then there is a three layer decay of the tilt angle from CTO into 

STO, and therefore, the interface is diffuse, consisting of these three layers.  If the AO-TiO2-AO 

section of the interfacial region is examined in the iDPC image, as shown in Figure 9.7(b), the 

split O columns in the AO plane have the same orientation as the O columns in CTO.  The split 

O columns in the TiO2 plane (ie the “chemical interface”) are sheared relative to the vertical split 

O columns in the TiO2 planes in CTO.  The shearing in the TiO2 plane and non-shearing in the 

AO planes results in a distorted TiO6 octahedra.  This CaSrTi2O6 structural unit with out-of-

phase tilting and distortion of TiO6 octahedra along the ZA repeats 2 dimensionally forming an 

interface layer.  One can therefore characterize the interface as being chemically abrupt, 

structurally diffuse, or as a (1x1x2)pc structural unit with out-of-phase tilting and distortions of 

the TiO6 octahedra. 

Measurement of the TiO6 tilt angle is only as accurate as the placement and discernability of split 

O columns.  An alternative approach is to assign a single position to each split or non-split 

column of atoms then fit the column with a 2-dimensional Gaussian.  The fitted Gaussian for 

single columns is symmetric and the fitted Gaussian for split columns is elliptical.  The ellipticity 

of a Gaussian is defined by 

𝑒𝑙𝑖𝑝. = {

𝜎𝑥
𝜎𝑦

⁄  when 𝜎𝑥 > 𝜎𝑦

𝜎𝑦
𝜎𝑥

⁄  when 𝜎𝑦 > 𝜎𝑥

 

where σ is the standard deviation of the Gaussian.  The ellipticity in the AO layers is represented 
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in Figure 9.8(a,b) as a vector image and Figure 9.9 as an intensity map.  Figure 9.8(c) shows a 

line profile of the mean and standard deviation of ellipticity in each plane. 

 

Figure 9.8. iDPC image of SL27 with a vector overlay representing the ellipticity of columns in 

(a) AO and (b) TiO2 planes.  (b) a line profile showing the mean and standard deviation of 

ellipticity within an (blue) AO (black) TiO2 plane.  The zero on the y-axis indicates the 

chemically assigned TiO2 interface plane. 

 

Figure 9.9.  Ellipticity measurements for split O columns in (a) AO and (b) TiO2 planes of SL27. 

The measured values in the STO layer are not equal to one as expected for a single column 

because the fitted Gaussians are influenced by the intensity of the neighboring A and Ti columns.  

This skewing of ellipticity from neighboring A and Ti columns is also expected to occur in the 

CTO layer but to lesser degree because the Ca is less intense.  The ellipticity profile, as shown in 

Figure 9.8(c), has the same overall trend as the directly measured out-of-phase angle 

measurements shown in Figure 9.7(b).  The approximately 10o out-of-phase angle in CTO AO 
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layers translates to an ellipticity of roughly 3 and the 0o
 out-of-phase angle in STO translates to 

an ellipticity of roughly 1.5.  The approximately 10o out-of-phase angle in CTO TiO2 layers 

translates to an ellipticity of roughly 1.6, and the 0o
 out-of-phase angle in STO translates to an 

ellipticity of roughly 1.3.  The fitting of the single Gaussian to two columns is not linear and 

some fitting errors are present as observed in the STO region, these results do however provide a 

benchmark for the relation of ellipticity to an out-of-phase angle measurement in the two layers.  

The zero on the y-axis of Figure 9.8(b) indicates the chemically assigned TiO2 interface plane.   

The ellipticity of the first CaO plane is slightly lower than in the CTO layer.  The first SrO plane, 

and arguably the second SRO plane, are at values higher than in the STO layers.  The ellipticity 

value in the TiO2 planes does not show as large of a gap between STO and CTO layers so does 

not provide for the same perspective but if the direction of the ellipticity is consider, as shown in 

Figure 9.8(b), the interface and even the skewed distortions are seen.  This shows that the 

ellipticity measurements show the same trend as directly measuring out-of-phase tilt angles 

without the use of column positioning manually chosen.  The ellipticity parameter thus allows 

for a qualitative measure of out-of-phase tilt angle that can be automated for a larger field-of-

view and for column splitting not discernable to the human eye. 

Splitting of (002)pc and {202}pc diffraction peaks and non-split OR indicated that the thin film 

had relaxed to Pbnm-CTO and strained Pm3̅m-STO, much like the monolithic constituents. The 

presence of  
1

2
(102)pc and 

1

2
(303)pc ORs and absence of 

1

2
(201)pc ORs indicated two domains 

of CTO were present with c-axes in the plane of the film and an orientation relation of 

[100]𝑝𝑐−𝐶𝑇𝑂//[010]𝑝𝑐−𝐶𝑇𝑂.  The Pbnm-CTO and Pm3̅m-STO phases were then further 

confirmed using scanning NBED.  Using iDPC an in-phase tilt angle was measured in the STO 

layer as 1.84o and 2.69o in the TiO2 and AO planes, respectively, and is thought to result from 

either an error in the manual placement of O positions or coupling between the ATO layers of 

the SL.  The out-of-phase tilting in the CTO layer was 10.04o and 10.32o in the TiO2 and AO 

planes, respectively.  The interface between the STO and CTO layers of the SL was 

characterized as chemically abrupt, structurally diffuse, and as a (1x1x2)pc structural unit with 

out-of-phase tilting and distortions of the TiO6 octahedra. 

 SL2 and SL4: To a Happy Medium 

This subsection will focus on SL2 and SL4.  It is shown using SAD and CBED that the entire 

superlattice takes on a singular orientation and has octahedral tilting in both phases.  It is then 

shown using iDPC and HAADF that out-of-phase tilt-like displacements in the oxygen octahedra 

reminiscent of the interface structural unit in SL27 are present in both SL4 and SL2.  In SL4 

minima and maxima inn the out-of-phase tilt angle are still present but are not in SL2, showing 

that the system transitions from an interface dominated structure to a singular phase. 

The SADP of SL2 and 4 are shown in Figure 9.2(b) and (c), respectively.  The density of 

diffraction spots in the SADPs is much higher than observed for SL27.  SLRs appear 

continuously between the fundamental pc reflections with decreasing amplitude approaching the 

BZ.  Additionally, no peak splitting was observed in SL2 or 4 along (200)pc indicating that a 

lattice took on a singular pc lattice parameter both in-plane and out-of-plane.  The measured SLR 

spacing in SL2 was 0.645 nm- (cSL=1.549 nm) corresponding to a pc lattice parameter of c=3.873 
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Å. The measured SLR spacing in SL4 was 0.032 nm- (cSL=3.098 nm) corresponding to a pc 

lattice parameter of c=3.872 Å. 

Intensity was observed where the 
1

2
(201)𝑝𝑐 OR should be in the SADP of SL2 and 4.  Based on 

the periodicity of the SLRs this could also be a SLR.  The shape factor for the AO sublattice with 

n=even is zero at BZs, and because the total intensity is proportional to the squared product of 

the lattice and SL shape factor then the intensity of a SLR at 
1

2
(201)𝑝𝑐 must be zero, as derived 

in Section 6.  To back this theory, a SADP was simulated from a two unit-cell STO-CTO SL 

with the backbone lattice having a Pm3̅m space group using JEMS, as shown in Figure 9.10. 

 

Figure 9.10. Simulated SADP of a STO-CTO SL with the backbone lattice having a Pm3̅m space 

group.  The blue arrows marking 
1

2
(201)𝑝𝑐 show the lack of a SLR. 

The ½(201)pc positions are indicated with blue arrows and have zero intensity.  Therefore, any 

intensity observed at these positions is a result of octahedral ordering and not the SL. Therefore, 

the intensity in Figure 9.2(b) and (c) is from an OR and not a SLR.  In addition, the intensity of 

the peak at ½(201)pc in SL4 is higher than the surrounding SLR, which is in disagreement with 

the 1/(qzaSL)2 envelope function decaying toward the BZ, thus providing further evidence that the 

reflection in the SADP is an OR.  Interestingly the SLR in SL4 had a diffuse background that 

may provide insight toward strain, order, or softening phonon modes, but the exact origins are 

unknown. 
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Figure 9.11. (a) HAADF acquired during a scanning NBED scan in SL4.  PACBED patterns for: 

the (c) top CTO and (d) STO layers.  (b) The intensity in the virtual DF is from the virtual 

aperture marked in (c) and (d). 

Scanning-CBED was performed to identify the DP from an individual layer rather than the entire 

SL.  The PACBED patterns shown in Figure 9.11(c) and (d) from CTO and STO layers, 

respectively, show much more similarity than PACBED patterns from SL27, as shown in Figure 

9.5.  The main difference between Figure 9.11(c) and (d) is the intensity at ½{101}pc positions 

that appears as background intensity, but could also be from discs at ½(001)pc.  The intensity 

variation of ½(101)pc was largest in the CTO layers, meaning that the octahedral tilts were largest 

in the CTO layers.  The STO layers have a non-zero intensity at the virtual aperture positions.  

This indicates that octahedral ordering occurred within the STO layers.  Therefore, STO no 

longer was Pm3̅m, but rather, inherited tilting from the CTO layers approaching a singular 

crystal structure. 

The ½{201}pc OR in the [010] ZA of SL2 and 4, as shown in Figure 9.2(b) and (c), appear at 90o 

to the ½{201}pc OR in SL27.  This indicates that the c-axis is out of plane, if the CTO monolithic 

Pbnm space group is assumed.  This would place the in-phase tilt axis in the growth direction 

and normal to the SL.  In general, if the Pbnm space group is not assumed, the ½{201}pc OR all 

with ½(eeo)h≠k indicated a mixed tilt system which induces anti-parallel A-site displacement. 
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Figure 9.12. (a) SADP in [11̅0] and (b) [1̅10] ZAs showing ½{113} (red), ½{331} (blue), and 

½{333} (green) ORs. 

SADP of SL4 were also acquired for the two in-plane 〈110〉𝑝𝑐 ZAs, as shown in Figure 9.12.  

The SADPs showed the same SLR that were observed in the [010] ZA, as shown in Figure 9.2. 

½{ooo}h≠k and ½{ooo}k≠l were observed in the 〈110〉𝑝𝑐 ZAs indicating an out-of-phase tilt axis 

along [100]pc and/or [010]pc with unequal tilt angles, refer to the rules in Section 1.2 and Table 

1.5 for tilt systems with combined in- and out-of-phase tilts.  This would rule out the possibility 

of the SL adopting the Pbnm space group from monolithic CTO, leaving only space groups 

P21/m (a-b-c+) and Cmcm (a0b-c+).  It is to be noted that ½(ooe) and ½(eeo) OR are expected in 

both the [11̅0] and [1̅10] ZA of P21/m and Cmcm space groups, but none were observed. 

 

Figure 9.13.  False color: (a) HAADF and (b) iDPC image taken at 15.3Mx of SL4.  In (a) one 

unit-cell is illustrated on each side of the interface with Sr, Ca, and Ti indicated by green, blue, 
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and gray circles, respectively.  The (b) iDPC image shows the same unit-cell with oxygen 

indicated with red circles. 

A HAADF and iDPC image at 15.3Mx of SL4 is shown in Figure 9.13.  In the Figure 9.13(a), 

two complete STO layers and one complete CTO layer are within the field-of-view.  In Figure 

9.13(b) all cations and oxygen are visible.  The oxygen columns in the CTO layer appear split 

much like in SL27, shown previously in Figure 9.6.  The oxygen columns in the STO layer of 

SL4 almost all appear elliptical, with the columns closer to the interface between the STO and 

CTO more elliptical than those at the center of the STO layer.  The octahedral tilt and distortions 

at the interface between the layers that was observed in SL27 also appears in SL4.  To better 

understand the spatial extent of changing tilt-like angles, two positions were manually assigned 

to every oxygen column.  For columns that were clearly separated, two well-separated positions 

were defined.  For the columns that appeared almost symmetric the two positions were assigned 

as nearly identical so that the resulting measured angle was small.  The results of manual column 

placement and the measured out-of-phase tilt-like angle are shown in Figure 9.14. 

 

Figure 9.14.  (a) iDPC image of SL4 with manually assigned column positions overlaid.  (b) 

Average of the measured tilt angle from the (black) TiO2 plane and (blue) AO plane.  Red and 

green error bars represent the standard deviation within the plane.  The zero on the y-axis 

indicates the chemically assigned TiO2 interface plane between the first complete STO and CTO 

period. 
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Center-of-mass and Gaussian fitting was not used to refine the atom positions because these 

methods did not handle the proximity of the split columns well.  Only out-of-phase angles were 

measured (∡OTiO 2⁄ ) since two positions were assigned per column.  The out-of-phase tilt-like 

angle in the AO planes had a nearly constant value of 7.186o on average and the angle in the 

TiO2 planes was approximately sinusoidal with an average of 8.513o, as shown in Figure 9.14(b).  

This sinusoidal pattern in octahedral titling appears similar to a spinodal gradient, as described in 

the Cahn-Hilliard equation (Cahn, 1961; Cahn & Hilliard, 1958).  The sinusoidal variation in 

angle, or irregularity in oxygen displacement pattern, could be the origin for the diffuse intensity 

surrounding the ORs in SADP, as shown in Figure 9.2(b).   The largest mean angle was in the 

top CTO layer and was 13.340o.  The central CTO layer, that was the only full CTO layer, had a 

maximum tilt angle of 11.358o. Minima were present in the STO layers with the lowest mean 

being 5.080o. The displacements within a TiO6 octahedra have therefore extended into the STO 

layers with an out-of-phase tilt-like angle half of the CTO tilt angle but distinct layers exist. 

The positions for split oxygen-positions is sensitive to the user manual placements and for the 

smallest splits it is difficult to assign two positions two a seemingly singular elliptical column.  

For these reasons, 2D Gaussians were fitted to each oxygen column as in Section 9.1.  The 

results are shown in Figure 9.15 as a vector image and line profile of the (001) plane ellipticity 

and in Figure 9.16 as a color map of the ellipticity. 

 

Figure 9.15.  iDPC image of SL4 with a vector overlay representing the ellipticity of columns in 

(a) AO and (b) TiO2 planes.  (b) a line profile showing the mean and standard deviation of 

ellipticity within an (blue) AO (black) TiO2 plane.  The zero on the y-axis indicates the 

chemically assigned TiO2 interface plane between the first complete STO and CTO period. 
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Figure 9.16.  Ellipticity measurements for split O columns in (a) AO and (b) TiO2 planes of SL4. 

The ellipticity in the TiO2 planes was sinusoidal much like the direct out-of-phase tilt angle 

measurements.  The ellipticity in the STO layers of SL4 was near the same benchmark values of 

SL27.  However, observation of the iDPC images by eye clearly showed ellipticity in SL4 that 

was not present in SL27.  The fitting and ellipticity might be skewed by neighboring cations.  

Therefore, the ellipticity measurements are best used for a qualitative trend in TiO6 tilting and it 

is best to not try to calibrate the ellipticity measurements with measured tilt angles unless the 

cation column intensity is first fitted and removed.  This removal was not possible in these iDPC 

images because the columns often had a four-fold symmetry and therefore a subtracted Gaussian 

would still leave residual intensity.  Overall, the same sinusoidal pattern of octahedral tilt was 

observed in the TiO2 planes.  In addition to the ellipticity parameter that is related to an out-of-

phase tilt-like displacement pattern the direction of ellipticity is shown in Figure 9.15 as a 

rotation of the ellipticity vector.  Rotations within the TiO2 and AO planes are minimal but 

systematic from plane to plane. This suggests that the displacement of oxygen atoms is not 

simply a rigid body rotation of the TiO6 octahedra but rather a rotation and distortion. 

The results from measuring the out-of-phase tilt angle in SL4 was vastly different than SL27.  To 

begin, the STO layer of SL27 did not have out-of-phase tilting, that was shown by single non-

elliptical atomic oxygen columns.  Only the first and arguably second SrO layer(s) near the 

STO/CTO interface had titling because of coupling between the layers.  In SL4 the STO layers 

always had some degree of out-of-phase tilting from coupling to the CTO layers and the 

minimum tilt angle of 5.080o in the TiO2 planes was approximately half of the tilt angle of CTO 

in SL27.  The maximum in the CTO layers of SL4 was at approximately the same tilt angle as in 

SL27.  This suggests that as the layers become smaller and approach the length scale of the 

structurally diffuse interfaces observed in SL27, then the STO layer preferentially loses its 

original “bulk like” characteristics.  The preferred tilt accommodation of STO was also seen in 

the ellipticity measurements of SL27 where the ellipticity decayed over two SrO planes 

compared to one CaO plane.  At this point we do not want to speculate the origin of the 

preferential tilting in STO over CTO, but will do so later in Section 9.3 where a comparison of 
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SL2, SL4, and SL27 is presented.  This result shows that the layers of the SL are converging to a 

singular tilt pattern, much like the 4D-STEM results. 

 

Figure 9.17. False color: (a) HAADF and (b) iDPC image taken at 15.3Mx of SL2.  In (a) one 

unit-cell is illustrated on each side of the interface with Sr, Ca, and Ti indicated by green, blue, 

and gray circles, respectively.  The (b) iDPC image shows the same unit-cell with oxygen 

indicated with red circles. 

A HAADF and iDPC image at 15.3Mx of SL2 is shown in Figure 9.17.  In the Figure 9.17(a) , 

three complete STO layers (bright layers) and four complete CTO layers (dark layers) are within 

the field-of-view.  In Figure 9.17 (b), all cations and oxygen are visible.  The oxygen columns in 

both CTO and STO layers appear elliptical much like in SL4.  To better understand the spatial 

extent of changing tilt angles, two positions were manually assigned to every oxygen column in 

the same manner as SL4.  The results of manual column placement and the measured out-of-

phase tilt angle is shown in Figure 9.18. 
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Figure 9.18. (a) iDPC image of SL2 with manually assigned column positions overlaid.  (b) 

Average of the measured tilt angle from the (black) TiO2 plane and (blue) AO plane.  Red and 

green error bars represent the standard deviation within the plane.  The zero on the y-axis 

indicates the chemically assigned TiO2 interface plane between the first complete STO and CTO 

period. 

The out-of-phase tilt-like displacements were quantified using the same procedure in SL4 and 

the results for the mean value per (001) plane are shown in Figure 9.18(b).  Unlike SL4, little 

layer to layer variation is observed in either the AO or TiO2 planes.  A small sinusoidal 

variations with a four unit-cell (one period) wavelength could be argued in the TiO2 planes, that 

is the central TiO2 plane of a layer being extrema and the interface TiO2 planes as zero-nodes, 

but the variation is small compared to the other SLs and is verging on the measurement error.  

The mean value was 7.138o and 6.096o in the AO and TiO2 planes, respectively.  This is nearly 

the same as the average tilt angle in the AO planes of SL4 and the interface tilt angle in the TiO2 

planes of SL4 and SL27.  Thus, it appears that the entire structure of SL2 has adopted the 

structure of the proposed interface structural unit in the larger SLs.  In other words, the SL no 

longer consists of structurally distinct phases but is a single chemically ordered phase. 

For consistency ellipticity measurements were performed using the previously described 

methods.  The results are shown in Figure 9.19 as a vector image and line profile of the (001) 

plane ellipticity and in Figure 9.20 as a color map of the ellipticity. 
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Figure 9.19. iDPC image of SL2 with a vector overlay representing the ellipticity of columns in 

(a) AO and (b) TiO2 planes.  (b) a line profile showing the mean and standard deviation of 

ellipticity within an (blue) AO (black) TiO2 plane.  The zero on the y-axis indicates the 

chemically assigned TiO2 interface plane between the first complete STO and CTO period. 

 

Figure 9.20. Ellipticity measurements for split O columns in (a) AO and (b) TiO2 planes of SL4. 

No variation in ellipticity was measured in the TiO2 planes and some ellipticity was measured in 

the AO planes.  This is the opposite of the manually measured tilts in Figure 9.18(b) where the 

TiO2 planes had a minimal variation and the AO had none.  This is thought to result from fitting 

to the tails of cation columns in the AO layers.  The sinusoidal variation of ellipticity follows the 

same periodicity of the SL with minima in the CTO layer and maxima in the STO layer. If tilting 

were the result of this trend, then one would expect that the atoms in the STO would be less 

elliptical than in the CTO layers.  Instead, the trend follows the A-site intensity suggesting fitting 

errors as the origin in ellipticity variations.  It is suggested that only samples with uniform 

intensity providing a consistent skew in ellipticity, or the removal of cation site intensity through 
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2D-Gaussian subtraction of Gaussian columns to remove the skewing entirely, are used if 

ellipticity is used for a measure of out-of-phase tilting. 

In this subsection the SADP from the [010]pc showed that SL2 and 4 had ordered octahedral tilts.  

Unlike in SL27, the in-phase tilt axis was in the growth direction and SL normal with only one 

orientation of the crystal present (i.e. no domains).  SADP taken from the two in-plane 〈110〉𝑝𝑐 

ZAs further refined the possible space group of the lattice to either P21/m or Cmcm and not 

Pbnm, however some discrepancies were found with both P21/m and Cmcm so the exact space 

group was not determined.  With the [010]pc and 〈110〉𝑝𝑐 ZAs it was concluded that SL4 had 

both ordered in- and out-of-phase tilt axes.  Tilt angle measurements in iDPC images showed 

that SL4 had a sinusoidal variation in its out-of-phase tilt-like displacements structure in AO 

planes.  The average tilt angles in SL4 were 7.186o and 8.513o in the AO and TiO2 planes, 

respectively.  The tilt angles in SL2 were consistent through the entire SL with average angles of 

7.138o and 6.096o  in the AO and TiO2 planes, respectively.  This showed that as the number of 

unit-cells in a SL layer decreases the system transitions from bulk layers separated by interface 

to a  system dominated by interfaces lacking bulk-like character, to a singular chemically ordered 

phase with a structure like the structural units in the larger period SLs.  The average tilt anlges 

are near to the interface values observed in SL27, also showing structural distortion converge to 

the structure of an interface in larger period SLs. The iDPC results connect the large field-of-

view SADP observations with atomically resolved structural information.  All techniques point 

to the convergence of structure to a “happy medium”. 

 “Where is the Interface?”: A Comparison of SL2, SL4, and SL27 

Before continuing to SL1, we should consider where or what the interface and bulk like layers 

are in the previously shown SLs.  This is an interesting scientific question because the choice of 

interface depends on whether you consider only chemistry, displacements, or both.  It also is 
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stringent on whether proper conventions for an interface are chosen or if the most representative 

but non-conventional interface is chosen. 

 

Figure 9.21.  Schematic of SLs with (a) n=3 and (b) n=2 unit-cells per layer.  Three series are 

shown that represent different choices in interface. (i1) (𝐶𝑇𝑂)𝑛 − (𝑆𝑇𝑂)𝑛 has ATO layers that 

share a TiO2 interface plane. (i2) (𝐶𝑇𝑂)𝑛−1 − 𝑇𝑖𝑂2 − (𝑆𝑇𝑂)𝑛−1 follows the convention of an 

interface not intersecting atoms and results in an interface TiO2 plane that does not belong to 

either ATO layer. (i3) demonstrates a choice of interface where every atom in a layer has an 

ideal first nearest like neighbor (i.e. the ideal atom within a sublattice or the third nearest 

neighbor in the ATO3 unit-cell). 

Figure 9.21 shows a projection of a SL with n=3 and n=2 “unit-cells per layer” and three series 

with different choices of interfaces.  The superlattices throughout the thesis are described by 

repeating ATiO3 simple cubic unit-cells centered such that Ti atoms occupy the corners sites and 

A atoms occupy body centered positions.  In this description the SL layers are terminated by 

TiO2 planes that belong to both the STO and CTO layers.  This choice of interface, for a 

chemically abrupt SL that lacks structural distortions around the interface, is indicated in Figure 

9.21 series (i1) by horizontal black lines.  The SL is a series of (𝐶𝑇𝑂)𝑛 − (𝑆𝑇𝑂)𝑛 repeat units 

with the TiO2 interface being partially contain in CTO and part in STO.  This does not follow the 

correct convention of an interphase interface.  Conventionally an interface is chosen so that it 

does not intersect atomic planes as in (i1).  If we choose to hold with convention and place the 

interface between two planes that chemically see different neighbors than expected in the bulk of 

a material, then we can place the interface between the TiO2 interface described in (i1) and either 

bounding AO plane.  Note, that not one of these choices of interfaces can be chosen, but both 

must be since the TiO2 plane dividing the chemically distinguishable A-sites sees different 

neighbors above and below than expected in CTO and STO, therefore excluding it from either 

phase.  This is illustrated in (i2) where the same choice of a TiO2 layer is chosen with the 

interfaces defined above and below the plane. Series (i2) differs from (i1) in that the bulk ATO 

layers have n-1 unit-cells divided by a 2-dimensional TiO2 plane. The third option is to define a 
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SCTO (Sr0.5Ca0.5TiO3) structural unit as the interface.  This choice of interface is distinguishable 

because every atom sees its ideal first nearest like neighbor.  This is equivalent to saying every 

atom sees the ideal nearest neighbor within its sublattice or third nearest neighbor in the full 

ATO3 basis.  In series (i1) and (i2) both SL2 and SL3 have distinguishable ATO layers, however 

(i3) has distinguishable ATO layers in SL3 and loses this bulk like ATO structure in SL2.  Thus, 

when an interface is defined by (i3) there is a minimum number of unit-cells to define a SL, 𝑛 ≥

3, otherwise the material is a singular phase consisting of structural units that defined the 

interface in larger SLs.  In the larger SLs the series is (𝐶𝑇𝑂)𝑛−2 − 𝑆𝑟0.5𝐶𝑎0.5𝑇𝑖𝑂3 − (𝑆𝑇𝑂)𝑛−2.  

This describes three very distinct choices of interface(s) that are purely dependent on the 

chemical species present and not to displacements in the structure. 

We begin by considering the structural distortions in SL27.  In SL27 there were distinguishable 

tilt patterns in STO and CTO, with STO having no tilt and CTO having out-of-phase tilting as in 

their bulk like phases.  There were three planes at the interface, CaO-TiO2-SrO that had tilting or 

a displacive pattern that was different than in the bounding SL layers.  This can be considered as 

a local coupling and structural accommodation of the STO and CTO tilt patterns.  The CaO-

TiO2-SrO series is identical to the choice of interface in series (i3), as shown in Figure 9.21.  

Therefore, a 𝑆𝑟0.5𝐶𝑎0.5𝑇𝑖𝑂3 layer describes the structural and chemical nature of the interface 

unlike the singular TiO2 interface in (i1) and (i2). 

We now consider SL4, where a sinusoidal variation of out-of-phase tilt-like displacements were 

present.  SL4 is only one unit-cell per layer larger than the schematic shown in Figure 9.21.  In a 

SL with n=3 unit-cells per layer the choice of (i3) presents a series of layers each containing one 

ATO3 unit-cell.  It would therefore make sence that if the displacement structure of SL27 carried 

to the smaller SL4 that the tilt angles would appear sinusoidal, as they do.  The choice of 

interfaces in series (i3) thus seems to again be the best fit for the chemical and structural 

interface.  One unique thing about SL4 is that the STO does not have zero out-of-phase tilt-like 

displacements, but rather all columns appear elliptical therefore having some type of 

displacement pattern along the projected direction. 

Lastly, we can consider SL2 where the manually placed positions showed that the out-of-phase 

tilt-like displacements were constant throughout the entire SL structure.  Examining series (i3) in 

Figure 9.21(b) shows that the entire structure consists of SCTO “interface” structural units 

divided by TiO2 planes.  The distinguishability between the TiO2 planes and the SCTO units is 

ambiguous. Rather than defining each separately, the two could be combined into a single 

SrCaTi2O6 unit-cell that repeats throughout the entire structure.  The reason that the displacement 

structure remains relatively constant through the entire SL can be attributed to the SL being a 

singular chemically ordered phase. 
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Figure 9.22.  (a) Measured out-of-phase tilt-like angles in each plane of SL2, SL4, and SL27.  In 

general the angle converged to the angle of the interface (int.) plane as the number of unit-cells 

per SL layer decreased. (b) Measured ellipticity in each plane of SL2, SL4, and SL27.  

Altogether the ellipticity lacked a trend across the SL series. 

Figure 9.22 compares the directly measured angle and the ellipticity of the out-of-phase tilt-like 

displacements as a function of unit-cells per SL layer.  SL27 showed three distinct regions of tilt 

that are classified into the STO, interface, and CTO regions.  In terms of the (i3) series the same 

regions are STO, SCTO, CTO.  SL4  had three distinct regions.  The SrO plane in STO and the 

CaO plane in CTO were at 7.186o which is near the same tilt angle as the interface planes in 

SL27.  This tilt angle is not exactly halfway between the 0 and 10.04o tilt angles measured in the 

bulk like layers of SL27 but is skewed toward the CTO’s larger tilt angle.  The same is seen in 

SL27 where the SrO plane was at 7.186o and the CaO plane was at 10.04o compared to the 0 and 

10.04o tilt angles measured in the bulk CTO and STO layers, respectively.  This shows a 

tendency for the STO to distort more than the CTO relaxes.  If we consider that the origin of 

tilting is bonding and the Ca is more covalent and therefore has stronger bonding than we can 

postulate that the stronger bonding present in CTO than in STO might be responsible for the 

skewed “happy medium”.  We can also look at the temperature stability of the phases for STO 

and CTO.  STO is tilt free above ~150 K and has out-of-phase tilting below ~150 K.  CTO lacks 

tilting above ~1374 K and transitions to a phase with out-of-phase tilting below ~1374 K and 

takes on another out-of-phase tilt axis and an in-phase tilt axis below ~1250 K.  The higher and 

wider temperature range of CTO would suggest that the tilting is more stable in CTO than in 

STO.  The bonding and temperature ranges can be loosely considered as the enthalpic and 

entropic stability of the tilting.  Tilting in CTO appears more stable in both cases, which explanes 
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why experimentally the CTO had a smaller deviation from the bulk at the interface than STO and 

why the angle was 7.186o and not closer to 5.02o (i.e. the average of the bulk tilts).  SL2 

continued the trend of convergence with only two distinct tilt angles present, in TiO2 and AO 

planes.In this subsection, three choices of interface(s) were described for a SL that did not have 

structural distortions.  It was then shown that the choice of a SCTO structural unit at the interface 

described both the chemical and structural nature of the interfaces.  Comparing the series of SLs, 

it was found that the SCTO structural unit that was well separated by bulk ATO layers in SL27 

was the predominant structure in SL4 and the entire structure in SL2.  Thus as the number of 

unit-cell per layer decreased the SL transitioned from a system of bulk ATO layers separated by 

interfaces (SL27) to a system predominantly consisting of interfaces (SL4) to a system with a 

singular phase characteristic of the prior interface structure.  The tilt angle converged to a value 

between the two bulk like phases’ tilt angles as the interface structure predominated. The angle 

was skewed toward the tilt angle of CTO which was concluded to result from the higher stability 

of tilting in CTO than STO. 

 SL1: A Modulated Antiparallel Displacements 

In the SADP of the one unit-cell CTO-STO superlattice, as seen in Figure 9.23, ORs were 

present at both ½[120]pc and ½[210]pc positions, or more generally, at ½(oee)k≠l and ½(eoe)h≠l.  

This is the SADP expected if one domain of Pbnm-CTO had its c-axis aligned with the films 

normal and one aligned in-plane (perpendicular to the viewing direction).  However, it is not 

possible for the CTO layer to have a c-axis of 2apc aligned with the film normal because a one 

unit-cell superlattice has a layer thickness of apc.  The ½(oee)k≠l therefore indicates that the 

superlattice “on the whole” has taken on a periodicity of its own and can be considered as a 

single lattice with chemical ordering on the A-sublattice.  The ½(eoe)h≠l ORs also indicate that 

the unit-cell has doubled in the plane of the film.  Taken together, the ½(oee)k≠l and ½(eoe)h≠l 

ORs indicate that the unit-cell doubling in the viewing direction was 2𝑎𝑝𝑐 × 2𝑎𝑝𝑐, which does 

not prescribe to a space group of either monolithic constituent. 
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Figure 9.23. Bright-field images formed: (a) without and (b) with an objective aperture.  The 

modulated structure was observed in the ½(100) dark-field image in (c), but is not present in 

either bright-field image or the (100) dark-field image in (d).  (e) The [001] ZA SADP had 

½(100) and ½(010) OR. The inset in (e) is an enlargement of the split ½(100) Bragg peak which 

resulted from the modulated displacement amplitude normal to the film. 

On closer examination of the ORs, all ½(oee)k≠l peaks were split into two peaks (see inset of Fig. 

1(e)).  Splitting was not necessarily along the [100]pc growth direction.  To identify the origin of 

this splitting, axial dark-field imaging was performed with ½(100)pc OR. The resulting dark-field 

image, seen in Figure 9.23(c), exhibits a modulated intensity that was nearly faceted in 

appearance. The average wavelength of modulations, directly measured along the film thickness, 

was 15.6 nm.  This distance is nearly equal to the reciprocal-space distance between the maxima 

of the split OR, which was measured to be 0.064 nm-1 or λ=15.625 nm.  We also note that split 

peaks had a x-shaped diffuse background which we attribute to the faceted “fine structure” in the 

modulations. Further examination of the SADP accompanied by additional dark- and bright-field 

imaging support this conclusion.  For example, the [010]pc peak was broadened but not split (see 

Figure 9.23(e)).  Furthermore, the modulations were not observed in the bright-field image either 

with or without an aperture, as shown in Figure 9.23 (a,b).  Neither were they observed in a dark-

field image formed with the (001) fundamental Bragg reflections, as shown in Figure 9.23 (d).  

Taken together, we therefore conclude that the splitting of the ½(oee)k≠l peaks is therefore a 

consequence of a real-space modulation in the periodicity of the superlattice as a whole along the 

growth direction.  

Modulations in the dark-field images like those observed in Figure 9.23 (c) have been observed 

in other oxide systems and attributed to competition between soft modes (Anderson et al., 1992; 

Borisevich et al., 2012; Marrec et al., n.d.; Rondinelli & Fennie, 2012; Salje, 2012; Yamamoto et 

al., 1990).  This competition can arise owing, at least in part, to the influence of the substrate 
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atop of which the oxide forms, in a templating like effect (Biegalski et al., 2015; Borisevich et 

al., 2012; Middey et al., 2018; Moore & Howe, 2000).   For example, patterning of substrates has 

been linked to the initialization of similar modulations in other oxide systems.  Here, the constant 

dark band nearest to the NGO substrate, as seen in Figure 9.23(c), is different to the rest of the 

structures wavy pattern.  This, in turn, suggests that the modulations are either constrained, or 

initialized, by the substrate. 

 

Figure 9.24.  HRTEM image with overlaid displacement vectors for the: (a) Ti-sublattice and (c) 

A-sublattice.  The n.l.n. distribution [100] was streaked along: (b) [100] in the Ti-sublattice, and 

(d) [11̅0] in the A-sublattice. The inset in (c) shows a magnified region of the superlattice with 

layered A-site ordering. 
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To identify the origin while simultaneously assessing the implications of the long-range order 

implied by the observed dark-field modulations, high-resolution TEM (HRTEM) images were 

acquired as shown in Figure 9.24(a,c). Contrast variations in these images show a superlattice 

that is chemically well ordered.  Thus, we conclude chemical variation is not the cause of the 

observed modulations.  Rather, variations in the lattice positions themselves can be linked to the 

modulations.  To support this claim, the position of atomic columns in the images of Figure 

9.24(a,c) were located by finding intensity maxima then refined via fitting to 2D Gaussian 

functions.  Using the fitted positions and known periodicity of the lattice, the A- and Ti-sites 

were then separated into sublattices for further analysis.  Distances to the eight nearest-like-

neighbor (n.l.n.) were calculated resulting in the distributions shown in Figure 9.24(b,d) for the 

Ti- and A-sublattices, respectively.  Upon examination, the first n.l.n cluster for the Ti-sublattice 

at {110}pc, [100]pc, and [1̅00]𝑝𝑐 were bimodal.  This bimodal nature is similar to that observed 

for the ½(oee)k≠l OR splitting observed in the SADP (seen in Figure 9.23(e)).  The bimodal 

structure in the n.l.n. cluster showed that two distinct distances existed along [100] suggesting 

systematic displacements in the cation sublattices. 

To investigate,  the ideal center of each column was calculated by averaging the n.l.n. 

distribution, whereupon displacement of each column was calculated subtracting the actual and 

the ideal center positions.  This value was converted to a complex number that is indicative of 

the magnitude and angle of lattice displacements.  These displacements are overlaid on the 

HRTEM image in Figure 9.24(a,c) as arrows, with the bivariate colormap indicating the 

magnitude and angle of displacements.  The resulting bivariate displacements show the 

emergence of antiparallel displacements in the one unit-cell CTO-STO superlattice. Similar 

observations can be found in naturally ordered perovskites and one unit-cell PTO-STO 

superlattices which display hybrid improper ferroelectricity (Bousquet et al., 2008; Pitcher et al., 

n.d.; Rondinelli & Fennie, 2012). Hybrid improper ferroelectricity results from the competition 

of octahedral rotations in two non-equivalent tilt systems, much like STO and CTO.  The 

possible hybrid improper ferroelectric behavior observed here, however, is starkly differentiated 

from these other systems, because neither CTO nor STO naturally exhibit ferroelectric or anti-

ferroelectric properties on room temperature and pressure.  

The displacements in the Ti-sublattice fell into two characteristic regions: i) areas comprised of 

antiparallel displacements along [100]pc (green/yellow to purple/blue), and ii) regions with 

slightly more disorder and a general pattern of alternating displacements 90o out of phase (red to 

yellow/green or blue/purple).   The same regions in the A-sublattice had systematic 

displacements categorized as: i) anti-parallel displacements along [11̅0]pc (green to pink), and ii) 

regions with more disorder.  The HRTEM results demonstrate that regions of A- and Ti-

sublattice displacements, and other regions without observed displacements, are responsible for 

the modulated structure observed in the dark-field images Figure 9.23). Therefore, the one unit-

cell CTO-STO superlattice had modulated antiparallel displacements. 
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Figure 9.25.  K-means clustering of n.l.n. in the: (a) Ti and (b) A sublattices.  Antiparallel 

displacements (green and red) and non-displaced (blue) regions are present. 

To further categorize the displacement patterns observed in the lattice, K-means clustering was 

performed on the n.l.n. distribution. The results for the Ti- and A-sublattice n.l.n. using three 

clusters are shown in Figure 9.25(a,b) and Figure 9.25(c,d), respectively.  For further information 

on the choice of three clusters and the effect of cluster number, the reader is referred to the 

supplemental Section S1. The region causing the bimodal distribution of [100]pc first n.l.n. was 

from the same area that had antiparallel displacements observed in Figure 9.24(a, c).  The green 

and red clusters are equally split about [100]pc, [1̅00]pc, and 〈110〉pc in both sublattices.  In the 

Ti-sublattice, the red and green clusters are from n.l.n. displaced along [100]pc and [1̅00]pc, 

respectively, and these co-exist within a single region as alternating layers.  The same behavior 

was observed in the A-sublattice, with green and red n.l.n. clusters displaced along [21̅0]pc and 

[2̅10]pc, respectively.  This supports the conclusion that there are regions of antiparallel 

displacements. The blue clusters correspond to atomic columns that do not have displacements in 

the observed projection, and these spatially separate the antiparallel displaced areas.  This 

showed that K-means clustering with three clusters had two characteristic regions: one with 

antiparallel displacements, and another without displacements, further demonstrating the spatial 

variation and  antiparallel displacements of the one unit-cell CTO-STO superlattice. 
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Figure 9.26.  (a-c) Component 1, and (d-f) component 2 of SVD performed on the complex 

valued n.l.n. list in the Ti-sublattice. The (a,d) magnitude and (b,e) phase of the complex value 

loading along with (c,f) eigenvector displacements showed a displacement along the pc axes for 

component 1 and grains with anti-parallel displacements along [100]pc for component 2. 
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Figure 9.27.  Component (a-c) 1 and (d-f) 2 of SVD performed on the complex valued n.l.n. list 

in the A-sublattice. The (a,d) magnitude and (b,e) phase of the complex value loading along with 

(c,f) eigenvector displacements showed a displacement along the pc axes for component 1 that 

were similar to component 1 and grains with anti-parallel displacements along [11̅0]pc for 

component 2. 

The interpretation of K-means clustered n.l.n. displacements is straight forward; however, its 

discrete nature does not portray the diffuse nature of the modulated structure observed in Figure 

9.23.  Multivariate analyses, such as SVD, are non-discrete and capable of separating such 

features.  Hence, SVD was implemented to further analyze this feature.  SVD was performed on 

the n.l.n. data with each n.l.n. represented as a complex value relative to the central atomic 

column (i.e., containing relative distance and angle from an atomic column to its n.l.n.).  The 

first two components of SVD performed on the n.l.n. displacements in the Ti-sublattice and A-

sublattice are shown in Figure 9.26 and Figure 9.27, respectively.  (An explanation of the SVD is 

found in the supplemental Section S3 along with an extension up to four components.)  The 

loadings and eigenvector displacements were remarkably similar for the two sublattices.  The 

eigenvector displacement of component 1 (Figure 9.26(c) and Figure 9.27(c)) showed an 

isotropic displacement of all eight n.l.n. along the pc axes.  The angle of the loading (Figure 

9.26(b) and Figure 9.27(b)) had a value of ±π. Since phase shifting a four-fold pattern 90o 

maintains the same pattern, component 1 does not contribute to an angular displacement.  The 

magnitude of the loading (seen in Figure 9.26(a) and Figure 9.27(a)) did change from position to 

position so the main contribution of component 1 was a spatially varying dilation of the lattice 

along the pc axes.  Component 2’s eigenvector displacement (Figure 9.26(f) and Figure 9.27(f)) 
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was one fold, indicating a linear displacement of the sublattices in a single direction.  The 

magnitude of the loading (Figure 9.26(d) and Figure 9.27(d)) exhibited two regions with 

characteristic displacements similar to the observation in Figure 9.25(a, c).  The regions of 

vertical antiparallel displacement of the Ti-sublattice in Figure 9.24(a) are the same areas with 

the largest magnitude of displacement in Figure 9.26(d).  Likewise, the region with more random 

character in Figure 9.24(a) had the smallest magnitude of displacement in Figure 9.26(d).  The 

magnitude of the displacements was largest at the center of the displace region and gradually 

died in intensity, as in the dark-field images.  This indicates that the modulated displacement 

structure is continuous rather than being localized into discrete domains.  The regions with the 

largest displacement magnitude showed alternating layers of -±π/2 phase shifts (as in Figure 

9.26(e)) relative to the [010]pc eigenvector displacement, i.e., antiparallel displacements along 

[100]pc.  This SVD analysis therefore corroborates the displacement pattern found from K-means 

analysis (shown in Figure 9.25), but further indicates that the modulated structure seen in Figure 

9.23(c) results from a continuous (or diffuse) modulation in displacement magnitude.  Similar 

correlations between the displacements in the A-sublattice were seen between Figure 9.27(d) and 

Figure 9.24(c).  Component 2 of the A-sublattice had smaller displacements relative to 

component 2 of the Ti-sublattice and the antiparallel displacements were approximately along 

[11̅0]pc, similar to the results in Figure 9.24(c) and Figure 9.25(c,d).  SVD showed that three 

characteristic displacement patterns existed in the one unit-cell repeat STO-CTO superlattice: 1) 

isotropic displacement of both Ti- and A-sublattices along the pc axes with varying magnitude, 

2) modulated regions of antiparallel displacements of the Ti-sublattice parallel to [100]pc, and 3) 

modulated regions of antiparallel displacements of the A-sublattice along [11̅0]pc in the same 

regions as 2.  In addition, SVD emphasizes that the improper ferroelectric character of the CTO-

STO superlattice was modulated with diffuse boundaries, i.e., the displacement magnitude was 

continuous and not isolated into discrete domains. This is different than the discrete domains and 

domain boundaries observed in bilayer perovskites by Huang et al.(Huang et al., 2016). 

This Section demonstrates the existence of a modulated antiparallel-displacement structure 

within a symmetric one unit-cell STO-CTO superlattice. The wavelength of the modulation was 

about 15.6 nm as observed in dark-field images and determined from spot splitting in selected-

area electron diffraction patterns. The modulations occurred parallel to the [100]pc direction, i.e., 

parallel to the growth direction, and are due to systematic antiparallel displacements of the Ti-

sublattice along [100]pc and the A-sublattice along [11̅0]pc, without any apparent variation in the 

chemical composition of the STO-CTO superlattice. K-means clustering and singular value 

decomposition analyses were used to further verify the modulations and demonstrate that the 

boundaries between displaced and undisplaced regions are diffuse. These results suggest that 

modulations may be employed to manipulate the properties of such one unit-cell superlattice 

structures. 

10 Crystal Structure Reflected in Bonding 
In Section 9 the convergence from distinct STO and CTO out-of-plane lattice parameters in 

SL27 to a singular value in SL4, 2, and 1.  In addition octahedral tilting was present in the STO 

layers with SL periods less than 4 unit-cells, as shown in Section 9.2.  Together this suggested a 
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convergence in structure.  In this Section core-loss EELS is presented showing that the 

convergence is also reflected in the electronic structure of the SL. 

Core-loss EELS spectra were acquired at 100 keV using a Nion Hermes monochromated 

aberration-corrected dedicated STEM.  To analyze the O-K and Ti-L2,3 edges a power law 

background was fit 5-10 eV before each edge.  The resulting O-K and Ti-L2,3 edges are shown in 

Figure 10.1 and Figure 10.2, respectively. 

 

Figure 10.1. Ti-L23 edge from SL27 and 4.  SL27 had distinct core edges in the CTO (blue) and 

STO (green), whereas SL4 had nearly identical edges.  The difference spectra (CTO minus STO) 

aid in identification of these similarities and dissimilarities. 

Figure 10.1 shows the Ti-L23 core-loss edge acquired from STO and CTO layers in SL4 and 27.  

The two lower energy peaks are the L2 edge resulting from 2p1/2→3d and the two higher energy 

peaks are the L3 edges from 2p3/2→3d transitions.  The splitting of the L2 and L3 edges into two 

white lines is a result of crystal field splitting.  To begin the edges in SL27 and SL4 are 

qualitatively compared.  In SL27 the Ti-L23 edge showed distinct core losses with similar shape 

in the STO and CTO layers.  The similarity of the peak shapes can be seen in the difference 

spectra, which appear like a Ti-L23 edge. The difference between the Ti-L23 edges is seen in the 

difference spectra as a shift in energy and excess intensity.  The comparison spectra indicated 

that the Ti bonding has slightly different bonding environments in the layers.  The STO and CTO 

phases were Pm3̅m and Pbnm symmetry, respectively, and have different bonding.  Therefore, it 
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is expected that the atom projected joint density of state for STO and CTO would be different, as 

reflected in the spectra(Sakhya et al., 2015).  In SL4 the Ti-L23 edge from the STO and CTO 

layers have nearly identical shape and intensity indicating that bonding is similar in the two 

layers.  Note that the difference spectra for SL4 does not resemble a Ti-L23 edge but rather has an 

increased intensity between the t2g and eg white lines.  This is because the splitting of the CTO 

peaks is smaller than the STO peaks which may indicate smaller crystal field splitting. 

 

Figure 10.2.  O-K edge from SL27 and 4.  SL27 had distinct core edges in the CTO (blue) and 

STO (green), whereas SL4 had nearly identical edges.  The difference spectra (CTO minus STO) 

aid in identification of these similarities and dissimilarities.  The spectra are cascaded according 

to SL period with black horizontal lines indicating zero. 

Figure 10.2 shows the O-K core-loss edge acquired from STO and CTO layers in SL4 and 27 

that result from O2s→O2p transitions.  All peaks are related to bonding of cations with O2p 

orbitals.  Specifically peaks in Figure 10.2 correspond to O2p bonding with; A) Ti3d-t2g, B) 

Ti4d-eg, C-E) As or Ad-e, F-H) Ap or or Ad-t2, and I-J) Ti4sp bonds.  In SL27 two distinct STO 

and CTO spectra are observed.  The most prominent difference is the O2p-Ti4sp bonding in STO 

(peak I) vs in CTO (peak J).  The two phases also exhibit slightly different onset energies 

suggesting different binding energies.  Peak E in STO is more prominent than in CTO and peak 

C is higher relative to D in CTO than in STO.  This suggests the different O2p-As bonding in the 

two layers.  The Ca-O bond is slightly stronger than the Sr-O bonds because it is slightly more 

covalent and can result in the small difference in onset energy.  This behavior supports the 
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previous connection between stronger covalency and octahedral tilting.  The shape of peaks F-H 

are the same in STO and CTO, but their intensities are different.  In SL4 peak B is broader than 

in SL27.  The physical origin for this change is unknown but may be a result of different Ti3d-eg 

bonding. In SL4 peak A-H was identical in STO and CTO indicating that O-Ti and O-A bonding 

was identical in the two layers.  Thus, the binding/onset energy imply that the covalency of the 

Sr-O and Ca-O bonds is now similar, and from an electronic perspective explanes the 

convergence in the oxygen displacement pattern.  Peaks I and H are damped or broadened in 

STO and CTO, respectively.  This is a degradation in characteristic STO and CTO O2p-Ti4sp 

bonding.  The O-K edge spectra show the same overall trend as the Ti-L23 edge, a convergence 

in bonding from distinct O bonding in SL27 to similar bonding in SL4. 

In this section it was shown using the Ti-L2,3 and O-K edges in EELS that the A-, Ti-, and O-site 

bonding converged from distinct bonding in SL27 to similar bonding in SL4.  This logically can 

be attributed to a characteristic bonding at the interface which is more prominent at smaller layer 

thicknesses.  The convergence in O-K edge onset energy suggests that the covalency of the Sr-O 

and Ca-O bonds approached a singular value, in agreement with the changes in crystal structure 

observed in Section 9. 

11 ABO3 Dipole Simulations 
The theoretical treatment of dipole scattering from interfaces was introduced in Section 6.1.  In 

this Section the theory is implemented to simulate STO, CTO, and NGO Ph and SPhs, in 

addition to STO/CTO interfaces. 

Dipole simulations for STO, CTO, and NGO were performed using a factorized dielectric 

function, Equation 2.16, with literature values shown in Table 11.1- 

Table 11.3 as inputs.  First considering STO, three Reststrahlen bands exist where bulk modes 

will not resonate. In addition to these non-resonant frequencies, the region bound by the first and 

second Reststrahlen bands has 𝜀′ < 0 and will also not have a bulk phonon resonance.  Three 

regions remain that contain STO Ph resonance: 1) 𝜔 < 11.28, 2) 58.77 < 𝜔 < 67.32, and 3) 

𝜔 > 97.70 meV.  Similarly, CTO only contains three Ph resonance regions: 1) 𝜔 < 13.12, 2) 

62.45 < 𝜔 < 68.02, and 3) 𝜔 > 98.58 meV.  NGO is a more IR-active material with 𝜀′ > 0 for 

; 1) 𝜔 < 21.54, 2) 23.59 < 𝜔 < 34.12, 3) 41.03 < 𝜔 < 42.55, 4) 62.79 < 𝜔 < 64.52, 5) 

69.49 < 𝜔 < 73.35, and 6) 𝜔 > 80.09 meV.  The regions just mentioned are the ωLO and ωTO 

bounds when damping is zero, therefore the true energy windows are offset slightly according to 

Equation 2.17. 

Table 11.1. The energy and damping for phonon modes in STO found using FT-IR by ref. 

(Kamarás et al., 1995). Units are in meV. 

# ETO γTO ELO γLO 

0 11.28 1.86 21.33 0.47 

1 21.70 0.67 58.77 0.56 

2 67.32 2.11 97.70 3.10 
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Table 11.2. The energy and damping for phonon modes in CTO found using FT-IR by ref. 

(Železný et al., 2002). Units are in meV. 

# ETO γTO ELO γLO # ETO γTO ELO γLO 

0 13.12 4.00 17.26 4.55 7 37.44 1.05 39.17 1.70 

1 17.46 2.37 19.40 0.99 8 39.49 1.54 45.68 1.35 

2 19.71 1.02 20.53 1.33 9 45.73 1.36 52.92 3.99 

3 21.00 1.20 22.74 2.19 10 54.52 3.10 59.96 2.63 

4 23.43 2.07 27.75 1.44 11 61.41 2.85 62.45 2.11 

5 27.95 1.30 32.42 1.87 12 68.02 3.21 79.90 6.77 

6 32.62 1.74 37.31 1.02 13 79.96 6.98 98.58 3.36 

 

Table 11.3. The energy and damping for phonon modes in NGO found using FT-IR by ref. 

(Nuzhnyy et al., 2011). Units are in meV. 

# ETO γTO ELO γLO # ETO γTO ELO γLO 

0 14.56 0.69 14.72 0.56 8 37.44 1.13 38.40 1.53 

1 16.25 6.60 16.64 7.24 9 38.68 1.79 41.03 1.59 

2 21.54 0.74 22.86 1.79 10 42.55 1.60 43.85 1.13 

3 22.96 1.64 23.59 0.50 11 44.21 1.17 52.00 1.51 

4 30.00 0.87 30.36 0.82 12 52.63 1.56 62.79 1.29 

5 31.63 0.83 31.96 0.83 13 64.52 1.09 69.49 2.36 

6 34.12 1.15 35.32 1.05 14 73.35 3.01 80.09 2.80 

7 35.70 1.13 36.76 1.14 
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Figure 11.1. Factorize dielectric functions for (a) STO, (b) CTO, and (c) NGO.  The real and 

imaginary components of ε are displayed on opposite y-axes and are color coordinated with the 

plots.  Regions shaded gray are Reststrahlen bands bound by ωTO and ωLO.  The real component 

of ε for STO, CTO, and the average of STO and CTO is shown in (d) along with an inset 

magnifying the region of 𝜀′ spanning -1 to 0, i.e. the intercepts corresponding to SPh and Ph, 

respectively. 
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The IPh, SPh, and Ph dispersions for a system of STO and CTO is shown in Figure 11.2. 

 

Figure 11.2. Dispersions for IPhP and SPhP (--) and PhP (-) in a system comprised of CTO and 

STO.  The STO (green) and CTO (blue) modes have been grouped by color to aid in comparison.  

The frequency of light and the velocity of 60, 100, and 200 keV electrons are indicated by gray 

dotted lines. The dashed lines along the right axis are the non-polaritonic modes calculated in the 

NR approximation. 

Table 11.4.  Non-radiative phonon modes associated with STO-CTO slabs in meV.  Values were 

numerically calculated by setting ε1=0 or ε1+ ε2=0 for the Ph and IPh, respectively. 

CTO STO STO/CTO 

Ph SPh Ph SPh IPh 

13.7 13.73 11.27 11.27 11.52 

62.1 60.29 58.78 57.73 59.99 

67.8 67.89 67.36 67.38 67.49 

98.5 92.51 97.61 91.01 98.09 
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It is clear from the SPh dispersions that the surface response of STO and CTO will be nearly 

identical when interacting with any of the three electrons. For a 60 keV electron only the Ph 

modes below 15 meV are to the right of the “electron line” and contribute to radiative loss of the 

electron through Cherenkov radiation.  At higher keV, such as 100 or 200, the probability of 

Cherenkov radiation increases but will be minimal.  The IPh that are non-dispersive have 𝜀1𝜀2 <

0 and 𝜀1 + 𝜀2 < 0 so have real 𝑞⊥ and are non-radiative.  The IPh that follow the bulk 

dispersions have 𝜀1𝜀2 > 0 and 𝜀1 + 𝜀2 > 0 so have real 𝑞∥ but imaginary 𝑞⊥ and are radiative. 

For all three keV shown, nearly all IPh and SPh modes are excited near their asymptotic limit 

and are non-polaritonic.  The non-polaritonic Ph, SPh, and IPh mode energies are listed in Table 

11.4.  One exception is the STO and CTO SPhP ~90 meV for a 200 keV electron.  These modes 

are slightly, but not far, from the non-polaritonic frequency so will be considered as non-

polaritonic anyway.  Ph and IPh between 60 and 65 meV display significant dispersion and will 

be considered polaritonic for a 200 keV electron.  The IPh modes with 11.52 and 67.49 meV 

displayed negative slopes (negative vg).  These IPh are the non-radiative IPh associated with 

mismatch of TO phonons across the STO/CTO interface.  The negative slope is like the Ph 

response near ωΤΟ that results from the damping present in the material.  This means that energy 

is being dissipated at the interface as a result of decay processes like frictional forces.  The IPh 

modes with 59.99 and 68.09 meV, associated with the mismatch of LO phonons, had a 
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dispersion with positive slope (positive vg).  Another notable feature is that the existence of IPh 

and Ph from 65-70 meV that can only be excited by the 200 keV incident electrons. 

This analysis of dispersions provides insight to what phonon excitations are expected, and if they 

are polaritonic, in addition to how radiative different keV electrons will be. 

 

Figure 11.3. (a and c) DDCS and (b and d) DCS for an aloof electron probe 1 nm away from an 

STO surface.  (a and b) TM and (c and d) TE components are shown separately. 

Figure 11.3 shows the DDCS (a and c) and DCS (b and d) for an aloof electron probe 1 nm away 

from an STO surface (ie vacuum/STO interface). The TM (a and b) is one to two order of 

magnitude larger than the TE (c and d) and will contribute relatively little to the total energy loss 

of the electron, as stated in Section 6.1.  Cherenkov radiation contributions are seen below 15 

meV in the TE component.  Loss branches at 65 meV in the TE component and 80 meV in the 

TM component are dispersive (although minimally) as expected from the dispersions shown in 

Figure 11.2. 

The complementary geometry for an aloof and transmitted electron probe with b such that 

𝑒−2𝑞⊥𝑏 = 1/2  is shown in Figure 11.4.   The SPh are at the same energy as the aloof geometry, 

but now that the electron probe is in the sample Ph (and begrenzungs) losses occur.  Both STO 

and CTO show relatively low probability of loss below 50 meV and very similar loss from 90-95 

meV.  These higher energy modes are a result of the Ti-O stretch vibrations in the bulk and at the 

surface.  The modes around 90-95 meV are LO modes and the ones around 60 meV are TO 

modes. 
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Figure 11.4. (i) DDCS and (ii) DCS in (a) STO, (b) CTO, and (c) NGO. The electron probe was 

positioned so 𝑒−2𝑞⊥𝑏 = 1/2   The surface component of (ii) is shown in (iii) and corresponds to 

the aloof signal at an equal b form the surface. Dotted lines in (i) represent the dispersion of light 

in the material.  Energy loss within the dotted lines is from Cherenkov radiation. 
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Figure 11.5. DCS for an electron probe 509 nm away from a STO/CTO interface. 

Considering the similar energy of STO and CTO phonons above 45 meV it is expected that 

losses from an IPh, which is proportional to the inverse mean of permittivities, would be difficult 

to distinguish from Ph losses.  To illustrate this conjecture the DCS for an STO/CTO interface 

with the probe positioned in STO and CTO was simulated, as shown in Figure 11.5.  The probe 

was positioned 509 nm away from the interface so that the exponential term in Equations 6.18c 

and d is one half, and therefore the proximity effect of the bulk and interface probabilities are 

equal. Figure 11.5 shows that the IPh and Ph at 98 meV are indistinguishable when the probe is 

in either material.  When the probe is in CTO the bulk losses at ~60 meV appear as a shoulder 

due to their low intensity, however in STO the bulk losses produce a sharp peak that is 

distinguishable from the IPhP.  Neither of these plots include blurring from the finite energy 

resolution of the microscope, which will broaden each peak.  The presented simulation was run 

at 509 nm so that the energy of the responses and their intensity when contributing equally could 

be evaluated.  However, the thin films of interest are 200 nm total thickness and the largest 

period SL (n=27 unit-cells) has layers ~10.5 nm thick, therefore the electron probe could at most 

be positioned ~5 nm away from the STO/CTO interface.  Given that the real probe position is 10 

times smaller than the simulation shown in Figure 11.5, i.e. a factor of 𝑒±450 ≈ 10±196 in 

Equation 6.18,  then the bulk component becomes nearly non-existent and only the interface term 

is present.  One way to picture this scenario is that the proximity of the probe to the interface 

emphasizes interfacial inelastic scattering which being an average of permittivities is like an 

effective medium. 

If the full superlattice is considered then multiple IPh+ and IPh- exist, as discussed in Section 6.1.  

In the case of a 200 nm thin film of SL27 there are approximately 258 STO/CTO interfaces.  

With the large number of interfaces, it is expected that distinguishable IPh+ and IPh- do not exist 

for each coupled mode but rather SLPh+ and SLPh- bands.  In addition the IPh modes, as shown 

in Figure 11.2, are relatively non-dispersive and confined to a small energy window as a result of 

the similarities in STO and CTO permittivities.  The SLPh+ and SLPh- bands would have 

remarkably similar energies and be non-dispersive.  In a realistic experiment, damping of the 
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phonon modes and non-finite resolution would broaden the already nearly overlapping peaks into 

what would appear as a singular peak with an energy equal to the IPh.  For these reasons, any 

splitting of observed vibrational peaks are most likely not attributed to SLPh+ and SLPh-. 

In this section theoretical predictions were made for the expected Ph, SPh(P), and IPh(P) energy 

losses that should be present in aloof and transmission geometries.  This will aid in analysis of 

acquired EELS spectra.  It was observed that signal form >90 meV was similar for CTO and 

STO.  The main differences in energy loss were from 50-65 meV.  For a system comprised of 

STO and CTO, the Ph and IPh ~98 meV were indistinguishable.   In the energy range 

surrounding 60 meV, distinguishable bulk and IPh were observed in STO, but only the IPh 

would be observable given realistic impact parameters in the STO-CTO SL.  Lastly, given the 

non-dispersive nature of the IPh, phonon damping, and finite experimental resolution, 

observation of SLPh± are not expected but rather a single SLPh with an energy similar to the 

IPh. 

12 Vibrational EELS of Superlattices 
So far, it has been shown that the crystal structure and electronic structure in the layers of a STO-

CTO SL transition from being distinguishable, resembling monolithic STO and CTO in SL27, to 

indistinguishable in SL2-4.  A further transition was observed when the number of unit-cells was 

reduced further from two to one unit-cell per layer.  Given that the crystal and electronic 

structures change with the number of unit-cells in a SL layer, it seems reasonable to postulate 

that the phonon spectrum could also change.  In this Section vibrational spectroscopy using 

EELS of STO-CTO SLs with a different number of unit-cells per SL layer will be presented.  

Large changes in the vibrational EELS spectra were observed.  Simulations in Sections 11 aid in 

interpretation of the spectra but large differences between the theoretical and experimental 

spectra exist. 

Aloof vibrational EELS spectra were acquired at 60 keV using a Nion Hermes monochromated 

aberration-corrected dedicated STEM.  Proper removal of the ZLP is prone to error and leads to 

difficulties in interpreting low-energy losses in EELS spectra.  Herein a power-law was used for 

background removal because it provided the most consistent results.  It was found that improper 

background subtraction predominantly affected the lowest energy peaks. The background of the 

higher-energy peaks was low enough that improper fitting of the ZLP tail provided minimal 
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variation in peak position after subtraction.  Background subtracted vibrational EELS spectra are 

shown in Figure 12.1(a). 

 

Figure 12.1. (a) Solid lines show low-loss EELS acquired perpendicular to SL27, 4, 2 and 1.  

Dashed lines show low-loss EELS acquired parallel to SL27 and 2.    (b) Voigt peak centers from 

fitted perpendicular spectra show the effect of SL layer thickness on SPh energies. 

The solid lines in Figure 12.1(a) show low-loss EELS acquired perpendicular to all four SLs (i.e. 

“above” the thin film). The EEL spectra differ markedly as a function of superlattice repeat unit.  

While common peaks are apparent near 22 and 71 meV for each of the superlattices, their 

relative strength and the emergence of modes in the 30-60 meV range indicate changes 

dependent upon the layered structure itself.   Quantitatively, for example, Voigt fits indicate a 

shifting to lower energy for a mode near 71 meV with smaller SL period (See Figure 1b).  Modes 

at 45 and 55 meV shifted to higher energy when the SL, then with further reduction in SL period 

the modes shifted to lower energy and split.  Additionally, the mode-shape in the range of 39-55 

meV evolves substantially as a function of superlattice period. 

The dashed lines in Figure 12.1(a) show low-loss EELS acquired parallel to SL2 and 27 (i.e. 

“next to” the thin film).  The peak energies and relative shape of the spectra are nearly identical 

to spectra acquired in a perpendicular geometry.  The only divergence from the perpendicular 

spectra is the intensity of the 22 meV peak in SL2, which can be attributed to background 

subtraction errors.  One may expect that the spectra would reflect the anisotropy of the SL, 

however it appears that this is not true.  One explanation may derive from the large decay lengths 

of the dipole excitations being measured.  The large decay lengths can be avoided by collecting 

impact scattered electrons via momentum-resolved EELS as discussed in Section 2.2, this 

however currently presents challenges for most samples larger than a few unit-cells thick and 

was not done here.  With decay lengths on the order of 500 nm the electron probe is insensitive 

to individual layers.  The delocalized signal therefore may lead to an “effective medium” 

sampling of each SL.  This suggests the changes in vibrational spectra are a result of changes in 

the crystal structure or interface density of the material not a result of geometrical conditions in 

the experiment.  The core-loss EELS results showed a convergence to similar bonding within the 

layers as the number of unit-cells  was decreased.  Similarly, the diffraction and imaging results 
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showed that the crystal structure of the layers was approaching a “happy medium” characteristic 

of interface structural units.  This would seem to imply that the SL would consist of less 

vibrational modes as the number unit-cells in a layer decreased since less unique phases are 

present, but the structural units in fact would have more vibrational modes than the bulk because 

of the larger basis. In the case of SL4 there are still some planes that are reminiscent of the bulk 

layers such that there are a larger number of modes from the number of phases and the interface. 

In addition, as the number of interfaces approaches the number of unit-cells in the SL the 

electron probe becomes more sensitive to these vibrations. Therefore, it is likely that the cause of 

the new vibrational modes originates from the interface structure.  This not only agrees with the 

number of new recognizable peaks but also logically tracks with the increasing intensity of the 

new peaks as the number of unit-cells per layer is reduced. 

Major differences are observed between the vibrational spectra of Figure 12.1 and the dipole 

scattering simulations shown in Figure 11.4(a-c iii) and Figure 11.5.  There are effectively three 

sets of peaks below 80 meV spaced approximately 30 meV apart in the experimental vibrational 

spectra, as shown in Figure 12.1, compared to the three peaks spaced ~5meV apart observed in 

simulated aloof vacuum/sample spectra and STO/CTO interface spectra, as shown in Figure 

11.4(a-c iii) and Figure 11.5 respectively.  From another perspective, the experimental spectra 

had signal in the energy range from 20-55 and 65-85 meV where dipole EELS simulations 

predicted little-to-no inelastic dipole scattering from phonons.  One explanation could derive 

from anisotropy in the phonon response of the crystalline lattice (not the SL). The selective 

polarization and sensitivity to anisotropy of vibrational EELS was recently explored in boron 

subphosphide (Radtke et al., 2019).  For a specific perovskite example, different phonon modes 

are active for different orientations of NGO or have slightly shifted energies (Nuzhnyy et al., 

2011).  Similar variation in phonon energy was observed for STO on the NGO substrates using 

Fourier transform infrared spectroscopy, but to lesser extent.  Given that STO and CTO exhibited 

non-cubic symmetry it is plausible that different phonon energies may occur with different 

orientations.  To verify anisotropy as the origin of the variation in experimental signal, controlled 

tilting experiments or known sample orientation are suggested, i.e. acquiring signals for 

consecutive orientations to know the variation or setting a particular zone axis to eliminate 

orientation as the source. 

Another plausible source for the origin of the experimentally observed peaks not appearing in the 

dipole scattering simulations is that the dipole simulations at interfaces consider only the 

interference effects from oscillating dipoles in the bounding layers.  From an atomistic 

perspective, we know that the TiO2 layer at the interface would in reality feel a different 

potential landscape than within the layers, because it is anisotropically surrounded by different 

AO planes.  This would result in new phonon modes that dipole simulations cannot account for.  

As a result of the different bonding potentials and bounding crystal structure ,the oxygen 

octahedra are also expected to distort at the interfaces between layers.  The existence of new 

symmetry from the distortions is also cause for new phonon modes to exist and the microscopic 

dipole simulations can not account for these atomistic effects.  Comparing experiment and theory 

one conclusion can be drawn based on the energy range that different atoms participate. The 

dipole active modes for CTO and STO, identified by Železný et al. and Perry et al. (Perry et al., 
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1967; Železný et al., 2002), in the energy range 30-60 meV are associated with Ti and O only. A-

site modes only exist below 30 meV.  Therefore, the changes observed in the spectra are 

associated with the Ti- and O-sublattices. 

To summarize the vibrational EELS results, 22 and 71 meV phonon peaks were present in the 

vibrational spectra of all four superlattices.  An additional cluster of peaks was observed from 

30-60 meV that evolved from two peaks in SL27 and SL4 to three peaks in SL2 and SL1.  The 

origin of these additional peaks at 30-60 meV is most likely due to new Ti and O vibrational 

modes from Ti and O at the interface between STO and CTO layers. The atoms have 

environments that are different from atoms in the layers.  The number of interfaces approaches 

the number of unit-cells in the SL as the number of unit-cells in a layer decreases and therefore 

the significance of these vibrations is most apparent for the two smallest periodicities .  Spectra 

acquired parallel and perpendicular to the SL were nearly identical indicating an effective means 

sampling of the SL void of sensitivity to structural anisotropy.   There is disagreement between 

the theoretically predicted spectra and experimentally acquired spectra.   The origin of the 

disagreement is not known and could be a topic future research.  Although there is disagreement, 

the theory in general attributes the energy of evolving peaks to vibrations within the Ti- and O-

sublattices. 

13 Conclusions 
In this thesis, it was found that crystal and electron structures in the layers of a symmetric 

SrTiO3-CaTiO3 superlattice converged from their distinct monolithic constituents to a similar 

and unique structure, as the number of unit-cells in the layers was reduced from twenty-seven to 

one.  The converged structure in the smaller-period superlattices displayed qualities reminiscent 

of the interface structure in the larger-period superlattices.  It was also found that the vibrational 

response of the superlattices changed with the number of unit-cells in a layer and was not 

consistent with theoretical predictions using the dipole scattering approximation and dipole-

active phonon values for SrTiO3, CaTiO3, and NdGaO3 from the literature. Therefore, the 

vibrational response of the superlattices was also unique compared to the monolithic phases. 

These results demonstrate that superlattices can acquire unique structures and properties as their 

sizes decrease below certain values and further, that these phenomena need to be quantified at 

the nanoscale to obtain a complete understanding of their behavior. More specific findings of this 

thesis are summarized below.  

1) Using electron and X-ray diffraction it was found that the out-of-plane lattice parameter 

converged to a single SrTiO3-CaTiO3 value that was approximately the average of the 

two unrelaxed lattice parameters of SL27.  The in-plane lattice parameter was different 

(but nearly equivalent) to the substrate in SL4 and 27.  In contrast, SL2 and SL1 had in-

plane lattice parameters similar to their out-of-plane lattice parameters, which were larger 

than SL4 and 27, indicating that thes film in-plane lattice parameters were not determined 

by the substrate.   

2) Splitting of (002)pc and {202}pc diffraction peaks and non-split ordered reflections in 

SL27 indicated that the thin film had relaxed to Pbnm-CaTiO3 and strained Pm3̅m-
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SrTiO3, much like the monolithic constituents. The presence of  
1

2
(102)pc and 

1

2
(303)pc 

ordered reflections and absence of 
1

2
(201)pc ordered reflections indicated two domains 

of CaTiO3 were present with c-axes in the plane of the film and an orientation 

relationship of [100]𝑝𝑐−𝐶𝑇𝑂//[010]𝑝𝑐−𝐶𝑇𝑂.   

3) The Pbnm-CaTiO3 and Pm3̅m-SrTiO3 phases were further confirmed using scanning 

NBED.  SADP from the [010]pc showed that SL2 and 4 had ordered reflections and 

therefore ordered octahedral tilts.  This was supported by a derivation concluding that in 

a symmetric superlattice with an even number of unit-cells in each layer ½ type ordered 

reflections do not appear as a result of the chemical ordering. Thus ½ type ordered 

reflections must be a result of displacements within the crystal structure.  This was also 

supported by simulations. 

4) Using iDPC images of SL27 an in-phase tilt angle was measured in the STO layer as 

1.84o and 2.69o in the TiO2 and AO planes, respectively, and is thought to result from 

either an error in the manual placement of O positions or coupling between the ATO 

layers of the SL.  The out-of-phase tilting in the CTO layer was 10.04o and 10.32o in the 

TiO2 and AO planes, respectively.  There were three planes at the interface between STO 

and CTO where O column splitting was different than in the layers.  This was also 

observed using ellipticity as a measure of out-of-phase tilting. The interface between the 

STO and CTO layers of the SL was characterized as chemically abrupt, structurally 

diffuse, and as a (1x1x2)pc structural unit with out-of-phase tilting and distortions of the 

TiO6 octahedra. 

5) Unlike in SL27, the in-phase tilt axis was in the growth direction and SL normal with 

only one orientation of the crystal present (i.e. no domains).  SADP taken from the two 

in-plane 〈110〉𝑝𝑐 ZAs further refined the possible space group of the lattice to either 

P21/m or Cmcm and not Pbnm, however some discrepancies were found with both P21/m 

and Cmcm, so the exact space group was not determined.  With the [010]pc and 〈110〉𝑝𝑐 

ZAs it was concluded that SL4 had both ordered in- and out-of-phase tilt axes. 

6) Using iDPC the out-of-phase tilt-like displacement of oxygen in TiO6 octahedra was 

characterized.  It was shown that the structure of SL4 was approaching the interface 

structure in SL27.  SL2 was entirely composed of interface structural units observed in 

SL27.  This showed that as the number of unit-cells in a layer decreased, the system 

transitioned from being composed of bulk ATO layers separated by interfaces (i.e. as in 

SL27), to a system predominantly consisting of interfaces (as in SL4) to a system with a 

single phase characteristic of the prior interface structure (as in SL2).  The TiO6 

octahedra out-of-phase tilt-like angle converged to a value between the two bulk-like 

phase tilt angles as the interface structure predominated. The angle was skewed toward 

the tilt angle of CTO, which was concluded to result from the higher stability of tilting in 

CTO than STO. 

7) SL1 took on an entirely unique structure compared to the other superlattices.  SL1 had 

antiparallel displacements with a modulation in the amplitude of displacement. The 

wavelength of the modulation was about 15.6 nm as observed in dark-field images and 

determined from spot splitting in selected-area electron diffraction patterns. The 
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modulations occurred parallel to the [100]pc direction, i.e., parallel to the growth 

direction, and are due to systematic antiparallel displacements of the Ti-sublattice along 

[100]pc and the A-sublattice along [11̅0]pc, without any apparent variation in the chemical 

composition of the SrTiO3- CaTiO3 superlattice. K-means clustering and singular value 

decomposition analyses were used to further verify the modulations and demonstrate that 

the boundaries between displaced and undisplaced regions are diffuse. 

8) It was then shown using the Ti-L2,3 and O-K edges in EELS that the A-, Ti-, and O-site 

bonding converged from distinct bonding in SL27 to similar bonding in SL4.  The onset 

energy of the O-K edge suggested that the covalency of the A-O bonds converged, which 

can be tied to the concurrent changes in crystal structure.  Qualitatively the splitting and 

intensity of white lines in the Ti-L2,3 edge converged from different to similar values.  

The O-K edge also showed different peak energies and intensities in spectra from SL27 

converging to similar values in spectra of SL4. 

9) To summarize the vibrational EELS results, 22 and 71 meV phonon peaks were present 

in the vibrational spectra of all four superlattices.  An additional cluster of peaks was 

observed from 30-60 meV that evolved from two peaks in SL27 and SL4 to three peaks 

in SL2 and SL1.  Spectra acquired parallel and perpendicular to the SL were nearly 

identical, indicating an effective mean sampling of the SL void of sensitivity to structural 

anisotropy.   There was disagreement between the theoretically predicted spectra and 

experimentally acquired vibrational spectra.  The origin of this disagreement is not 

known and provides opportunity for future research.  Simulations of the vibrational 

spectra indicate that the measured vibrations in the bulk-like phases should be non-

polaritonic and non-radiative.  Although there is disagreement, the theory in general 

attributes the energy of evolving peaks to vibrations within the Ti- and O-sublattices and 

new Ti and O vibrational modes from these aotms at the interface between layers.  In 

other words, the new modes are from the interface structure.  As the number of interfaces 

approaches the number of unit-cells in the SL, the significance of these vibrations 

increase and are most apparent for the two smallest SL periodicities.     
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S1 Experimental Methods 
All TEM images and SADP were acquired using a FEI Titan operating at 300 kV.  SADPs were 

acquired with a 10 μm selected-area aperture and a Gatan One-ViewTM camera operating in 

diffraction mode to optimize the dynamic range of the camera.  Dark-field imaging was 

performed using a 10 μm objective aperture, with a semi-angle of 1.33 mrad (2.7 nm-1).  This 

acceptance angle was larger than the distance between fundamental Bragg reflections and ORs, 

so the gun tilts were set so that the imaged ½(110) OR was near the edge of the objective 

aperture, which was centered on the optic axis. 

All HAADF and iDPC images using a Thermo Fisher Themis Z-STEM operating at 300 kV.  

HAADF and iDPC images were simultaneously acquired with a 30 mrad convergence angle, 200 

pA probe current, 625 nm/px dwell time, and 145 mm camera length.  The 145 mm camera 

length projected onto the HAADF detector with a 200 mrad outer radius and 40 mrad inner 
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radius.  The segmented ADF detector used for iDPC had a 38 mrad outer radius and 10 mrad 

inner radius. 

Atomic columns were found in HRTEM, HAADF, and iDPC images using Atomap (Nord et al., 

2017).  The position of each atomic column was refined by first finding the center of mass then 

iteratively fitting 2D Gaussians until the change in peak position converged.  In each refinement 

step the column was radially masked 15% of the first n.l.n. distance to reduce the influence from 

neighboring columns.  Refinement steps were not performed when oxygen columns were 

manually located because the small distance between adjacent columns results in one manually 

chosen position fitting both peaks and the second position fitting a residual in an unpredictable 

location.  Construction of n.l.n. lists, SVD, and K-Means clustering were executed using  Scikit-

learn (Pedregosa et al., n.d.). 

Core-loss and vibrational EELS spectra were acquired at 100 keV using a Nion Hermes 

monochromated aberration-corrected dedicated STEM.  The probe had a convergence angle of 

32 mrad and the spectrometer entrance aperture collection angle was 25 mrad and the 

spectrometer dispersion was providing approximately a 3:2 acceptance of the probe.  0.2 

meV/channel and 0.174 eV/channel dispersions were used for vibrational and core-loss EELS, 

respectively. 

S2 K-Means 
K-Means clustering is an unsupervised form of machine learning that does not require known or 

labeled outcomes.  The purpose of K-means is to group data into N clusters that share similar 

features.  The algorithm is initialized with N randomly position centroids, then it iteratively 

adjusts the centroids until they converge to positions best explaneing the data.  The choice of N 

clusters is primary input parameter and is best chosen using a dendrogram, as seen in Figure S2.1 

for the Ti-sublattice n.l.n. 
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Figure S2.1.  Dendrogram showing the relative contribution of adding additional clusters. 

A dendrogram is a hierarchical plot that depicts the number of clusters explaneed by the vertical 

length of a branch.  For example, in the above plot, if a horizontal line is drawn at y=12, it will 

intersect two branches (N=2), both of which explane large portions of the data.  If y=6 is chosen 

instead, three clusters are identified. The first of these clusters explanes the same data as the first 

cluster with N=2, and the second and third clusters explane variations present in the second N=2 

cluster.  The second and third branches for N=3 have significant lengths and therefore, their 

clusters explane relevant information.  Examples of two through four clusters are seen in Figure 

S2.2. 
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Figure S2.2.  (a,d) two, (b,e) three, and (c,f) four cluster K-means showing the loss of 

information when two clusters are used rather than three, and the minimal gain of information 

when four clusters is used relative to three. 

For N=2 clusters all n.l.n. are categorized as displaced, and although the regions with antiparallel 

displacements are clear, the regions with no displacement do not stand out as in N=3.  Increasing 

from N=3 to 4 arguably adds information about [010]pc type displacements within the “non-

displace” region of N=3. However, the significance of these additional displacements is minor 

compared to the other three clusters. 

S3 Singular Value Decomposition 
Singular value decomposition (SVD) is a multivariate statistical analysis technique used for 

dimensionality reduction. A matrix Amxn is decamped into three matrices Umxm, Smxn, and Vnxn 

which represent a left eigenmatrix, a diagonal matrix containing the square root of eigenvalues 

(σi), and a right eigenmatrix, respectively, such that: 

 

𝐀𝑚𝑥𝑚 = 𝐔mxm𝐒mxn𝐕nxn
T   

 

The left eigenmatrix is the solution of AAT and the right ATA.  This is effectively an eigenmatrix 

problem that projects to new coordinate systems.  A can be represented as the linear combination 

of components (c) such that: 

 

𝐀 = ∑ 𝜎𝑐𝑈𝑐𝑉𝑐

𝑐
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The value of σc decreases with increasing c and therefore the explanation of A increases with c.  

Thresholding the number of components therefore leads to dimensionality reduction and has a 

denoising characteristic.  Additionally, in some situations each component can serve to 

categorize a set significant features within a data set. To choose the number of significant 

components the variance of each component is plotted relative to its index in what is known as a 

scree plot.  Scree plots for SVD performed on the complex valued n.l.n. are shown in Figure 

S3.1. 

 

Figure S3.1.  Explaneed variance of SVD performed on the Ti (a) and A-sublattice (b)  n.l.n. 

distribution. The first two components explane the majority of the n.l.n. distribution. 

When the log of the variance is plotted, the “elbow” or beginning of linearity is a conventional 

choice for the number of components to include.  For both sublattices four components were 

chosen of which the first two explaneed most of the data.  Figure S3.2 and Figure S3.3 show the 

first four components of the complex valued SVD for the Ti- and A-sublattice, respectively. The 

first two components of each are analyzed in the main text. 
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Figure S3.2.  First four components of SVD performed on complex valued n.l.n. distribution in 

the Ti-sublattice. The (a,d,g,j) magnitude and (b,e,h,k) phase of the complex value loading along 

with (c,f,i,l) eigenvector displacements for component (a-c) 1, (d-f) 2, (g-i) 3, and (j-l) 4. 
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Figure S3.3.  First four components of SVD performed on complex valued n.l.n. distribution in 

the A-sublattice. The (a,d,g,j) magnitude and (b,e,h,k) phase of the complex value loading along 

with (c,f,i,l) eigenvector displacements for component (a-c) 1, (d-f) 2, (g-i) 3, and (j-l) 4. 
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The phase of the SVD eigenvectors exhibited layers of alternating displacement patterns. The 

absolute value of cross-correlation with a checker, vertical, and horizontal pattern are shown in 

Figure S3.4. 

 

Figure S3.4.  Cross-correlation of a checker, vertical, and horizontal pattern with the phase of the 

loading from SVD on the Ti-sublattice. 

The absolute value was taken because a value of -1 and +1 both indicate that the same pattern 

exists, but is simply inverted relative to the template intensity, so if we are only interested in the 

pattern itself the sign of the cross-correlation is irrelevant. As a reminder, the phase of 

component 1 is meaningless, as discussed in the main text, but is included for completeness.  

Clear regions with horizontal layering are found in the components, like what were categorized 

with K-means.  Additionally, vertically layered regions were found.  High correlation with the 
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checkerboard pattern resembles high correlation with the vertical pattern suggesting a possible 

nanometer-sized spinodal pattern. 
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