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Introduction 

 With the sudden rise and rapid development of artificial intelligence (AI) technologies in 

the past few years, many companies have begun to heavily invest in this field (Cooban, 2023). 

These investments encompass a wide variety of fields including automation processes that can 

efficiently increase business workflow. In the wake of the recent COVID-19 pandemic, many job 

positions switched to being remote as a means of preventing infection and remain as such. 

Though these positions are widely sought out, the current demand for these remote positions far 

exceeds the current number of available positions in the workforce (Bhattarai, 2022). As such, 

companies have been utilizing AI-related technologies as part of the hiring process to more 

efficiently scan resumes and reduce the need for human involvement, saving company resources 

(Schumann et al., 2020).  

 These models are trained using machine learning, a subset of the field of artificial 

intelligence, which attempts to teach a computer program how to learn from given data without 

being explicitly programmed (Mahesh, 2020). While there are many different types of algorithms 

used for training, each with its own strengths and weaknesses, primarily it is the quality and size 

of the dataset fed into the model that will determine its overall accuracy and performance. In the 

case that a dataset is either not large or diverse enough, the model being trained might inherit a 

form of bias which will then affect its decisions and outcomes. Though many organizations 

claim to strive for better equity, inclusion, and diversity in their workforce, if precautions are not 

taken to address and prevent biases that may arise, these machine learning hiring models can 

adversely discriminate against certain minority and marginalized groups. 

 Despite machine learning models becoming increasingly common as part of the hiring 

process for companies, very few are open about how their algorithms are built, validated, and 
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tested to prevent systemic bias in these models (Raghavan et al., 2020). Machine learning 

algorithms have been shown in the past to discriminate against both women (Dastin, 2018) and 

people of color (Schumann et al., 2020) likely as a result of biased data being used to train these 

models. In order to better comprehend and understand how such biases can occur in hiring 

algorithms as well as prevent them from occurring, I will undertake two separate projects. The 

first will be a technical project on testing and modifying open-source applicant tracking systems 

using publicly available resume datasets to determine flaws and potential modifications utilizing 

ensemble learning to reduce bias. The second will be an STS project focusing on analyzing and 

synthesizing possible reasons why biases occur in machine learning hiring algorithms and 

identifying methods that can help reduce and alleviate such issues.  

 

Technical Topic 

 One of the main challenges that arise when attempting to analyze pre-existing hiring 

systems is the lack of transparency from many companies regarding the methods and datasets, 

they use to train their models (Raghavan et al., 2020). We cannot simply rely on promises from 

companies as often, they are not aware of the bias that forms within their own models. 

Companies evaluate models using a defined performance measure known as accuracy which can 

vary depending on the model’s overall goal (Géron, 2019). Companies are more likely to 

prioritize the accuracy of a model than ensure the model remains equitable and fair in its 

decision-making as doing so would cost additional resources. Though larger companies are more 

secretive about their models, smaller organizations often do not have the resources to develop 

such complex systems and often use pre-existing applicant tracking software (Schumann, 2020). 

Some of this software is a paid service but others are open source allowing anyone to freely 
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view, use, and modify the existing program to suit their own needs. As such, an open-source 

applicant tracking software will be used, analyzed, and modified for the technical project. 

 When it comes to the types of algorithms machine learning models can use there are two 

main categories: supervised and unsupervised learning. Supervised learning algorithms map 

inputs to outputs based on training data that has already been labeled. Datasets are divided into a 

training set which will teach the algorithm how to classify and a testing set to compare the 

accuracy of results. Unsupervised learning algorithms are not given prelabeled information that 

is “correct,” but are instead left on their own to draw conclusions about features in a dataset. 

When new data points are added, the algorithm uses previously identified features to classify the 

newly introduced data (Mahesh, 2020). Most hiring models only utilize supervised learning 

algorithms and train themselves using past applications as unsupervised learning outputs would 

not be as easily applicable to the hiring process.  

 To what extent does a skewed dataset affect the equity of decision-making in machine 

learning models and by what means can these models be improved to mitigate bias? In order to 

further research this question, I will train and test the performance of a pre-existing open-source 

applicant tracking system using custom-tailored datasets. Depending on the type of algorithm the 

applicant tracking system uses, I will add and test additional supervised methods to apply 

ensemble learning, a methodology that utilizes several types of algorithms to achieve an overall 

better performance (Géron, 2019). In 2023, despite women making up 51% of the total 

population in the U.S. the STEM workforce is only 35% female. Additionally, even combined, 

Hispanic, Black, American Indian, or Alaska Native workers only make up 24% of the STEM 

workforce (Grieco, 2023). To mimic these statistics, I plan on creating a dataset of resumes that 

roughly utilize similar percentages as those found in the STEM workforce. Following this, I will 
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construct additional datasets with increased representation of women and minority groups. In 

order to gather the necessary resumes to build these datasets, I will utilize open-source data 

repositories such as Kaggle to gather these training data points. 

 To establish a baseline for comparison, I will train the unaltered applicant tracking 

system model using the dataset mimicking the current percentages of the STEM workforce. As 

this model will be trained on a skewed dataset, the model is likely to develop possible biases that 

can affect its decision-making on resumes that come from groups not fully represented in the 

training set. Afterward, I will train additional models of the unaltered system on the more diverse 

datasets which would probabilistically be less biased than the baseline. The same testing set will 

consist of resumes solely from minority groups and will be evaluated on every model. The score 

metrics each model produces for the test set will then be compared to one another. It is through 

this experiment that I hope to demonstrate how using diversified datasets can lessen the chances 

for biases to develop in machine learning hiring models. Subsequently, I will test the added 

supervised methods to see if a specific combination of algorithms can produce a model that 

makes more equitable decisions when compared to the baseline model that does not have any 

modifications. I wish to show how utilizing ensemble learning as part of developing a machine 

learning hiring model can assist in mitigating bias in the case it is not possible to gather more 

diverse datasets. 

 

STS Topic 

 What historical, economic, and political factors have contributed to companies using 

biased, inequitable datasets as part of training machine learning models for their hiring process?

 Machine learning hiring models are a black box model to most individuals who simply 
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recognize the results without fully understanding the inner workings of the system. If effort is not 

put forward into understanding the design of a model and its possible downfalls, it is highly 

probable that the model will have bias, be it intentional or not. In a case study involving eighteen 

different vendors who utilized machine learning models as part of the hiring process, it was 

noted that only seven vendors made concrete claims regarding combating bias within their 

systems. Even fewer vendors disclosed if their models were properly validated for equity and 

whether the use of these algorithms could be justified over human recruiters. It is in a company’s 

best interest to identify possible avenues where bias and attempt to mitigate them as under many 

countries’ laws, employers are legally responsible if their hiring practices are shown to be 

discriminatory (Zschirnt 2016). Failing to address such biases can lead to a lack of differing 

perspectives and a homogenization of viewpoints. Diversity in the workplace has been shown to 

increase creativity, innovation, and financial performance of companies and thus should be 

strived for (Roberge & Van Dick, 2010).  

 In the case that training datasets are not properly validated for accuracy, quality, and size, 

it is possible for the model to either underfit or overfit the data. Overfitting occurs when an 

algorithm performs well on the training data but not on other sets of data, whereas underfitting 

arises when a model is too simple to make accurate predictions (Géron, 2019). Possible types of 

biases that might occur in a hiring model if precautions are not taken include both record and 

statistical bias (Costa et al., 2019). Record bias occurs when training data is incomplete or 

incorrect due to errors such as misspellings. Missing or incorrect data can either be omitted or 

replaced with a constant value for each highlighted data point, usually the mean or median of a 

dataset (Soofi & Awan, 2017). However, this often can lead to lower accuracy predictions for 

underrepresented minority groups as their entries are either removed or replaced with data that 
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does not accurately represent them. Statistical bias occurs when the dataset is unrepresentative of 

a larger population which leads to a model overfitting the data (Costa et al., 2019). In the case 

that a dataset is not diverse enough, the produced model has a higher chance of discriminating 

against groups that made up the minority in the dataset as the model has fewer data points to 

train its decisions on.  

 In my STS project, I plan to examine the historical and sociopolitical aspects that would 

cause datasets to be skewed towards producing bias in machine learning models that are utilized 

as part of a company’s hiring process and use the framework of machine ethics to develop 

solutions to help combat this issue. Machine ethics emphasizes moral decision-making in 

algorithmic programming for the technical, social, and political fields (Allen et. al., 2006). 

Machine learning results should be viewed with an agnostic lens when interpreting the social 

sciences as no one method or model can properly encompass all of the intricacies and 

interpretations of this field (Grimmer et al., 2021). First, I will analyze publicly disclosed 

information from companies on the details regarding their hiring models and whether they 

attempt to justify the use of these systems. I hope to discover and research what background 

factors would possibly lead companies to ignore the issue of bias arising in their systems. Next, I 

will research how record and structural bias arose in Amazon’s machine learning model which 

was shown to have discriminated against female applicants (Dastin, 2018). This model was 

trained on recognizing patterns from resumes that were submitted over a ten-year timeframe with 

most of these applications coming from men. Examining the contrasting viewpoints of the 

developers and higher-ups as well as Amazon's history regarding their hiring practices can give 

further insight to explain why training sets in certain industries are often skewed and for what 

reasons biased datasets are permitted to be used. Finally, I will synthesize research 
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demonstrating possible solutions to mitigating bias within models from machine learning experts 

through a literature review. Though not all solutions might be feasible, it is hopeful that some 

will be applicable and practical for use in modern-day companies to eliminate bias in the 

workplace. 

 

Conclusion 

 By researching and developing these two projects, it is my hope that the produced results 

will inspire both developers and lawmakers to push for the development of more transparent and 

equitable hiring models for all. I wish to demonstrate the importance of utilizing diverse training 

datasets and how ensemble learning can assist in mitigating discrimination through my technical 

project which will produce quantifiable prediction scores and a modified applicant tracking 

system. My STS project will investigate why certain companies do not make eliminating hiring 

bias a high priority, analyze a case study involving Amazon’s discriminatory candidate rating 

algorithm, and synthesize methods to mitigate bias within machine learning hiring models. I 

wish to not only gain a more comprehensive understanding of how these biases are formed and 

proliferated but also to find practical methods to diminish the discrimination these biased models 

produce. 
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