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Abstract

Understanding nanoscale thermal transport in functional oxide thin films is crit-

ical for a wide variety of applications. In particular, these materials are frequently

used as gate dielectrics and insulating buffers in electronic and thermoelectric devices.

Given the imperfect structural nature of most functional materials, it is critical to

understand how defects, dislocations, and varying degrees of crystalline disorder im-

pact thermal transport in oxide thin films. This work attempts to contribute to this

body of knowledge by focusing on two main studies.

First, we consider the effect of defects on thermal conductivity. Phonon scatter-

ing in crystalline systems can be strongly dictated by a wide array of defects, many

of which can be difficult to observe via standard microscopy techniques. We exper-

imentally demonstrate that the phonon thermal conductivity of MgO thin films is

proportional to the crystal coherence length, a property of a solid that quantifies

the length scale associated with crystalline imperfections. Sputter deposited films

were prepared on (100) silicon and then annealed to vary the crystalline coherence,

as characterized using x-ray diffraction line broadening. We find that the measured

thermal conductivity of the MgO films varies proportionally with crystal coherence

length, which is ultimately limited by the grain size. The microstructural length

scales associated with crystalline defects, such as small angle tilt boundaries, dictate

this crystalline coherence length and our results demonstrate the role that this length

scale plays on the phonon thermal conductivity of thin films. Our results suggest



that this crystalline coherence length scale provides a measure of the limiting phonon

mean free path in crystalline solids, a quantity that is often difficult to measure and

observe with more traditional imaging techniques.

Second, we study density and length scale effects in amorphous thin films. We

measure the room temperature thermal conductivity of atomic layer deposition-grown

amorphous Al2O3 and TiO2 thin films as a function of film thickness and atomic

density. For films thinner than 50 nm, we measure an effective thermal conductivity

that is reduced with decreasing film thickness. This dependence is attributed to

the increased influence of thermal boundary resistances as film thickness is reduced.

In addition, we fit for a thickness-independent intrinsic thermal conductivity using a

series-resistor model. For films thicker than ∼50 nm, there is no significant dependence

on thickness or substrate. We observe a strong density dependence of the thermal

conductivity, which agrees well with a differential effective-medium approximation

modified with a minimum limit model.
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Chapter 1

Introduction

1.1 Applications

Transistors are extremely important semiconductor devices used in the world of

microelectronics. Not only can they provide amplification of electrical signals, they

often serve as switching devices.[1–3] Metal-oxide-semiconductor field-effect transis-

tors, or MOSFET’s, are a particularly important example of these devices. One type

of MOSFET (illustrated in Fig. 1.1) is built by embedding small regions of a p-type

semiconductor within an n-type substrate. These regions are connected via a thin

p-type channel. Metal contacts are deposited onto these regions, and act as a source

and a drain. An insulating layer, the gate dielectric, is grown on the exposed p-type

semiconductor; a metal electrode, or the gate electrode, is then deposited on the sur-

face of this dielectric layer. A MOSFET operates by imposing an electric field on

the gate via application of a voltage to the gate electrode. This applied field drives

charge carriers out of the channel, changing its electrical conductivity; a small change

in field at the gate creates a relatively large variation in current between the source

and drain contacts.[2, 3]

In silicon-based MOSFET’s, an insulating layer of silicon dioxide is often used as
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the gate dielectric since it can be easily grown via oxidation of the silicon surface.[3]

However, silicon dioxide has a fairly low relative permittivity (k ∼ 4)[2,3] and thermal

conductivity (k ∼ 1.4 Wm-1K-1),[3,4] which can limit the operating power; in addition,

depending on the semiconductor used, it is not necessarily compatible in all MOSFET

devices. When fabricating these transistors and determining an appropriate gate

dielectric, there are a large number of factors to consider: the relative permittivity

and band gap; film microstructure; interfacial quality; compatibility between the

semiconductor and metals in the structure; processing limitations; and reliability.[5]

Many different high k oxide thin films have been studied for use as gate dielectrics;

of particular relevance to this work, thin films of Al2O3, TiO2, and MgO have all been

investigated for potential use as gate dielectrics in MOSFET devices. The dielectric

constants of Al2O3, TiO2, and MgO are ∼10, ∼80, and ∼8, respectively.[6–12] While

many dielectrics are crystalline, amorphous oxide thin films are of particular interest

for use as gate dielectrics because unlike crystalline materials, they lack grain bound-

aries that can act as a source of current leakage.[5]

n-type substrate 

p-type 

Oxide 

Gate 

Source 

p-type 

p-type channel 

Drain 

Figure 1.1: Schematic of a depletion-mode p-type MOSFET device.

The oxides studied in this thesis are thermal insulators that are of interest for a wide

array of technologies beyond gate dielectrics, since they can be deposited at low tem-

peratures,[13, 14] are biologically stable,[13] and chemically inert.[15–18] Amorphous

Al2O3 is one of the most widely studied ALD grown materials[19–27] and has re-

ceived considerable attention for its excellent optical, chemical, and mechanical prop-
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erties.[28] It is used in optical lenses and windows, refractory coatings, antireflection

coatings,[29–31] optical wave guides,[32–35] anticorrosive coatings,[36–38] humidity

sensors,[39] and as a heat sink in integrated circuits.[40] Amorphous TiO2 has been

studied for use as an optical coating and in sub-wavelength optical structures due to

its relatively high refractive index.[41–45] It is also of interest as an anticorrosive coat-

ing[46] and is often used in solar cells[47–49] and electrical switching devices.[50, 51]

Finally, MgO has a relatively large band gap and is thermally stable.[52] It is often

used as an oxide barrier in various microelectronic devices.[53,54]

1.2 Statement of Objectives

The major objective of this work is to understand thermal transport in disor-

dered oxide films. As discussed in more detail in the following chapter, the degree of

disorder in a material can range quite significantly, from near-perfect single crystals

to crystalline systems with sub-micron defects and completely disordered amorphous

materials. This work focuses on materials in the last two categories: MgO with var-

ied levels of defects and dislocations, and amorphous Al2O3 and TiO2 of varying film

thickness and density. Because most materials possess some degree of disorder, it is

crucial to understand how this impacts their thermal properties when designing any

type of device. The remainder of this thesis is outlined as follows:

Chapter 2 discusses the basic concepts used throughout this thesis. The idea

of phonons and the mathematical description of phonon thermal conductivity are

defined. Furthermore, the types of defects present in crystalline materials that impede

phonon thermal transport are discussed.

Chapter 3 introduces time-domain thermoreflectance (TDTR), the experiment

used to measure all of the thermal properties discussed in this work. TDTR is a

non-contact optical thermometry technique that is well suited for measuring thermal
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properties of thin films.

Chapter 4 explores the concept of the crystalline coherence length, a microstruc-

tural parameter governed by sub-grain dislocations and other defects, and the effect

this has on phonon scattering and the thermal conductivity of magnesium oxide thin

films. The thermal conductivity is found to vary significantly with crystalline coher-

ence length, highlighting the role that dislocations and other defects play in phonon

scattering.

Chapter 5 discusses density and length scale effects in amorphous alumina and

titania thin films. A strong density dependence of the thermal conductivity is ob-

served, which agrees well with a differential effective-medium approximation modified

with a minimum limit model.

Chapter 6 summarizes the major findings of this thesis and suggests potential

future directions in which this work could continue.
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Chapter 2

Background

This chapter will outline the general concepts and theory underlying the work

discussed in later chapters.

2.1 Defects in Crystalline Materials

A material is said to be crystalline if it possesses long-range, periodic order. While

nearly-perfect single crystals can be grown, most bulk materials and thin films contain

a wide variety of defects. These are typically divided into categories of point, line,

planar, and volume defects. Point defects are zero-dimensional, because they only

occur on or near a lattice site. Line defects are one-dimensional, in the sense that

they are lines through the crystal along which crystallographic registry is lost, while

planar defects are two-dimensional. Finally, volume defects are considered three-

dimensional.[3]

There are several types of point defects, all of which are shown schematically in

Figure 2.1. Interstitials occur when an atom occupies a space in the crystal that is

not normally occupied; this can take the form of two atoms sharing a lattice site or

an impurity atom occupying a site between lattice atoms. In contrast, a vacancy is a

point defect in which an atom is missing from a lattice site. Schottky defects[55] occur
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in ionic materials, when an equal number of anions and cations are vacant from their

lattice sites such that electrical neutrality and stoichiometry are maintained. Frenkel

pairs[56] are combinations of interstitials and vacancies: an atom is displaced from

its lattice site and occupies a previously empty space in the lattice, leaving behind a

vacancy and becoming an interstitial. Nearly all crystalline materials contain point

defects.[3]

vacancy 

self-interstitial 

interstitial solute 

substitutional solute 

Schottky defect 

Frenkel pair 

anion 

cation 

Figure 2.1: Schematic of various types of point defects.

The most notable examples of line defects are edge and screw dislocations and

combinations of both, called mixed dislocations. Edge dislocations occur when an

additional partial plane of atoms is introduced into the crystal, distorting the rest

of the lattice, as illustrated in Figure 2.2. Screw dislocations are similar and have

a spiral nature, also shown in Figure 2.2. Both types of dislocations are typically

quantified using the Burgers vector, b, which indicates the magnitude and direction

of lattice distortion associated with the dislocation. The nature of the dislocation is

defined by the relative orientations of the dislocation line and the Burgers vector[57]:

for an edge dislocation, they are perpendicular, while for a screw they are parallel.

In most materials, the Burgers vector has a magnitude equal to the lattice spacing

and points in a close-packed crystallographic direction. Dislocations are relatively
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difficult to observe experimentally but have been discerned via transmission electron

microscopy, x-ray topography, field ion emission, and atom probe techniques.[3] An

example of dislocations observed via TEM is shown in Figure 2.3(a). Planar defects

b 

b 

Figure 2.2: Schematic of edge (left) and screw (right) dislocations.

are two dimensional and include grain boundaries, twin boundaries, and stacking

faults. Grain boundaries are interfaces between grains of varying orientations in

polycrystalline materials; one example of grain boundaries in a thin film is shown in

Figure 2.3(b). Low angle-tilt boundaries occur between grains that are mis-oriented

at relatively small angles (typically <15◦). Twin boundaries are interfaces between

two crystals with similar symmetries, resulting in minor mis-orientation between the

crystallites. Stacking faults are interruptions between differently stacked layers and

disrupt lattice periodicity.[3]

Volume defects are most common in bulk materials, and so are less relevant to

the thin films studied in this work; these include pores, voids, precipitates, inclusions,

dispersants, and cracks.[3]

Having introduced the varieties of defects that are typically present in materials,

it is important to define the crystalline coherence length, the characteristic length

scale of a crystal that is devoid of translational symmetry-breaking defects.[58] That

is, the coherence length is dictated by sub-grain dislocations and defects, and this
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10 nm 100 nm 

(b) 

Figure 2.3: (a) High-resolution TEM image of an MgO thin film, where the lines
highlight (200)-type planes for adjacent grains (taken from Ref. [58]); (b) SEM image
of grains in a similarly processed MgO film (taken from Ref. [59]).

length scale is limited by the grain size. This length scale can be quantified relatively

easily using x-ray diffraction.

While all materials possess a certain degree of defects, crystalline materials still

maintain their long-range order and atomic periodicity; in contrast, amorphous ma-

terials are nearly completely disordered. This distinction is discussed in more detail

in Section 2.3 and is relevant to the materials studied in this thesis.

2.2 Phonons

The concept of phonons and the scientific breakthroughs leading to their discovery

has a long history. In 1907, Einstein proposed his theory of what would later be known

as an Einstein solid: he theorized that each atom in a solid could be modeled as an

independent, three-dimensional quantum harmonic oscillator vibrating at the same

frequency[60], and later applied his theory to predict the thermal conductivity of

crystalline solids.[61] While his model explained the temperature-dependent specific

heat observed by Weber previously,[62,63] it did not completely capture the trends at

low temperatures. This is because, at temperatures approaching zero, his calculated

specific heat decreased exponentially, a result that arises due to the assumption that

all oscillations occur at the same frequency. Debye later rectified this by quantizing

the normal modes of the solid,[64] determining a T 3 dependence at low temperatures

8



that is consistent with experimental measurements. However, it is worth noting that

even today, a modified version of Einstein’s model describes the thermal conductivity

trends in amorphous, porous, and otherwise heavily disordered materials fairly well,

as discussed in more detail later in this chapter.

While Einstein and Debye had used the quantization of the energy of elastic vi-

brations to describe the heat capacities of solids, the theory of potential carriers

associated with these vibrations came later. Using Dirac’s advanced theories of quan-

tization[65], Tamm developed the idea of quanta of elastic oscillations as an analogy

to Einstein’s “light quantum” in 1930.[66] Soon after this, Frenkel discussed the con-

cept in his 1932 textbook[67] and suggested the name “phonon” to describe these

vibrational modes.1

More formally, a phonon is an excitation associated with the quantized energy of

a lattice vibration.[1, 67, 68] In crystalline materials, collective oscillations of atoms

around their equilibrium positions give rise to elastic waves which propagate across the

crystal, and particularly in nonmetallic solids, phonons are the predominant carrier

of thermal energy.

In a three-dimensional crystal with N atoms, there are 3N phonon modes with

three different polarizations, two transverse and one longitudinal. Transverse modes

are perpendicular deviations from the atomic equilibrium position with respect to

the direction of propagation, while longitudinal waves are deviations that are parallel

to the propagation direction. The type of phonon modes present in a material is

dependent on the bonding characteristics and masses of the constituent atoms, along

with lattice and basis of the crystal.[1, 68]

1Interestingly, Frenkel’s text dismisses the idea of phonons as being anything other than fictitious,
noting in a footnote that:

“It is not in the least intended to convey hereby the impression that such phonons have
a real existence. On the contrary, the possibility of their introduction rather serves to
discredit the belief in the real existence of photons.”
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Depending on the material, different phonon branches may exist and are catego-

rized according to their nature and frequencies. Acoustic phonons are lower frequency

vibrational modes. At the zone center, the atoms in the unit cell vibrate in phase;

this is characteristic of sound wave (hence the origin of the term “acoustic” branch).

In monatomic crystals only acoustic modes are present; if a crystal has more than

one atom in its basis, optical phonons will also exist. These are higher frequency

modes with more out of phase oscillations between the basis atoms as compared to

the acoustic modes. If these atoms had opposite charges, this mode of vibration could

be excited by an electric field; in an ionic crystal, this field is associated with the in-

frared portion of the visible spectrum of light (hence the origin of the term “optical”

branch).[68]

These concepts are well illustrated by phonon dispersion curves, which relate the

phonon frequency to the wavevector. The slope of these curves gives the group veloc-

ity of phonon propagation, v j = ∂ωj/∂k̄, where k̄ = 2π/λ is the wavevector, λ is the

phonon wavelength, and j is the phonon branch. Examples of phonon dispersion for a

simple monatomic system (gold, face-centered cubic structure or space group Fm3̄m),

a cubic structure with a two atom basis (MgO, rocksalt structure or Fm3m), and a

more complex hexagonal unit cell (sapphire, R3̄c) are shown in Fig 2.4. Information

about the phonon dispersion in a crystal can enable calculation of the thermal con-

ductivity. From the kinetic theory of solids, the thermal conductivity can be written

as:

κ =
1

3

∑
j

∫ ωc,j

0

Cj(ω)vj(ω)λj(ω)dω =
1

3

∑
j

∫ ωc,j

0

Cj(ω)v2
j (ω)τj(ω)dω (2.1)

where κ is the thermal conductivity, j is the phonon branch (e.g., acoustic or optical),

ωc,j is the cutoff frequency, C j is the volumetric heat capacity, v j is the phonon group

velocity, λj is the mean free path, ω is the angular frequency, and τ j is the total

10



(a) (c) (b) 

Figure 2.4: Phonon dispersion curves for (a) gold, (b) magnesium oxide, (c) sapphire;
insets, crystal structures of each of the three materials. The dispersions are taken
from Ref. [69] (gold), Ref. [70] (MgO), and Ref. [16] (sapphire). Crystal structures
were created using VESTA software.[71,72]

phonon scattering time that accounts for all possible phonon interactions. The heat

capacity can be written as a function of the density of states, D j, and distribution

function, f :

Cj =

∫ ωc,j

0

~ωDj(ω)
df

dT
dω (2.2)

For phonons, f is taken as the Bose-Einstein distribution function:

f = fBE =
1

exp( ~ω
kBT

)− 1
(2.3)

For isotropic crystals, a spherical Brillouin zone can be assumed, resulting in a phonon

density of states given by

Dj(ω) =
ω2

2π2v3
j (ω)

(2.4)
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Combining all of these expressions, the thermal conductivity can then be written as

κ =
1

3

∑
j

∫ ωc,j

0

1

2π2vj(ω)

~2ω4

kBT 2

exp( ~ω
kBT

)

(exp( ~ω
kBT

)− 1)2
τj(ω)dω (2.5)

In this equation, we integrate over ω, and many of the other variables are constants;

this leaves only v j and τ j as unknowns. The group velocity can be determined from

the phonon dispersion, since v j = ∂ωj/∂k̄. To do this, it is often convenient to make

a Debye approximation to simplify the analysis. In this approximation, the phonon

modes are assumed to be non-dispersive and all of the phonons are assumed to have

the same group velocity. This simplification agrees well with the real dispersion at the

zone center, and so is a realistic approximation when low frequency phonons dominate

thermal transport (i.e., low temperature relative to the Debye temperature of the

material). However, the Debye approximation over-predicts the phonon frequencies

near the edge of the Brillouin zone. There are several approaches that have been

adopted to alleviate this high-phonon frequency failure of the Debye model. For

example, the inclusion of a transition frequency where the real dispersion begins to

deviate from the Debye approximation has been used;[73, 74] in this approach, after

this frequency a second linear relationship with a lower group velocity can be assumed.

In another approach to provide a more accurate analytical expression beyond a Debye

dispersion, the phonon dispersion has been estimated from the analytical solution to

vibrations of a one-dimensional atomic chain, which results in a sine-type relation.[75–

78] While these various approximations can be adequate depending on the material

system of interest, in general, it is ideal to obtain ω(k̄) by fitting a higher order

polynomial to the experimentally or computationally determined dispersion,[79] such

as those shown in Figure 2.4. Once the group velocity has been determined, the

only unknown is the total scattering time, which is related to the timescales of the
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individual scattering processes via Matthiessen’s rule,[1]

τ−1
j =

∑
i

τ−1
i,j (2.6)

where i indexes each specific scattering type in each branch j. We often use this term

to model the thermal conductivity and determine the dominant scattering types.

One scattering mechanism involves interactions of phonons with other phonons

in a system, often referred to as three-phonon scattering or Umklapp scattering, a

term introduced by Peierls.[80] The rate at which phonon-phonon scattering occurs

is dependent on both the phonon frequency and the temperature:[68,81,82]

τ−1
p−p = Bω2T exp(−C

T
) (2.7)

where B and C are material-dependent parameters that can be determined by per-

forming a least squares fit on bulk thermal conductivity data.

The effect of phonons scattering at the sample boundary can also be considered.

Taking d as the sample thickness, this term is given by

τ−1
b =

v(ω)

d
(2.8)

For bulk materials, d is relatively large, and so this term is negligible at high

temperatures. In thin films, the phonon mean free path approaches the dimensions of

the material, resulting in non-negligible phonon scattering at the film boundary.[68,

81–83]

The effect that these scattering terms have on modeling the thermal conductivity

of a system is shown in Figure 2.5, in which the thermal conductivity is predicted as

a function of temperature for magnesium oxide. As in other bulk materials, phonon-

phonon scattering in bulk MgO results in a 1/T trend in the thermal conductivity at

13



higher temperatures. However, as the dimensions of the system are reduced, boundary

scattering dominates and significantly reduces the thermal conductivity, as illustrated

in Figure 2.5 for films of thicknesses ranging from 10 nm to 1 µm. As studied in
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Figure 2.5: Models predicting the temperature-dependent thermal conductivity of
magnesium oxide. The closed squares and open diamonds represent experimental bulk
data from References [84] and [85], respectively, and models of thermal conductivity
for bulk MgO (solid line), a 1 µm thick sample (dashed line), a 100 nm MgO thin
film (dashed-dotted line), and the predicted minimum limit (dotted line), which is
described in more detail below.

previous works,[86–90] phonons also scatter at grain boundaries. This term takes the

form of

τ−1
gb =

v(ω)

dgrain
(2.9)

where dgrain is the average grain size. As with boundary scattering, phonon scattering

with grain boundaries is dictated by the dimension of the crystal.

Impurities also play a role in scattering phonons, with a quartic dependence on
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the phonon frequency:[91]

τ−1
imp = Cω4 (2.10)

Point defect scattering has a similar frequency dependence, but with additional

terms that account for perturbations due to changes in bond strength, mass, and

atomic radius:[92,93]

τ−1
def = ω4xdef

[(
∆Mdef

Mhost

)2

+ 2

[(
∆Gdef

Ghost

)
− 6.4γ

(
∆δdef
δhost

)]2
]

(2.11)

where x def is the concentration of defects, ∆M def is the mass difference between the

defect and the host atom compared to the mass of the host, M host, G is the shear

strength, and δ is the atomic radius. Phonon-vacancy scattering takes a very similar

form, with the vacancy terms replacing those of defects:[94]

τ−1
def = ω4xdef

[(
∆Mvac

Mhost

)2

+ 2

[(
∆Gvac

Ghost

)
− 6.4γ

(
∆δvac
δhost

)]2
]

(2.12)

The defects discussed in the previous sub-section have also been theoretically and

experimentally shown to scatter phonons.[68,70,95] For dislocations,

τ−1
dis = C1Nd|b|2ω (2.13)

where C 1 is a constant related to the type of dislocation, N d is the number of dislo-

cations per unit area, and b is the Burger’s vector. This scattering term is linearly

proportional to the phonon frequency.

Knowledge of these scattering terms, in tandem with calculation of the heat ca-

pacity and group velocity (enabled by approximations to the dispersion), is the final

component which enables us to fully capture the analytical model that describes

thermal conductivity in phonon-dominated systems.
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2.3 Thermal Transport in Amorphous Systems

In contrast to crystalline materials and as noted earlier, amorphous and glassy

films lack atomic periodicity: while there can be local order, long-range order is

non-existent. A phonon can only be defined if there exists a periodically repeating

lattice. Instead, a different nomenclature is typically used to describe the modes of

vibration in amorphous materials.[96] These modes can be described as either ex-

tended (“extendons”) or localized (“locons”). Extendons can be further split into

propagating (“propagons”) and non-propagating (“diffusons”) modes; locons are also

non-propagating.[97] Of these various vibrational modes, propagons are most analo-

gous to phonons in crystalline systems.

vibrons 

extendons 

Localized? 

Propagating? 
Yes 

No Yes 

No 

propagons diffusons 

locons 

Figure 2.6: Taxonomy of vibrational modes in amorphous and glassy systems.

To put the thermal conductivity of low κ materials due to various phonon scatter-

ing mechanisms in context, experimental results are often compared to the minimum

limit to thermal conductivity. Einstein originally proposed a thermal conductivity

assuming that all phonon modes had the same vibrational frequency and estimating

the mean free path to be on the order of the interatomic spacing.[61] Cahill and Pohl

later refined this model by assuming a Debye distribution of phonons and estimating
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the scattering time as half the period of oscillation of the atom.[98, 99] While this

model does not generally predict the thermal conductivity of most materials, it does

work well for many amorphous and disordered crystals. Assuming an isotropic solid,

the minimum limit is given by[99]

κmin =
~2

6π2kBT 2

∑
j

∫ ωc,j

0

τmin,j
ω4

vj

exp( ~ω
kBT

)(
exp( ~ω

kBT
)− 1

)2dω (2.14)

where κmin is the minimum thermal conductivity, j is the phonon polarization index,

τmin is the minimum scattering time, ω is the angular frequency, ωc,j is the cut-off

frequency, and v j is the phonon group velocity. The minimum limit calculated for

MgO is shown in Figure 2.5, and is shown to predict a thermal conductivity several

orders of magnitude less than that of bulk.

2.4 Thermal Boundary Conductance

The thermal boundary conductance, also called the Kapitza conductance, relates

the heat flux, q, to the temperature difference, ∆T, across a solid-solid interface:[100–

102]

hK =
q

∆T
(2.15)

The thermal boundary conductance is an indication of how well an interface can

conduct heat flow, which is related to the interfacial quality. Poor adhesion, rough-

ness, and residue from the sample cleaning process can significantly reduce this bound-

ary conductance.[103, 104] In a multilayer thermal model, the thermal conductivity

and boundary conductance can be modeled by the concept of a thermal resistance cir-

cuit: the thermal resistances from each layer can be added in series to the resistance
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Figure 2.7: Representative temperature-dependent thermal boundary conductances
for various metal/substrate interfaces. Data for hK are taken from Ref. [105]
(TiN/MgO and TiN/sapphire)), Ref. [106] (Al/MgO), Ref. [107] (Al/sapphire and
Al/diamond), Ref. [108] (Al/sapphire and Pt/sapphire), Ref. [109] (Al/silicon and
Pt/silicon), and Ref. [110] (Bi/diamond).

from the interface, 1/hK, as in

Rtotal =
1

hK,1
+
d

κ
+

1

hK,2
(2.16)

Our experimental technique is most sensitive to the largest thermal resistance in this

circuit. For example, a thin film of MgO between aluminum and sapphire will domi-

nate the thermal resistance circuit because of its comparatively low thermal conduc-

tivity; in this case, an accurate measurement of the thermal boundary conductances

could be difficult, and additional verification (such as a sensitivity analysis, discussed

in more detail in Section 3.4) is necessary to confirm that the hK’s are resolvable. As
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an additional example, a system comprising of a very thin (∼2 nm) amorphous Al2O3

film (with κ ∼ 1 Wm-1K-1) between aluminum and silicon will be dominated by the

thermal boundary resistances: if the total interfacial resistance is estimated as ∼200

MWm-2K-1 (a reasonable assumption), then the interfaces account for over 90% of

the total thermal resistance. This means that our experiment is much more sensitive

to the interfacial resistances and so, the thermal conductivity of the amorphous film

cannot be isolated from the boundary resistances. In general, understanding the ther-

mal boundary conductance is important because it can dominate thermal transport

in some systems and impede accurate measurement of the thermal conductivity of

films of interest.[111–113]

2.5 Summary

This chapter discussed disorder and defects in amorphous and crystalline materials

and introduced the idea of phonons. In addition, the concepts of thermal conductivity

and thermal boundary conductance were defined. The next chapter of this thesis

discusses the experimental technique used to measure these thermal properties.
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Chapter 3

Time-Domain Thermoreflectance

3.1 Experimental Background

Within our research group, the main experiment used to measure thermal conduc-

tivity (among other thermal properties) is time-domain thermoreflectance (TDTR),

an optical pump-probe technique that utilizes sub-picosecond laser pulses to measure

the change in reflectivity of a sample surface as a function of time after pump laser

heating. Several references have detailed the principles and practices of TDTR in de-

tail.[114,115] TDTR relies on the principle of thermoreflectance to relate the change

in reflectivity on the sample surface as a function of time after the pump heating

event.[116–120] This is discussed in more detail in the next sub-section.

TDTR is attractive for a number of reasons: it is a non-contact, non-destructive

characterization technique with a relatively high throughput. In addition, TDTR has

the ability to monitor the temporal response to determine thermal properties over

times ranging from picoseconds to nanoseconds, making this technique ideal for mea-

suring the thermal properties of thin films. For example, a typical thermal diffusion

time constant is ∼100 ps for a 100 nm aluminum film and a characteristic interfa-

cial time constant is ∼900 ps for an interface between aluminum and sapphire;[121]
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TDTR provides a unique method of investigating the underlying physical phenomena

occurring during these extremely short timescales.

The TDTR systems used within this group were constructed by previous PhD

students Dr. Ramez Cheaito and Dr. Brian Foley, and more detailed descriptions of

these experiments and subsequent analysis are contained in their dissertations.[122,

123] A schematic of a TDTR experiment is shown in Figure 3.1. The TDTR used in

the experimental work in this thesis is centered around a Ti:sapphire oscillator laser

system that emits a train of laser pulses with a spectral width of ∼11 nm (∼100 fs)

centered around 800 nm and a repetition rate of 80 MHz; the spectrum is monitored

with an Ocean Optics spectrometer. The output of the oscillator passes through an

optical isolator to prevent destabilizing reflections back into the laser cavity. This

output is then energetically split into a pump and a probe beam using a polarizing

beam splitter. The pump is modulated with an external electro-optic modulator

(EOM)[124] to create a frequency-dependent temperature variation on the surface

of the sample. The probe beam is delayed in time using a mechanical delay stage

which controls the relative optical path length between the beams. After this time

delay, the probe arrives at the sample surface and is focused collinearly with the

pump. The cooling of the sample after pulse absorption, as monitored by the probe

reflectivity, is measured by recording the in-phase (V in) and out-of-phase (V out)

voltages from the lock-in amplifier as a function of pump-probe delay time. The

reflection of the probe is monitored with a photodiode and contains a component at

the pump modulation frequency. The back-reflection can be misaligned if the beam

is not perfectly perpendicular to the sample surface; this can be rectified by making

fine adjustments to the sample stage. Because the change in the thermoreflectance

signal is on the order of 10-4K-1,[125] a lock-in amplifier is necessary and enhances the

signal to enable accurate measurements. Prior to measurements, the pump and probe

beams are measured using a beam profiler (Thorlabs BP104-UV). Beam sizes vary
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Figure 3.1: Diagram of TDTR; this schematic illustrates the two-tint configuration.
The double color arrangement is slightly different: instead of using sharp filters to
spectrally isolate the pump and probe, the pump is converted to 400 nm light after
the EOM and a dichroic mirror reflects the pump onto the sample while transmitting
the probe. Otherwise, the alignment procedures and detection mechanisms for both
configurations are similar.

based on the magnification of the objective lens used; in this work, typical spot sizes

were ∼10-20 µm for the probe and 40-60 µm for the pump. In addition, a movable

mirror can be used to steer the beams into a CCD camera, providing a convenient

method for ensuring that the probe beam is focused on a smooth region of the sample

surface.

In our lab, we have two main configurations for TDTR, double color and two-

tint.[126] In the double color arrangement, the 800 nm (red) pump beam is converted

to 400 nm (blue) light using a bismuth triborate (BiB3O6) crystal, a non-linear optical

material which frequency doubles light using second harmonic generation,[127] while

the probe beam remains at 800 nm. In the two tint setup, the pump and probe

beams are spectrally separated off the laser spectrum using sharp edged filters. Both

have benefits and disadvantages: while double color can provide more beam power,

the bismuth triborate crystal can be prone to instabilities over time. The two tint

arrangement, shown in Figure 3.1, is a lower power setup and thus, less suitable for

measuring certain samples; however, the films measured in this work are not subject

to this limitation. While I have measured the thermal properties of all of the samples
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reported in this thesis on both systems, I performed the majority of testing on the

two-tint TDTR experiment.

3.2 Thermoreflectance and pertinent thermal time

scales after pulsed laser heating

As previously discussed, TDTR relies on the principle of thermoreflectance to re-

late the change in reflectivity on the sample surface as a function of time after the

pump heating event. The analysis of my measurements requires that the probe beam

reflectivity can be related to the temperature, and thus, the thermal properties of the

sample of interest. The thermal model used to interpret TDTR data and measure the

thermal boundary conductance across interfaces and thermal conductivity of the sam-

ples is reviewed extensively in the literature,[114,122,128–131] and thus not repeated

here. Instead, the remainder of this chapter is devoted to various practices that I

have implemented when analyzing TDTR data on thin films systems to accurately

measure the thermal properties while properly accounting for statistical uncertainties

and error.

While there have been studies investigating direct probing of samples,[132] typ-

ically samples to be measured with TDTR are coated with a thin (∼80 nm) metal

film. This ensures that the change in reflectivity of the sample surface is indicative of

the change in temperature within the optical penetration depth of the metal film due

to the ultrafast thermalization of electrons in a metal (near equilibrium temperature

is established within a few picoseconds, allowing for the reflectivity to be directly

related to temperature).[133, 134] From this, for small changes in temperature, ∆T,

the change in reflectivity (∆R) is given by

∆R =
∂R

∂T
∆T (3.1)
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and is driven by the thermal properties of the sample.

There are several pertinent time scales involved in laser heating, illustrated graph-

ically in Fig. 3.2. In the first few picoseconds after the beam arrives at the sample sur-

face, the pump pulse energy is absorbed by electrons in the metal transducer. These

hot electrons thermalize and transfer their energy to the lattice, thereby increasing

the lattice temperature. This early time scale is well suited to study non-equilibrium

electron physics and electron-phonon coupling;[120,135–138] as previously mentioned,

this regime lasts ∼10 ps or so, and after this time regime, Eq. 3.1 can be implemented

to relate the measured thermoreflectivity to parabolic-like single-fluid heat equations

using pertinent symmetries and geometries to analyze the sample structure of inter-

est.[114, 115, 128, 131, 133, 134] As the metal transducer is heated, a strain wave is

generated due to the initial expansion of the lattice due to absorption of the pulse. If

there is sufficient acoustic mismatch between the transducer and underlying material,

part of this strain wave is reflected back at the interface and appears as an acous-

tic echo in the thermoreflectance scan.[139, 140] This effect is known as picosecond

acoustics and can be used to understand interfacial quality[141–143] and determine

the film thickness of the metal transducer.[144] After ∼200 ps, sufficient heat has been

diffused from the transducer to the film. In this regime, data can be fit to a multilayer

thermal model that has been well described in the literature.[114,128,131,145] In this

solution, there are multiple parameters associated with each layer; namely, heat ca-

pacity, thermal conductivity, film thickness, and the thermal boundary conductances

across the various interfaces. Heat capacity is typically assumed from the literature

and film thickness can be measured in a number of ways, including x-ray reflectivity,

profilometry, ellipsometry, and the aforementioned picosecond acoustics. Generally,

two parameters can be fit from a TDTR measurement; in this work, those variables

are thermal conductivity and thermal boundary conductance. More details into the

considerations necessary for these analyses are discussed below.
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Figure 3.2: Typical TDTR data with highlighted pertinent time scales. This mea-
surement was taken on a ∼20 nm film of amorphous Al2O3 on quartz.

3.3 Calibration Measurements and Results

Testing calibrations prior to measuring other samples is a critical metric for gaging

the robustness of the TDTR system: if a fit to data measured on the calibrations does

not give the expected thermal conductivity, this is an indication of optics misalign-

ment or another experimental issue. Typical calibration samples used prior to any

measurement include sapphire, silicon, silicon dioxide, and fused quartz, which have

been well characterized in the literature.[3, 4, 146–149] These materials span a large

range of thermal conductivity values, from ∼1.4 Wm-1K-1 (silicon dioxide) to ∼140

Wm-1K-1 (silicon).[3, 4,146] Representative TDTR data and fits for these calibration

materials are shown in Fig. 3.3. The fitted thermal conductivities and thermal bound-

ary conductances are tabulated in Table 3.1 and show good agreement with literature

values. As a note, the thermal boundary conductance is not shown for silicon dioxide

because TDTR is insensitive to hK for low thermal conductivity materials, and so

25



Material κ (Wm-1K-1) hK (Wm-2K-1)

Silicon dioxide 1.42 ± 0.1 -
Fused Quartz 11.48 ± 0.8 173 ± 8

Sapphire 35.74 ± 2.7 232 ± 18
Silicon 129.7 ± 9.5 243 ± 19

Table 3.1: Thermal conductivity, κ, and thermal boundary conductance, hK, results
for the calibration samples.

any fitted value of this interfacial conductance is not physical.

In a typical TDTR measurement, the temperature increase in the thin film due to

the pump beam is on the order of a few degrees Kelvin and is negligible in the analy-

sis.[128] However, for relatively low thermal conductivity materials, the temperature

rise can be significant. The steady state temperature rise in the low frequency limit,

∆T, is given by[125,128,150]

∆T =
P0(1−R)

2
√
πwκ

(3.2)

where P0 is the incident power, R is the reflectivity of the transducer film at the

wavelength of the incoming beam, κ is the thermal conductivity of the material, and w

is the beam radius. In low thermal conductivity materials, this effect can be minimized

by reducing the powers used, but this is not always experimentally viable given that

high enough beam powers are often necessary to induce a measurable signal. In these

cases, we account for the additional heating in the analysis by modifying the value

we assume for the heat capacities of the transducer and thin film of interest (since C

is temperature dependent). This is especially critical when measuring SiO2 and other

low thermal conductivity materials, as failing to account for this temperature rise can

give erroneous κ values that are 10-15% higher than the actual thermal conductivity,

even when using relatively low pump and probe powers.
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Figure 3.3: Representative TDTR data for typical calibration samples. The ratio of
the in-phase to out-of-phase voltages is monitored and the data are fit to a thermal
model. As seen here, the slope of the ratio of higher thermal conductivity materials
(e.g., silicon) is much steeper than for lower κ materials (e.g., SiO2).

3.4 Sensitivity Analysis

An important consideration in TDTR is the sensitivity of the measurement to the

thermal properties of interest. In an ideal measurement, we are most sensitive to this

parameter (e.g., thermal conductivity or thermal boundary conductance) and mini-

mally sensitive to other experimental factors (e.g., transducer film thickness, beam

spot sizes, and other thermal properties that are not of interest). This sensitivity is

quantified using an approach described by Costescu et. al, where the sensitivity of a

parameter of interest is related to the thermoreflectance signal through a logarithmic

derivative.[105] The sensitivity factor is determined by

Sx =
∂S

∂ ln(x)
(3.3)
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where S x is the sensitivity, S is a component of the thermoreflectance signal (the in-

phase or out-of-phase voltage or the ratio of the two), and x is the thermal property

of interest. In general, the magnitude of the sensitivity indicates how confidently we

can determine that parameter. Additionally, a significant difference in the curvature

of any two parameters allows fitting for both parameters simultaneously: if the cur-

vatures are similar, then these two parameters cannot be isolated from one another

in the analysis.

Example sensitivity analyses of the ratio to the thermal conductivity and thermal

boundary conductance for the calibration samples (sapphire, silicon, fused quartz,

and silicon dioxide) are shown in Fig. 3.4. For silicon and sapphire, the magnitude

of the sensitivities of κ and hK is non-zero and the curvatures are relatively steep,

indicating that we can confidently fit for and distinguish between both parameters.

However, for lower thermal conductivity materials, such as silicon dioxide, this is not

the case: while the magnitude of the sensitivity to κ is non-zero, the magnitude of

hK is near zero and the curvature is nearly flat over the time regimes of interest,

indicating little or no sensitivity to the boundary conductance. As discussed earlier,

typically, the ratio of the in-phase to out-of-phase voltages from the lock-in amplifier

is analyzed to determine the thermal conductivity and thermal boundary conduc-

tances across the interfaces. However, in certain cases, TDTR measurements are also

sensitive to the back-side conductance (film/substrate); in this case, the ratio alone

cannot be used to determine the thermal conductivity of the thin film because it can-

not be adequately resolved from the boundary conductances. Instead, the front-side

conductance is determined using only the in-phase signal; with this information, the

thermal conductivity of the film and back-side conductance is fitted with the ratio.

This sensitivity analysis is also important when selecting a modulation frequency,
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(d) SiO2 (c) quartz 

(a) sapphire (b) Si 

Figure 3.4: Sensitivities of the thermal conductivity (blue/solid line) and thermal
boundary conductance (black/dashed line) between a 80 nm aluminum transducer
and (a) sapphire; (b) silicon; (c) fused quartz; and (d) silicon dioxide.

which is related to the thermal penetration depth by[151]

Lz =

√
κ

πfC
(3.4)

where Lz is the thermal penetration depth, κ is the thermal conductivity, f is the

pump modulation frequency, and C is the volumetric heat capacity. At high fre-

quencies, the penetration depth is shallow compared to the pump radius, resulting in

one-dimensionally dominated thermal diffusion in the cross-plane direction. At low

frequencies, the thermal penetration can become comparable to the pump radius and

in-plane heat diffusion must also be considered, which complicates the analysis. Com-

paring the sensitivity of the cross- and in-plane thermal conductivity as a function of
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spot size and modulation frequency justifies the assumption of one-dimensional heat

transfer.[151] All of the work presented in this thesis used relatively high modulation

frequencies (∼3-10 MHz) to constrain thermal diffusion in the cross-plane direction.

3.5 Sources of Error

The most significant source of error in TDTR is the film thickness of the metal

transducer. This thickness can be verified with x-ray reflectivity, profilometry, and

picosecond acoustics with an accuracy of ±3 nm for an 80 nm thick film. We account

for this uncertainty by perturbing the transducer thickness by ±3 nm in the analysis

and calculating the resulting changes in thermal conductivity and thermal boundary

conductance, ∆κd (for κ). We also consider the variations in data taken across the

sample surface. In this work, at least 6-8 measurements were made on each sample

and the standard deviation was determined, ∆κdata. The total error is then taken as

the square root of the sum of the squares of each source of uncertainty, given by

∆κtotal =
√

∆κdata
2 + ∆κd

2 (3.5)

In addition, the samples discussed in this study were measured on both the double

color and two tint systems, providing an additional metric by which to compare the

experimental data. Within the calculated uncertainties, there was no difference in

the results from the two systems. The slight variations in the measurements on each

system were accounted for in the reported uncertainties.

3.6 Summary

This chapter introduced time-domain thermoreflectance, including the basic prin-

ciples behind the technique and important experimental considerations. Measure-
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ments of calibration samples were provided as an example of representative TDTR

data. A typical sensitivity analysis is presented and general sources of error are

discussed.
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Chapter 4

Phonon-Defect Scattering in MgO

Thin Films

4.1 Introduction

Defect-induced deviations in lattice structure can give rise to phonon scattering

processes and changes in the phonon thermal conductivity of crystals. Where ample

experimental works have studied and validated classical scattering theories regarding

phonon-grain boundary and phonon-impurity thermal resistances on bulk- and nano-

scales,[68,78,81,86,87,95,152,153] the phonon scattering mechanisms contributing to

thermal resistances at finer scale defects, such a small angle tilt boundaries and dislo-

cations, have been much less frequently studied.[95] This has led to voids in the depth

of understanding of the interplay between, and importance of, phonon-lattice defect

scattering relative to the interaction of phonons with other static impurities, such as

incoherent grain boundaries, mass impurities, and interfaces between dissimilar mate-

rials. Progress in this fundamental understanding of the phonon-lattice defect interac-

tion will have major impacts in the design of novel classes of material systems, such as

the recently discovered systems synthesized by utilizing screw dislocations,[154–158]
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high figure of merit thermoelectric materials designed with dense dislocations ar-

rays,[158] nanostructures with dislocation dense interfaces that impact the thermal

boundary conductance,[103,159,160] and thermal transport in ferroelectric materials

where coherent ferroelastic domain walls affect the phononic resistance.[161–163]

Here, we report on measurements of the room temperature thermal conductivity

of a series of magnesium oxide (MgO) nanocrystalline thin films in which the crys-

talline coherence lengths (the characteristic length of crystal devoid of translational

symmetry-breaking defects) of the MgO films are varied. Small angle tilt boundaries

defining crystallites of similar dimensions to the measured crystal coherence length

were previously identified in identically processed films. In addition to grain bound-

aries and other crystallographic defects, such as dislocations, these were attributed to

a damping of optical phonons.[58] It is therefore anticipated that these same defects

may affect the transport of heat-carrying phonons. We use time domain thermore-

flectance (TDTR)[128] to measure the thermal properties of the MgO thin films at

room temperature and atmospheric conditions; by utilizing a combination of both

the in-phase and the ratio of the in-phase to out-of-phase components of the TDTR

response in tandem, we demonstrate the ability to measure the thermal conductivity

of the MgO films at a single modulation frequency, while separating the influence of

thermal boundary conductance across both the front and back thin film interfaces

from this thin film thermal conductivity measurement. We show that the thermal

conductivities of the MgO films increase with an increase in crystalline coherence

length, which is correlated with not only the defects that limit the crystalline co-

herence, but also is indicative of a changing average lattice parameter of the MgO.

Our work demonstrates the ability to quantify the influence of defects on the phonon

thermal conductivity by an average length scale of crystal translational symmetry –

the crystalline coherence length. Our results suggest that this crystalline coherence

length scale provides a measure of the limiting phonon mean free path in crystalline
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solids, a quantity that can be determined via standard X-ray reflectivity and is often

difficult to measure and observe with traditional microscopy techniques.

4.2 Experimental Details

4.2.1 Sample Fabrication

The 80 nm thick MgO film series was prepared on (100)-oriented silicon sub-

strates via 30◦ off-axis RF magnetron sputter deposition within a Kurt J. Lesker Lab

18 instrument. Prior to loading in the load-locked sputter chamber, the substrates

underwent a 7:1 buffered HF etch (pH of 5.5) and de-ionized-H2O rinse to remove the

native silicon dioxide surface. The film was sputtered from a single-phase sintered

MgO target in 5 mTorr of argon at room temperature with a power density of 3.7

W/cm2. The wafer was subsequently divided and sections were processed between

200◦C and 800◦C in 200◦C intervals in air for one hour; varying the annealing temper-

ature directly correlates to a change in crystalline coherence length.[58] Silicon was

chosen as a substrate due to its predicted phase stability and chemical inertness with

MgO in this temperature range, suggesting the formation of clean interfaces with

no secondary phases during the deposition and annealing process;[164] furthermore,

the high thermal conductivity of silicon ensures maximum sensitivity to the thermal

conductivity of the MgO thin films in our TDTR measurements.

4.2.2 Structural Characterization

Phase purity and crystalline coherence lengths were characterized via X-ray diffrac-

tion (XRD) using a Philips X’Pert MPD with Cu Kα radiation in the Bragg-Brentano

geometry. As such, the diffraction vector is normal to the sample surface and the only

lattice planes to which we are collecting diffracted X-rays are those that are paral-

lel to the film surface (actually, parallel to the (001) planes of silicon, to which the
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instrument was aligned, but for all intents and purposes is parallel to the surface).

Therefore, crystallite dimensions to which this technique is sensitive are those normal

to the film surface – the same direction as thermal conductivity is measured. Crys-

talline coherence lengths were calculated using X-ray line broadening and Scherrer’s

formula.[165] All XRD measurements were conducted by Dr. Jon Ihlefeld and Dr.

Elizabeth Paisley at Sandia National Laboratories.

The surface roughnesses, thicknesses, and density of the annealed samples were

characterized using a combination of atomic force microscopy (AFM), X-ray reflec-

tivity (XRR) and variable-angle spectroscopy ellipsometry (VASE) by collaborators

at North Carolina State University, Dr. J.-P. Maria and Dr. Christopher Shelton.

Cross-sectional and plan-view microstructural images (Fig. 4.1(a-f)) were obtained

by scanning electron microscopy with an FEI Verios. Secondary electron images were

collected with an electron landing energy of 500 V and 2000 V stage bias. Aver-

age grain sizes were determined from the plan-view images using the linear intercept

method.[166] Additionally, 78 nm thick aluminum films were electron-beam evapo-

rated onto the samples for use as transducers in subsequent TDTR scans. The precise

aluminum film thicknesses were determined using both mechanical profilometry and

picosecond acoustic measurements during subsequent TDTR scans.[139,140]

As shown in the SEM images in Fig. 4.1(a-f), polycrystalline grains with colum-

nar morphology comprise the films. Figure 1g shows the coherent scattering lengths

of X-rays for the MgO samples processed between room temperature and 800◦C,

and reveals a trend of increasing length with post-deposition processing temperature,

similar to that reported previously in identically processed MgO thin films.[58] Scat-

tering lengths were calculated using the (200) MgO X-ray reflection; the measured

coherence lengths varied from 5.4 nm for the as-deposited sample to 19.5 nm for the

800◦C processed sample. Lattice parameters were also determined from (200) peak

position using the silicon (400) reflection as a reference for sample displacement error
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correction. Shown in Fig. 4.1(h), the lattice parameter is reduced with increasing co-

herence length. The data indicate that the higher the degree of crystalline perfection,

the more closely the lattice parameter approaches the accepted single crystal value of

4.21 Å.[167] In these fine crystallite size films, it is likely that disorder near surfaces,

defects, and grain boundaries gives rise to these expanded lattice parameters, as has

been suggested previously for fine-grained MgO.[168] SEM images of the sample se-

ries shown in Fig. 4.1(a-f) indicate that physical grain size, as defined by the distance

between well-defined grain boundaries, is constant among the sample series, where

the average grain size is 20.9 ± 1.3 nm, indicating that the varying crystalline coher-

ence length is not driven by grains separated by large angle boundaries. Additionally,

no obvious change in density or porosity was observed with annealing condition. No

statistically significant variation in film thickness was identified (average of measure-

ments from XRR and VASE, and listed in Table 4.1), further suggesting that film

density was constant among the sample series. However, increasing the annealing

temperature did lead to changes in the MgO surface roughnesses and the formation

of increasingly thick SiO2 layers between the MgO and silicon substrate with increased

temperature. More specifically, the MgO surface roughness increased from 2.8 ± 1.2

nm for as-sputtered samples to 9.3 ± 5.3 nm for the sample annealed at 800◦C (aver-

age of measurements from XRR, VASE and AFM, and listed in Table 4.1); also, we

detected an increasingly thick SiO2 layer between the MgO and silicon that grew to as

thick as 6.1 ± 1.2 nm after the 800◦C anneal (average of measurements from XRR and

VASE, and listed in Table 4.1). We note that the relatively large uncertainties in our

reported average values for SiO2 thicknesses could be indicative of the different sensi-

tives of XRR and VASE to this buried SiO2 film, as the uncertainties are determined

from the standard deviation among the data collected with each technique. Regard-

less, the temperature dependent variations in our samples were confined around the

top and bottom MgO film interfaces. Therefore, since the microstructural properties
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(g)  (h)    

Figure 4.1: SEM images for varying processing temperatures: (a) 25◦C, (b) 200◦C, (c)
400◦C, (d) 600◦C, (e) 800◦C; (f) cross-section for representative sample; (g) coherence
length as a function of temperature; (h) lattice parameter as a function of coherence
length. The SEM plan view images show that grain size and porosity are consistent
among all of the films, and the cross-sectional images show that all films are 80 nm
thick. The coherence length is found to vary in direct proportion to the processing
temperature. As the crystallinity increases, the measured lattice parameter decreases
and approaches the single crystal value intrinsic to MgO.
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Anneal MgO film MgO surface SiO2 layer
Temperature (◦C) thickness (nm) roughness (nm) roughness (nm)

N/A 84.0 ± 2.8 2.8 ± 1.1 native
200 78.9 ± 4.9 5.8 ± 3.4 3.8 ± 3.8
400 79.3 ± 3.5 4.7 ± 1.8 3.4 ± 3.1
600 83.6 ± 1.7 5.1 ± 2.3 3.5 ± 2.1
800 82.4 ± 1.6 9.3 ± 5.3 6.1 ± 1.2

Table 4.1: MgO film thickness (average of measurements made with XRR and VASE),
MgO surface roughness (average of measurements made with XRR, VASE and AFM),
and thickness of SiO2 layer between MgO and Si substrate (average of measurements
made with XRR and VASE). The uncertainty reported in these measurements rep-
resent the standard deviation among all the values determined from the different
techniques.

in the MgO films away from the film boundaries are comparable among all of the

films, this suggests that the only factor varying within the bulk of the film is the

crystalline coherence length, which has previously been verified.[58]

4.2.3 Thermal Measurements

The thermal conductivities of the MgO films were determined using TDTR by

fitting the data to a multi-layer thermal model described in detail in the litera-

ture.[114,118,128,131] Briefly, TDTR is a non-contact optical pump-probe technique

that uses a short-pulsed laser to both produce and monitor modulated heating events

on the surface of a sample. The laser output from a sub-picosecond oscillator is

separated into pump and probe paths, in which the relative optical path lengths

are adjusted with a mechanical delay stage. The pump path is modulated to cre-

ate a frequency dependent temperature variation on the surface of the sample, and

the in-phase and out-of-phase signals of the probe beam locked into the modulation

frequency of the pump were monitored with a lock-in amplifier. Prior to TDTR

measurements, the sample surfaces were coated with a thin aluminum film so that

the changes in reflectivity of the surfaces were indications of the change in tempera-

38



ture within the optical penetration depth of the aluminum; this change in reflectivity

is driven by the thermal properties of the MgO film, the silicon substrate, and the

thermal boundary conductances across the Al/MgO and MgO/Si interfaces. We as-

sume literature values for the heat capacities of the aluminum,[169] MgO,[170] and

silicon,[84] leaving the unknowns in our thermal models as the thermal boundary

conductances across the Al/MgO and MgO/Si interfaces (hK, Al/MgO and hK, MgO/Si,

respectively) and the thermal conductivity of the MgO film, κMgO.[114]

Typical TDTR analyses on thick films or substrates can analyze the ratio of the

in-phase to out-of-phase signals from the lock-in amplifier to determine the thermal

conductivity and thermal boundary conductance across the metal/sample interface

(assuming a relatively high thermal effusivity). However, in the case of our MgO

thin films, our TDTR measurements are also sensitive to the thermal boundary con-

ductance across the MgO/Si interface, even at relatively high modulation frequencies

(∼10 MHz). Therefore, we cannot use the ratio signal alone to measure the thermal

conductivity of the MgO since we cannot uniquely separate this from the two ther-

mal boundary conductances. To overcome this experimental limitation, we modify

our analysis approach by utilizing a combination of both the in-phase signal and the

ratio of the in-phase to out-of-phase components of the TDTR response in tandem.

The in-phase component of the lock-in frequency response is sensitive to the Al/MgO

interface during the first nanosecond of a TDTR scan, since the in-phase component

is related to the single pulse response in the time domain, as shown in Fig. 4.2(a).

Exploiting this sensitivity, we fit the data for the front-side boundary conductance

using the real component, then apply this value when using the ratio to fit for both

the back-side conductance and MgO thermal conductivity. As shown in Fig. 4.2(b),

the ratio is highly sensitive to the thermal conductivity of the MgO and the thermal

boundary conductance at the MgO/Si interface. While the ratio is only marginally

sensitive to the thermal boundary conductance across the Al/MgO interface, this
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sensitivity can vary based on the thermal conductivity of the MgO, which changes

by a factor of ∼3 among the films studied in this work. Therefore, this approach is

necessary to accurately measure the thermal conductivity of the MgO, while also eval-

uating the corresponding uncertainty in our measurements. We discuss this approach

in more detail, including sensitivity analyses in our previous work.[171]

Using this aforementioned analysis approach in an interactive fashion, we measure

hK, Al/MgO, hK, MgO/Si, and κMgO at a single TDTR scan at a single frequency. To en-

sure accuracy of this approach, we measure hK, Al/MgO, hK, MgO/Si, and κMgO at differ-

ent pump modulation frequencies. Our measured results of the thermal conductivities

and thermal boundary conductances are shown in Fig. 4.3(a) and (b), respectively,

for two representative samples (those with the largest and smallest coherence lengths:

800◦C annealed and as-deposited samples, respectively). We measured hK, MgO/Si to

be relatively constant across all the samples (∼200 – 300 MWm-2K-1), indicating

the negligible influence of the change in SiO2 thickness at the MgO/Si boundary on

hK, MgO/Si. We find no statistically significant and appreciable change in the thermal

conductivity or boundary conductances with varying frequency, indicating the robust

ability of our approach to measure the intrinsic thermal conductivity of thin films with

a single TDTR measurement at one modulation frequency when thermal boundary

conductance could influence the thermal response. This elucidates a unique analysis

procedure when using TDTR to measure the thermal properties of thin films. Our

reported uncertainties in the values reported for thermal conductivities and thermal

boundary conductances are determined by considering three different sources of error.

First, we calculate the standard deviation among the entire set of measurements for

each sample (multiple measurements on each sample). Second, we assume a ∼10% un-

certainty in the Al transducer film thickness. Finally, we determine a 95% confidence

interval for each measurement. We take the square root of the sum of the squares of

each deviation from the mean values resulting from these sources of uncertainties to
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Figure 4.2: Sensitivities of our thermal model for determining the thermal boundary
conductances across the Al/MgO and MgO/Si interfaces (hK, Al/MgO and hK, MgO/Si,
respectively) and the thermal conductivity of the MgO (κMgO) from analyzing the (a)
in-phase and (b) ratio of in-phase to out-of-phase TDTR data.

construct our error bars. We note that largest uncertainties in our reported values lie

in the samples with the highest thermal boundary conductances and highest thermal

conductivities. This is consistent with the fact that as the thermal conductivity of

the MgO thin films increase (or the interfaces conductances increase), and hence, the

corresponding thermal resistances decrease, our TDTR measurements become less

sensitive to these thermophysical properties. However, our reported values still lie

within a 95% confidence bound. Along these lines, it is worth noting that the appar-

ent observed frequency dependence in the thermal conductivity measurements of the

MgO samples with the maximum coherence length (Fig. 4.3(a)) are nearly constant

when considering our aforementioned confidence interval, and still only deviate ∼20%

about the mean; in other words, this fluctuation in our measured data for thermal

conductivity with frequency is not physical, but just an artifact of the sensitivity

of TDTR for measuring relatively thermally conductive thin films (i.e., films with

relatively low thermal resistance), especially when using lower pump modulation fre-

quencies where the thermal penetration depth is increased and therefore sampling

more of the underlying substrate relative to the thin film. However, as the coherence
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Figure 4.3: (a) Thermal conductivities and (b) thermal boundary conductances as a
function of modulation frequency. Analyzing the in-phase signal in tandem with the
ratio of the in-phase to out-of-phase signal, we find that, within a standard deviation,
the thermal conductivities and thermal boundary conductances for the maximum
and minimum coherence lengths are constant among varying modulation frequencies.
This is confirmation that our analysis technique enables us to determine hK, Al/MgO,
hK, MgO/Si, and κMgO from a single TDTR scan at any given modulation frequency.

length in the MgO thin film is decreased, and the thermal conductivity is lowered,

TDTR measurements are much more robust and sensitive in measuring thermal con-

ductivity, consistent with the relatively minor uncertainty associated with our fits.

4.3 Results and Discussion

Measuring the thermal conductivity as a function of crystallinity, we find that

thermal conductivity varies with the coherence length and plateaus as the crystalline

coherence length approaches the average grain size (20.9 ± 1.3 nm), as depicted in

Fig. 4.4. The thermal conductivity begins to plateau at larger crystalline coherence

lengths because the coherence length of these samples are ultimately limited by the

large angle grain boundaries. This is consistent with Matthiessen’s rule, which asserts

that the shortest phonon scattering length scale will dominate the average mean free

42



path. Therefore, the large reduction in the measured thermal conductivities of these

MgO samples compared to bulk single crystalline MgO (Ref. [172]) are due to the

grain boundaries for the largest coherence lengths and limited by various imperfec-

tions in the crystal as the coherence length is decreased. Because the film thickness,

density, grain size, and porosity are consistent among the sample series, the only factor

that changes in these polycrystalline films is the crystalline coherence length, further

supporting this observation of a transition from imperfection-limited thermal conduc-

tivity at small coherence lengths to grain boundary limited thermal conductivity at

the larger coherence lengths. We note that the surfaces of the MgO film are changing
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5
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W
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Figure 4.4: Thermal conductivity as a function of coherence length. The bulk value
for MgO given from Touloukian et al. is shown for comparison.[172] We observe an
increase in thermal conductivity with increasing crystalline coherence length, which is
ultimately limited by the grain size of the polycrystalline MgO films. The reduction
in crystalline coherence length leads to MgO samples with thermal conductivities
that are roughly a factor of 4 higher than the predicted minimum limit (Eq. 4.1), a
factor of 3 lower than the largest coherence length sample (limited by grain boundary
scattering, which remains constant for all coherence lengths), and a factor of 10 lower
than bulk MgO.[172]
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among the samples processed at different temperatures; as previously mentioned, with

increasing MgO processing temperature, the MgO surface becomes more rough and

the SiO2 layer between the MgO and silicon becomes thicker. However, we measure

an increasing thermal conductivity with increased temperature, which would imply

that the increased surface roughness and increase in SiO2 thickness, which would add

thermal resistance to the system, play only a minor role in our thermal conductivity

measurements of MgO compared to the changing crystalline coherence length. This

also gives further support to our data representing the intrinsic thermal conductivity

of the MgO, and our ability to separate the resistances at the MgO interfaces from

our reported values of κMgO.

To put the magnitude of the reduction in thermal conductivity due to the crys-

talline coherence length scales into perspective, we turn to the minimum limit to

thermal conductivity.[99] Assuming an isotropic solid, the minimum limit is given by

κmin =
~2

6π2kBT 2

∑
j

∫ ωc,j

0

τmin,j
ω4

vj

exp( ~ω
kBT

)(
exp( ~ω

kBT
)− 1

)2dω (4.1)

where κmin is the minimum thermal conductivity, j is the phonon polarization in-

dex, τmin is the minimum scattering time, ω is the angular frequency, ωc,j is the

cut-off frequency, and v j is the phonon group velocity. To evaluate Eq. 4.1 for this

material system, we use a Debye assumption with sound velocities of the acoustic

branches taken from the experimentally determined dispersion[70] in the [100] direc-

tion. While the lowest thermal conductivity sample is a factor of 4 higher than the

thermal conductivity predicted from the minimum limit, it is lower than the bulk

thermal conductivity by an order of magnitude.[172]

To confirm that this variation in thermal conductivity is due to the change in

crystalline coherence length, and not merely a result of changing lattice parameter,

we compare our experimental results to the Leibfried-Schlomann equation[173, 174]
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given by

κ =
βMaθ3

D

Tγ2
(4.2)

where β is a factor inversely related to γ (the Gruneisen parameter), M is the average

atomic mass, a is the lattice constant, θD is the Debye temperature, T is temperature,

and γ is the Gruneisen parameter[175] given by

γ2 =
a6

ω2

(
∂ω

∂(a3)

)2

(4.3)

We determine ∂ω/∂(a3) from the experimentally measured transverse optical frequen-

cies, which depend on unit cell volume[58] and scale the Debye temperature for each

film assuming θD, film = θD, lit(afilm/a lit). Through this analysis, we observe opposite

trends when comparing our experimental results to the predicted variation of thermal

conductivity due to lattice spacing. This implies that the change in lattice parameter

among the sample series is not responsible for the variation in thermal conductiv-

ity, rather, that defects responsible for the crystalline coherence are the driving force

impacting phonon scattering.

This demonstrates the ability to quantify the influence of defects on the phonon

thermal conductivity the crystalline coherence length of the crystal. This has the

advantage of offering limiting length scales for phonon transport in crystalline sys-

tem in which imperfections are difficult to characterize and/or model. For exam-

ple, using molecular dynamics simulations, Ni et al.[95] showed that localized strain

field, varying atomic spacing, and modifications to the intrinsic anharmonic phonon-

phonon interaction strength near defects, such as dislocation cores, must be accounted

for to properly model the phonon-lattice defect dynamics in the thermal conduc-

tivity. Unlike phonon-grain boundary and phonon-mass impurity-limited thermal

transport,[68,78,81,86,87,95,152,153] modeling these processes is not easily or accu-

rately feasible with simplified kinetic theory-type models, and therefore predictions of
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changes in thermal conductivity due to these imperfections can be daunting. However,

our work suggests that the characterization of a crystalline coherence length gives in-

sight to qualitatively compare changes in thermal conductivity of similar materials

with different degrees of crystalline imperfections.

As a final note, our experimental measurements in Fig. 4.3(b) show a relatively

negligible dependence of thermal boundary conductance with crystalline coherence

length of the MgO. We have previously observed that interfacial imperfections can

lead to changes in thermal boundary conductance.[103, 141] Given that we do not

observe any substantial structural changes at the surfaces of the MgO films, we would

not expect any changes in thermal boundary conductance, which is consistent with

our measurements of hK at each interface. Furthermore, it interesting to note that

the Al/MgO thermal boundary conductance is consistently lower than the MgO/Si

thermal boundary conductance regardless of the MgO crystalline coherence length.

While more work must be done that specifically focuses on the role of interface defects,

our results highlight the potential impact of our previously discussed TDTR analysis

to extract the thermal boundary conductance across thin films interfaces, and using

this to assess the role of changes in atomic-scale defects at material interfaces on

changes (or lack thereof) in thermal boundary conductance.

4.4 Summary

In conclusion, we have investigated the effects of crystallinity changes on thermal

conductivity of MgO thin films. We find a systematic increase in thermal conductivity

with increasing coherence length. Our thermal model, while sufficient for many other

material systems and phonon scattering processes, fails to account for this crystallinity

effect. This is consistent with previous studies, and implies that much more complex

modeling is necessary to understand the effects of dislocations on phonon scattering.
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Chapter 5

Density and Size Effects in

Amorphous Al2O3 and TiO2 Thin

Films

5.1 Introduction

Amorphous oxide thin films are ubiquitous in microelectronics and nanotechnolo-

gies, including use as dielectric and passivation layers in transistors,[46, 176] light

absorption layers in thin-film photovoltaics,[177] and chemically stable thermal iso-

lation layers in biological and electronic devices.[13, 178] Common techniques for

depositing these amorphous oxide thin films include ion beam, RF, and DC sput-

tering,[179–182] vacuum and reactive evaporation,[180, 181, 183] wet chemical pro-

cesses,[180] and chemical vapor deposition (CVD).[184–186] While all of these de-

position processes produce “amorphous” films, their mechanical[187] and transport

properties,[188, 189] including thermal conductivity, can vary considerably based on

differences in film density, impurity level, and short-range order.

Atomic layer deposition (ALD) is a chemical vapor deposition technique based
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on self-terminating, surface-limited gas-solid reactions.[44, 190–193] ALD is unique

among thin film deposition techniques because it can conformally coat complex three-

dimensional structures, precisely control film growth rate at sub-nanometer length-

scales, and systematically vary the atomic density of amorphous films.[194] ALD’s

intricate control over growth rates and atomic density of amorphous oxide films pro-

vides an opportunity to customize the electronic, optical, and thermal properties of

these materials. Here we investigate how the thermal conductivity of ALD grown

amorphous TiO2 and Al2O3 films depends upon atomic density and thickness.

While the thermal conductivity of inorganic, non-metallic amorphous thin films

has been the subject of a considerable number of experimental studies over the past

several decades,[147,176,179,181,195–213] there has been much less attention paid to

the thermal conductivity of amorphous films grown by ALD-techniques, specifically

targeting the role that deposition conditions can have on the resulting thermal con-

ductivity of the material.[102,191,214–218] In our previous work,[214] we have shown

the strong dependence that the chamber temperature during ALD-growth can have

on the thermal conductivity of ∼50 nm thick Al2O3 thin films via the atomic density

of the film varying by as much as ∼15% (resulting in a ∼35% change in thermal con-

ductivity). Clearly, this strong influence of growth temperature on atomic density

and thermal conductivity can also propagate additional thermal transport consider-

ations when varying the thickness, thereby introducing vibration-interface scattering

and subsequent thermal boundary resistances at the thin film boundaries. Given the

potential of precisely grown ALD thin films in a wide array of technologies, the inter-

play between atomic density and film thickness on the thermal conductivity of thin

films must be better understood.

ALD’s precision in controlling film thickness and density also affords the oppor-

tunity to systematically test the validity of various predictive models that have been

proposed for the thermal conductivity of amorphous systems. For example, many
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amorphous systems are proposed to follow the minimum limit model for thermal

conductivity.[61, 99, 219, 220] The minimum limit model only requires a knowledge

of the speed of sound and atomic density of the solid and has demonstrated good

agreement with many amorphous and other disordered systems with low thermal con-

ductivities.[221] However, for heterogeneous materials that have undergone changes

to their local atomic structure or a reduction in atomic density, this model fails to

adequately capture observed trends in thermal conductivity.[208, 214] Modifications

to this minimum limit model have been proposed to try and account for these defi-

ciencies.[206,214]

Our current work is thus motivated by these aforementioned voids in the un-

derstanding of both thermal properties of ALD-grown films and density effects on

thermal conductivity in amorphous systems. In this work, we study the role of depo-

sition conditions that vary density and film thickness on the thermal conductivity of

amorphous ALD grown TiO2 and Al2O3 thin films. By varying the temperature dur-

ing the ALD growth, the atomic density of the deposited film is controlled, as evident

by the changing optical properties. We measure the thermal conductivities of the

films with varying densities and film thicknesses with time-domain thermoreflectance

(TDTR). In general, we find that the thermal conductivity of these material sys-

tems is significantly reduced by decreasing atomic density. Furthermore, we find that

size effects do not significantly impact the intrinsic thermal conductivity at relatively

small thicknesses, which has been shown in other amorphous thin films.[214,222,223]

However, the overall resistance of the amorphous films and adjacent interfaces be-

comes dominated by the influence of the thermal boundary resistances as the film

thickness is reduced, as expected for purely diffusive thermal transport.

In addition to providing advances in the physics of thermal transport in amor-

phous structures and establishing metrics for ALD-grown thin films, our study further

advances the understanding of ALD-growth and thermal transport in the specific ma-
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terial systems studied in this work. In particular, amorphous alumina (a-Al2O3) and

titania (a-TiO2) are thermal insulators that are of interest to a wide array of the

technologies discussed above, since they can be deposited at low temperatures,[13,14]

are biologically stable,[13] and chemically inert.[13–18] In addition, a-TiO2 has been

studied for use as an optical coating and in sub-wavelength optical structures due to

its relatively high refractive index.[14,41–45] The refractive indices of a-Al2O3 and a-

TiO2 have been well studied and found to correlate with atomic density[214,224,225]

like other amorphous films.[145, 206, 221, 226, 227] This work provides clear relation-

ships among growth conditions, refractive index, and thermal conductivity for these

materials that will greatly aid in the development of material systems, technologies

and devices that rely on a-Al2O3 and a-TiO2.

5.2 Experimental Details

5.2.1 Atomic layer deposition for thin film growth

All of the samples studied in this work were fabricated by Dr. Mark Losego and

Brandon Piercy at the Georgia Institute of Technology.

Thin films of a-Al2O3 and a-TiO2 were deposited using a homebuilt hot-wall, flow-

tube ALD reactor controlled by a custom LabVIEW sequencing program. Trimethy-

laluminum (TMA) and titanium tetrachloride (TiCl4) were used as-received (Strem,

99%) as the metal precursors for Al2O3 and TiO2, respectively, with deionized water

as the oxidant. Ultra-high purity nitrogen (Airgas, 99.999%) was used as a carrier

gas. Silicon substrates (WRS, test grade) were air plasma-cleaned before deposition.

Depositions were conducted by repetitive sequencing of metal precursors (t1) and

oxidant (t3) doses separated by purge steps (t2, t4) in the order t1/t2/t3/t4 (all times

given in seconds). For Al2O3 depositions a 0.1/30/0.1/30 deposition sequence was

used to achieve a deposition rate of approximately 0.11 nm/cycle at all process tem-
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peratures (50 and 200◦C). For a-TiO2, two deposition processes were used in order

to calibrate the a-TiO2 growth rate at low temperatures. Initially, a sequence of

0.5/45/0.1/30 was used for 1000 cycles across the temperature range (38-100◦C), de-

positing films from 104-67 nm thick. Subsequently, films with target thicknesses of 50

nm were deposited at 38, 50, 75, and 100◦C, and films with target thicknesses of 10, 20,

30, and 40 nm were deposited at 50 and 100◦C. In this second series, different purge

durations were used to maintain characteristic ALD deposition rates between 0.05 and

0.07 nm/cycle such that above 100◦C, the sequence used was 0.5/45/0.1/30 while be-

low 100◦C the sequence used was 0.5/90/0.1/45. All film thicknesses and refractive

indexes were measured with spectroscopic ellipsometry (alpha-SE, J.A. Woollam Co.)

and fit using a Cauchy model.

5.2.2 Time-domain Thermoreflectance

To determine the thermal conductivity of our samples, we used time-domain

thermoreflectance (TDTR). TDTR and details of the corresponding analyses are

described elsewhere.[114, 128, 131] Briefly, TDTR is a non-contact, non-destructive

optical pump-probe technique that takes the output of a 80 MHz, 100 fs Ti:Sapph.

oscillator and energetically splits it into pump and probe paths. The pump beam

instigates a modulated heating event on the surface of the sample via an external

modulator (electro-optic modulator - EOM), while the probe is delayed in time using

a mechanical delay stage. After being delayed in time, the probe beam arrives at

the sample surface, is focused collinearly with the pump, and the probe’s reflection

is then monitored with photodiode directed to a lock-in amplifier that is triggered to

the frequency of the EOM (the pump beam heating event). In this work, we mod-

ulate the pump path between 3.72 and 12.2 MHz. We monitor the in-phase (V in)

and out-of-phase (V out) voltages recorded from the lock-in amplifier as a function of

pump-probe delay time, and analyze the ratio of these voltages (-V in/V out) to deter-
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mine the thermal conductivities of the films. Due to various optical components in

our experimental layout, the pulse width of the pump and probe is stretched by the

time it reaches the sample surface, yielding a cross-correlation of ∼700 fs. However,

the thermal conductivity of the amorphous film is determined over pump-probe delay

times of 100’s of picoseconds to nanoseconds, therefore, the precise pulse widths of

the sub-picosecond pulse is irrelevant.

The thermal conductivities of these amorphous thin films were determined using

a multi-layer thermal model fit to the ratio of the in-phase to out-of-phase voltages,

as described in the literature.[114, 131, 145] We assume literature values[84, 169] for

the heat capacities of each of the layers, and then scale the heat capacities of the

amorphous films proportionally to their reduced atomic densities. Additionally, we

determine the thermal conductivities of the substrates by measuring control samples

of silicon and quartz; these measured values are consistent with the literature.[172]

For our thickest films (∼50 nm), we are able to analyze our data using a three layer

model and directly measure the thermal conductivity. However, the thinner films

(∼10-40 nm for TiO2 and ∼2-20 nm for Al2O3) are thin enough that they are in a

regime where the film thermal conductivity cannot be isolated from the front-side

and back-side interfacial resistances, RAl/a-film and Ra-film/substrate, respectively.[151]

Therefore we determine an effective thermal conductivity, which contains both the

intrinsic thermal conductivity of the amorphous thin film and the boundary resis-

tances. The implications of this are discussed in the following section. We determine

the uncertainty in our measurements by considering two different sources. First, we

calculate the standard deviation among the entire set of measurements for each sam-

ple. Second, we determine the change in thermal conductivity due to perturbing the

aluminum transducer thickness by ±3 nm in our analysis. From this, we construct

our error bars by taking the square root of the sum of the squares of each source of

uncertainty.
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Figure 5.1: Sensitivity analyses of amorphous Al2O3 and TiO2 thin films for (a) a
two layer model for the thinnest films (∼1 nm); (b) a two layer model for thicker films
(∼30 nm); (c) a three layer model for ∼50 nm a-TiO2 on silicon; (d) a three layer
model for ∼50 nm a-Al2O3 on silicon.
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5.3 Results and Discussion

5.3.1 Thickness Dependence

The measured thermal resistances, R, and calculated effective thermal conduc-

tivities, κeff for the a-Al2O3 and a-TiO2 films are shown in Fig. 5.2. The effective

thermal conductivity is determined as κeff = d/R,[228] where d is the film thickness.

The a-Al2O3 films were deposited onto both silicon and quartz substrates, and the

measured thermal resistances of the a-Al2O3 films do not depend on the substrate.

This suggests that the thermal resistance that dominates these TDTR measurements

is not substrate dependent. Additionally, we observe a systematic increase in R (and

hence κeff) as a function of film thickness, which is consistent with previous studies

on the thermal properties of amorphous thin films. This has been attributed to the

increased influence of the thermal boundary resistances on the overall measured ther-

mal resistance as the film thickness decreases.[176, 222, 223, 228, 229] To gain more

insight into the relative roles of the intrinsic thermal conductivity of the thin films

and the influence of thermal boundary resistances on our TDTR measurements, we

fit our measured data to a series-resistor model, as described previously[176]. Here

the effective thermal conductivity is approximated by

κeff =
κi

1 + Rtotκi
d

(5.1)

where Rtot is the total thermal boundary resistance from both interfaces (Al/film and

film/substrate) and κi is the intrinsic thermal conductivity. Representative model fits

of Eq. 5.1 to the effective thermal conductivity data are shown in Fig. 5.2 (b) and

(d) for the a-TiO2 and a-Al2O3 films, respectively. From these fits, we determine

a thickness independent thermal conductivity of the amorphous films, the results of

which are presented in Tables 5.1 and 5.2. Furthermore, we estimate the thermal
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Figure 5.2: Measured thermal resistance, R, and calculated effective thermal conduc-
tivity, κeff = d/R, of these amorphous thin films. (a) and (b) show R and κeff for
a-TiO2 and (c) and (d) show R and κeff for a-Al2O3. The Al2O3 films were deposited
onto both silicon and quartz substrates, which are indicated in each plot as open and
closed circles, respectively. The dashed lines are fits to a series-resistor model, from
which we can determine an intrinsic thermal conductivity that is thickness indepen-
dent.
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Deposition 

Temperature (C) 

Amorphous film 

thickness (nm) 

Index of 

Refraction 

Atomic densities 

(1028m-3) 

a-TiO2 

κ (W m-1 K-1) 
     

38 50.8 ± 0.02 2.34 ± 0.05 6.92 1.20 ± 0.09 

 104.0 ± 0.02 2.35 ± 0.05 6.99 1.15 ± 0.08 

50  40 2.38 ± 0.01 7.18 1.2 ± 0.1 

 50.6 ± 0.1 2.38 ± 0.04 7.18 1.26 ± 0.08 

 93.1 ± 0.02 2.41 ± 0.05 7.37 1.26 ± 0.09 

75 50.1 ± 0.03 2.43 ± 0.05 7.50 1.47 ± 0.12 

 78.7 ± 0.01 2.46 ± 0.03 7.70 1.42 ± 0.1 

100  40 2.48 ± 0.02 7.83 1.3 ± 0.1 

 48.1 ± 0.1 2.47 ± 0.05 7.76 1.49 ± 0.13 

 67.8 ± 0.01 2.49 ± 0.04 7.89 1.48 ± 0.11 
 

 

 

 

Table 5.1: Amorphous TiO2 film thickness, growth temperature, refractive index,
calculated atomic densities, and measured thermal conductivity. The thermal con-
ductivities for the films ≤ 40 nm were determined from a series resistor model fit to
multiple samples of varying thicknesses (c.f., Fig. 5.2).

Deposition 

Temperature (C) 

Amorphous film 

thickness (nm) 

Index of 

Refraction 

Atomic densities 

(1028m-3) 

a-Al2O3 

κ (W m-1 K-1) 
     

50  20 1.60 ± 0.05 8.02 1.1 ± 0.1 

 50.6 ± 0.03 1.60 ± 0.05 8.02 1.05 ± 0.09 

200  20 1.66 ± 0.05 9.29 1.6 ± 0.2 

 59.7 ± 0.04 1.66 ± 0.05 9.29 1.63 ± 0.12 
 

Table 5.2: Amorphous Al2O3 film thickness, growth temperature, refractive index,
calculated atomic densities, and measured thermal conductivity. The thermal con-
ductivities for the films ≤ 40 nm were determined from a series resistor model fit to
multiple samples of varying thicknesses (c.f., Fig. 5.2).
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boundary resistances (conductances) as ∼10 m2KGW-1 (∼100 ± 10 MWm-2K-1) for

all sample sets, regardless of material, substrate, or deposition temperature. This is

reasonable given previous works which measured the thermal boundary conductance

across metal/non-metal interfaces,[104,109,230] however, we are relatively insensitive

to this boundary conductance due to the high thermal resistance from the amorphous

thin films. This is consistent with previous studies measuring similar materials.[176,

179] In addition, the lack of substrate dependence on R or κeff indicates that the

thermal resistance most likely originates from the metal/film interface and not from

the interface between the film and the substrate.

5.3.2 Density Effects

Figure 5.3 shows the measured thermal conductivity of the a-Al2O3 and a-TiO2

films due to the change in refractive index, which is directly correlated to atomic

density. We account for this effect in our analysis by scaling the heat capacity pro-

portionally to the change in refractive index. As previously reported,[214] we expect

no change in the longitudinal phonon velocity for the amorphous films in each sample

set. Additionally, all of these film thicknesses were held constant at 50 ± 5 nm to

negate any length scale effects. Accounting for all of these factors, we observe an

increase in thermal conductivity with film density. This is reasonable given previous

studies investigating the effects of reduced atomic density of the thermal conductivity

of amorphous films.[206,208,214,226]

To put the reduction in thermal conductivity due to the atomic density into per-

spective, we turn to the minimum limit to thermal conductivity.[99] This model has

served as a baseline for comparing experimental data of amorphous systems for several
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Figure 5.3: Thermal conductivity of both a-Al2O3 and a-TiO2 as a function of re-
fractive index, which directly corresponds to the atomic density. The film thickness
across these samples was held constant, at 50 ± 5 nm. We account for the reduced
heat capacity due to the change in density in our analysis and do not expect a change
in the longitudinal phonon velocity, as shown in Gorham et. al.[214] Because of this,
the data indicate that the strong density dependence of the thermal conductivity is
an intrinsic property of amorphous Al2O3 and TiO2.

decades. The minimum limit is given by

κmin =
~2

6π2kBT 2

∑
j

∫ ωc,j

0

τmin,j
ω4

vj

exp( ~ω
kBT

)(
exp( ~ω

kBT
)− 1

)2dω (5.2)

where κmin is the minimum thermal conductivity, j is the phonon polarization index,

τmin is the minimum scattering time, ω is the angular frequency, ωc,j is the cut-off

frequency, and v j is the phonon group velocity. To evaluate Eq. 5.2 for our amorphous

films, we take the longitudinal and transverse sound speeds for a-Al2O3 and a-TiO2

from Ref. [214] and [231], respectively. Additionally, we use n = 116.6 nm-3 for

the atomic density of Al2O3 and n = 97.2 nm-3 for TiO2 in calculating the cut-off

frequencies (where ωc,j = v j(6π
2n)1/3). Our calculations of the minimum thermal
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conductivity for a-Al2O3 and a-TiO2 are shown in Fig. 5.4(a) and (b) as solid lines,

and are consistent with the measured data for higher atomic densities (approaching

bulk). However, the minimum limit over-predicts the thermal conductivity for lower

atomic densities; instead, to account for density effects, we turn to a differential

effective-medium (DEM) approximation,[206,232] which attempts to describe thermal

properties in heterogeneous materials by considering a common “effective” medium

between, in our case, the solid atoms and the additional “space” between the atoms

(i.e., assumed here as vacuum). This model proposes that thermal conductivity scales

with atomic density and is given by

κmin = κ(
n

nbulk
)
3
2

(5.3)

For the a-TiO2 films, we take κ as either 1.49 Wm-1K-1 from the maximum thermal

conductivity measured in our film series or as the minimum limit calculated by Eq. 5.2;

we assume nbulk as 7.88 x 1028 atoms m-3, which again corresponds to our highest

density a-TiO2 film. Based on earlier work relating the refractive index of a-TiO2

to its density[183], we determine the atomic density according to n = 3N A(2.86ñ –

3.63)/M, where ñ is the refractive index measured at 550 nm, N A is Avogadro’s num-

ber, and M is the molecular weight. For a-Al2O3, we take κ as either the calculated

minimum limit or as 1.68 Wm-1K-1, the maximum thermal conductivity of a-Al2O3

that we measure; nbulk as 9.25 x 1028 atoms m-3, which corresponds to our high-

est density film; and n = 5N A(7.174ñ – 8.76)/M, which is consistent with previous

work studying density effects in amorphous alumina thin films.[214] We choose nbulk

and κ as the highest atomic density and thermal conductivity that we measure in

each sample set to effectively normalize the data and better understand the observed

trends.

Both DEM-based approximations are shown in Fig. 5.4(a) and (b) for a-TiO2 and
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Figure 5.4: Normalized thermal conductivity of the (a) a-TiO2 and (b) a-Al2O3

films as a function of normalized atomic density. The minimum limit is shown in
dashed lines, the DEM approximation in dotted lines, and the DEM modified with
the minimum limit in dashed lines. Normalizing the data provides better comparison
with the various models. The minimum limit agrees somewhat with the higher density
films, but fails to adequately describe the trends in thermal conductivity due to
changes in density. In contrast, the DEM-based approximations agree much better
with the data, and the minimum limit modified DEM model closely matches the
trends. Additionally, we observe no size effects on the thermal conductivity of a-
TiO2 for films thicker than ∼50 nm, as apparent from the general trends in thermal
conductivity scaling with atomic density regardless of the film thickness (ranging from
∼50–100 nm). All a-Al2O3 films shown in (b) have thicknesses of 50 ± 5 nm.
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a-Al2O3, respectively, taking κ as either the calculated minimum limit (dashed lines)

or as the measured value of the highest density film (dotted lines). Compared to the

minimum limit prediction, the DEM exhibits much better agreement with the mea-

sured thermal conductivity data, and this approximation modified with the minimum

limit predicts the trends in the experimental data particularly well. This approach is

convenient because it requires only knowledge of sound velocity and atomic density,

where the DEM calculation additionally involves knowledge of the thermal conduc-

tivity of the fully dense phase of the amorphous material. Previous reports have

found similar agreement using this model to study low thermal conductivity materi-

als,[208, 214] suggesting that this is a promising approach for predicting the thermal

properties of amorphous thin films.

To further investigate the interplay between atomic density and film thickness,

we examine a series of a-TiO2 films in which both material parameters are varied.

The thermal conductivity of these films of varying film thickness (∼50-100 nm) is

shown in Fig. 5.4(a). The data indicate that for amorphous films thicker than ∼50

nm, the thickness contributes negligibly to thermal conductivity: within our uncer-

tainty, we observe no change in κ due to film thickness, rather, the change in thermal

conductivity is driven by the variation in atomic density.

5.4 Summary

In summary, we have measured the thermal conductivity of ALD-grown amor-

phous Al2O3 and TiO2 thin films of varying film thicknesses and densities. For films

less than ∼50 nm, we measure an effective thermal conductivity which decreases with

reduced film thickness. This is attributed to the increased effect of thermal bound-

ary resistances with decreasing thickness. We determine a thickness- and substrate-

independent intrinsic thermal conductivity using a series-resistor model and find that
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our fitted values agree well with the literature. For films greater than ∼50 nm, there

is no significant dependence on film thickness or substrate. We measure the ther-

mal conductivity due to a reduction in atomic density and observe a proportional

relation. The density dependence of thermal conductivity of these amorphous films

is well described by a differential effective medium approximation that is modified

by a minimum limit model. We observe similar trends in both for a-Al2O3 and a-

TiO2, suggesting that the dependence of thermal conductivity on atomic density is

an intrinsic property of amorphous thin films.
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Chapter 6

Conclusions

6.1 Summary

Continuing advances in the technology of electronic devices makes it critical to un-

derstand thermal transport in the constituent materials. In particular, understanding

the role that disorder and defects play on thermal conductivity is crucial to thermal

management and device engineering. While near-perfect materials can be fabricated,

this is often expensive and inefficient. Realistically, most of the materials that are

suitable for use as constituents in devices will be prone to defects or even complete

disorder; this should not be considered a flaw, but rather, an opportunity to take ad-

vantage of these mechanisms and cleverly engineer materials with the desired thermal

properties.

In summary, Chapter 1 provided the motivation behind this work and described

applications for which my research has particular relevance.

In Chapter 2, the various types of defects often present in materials were de-

scribed, and the basic concepts behind phonon scattering and thermal conductivity

were presented.

Chapter 3 discussed time-domain thermoreflectance (TDTR), the main experi-
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ment used to measure the thermal properties of the thin films studied in this thesis.

The two variants—two color and two tint—were described and the importance of

consistently measuring calibration samples as a metric for TDTR testing was empha-

sized.

In Chapter 4, the role of crystalline coherence length on thermal conductivity in

MgO thin films was presented. We observe a direct correlation between coherence

length—the length scale governed by defects and dislocations in a material—and

thermal conductivity, implying that these defects have a significant impact on phonon

scattering.

Chapter 5 discussed density and length scale effects in amorphous Al2O3 and TiO2

thin films. In the films less than ≤ 40 nm, the thermal resistance decreases as the film

thickness is reduced, which is attributed to the increased influence of the interfaces

with decreasing film thickness. In films ≥ 50 nm, the thermal conductivity is directly

correlated to an increase in atomic density regardless of film thickness.

While limited, the scope of this work provides insight into the role that disorder

plays on thermal conductivity and will hopefully motivate future studies to further

investigate these mechanisms.

6.2 Future Work

There are several ideas and projects that could arise from the results presented

here. The MgO work experimentally demonstrates the influence of defects and dislo-

cations on the thermal conductivity of thin films, but does not contain the rigorous

characterization necessary to quantify the density of defects and dislocations present

in these thin films. Coupling in-depth characterization with a more thorough model

could lend insight into the physics behind phonon interactions with point and line de-

fects. Additionally, it would be intriguing to explore the idea of thermal rectification,
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that is, altering the heat flow depending on the direction of measurement. A material

engineered to contain a gradient of dislocations throughout the film thickness might

scatter phonons preferentially depending on whether the flow of heat occurs from top

to bottom or vice versa; this would manifest as a different experimentally-determined

value of cross-plane thermal conductivity when measured from either direction.

While amorphous films possess no long-range order, thorough characterization

could indicate the degree of short-range order. Pairing this with thermal conductiv-

ity measurements could offer insight into the different mechanisms that arise with

varying degrees of short-range ordering in amorphous films. In addition, it would be

interesting to determine whether thermal conductivity could be used as a metric for

gaging the crystallinity of a thin film. For instance, during ALD growth, oxide thin

films are no longer amorphous if deposited above a certain threshold temperature; if

this amorphous-to-crystalline transition corresponds to an abrupt change in κ, this

could point to the use of thermal conductivity measurements (particularly via TDTR,

given its relatively high throughput) as a quick and efficient method for evaluating a

film’s crystallinity.
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