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Introduction

A crossmodal (CM) correspondence is an enduring association between two stimulus features in different
sense modalities in which the presence of a stimulus from one dimension can affect the way an individual per-
ceives or responds to a stimulus from the other (Spence & Parise, 2012). For example, in matching experiments,
participants are more likely to match brighter visual stimuli with louder auditory stimuli, and speeded classifica-
tion tasks have found a consistent RT advantage for compound stimuli that match brighter and louder components
together (Marks, 1987, 1989).

Speeded classification tasks, where participants are instructed to classify a random compound stimulus based
on only one of its two components, are one of the more popular ways to test CM correspondences (e.g., Evans &
Treisman, 2010; Gallace & Spence, 2006; Gebuis & van der Smagt, 2011; Marks, 1987). In a brightness–loudness
experiment, participants would be shown a compound stimulus made up of a randomly selected pair of visual and
auditory components, and instructed to classify the stimulus based on only one of the two stimulus dimensions. If
a correspondence exists, participants are faster at sorting stimuli based on a single dimension on trials where both
stimulus components match.

However, while speeded classification tasks are useful in identifying which correspondences exist, they do
not provide much insight into how CM correspondences operate. Because speeded classification tasks provide a
limited amount of data, they cannot answer the question of whether changes in RT stem from genuine crossmodal
influences on the perceptual process, a change in response strategies, or both. While the majority of theoretical
work on CM correspondences assume that they influence processes related to the perception of the stimulus
components, rather than affecting the individuals’ decision strategies (De Gelder & Bertelson, 2003; Spence,
2011), the literature is far from unanimous (Marks, Ben-Artzi, & Lakatos, 2003). The lack of data on this critical
point impedes any attempt to offer a comprehensive theory about what correspondences are and why they exist.

An alternative is General Recognition Theory (GRT, Ashby & Townsend, 1986), a multivariate extension
of Signal Detection Theory (SDT, Green & Swets, 1966; Macmillan & Creelman, 2004), which provides the
theoretical framework to separately model both perceptual- and decision-level effects. The GRT model describes
a 2 × 2 classification task as a two-stage process, describing both the extent to which the stimulus dimensions
interact as they are being perceived, as well as the decision rules that determine which response is chosen. By
separately modeling perceptual and response-level effects in the analysis, GRT can directly address the question
of at what stage crossmodal effects take place, as well as providing a description of how these effects influence
the responses made by participants.

GRT defines two types of perceptual-level interactions and one decision-level interaction which can be identi-
fied with a standard 2× 2 GRT experiment. Perceptual integrality, as defined by GRT, describes a situation where
two stimulus dimensions interact in such a way that the mean perceived value of a stimulus dimension, or the vari-
ability of this value over repeated presentations, changes as a function of the other stimulus dimension (Ashby &
Townsend, 1986; Soto, Vucovich, Musgrave, & Ashby, 2015). Perceptual independence describes the relationship
between stimulus noise across the two dimensions; like SDT, GRT assumes that perception is inherently noisy,
and that there will always be some degree of perceptual noise associated with the process (Ashby & Soto, 2014;
Ashby & Townsend, 1986; Green & Swets, 1966). The question of perceptual independence refers to whether
the perceptual noise values in each dimension are statistically independent; when perceptual independence does
not hold, the two noise components are not statistically independent which reveals an interaction between the
stimulus dimensions at the perceptual level (Ashby & Townsend, 1986). The ability to detect if either of these
perceptual-level interactions exist for CM correspondences would fill a gap in the CM literature.

At the decision level, GRT models a participant’s response strategy as a pair of decision rules, one for each
dimension. If decisional separability holds for both stimulus dimensions, then the participant’s response for each
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dimension is based solely on his or her perception of that dimension’s stimulus component, e.g., in a brightness–
loudness experiment, the decision between a “bright” or “dim” response is based only on the perceived level of
brightness, and not on how loud the auditory component is perceived to be. For example, if decisional separability
does not hold for brightness, a participant may be more willing to make a “bright” response when the auditory
component is loud rather than soft, or vice versa. It is important to note is that while perceptual separability and
independence are considered to be enduring traits, decisional separability reflects the strategy employed for the
task at hand, and so there is no expectation that it would generalize to other contexts (De Gelder & Bertelson,
2003; Soto et al., 2015; for those who are interested, a more thorough explanation of the methods and analyses of
GRT is given in the Appendix).

GRT experiments also make it possible to measure the discriminability of compound stimuli, which can be
used to evaluate the idea that CM correspondences represent an adaptive strategy. Some researchers hypothesize
that CM correspondences have ecological value by allowing an organism to improve perceptual performance by
taking advantage of multiple redundant sources of information (De Gelder & Bertelson, 2003; Spence, 2011).
However, actual tests of CM congruency and discriminability have been scarce (e.g., Chen & Spence, 2010;
Sanabria, Spence, & Soto-Faraco, 2007), and the majority of CM studies do not address this topic. As GRT
is an extension of SDT (Ashby & Townsend, 1986; Green & Swets, 1966; Macmillan & Creelman, 2004), the
sensitivity statistic (d′) from SDT can be adapted to measure the discriminability of two compound stimuli. By
adopting the GRT experimental design, the relationship between perceptual sensitivity and CM congruency can
be evaluated for each correspondence tested, without the need to collect additional data.

The richer dataset generated by GRT experiments also makes it possible to identify what features are common
to some or all CM correspondences, and whether attempts to define certain subtypes of correspondences are
supported by empirical data. The most well-developed theoretical taxonomy of CM correspondences comes
from Spence (2011); in his paper, Spence (2011) groups correspondences into three non-exclusive categories
based on both the characteristics of the stimulus dimensions and of the perceptual system, and describes how
these characteristics may give rise to various crossmodal correspondences. The first category is Statistical, which
describes correspondences that appear to be reflections of naturally occurring statistical regularities from the
environment. Correspondences in this category are the most likely to be advantageous to the organism, as they
represent a strategy to account for reliable patterns in multimodal stimuli in the external world. The second
category is Structural, which describes pairs of stimuli that become associated due to shared neural pathways or
other innate connections in the brain. This category would contain the correspondences which appear to be based
on magnitude (Spence, 2011; Walsh, 2003). The third category is Semantic, which refers to pairs of stimulus
dimensions that are related due to common verbal descriptors or conceptual associations. Correspondences of this
type are thought not to be associated with one another at the perceptual level, but still show a congruency effect
because their semantic associations can influence response strategies.

While Spence’s taxonomy provides a way to organize the wide range of disparate experimental results and
methodologies, it has not been subject to a proper empirical test. To some extent, this is likely due to the lim-
itations of the methodologies used in the field: speeded classification experiments do not provide enough data
to distinguish between different types of correspondences. The same can be said for the majority of published
research, where the goal is to demonstrate that a given correspondence exists, rather than investigate how it be-
haves. Because the GRT paradigm produces a richer set of data, Spence’s theoretical divisions can be compared
to patterns that appear in the results; if the results show patterns that match Spence’s categories, it would support
the classification scheme he has developed.
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Brightness–Loudness

The first experiment tests the correspondence between visual brightness and auditory loudness. The link be-
tween brighter objects and louder tones in a speeded classification task is well established (Marks, 1987), and
appears to be a prototypical magnitude-based correspondence (Gallace & Spence, 2006; Marks, 1987, 1989;
Spence, 2011). This makes this correspondence ideal for testing with GRT: the correspondence has strong empir-
ical support, a clear rationale for why this correspondence exists, and the correspondence is unlikely to be caused
by language-based associations.

Additionally, this experiment will test whether this correspondence produces an increase in discriminability
for congruent compound stimuli. The presence of a correspondence, regardless of type, does not necessarily
imply an increase in perceptual sensitivity and unlike the size–loudness or size–pitch correspondences, there is no
regularly occurring association between brightness and loudness in the environment, and so there is no ecological
reason for a congruency advantage to be present. However, if a relationship between crossmodal congruency and
perceptual sensitivity exists, it should appear in the results of the sensitivity analysis.

Methods

All seven experiments follow the same 2 × 2 classification task template; the first experiment is described in
detail and subsequent experiments are presented in an abbreviated format.

Participants. Participants were recruited from a pool of undergraduates at a large research university and
participated for course credit. Participants who were unable to complete at least 75% of the total number of trials
were dropped from the analysis. Additionally, participants who did not perform with sufficient accuracy (defined
as having an overall accuracy rate above 45%) were removed.

Outlier detection was done with the individual differences measures from the GRT-wIND analysis (GRT-with
Individual Differences, a type of GRT analysis that estimates several individual difference parameters, including a
pair of decision bounds for each participant; Soto et al., 2015). When individual decision bound parameters were
estimated for each participant, some participants showed a clear deviation from the rest of the sample (Figure 1 is
a plot of the decision bound slopes for the loudness dimension using the unfiltered data). These deviations could
be the result of at least one of two factors: either these participants were using an unusual strategy throughout the
task or there was insufficient data to correctly estimate the response strategy they used. The criterion for removal
was for participants with a decision bound slope estimate that was more than three median absolute deviations
(MADs) from the median slope. For all but one experiment, this produced no substantive change in the findings,
and the exception is noted in the appropriate section.

Data were collected from 67 participants. Three individuals were removed for not completing enough trials,
and eight were removed for insufficient overall task accuracy, leaving a sample of 56 participants. Four par-
ticipants had decision bound slope estimates more than three MADs from the median and were excluded (one
participant was excluded based on the brightness decision bound slope, the other three were removed because of
their loudness decision bound slopes), producing a final sample of 52: 21 men, 31 women; median age was 18.

Stimuli. In this experiment, stimulus values were not fixed from trial to trial. Stimulus values for each
dimension were generated by sampling from a normal Gaussian distribution with one of two mean values and
a set standard deviation, following the methods used in Ashby and Gott (1988) and Ashby and Maddox (1990).
This generated stimuli with a range of possible values for each level of the stimulus dimension.

The advantage to intentionally adding jitter to the stimuli is that it allows for the discriminability of the stimuli
to be manipulated, as increasing or decreasing the amount of variance in the stimuli would make the task more
or less difficult. This method can ensure that all stimulus dimensions are relatively equal in discriminability; if
classifying one stimulus dimension is much easier than the other, that could artificially induce an asymmetrical
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Figure 1. A diagram of the loudness decision bound slope estimates from the brightness–loudness experiment.
Three individuals clearly deviate from the rest of the sample (and are labelled with an asterisk).

pattern of integrality, regardless of actual relationship between the two dimensions (Algom & Fitousi, 2016;
Garner, 1983). Additionally, the stimulus jitter meant that individual stimuli needed to be evaluated, as opposed
to recognized, on every trial, so participants remained focused throughout the experiment.

The parameters of the visual and audio components of the compound stimuli are described in a separate
section.

Apparatus. The experiments were carried out on Apple Mac mini computers running Matlab version R2012b
(MATLAB, 2012). Each computer was equipped with a 19-inch LCD flatscreen computer monitor and Sennheiser
HD 555 headphones. The experimental program was written using Psychtoolbox–3 (Brainard, 1997; Kleiner,
Brainard, & Pelli, 2007; Pelli, 1997).

Task. An experimental session consisted of 12 blocks of 50 trials each (following the example of Soto et al.,
2015). On each trial, one of the four stimulus categories was selected and a pair of stimulus values were generated
to create a new compound stimulus. All four stimulus categories were equally likely to appear on any given trial,
and the particular stimulus values for each component were chosen randomly, so there was no overall correlation
between the values on the two stimulus dimensions.

The flow of each trial was adapted from Soto et al. (2015). Each trial began with a fixation cross, which
remained on screen until the participant pressed the spacebar. Then the cross was removed and the screen was
left blank for 500 ms, after which the stimulus was displayed for a brief interval (16.66 ms, which is the duration
of a single frame on a 60 Hz monitor), before the stimulus was removed; the screen then remained blank until a
response was made. Stimuli were not masked after presentation; masks are not often used in GRT experiments
(e.g., Ashby & Gott, 1988; Ashby & Maddox, 1990; Soto et al., 2015) and were not used here to ensure that the
results would be compatible with previous research. The participant then pressed one of four keys (D, F, J, or K)
to indicate which of the four types of compound stimuli he or she believed was presented on that trial. After the
response was made, participants received feedback indicating if their response was correct or incorrect for 500ms,
and the next trial began.
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Procedure. The experiment began with an explanation of experimental task, after which each participant
was placed in a separate room to begin the experiment. The first screen of the experiment program described
which keys were associated with which stimulus categories (as this was randomized between subjects). The
experiment was self-paced, and participants typically finished in 45 to 50 minutes.

Results

GRT is intended to model the behavior of expert classifiers (Ashby & Soto, 2014; Ashby & Townsend, 1986;
Soto et al., 2015); therefore, before analyzing the data, it is necessary to remove trials where participants are still
learning the task and any mistakes that are made may be unrelated to perceptual processes. This was done with
a similar method to what was used in Soto et al. (2015): a series of generalized linear models (GLMs) were fit
to 100-trial moving windows in each participant’s data using correct/incorrect as the outcome variable (creating
501 windows for a 600-trial data set). Then, the slopes of the GLMs were compared to determine where task
performance leveled off, which was used to separate the initial learning curve from trials after participants had
mastered the task. When 50 consecutive GLMs had a mean slope of less than 0.001, the beginning of that set was
designated as the first trial to be included and all subsequent trials were retained to make that individual’s filtered
data set (the typical number of trials removed with this procedure was around 150, similar to the number from
Soto et al., 2015).

Fitting a GRT-wIND model and testing for perceptual separability, perceptual independence, and decisional
separability can be done in R with the grtools package (R Core Team, 2014; Soto & Zheng, 2016; Soto, Zheng,
Fonseca, & Ashby, 2016; a general overview of GRT, as well as the specifics of the GRT-wIND analysis, are
covered in greater detail in the Appendix). The model was fit using the grt_wind_fit_parallel() function with
200 repetitions (i.e., the model is fit 200 times and the function returns the parameters of the model with the best
fit). Once the model was fit, tests of perceptual separability, etc., were carried out via the lr_test() function (with
a nreps value of 50, i.e., repeating the model fitting procedure 50 times to find the best fit). This function fits
another set of models with various constraints in place; for example, constraining the first stimulus dimension
to show perceptual separability and rerunning the model to determine if this produces a significant reduction in
model fit.1

Accuracy. After filtering, the median number of completed trials was 507 per participant. Median overall
accuracy for all participants was 60.10%. Accuracy for congruent and incongruent stimuli were similar (62.62%
and 59.66%, respectively). Looking at accuracy by stimulus dimension, participants made the correct response
with regard to the brightness component 80.70% of the time. Participants performed similarly on the loudness
dimension, making a correct response with regard to loudness 75.69% of the time.

Perceptual Separability. The analysis (the full model is plotted in Fig. 2) indicated an asymmetrical pattern
of integrality. Brightness was perceptually separable from loudness, χ2(4) = 4.13, p = 0.389, but loudness was
integral with brightness, χ2(4) = 12.74, p = 0.013. The mean values appeared largely stable, e.g., the mean
perceptual value for a dim stimulus was roughly the same on the brightness dimension across both levels of
loudness; this held true for both stimulus dimensions. The evidence for integrality appears mostly in the variances
of the stimulus distributions. The distributions’ variances in the brightness dimension appeared largely stable
between levels of loudness (as one would expect given that it is perceptually separable), but the variances in the
loudness dimension showed a large degree of change across different levels of brightness, indicating that the level
of brightness influences the amount of variability in the perception of loudness.

1As an additional note, tests of perceptual separability, etc., are carried out one at a time, which has some potential implications for
the results (see the Appendix for more details).
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Figure 2. The results of the GRT-wIND analysis for brightness–loudness. For grtools plots, the main plot displays
a representation of the participants’ common perceptual space; in this experiment, the congruent compound stim-
uli are represented by the distributions in the bottom left and top right. The figure also includes diagrams of the
marginal distributions, and the plot in the bottom left illustrates the relationship between expected and observed
probabilities — no overall pattern indicates that there are no trends in the data not captured by the model.

Perceptual Independence. Table 1 shows the correlations between the perceptual values for brightness
and loudness for each compound stimulus. Results indicated that perceptual independence does not hold overall,
χ2(4) = 29.41, p < 0.001. The correlations for incongruent stimuli (top left and bottom right) were both negative,
and greater in magnitude than those for the congruent stimuli. The negative correlations suggest that for an
incongruent compound stimulus, the more the visual element is perceived as being relatively brighter, the more
likely the auditory component is to be perceived as relatively softer, suggesting that the perceptual noise present
for incongruent stimuli was itself at odds with the direction of the CM correspondence.

Decisional Separability. Tests of decisional separability indicated that it does not hold for either brightness,
χ2(52) = 159.94, p < 0.001, or loudness, χ2(52) = 172.37, p < 0.001. Participants did not uniformly use
unbiased decision rules for either dimension: their criteria for selecting a response for the brightness component
of the stimulus was influenced by both brightness and loudness information, and the same was true for selecting
a loudness response.
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Table 1
Correlations Between Stimulus Dimensions for Each Compound Stimulus

Dim Bright

Loud −0.21 0.07
Soft −0.01 −0.10
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Figure 3. The distribution of slope estimates for the
brightness decision bounds. The mean slope value is
indicated by a red line.
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pe

Figure 4. The distribution of slope estimates for the
loudness decision bounds. The mean slope value is
indicated by a red line.

The participants’ collective brightness decision bounds included slopes that were both positive and negative
(the values are shown in Fig. 3), but the mean slope value was statistically significantly greater than zero, m =
0.04, 95% CI: [0.002, 0.07]. This positive slope indicates a decisional bias against classifying something as one
of the two congruent stimuli, as the louder the tone is perceived to be, the less likely the participant is to classify
the visual component as bright.

The decision bounds for loudness (shown in Fig. 4) likewise included both positive and negative slopes, but
had a negative mean slope, m = −0.09, 95% CI: [−0.14, −0.05]. The negative mean slope indicates that the
majority of participants were biased in favor of choosing a congruent response when selecting a response for
the loudness component, as brighter perceived values of the visual element increased participants’ likelihood of
responding “loud.”

Sensitivity Measures. Perceptual sensitivity was measured with a bivariate adaptation of SDT’s d′ statistic.
d′ is a measure of the distance between two stimulus distributions scaled by the distributions’ variance; here, it
is defined as the mean Mahalanobis distance between two perceptual distributions (a detailed description of how
this was calculated is in the Appendix).
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The mean congruency advantage (i.e., the ratio of congruent d′ over incongruent d′) for all participants was
d′ratio = 1.23. A bootstrap simulation with 200 repetitions was carried out to determine if the congruency advan-
tage was significantly greater than 1.0; the results gave a 95% confidence interval of [1.07, 1.31], indicating that
participants were significantly more sensitive to differences between congruent stimuli compared to incongruent
stimuli (the distribution of bootstrapped d′ratio values is shown in Fig. 5).

This analysis was repeated for the brightness and loudness components of the compound stimuli. The mean
congruency advantage for the brightness component was d′ratio = 1.08, 95% CI: [0.76, 1.29], indicating that
participants were not more sensitive to differences in brightness when the auditory component was congruent.
For the loudness component, the mean congruency advantage was d′ratio = 1.28, 95% CI: [0.97, 1.70], which
also indicates that there was no advantage for the loudness component when it appeared alongside a congruent
brightness component.

Discussion

The key finding from this study is that there is an association between brightness and loudness that occurs
at the perceptual level, before decision-level processes take place. The findings describe a pattern of integrality
between brightness and loudness, albeit an asymmetrical pattern where only the loudness dimension is integral,
which demonstrates an early interaction between the two dimensions. Additionally, the analysis of perceptual
independence demonstrates an early effect of stimulus congruence, as incongruent compound stimuli showed
moderately sized negative correlations between levels of perceptual noise — a pattern which is also found in all
subsequent experiments.

The analysis of perceptual sensitivity shows that crossmodal congruency does produce an improvement in
participants’ ability to distinguish between compound stimuli that differ on both stimulus dimensions, though this
advantage only exists for the compound stimuli as a whole and not their components. These results generally
support claims the CM correspondences have some degree of ecological utility (Chen & Spence, 2010; De Gelder
& Bertelson, 2003; Spence, 2011), though some of the experiments discussed later in this paper have differing
results.
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Figure 5. A diagram showing the results of the bootstrap simulation. The solid blue line shows the median
congruency advantage for all simulations and can be compared to the red line, which marks the point where no
congruency advantage would exist. The dashed blue lines show the 95% confidence interval around the boot-
strapped median.
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Brightness–Pitch

This experiment examines the correspondence between brightness and auditory pitch, which links brighter
stimuli and higher pitched tones (Marks, 1987, 1989). Brightness–pitch is representative of a second type of
crossmodal correspondence, one in which the association between the two dimensions cannot be expressed in
terms of linking one form of magnitude to another. Brightness and loudness are both prothetic dimensions,
meaning changes in stimulus value can be understood as a change in degree (i.e., that stimuli can be thought of as
having more brightness or more loudness), but this puts them at odds with metathetic dimensions such as pitch,
where different values are perceived as a different type rather than a different amount (Spence, 2011; Stevens,
1957).

The results will be valuable as a comparison to the results of the brightness–loudness experiment. Both cor-
respondences have been thoroughly tested in the speeded classification paradigm, where they produced a similar
set of results (Marks, 1987). However, given the limited amount of data generated by the speeded classification
task, it is unclear if this similarity was real or an artifact of the task itself.

Methods

Participants. Data were collected from 57 individuals. Five participants were removed for not completing
a sufficient number of trials, as were another eleven for insufficient accuracy. One additional participant was
removed for having decision bound slope estimates more than three MADs away from the median, resulting in a
final sample of 40 participants: 18 men, 22 women; median age was 19.

Results and Discussion

After filtering, the median number of completed trials was 505 per participant. Median overall accuracy was
63.93%; accuracy was similar for congruent (68.82%) and incongruent (62.23%) trials. Accuracy was similar for
both brightness (79.77%) and pitch (80.97%).

The results of the GRT-wIND analysis (the model is displayed in Fig. 6) indicated complete perceptual
separability. The test of perceptual independence indicated that it did not hold the model as a whole, and, as with
brightness–loudness, the incongruent stimuli showed moderate negative correlations. Decisional separability did
not hold for either dimension, but the mean decision bound slope was not significantly different from zero in either
dimension (the results of this analysis, alongside the results from all other experiments in this paper, can be found
in Tables 2, 3, and 4).

The analysis of the sensitivity measures indicate that there was a significant congruency advantage for con-
gruent compound stimuli, d′ratio = 1.21, 95% CI: [1.04, 1.31]; the results of the bootstrap analysis are shown in
Figure 7. However, neither component of the compound stimuli showed a congruency advantage when analyzed
separately (results of the sensitivity analyses are shown in Table 5 for all seven experiments).

In contrast to the previous experiment, brightness–pitch does not show any perceptual integrality, indicating
that perceptual integrality is not an essential element of a CM correspondence. However, both stimulus pairs
demonstrate a congruency advantage, which indicates that congruency-related advantages in perceptual sensitivity
are not limited to magnitude-based correspondences. Additionally, both brightness–loudness and brightness–
pitch show the same pattern of perceptual dependence, where incongruent stimuli show moderately sized negative
correlations in stimulus noise (the correlation coefficients for all four compound stimuli are listed in Table 3).
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Figure 6. The results of the GRT-wIND analysis
for brightness–pitch. The main figure represents the
common perceptual distributions of the four com-
pound stimuli (the congruent stimuli are located in
the top right and bottom left), displayed alongside the
marginal distributions for each stimulus dimension.
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Figure 7. A diagram showing the results of the boot-
strap simulation. The solid blue line shows the median
congruency advantage for all simulations and can be
compared to the red line, which marks the point where
no congruency advantage would exist. The dashed
blue lines show the 95% confidence interval around
the bootstrapped median.
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Size–Loudness

This experiment tested the correspondence between visual size and auditory loudness (Walker, 1985), where
larger objects are associated with louder sounds. This pairing neatly matches with the idea of shared magnitude
coding being responsible for certain crossmodal associations (Spence, 2011; Walsh, 2003), and this explanation
gets further support from imaging studies which have identified common brain regions responsible for processing
both dimensions (Belin et al., 2002). The results of this experiment provide another look at how magnitude-based
correspondences operate.

Methods

Participants. Data were collected from 62 participants (one of which was removed for not completing a
sufficient number of trials, and nine more participants were eliminated for not performing with sufficient accu-
racy). After the analysis was completed, two participants appeared as outliers, and were removed before the final
analysis. The final sample size was 50; 18 men, 32 women; median age was 18.

Results and Discussion

After filtering, the median number of completed trials was 545 per participant. Median overall accuracy was
66.50%. Median accuracy for both congruent and incongruent trials was similar (congruent accuracy = 65.02%,
incongruent accuracy = 68.32%). Looking at accuracy by stimulus modality, participants’ median accuracy for
size was 85.20% and median accuracy for loudness was 76.92%.

The GRT model (shown in Fig. 8) demonstrated complete perceptual separability. The analysis of perceptual
independence revealed the same pattern in the incongruent stimuli’s covariances as was seen in the previous
experiments. Additionally, decisional separability did not hold, but the mean slopes estimates for both stimulus
dimensions did not differ from zero.

Unlike the previous two experiments, there was no sensitivity advantage for congruent stimuli, d′ratio = 1.08,
95% CI: [0.97, 1.18]; the distribution of bootstrapped d′ratio values is shown in Figure 9. Neither component
showed a congruency advantage when tested individually.

In contrast to the results of brightness–loudness, there is no evidence of perceptual integrality of any kind,
nor is there a congruency advantage in sensitivity. Despite both correspondences appearing to share the same
underlying mechanisms (i.e., both are related to magnitude processing in shared brain areas; Belin et al., 2002;
Spence, 2011; Walsh, 2003), they do not produce similar patterns of results, which suggests that the underlying
mechanisms that give rise to CM correspondences may not be meaningfully related to their behavior.
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Figure 8. The results of the GRT-wIND analysis for
size–loudness. In this correspondence, louder sounds
are associated with larger objects and so the top right
and bottom left quadrants of the graph represent the
crossmodally congruent stimuli.
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Figure 9. A diagram showing the results of the boot-
strap simulation. The solid blue line shows the median
congruency advantage for all simulations and can be
compared to the red line, which marks the point where
no congruency advantage would exist. The dashed
blue lines show the 95% confidence interval around
the bootstrapped median.



CONNECTING CROSSMODAL PERCEPTION 17

Size–Pitch

The correspondence between visual size and auditory pitch associates larger visual objects with lower pitched
tones (Evans & Treisman, 2010; Gallace & Spence, 2006). The size–pitch correspondence is likely the strongest
candidate for what Spence (2011) calls a statistical correspondence, i.e., one that is born out of repeated exposure
to statistical regularities in the environment. Larger physical objects tend to have lower resonance frequencies
(Coward & Stevens, 2004), and so repeated exposure to this relationship is thought to have established this asso-
ciation in the mind (Gallace & Spence, 2006; Spence, 2011).

A similar explanation could potentially be applied to the size–loudness correspondence from the previous
experiment. However, the key difference between that correspondence and size–pitch is the plausible (and empir-
ically supported) magnitude-based explanation for the association between size and loudness (Belin et al., 2002;
Spence, 2011; Walsh, 2003), which size–pitch lacks. The results of this experiment allow for a comparison to
be made between these two correspondences, and highlight how environmental regularities influence crossmodal
correspondences in the absence of other factors.

Methods

Participants. Data were collected from 59 participants, 11 of whom were removed for insufficient accuracy
or failing to complete enough trials. After running the analysis, five individuals appeared to deviate from the rest
of the sample by having decision bounds more than three MADs from the median, and were therefore excluded.

However, excluding these five participants did change the results: specifically, the likelihood ratio test indi-
cated that the data no longer demonstrated perceptual integrality for size after removing those five participants
(i.e., before removal, there was complete perceptual integrality and after removal, there is asymmetrical integral-
ity). To keep these results consistent with those from the other experiments, this section presents results from the
analysis with those five removed.

The final sample contained 43 participants: 13 men, 30 women; median age was 18.

Results and Discussion

After filtering, the median number of completed trials was 547 per participant. Median accuracy was 71.60%
across all trials. Accuracy for congruent and incongruent trials were similar (69.50% for congruent trials, 73.03%
for incongruent). Looking at accuracy for the two stimulus dimensions individually, they were roughly equivalent:
85.12% for size and 83.50% for pitch.

The results indicated that size–pitch had an asymmetric pattern of integrality, where size was perceptually
separable and pitch was perceptually integral (the GRT model is shown in Fig. 10). Looking at the covariances of
the perceptual distributions, size–pitch showed the same pattern of perceptual dependence as the other correspon-
dences. Decisional separability failed, but only the mean decision bound in the pitch dimension had a significant
slope: the mean slope was negative, indicating that participants were more biased to choose a high pitch response
when the visual component was large, and more biased to make a low pitch response when the size was small.

The sensitivity analysis indicated that there was no increase in sensitivity for congruent stimuli, d′ratio = 1.06,
95% CI: [0.94, 1.33] (results of the bootstrap simulation are shown in Fig. 11). The same was true when both
dimensions were examined separately.

Size–pitch is the second stimulus pair to show an asymmetrical pattern of integrality, after brightness–loudness.
These results again suggest that the mechanisms behind the correspondences have little effect on their behavior;
brightness–loudness and size–loudness are both magnitude-related dimensions, but show different patterns of
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perceptual integrality, as do brightness–pitch and size–pitch. Similarly, both brightness–loudness and brightness–
pitch show a congruency advantage, whereas the correspondences involving size do not. Collectively, these results
suggest that CM correspondences derived from statistical regularities in the environment do not show a strikingly
different pattern of results than do presumably magnitude-based correspondences. The only consistent pattern in
the data is in the covariances of the perceptual distributions, which again show negative correlations for incongru-
ent compound stimuli.
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Figure 10. The results of the GRT-wIND analysis for
size–pitch. Unlike the other correspondences reported
on in this paper, the congruent stimuli are located in
the upper left and lower right of this diagram.
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Figure 11. The distribution of the congruency advan-
tage values from the bootstrap simulation. The solid
blue line shows the median congruency advantage for
all the simulations and can be compared to the red line,
which marks the point where no congruency advantage
would exist. The dashed blue lines show the 95% con-
fidence interval around the bootstrapped median.
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Elevation–Pitch

The association between elevation (i.e., vertical position in space) and auditory pitch is one of the more well-
known crossmodal correspondences in the literature, documenting a link between higher pitched tones and higher
spatial locations (Bernstein & Edelstein, 1971; Evans & Treisman, 2010; Patching & Quinlan, 2002; Spence,
2011). On the surface, it would seem that this association is likely driven by the vocabulary used to describe
both sets of dimensions (e.g., high places and high notes), but the association may not be purely an artifact
of language. Experiments have demonstrated this association both in young children and in cultures which do
not describe pitches in terms of vertical position (Parkinson, Kohler, Sievers, & Wheatley, 2012; Wagner, Winner,
Cicchetti, & Gardner, 1981). While the common vocabulary may contribute to this association, it appears unlikely
that this association is driven entirely by non-perceptual processes.

Methods

Participants. Data were collected from 75 individuals. Six participants were removed for not completing
enough trials, as were an additional 14 for having inadequate overall accuracy. Additionally, four participants
appeared to be outliers when examining the decision bounds and removed; after removing these four participants,
the final sample was 51: 26 men, 25 women; median age was 19.

Results and Discussion

After filtering, the median number of completed trials was 533 per participant. For the filtered trials, median
overall accuracy was 66.17%. Accuracy for congruent trials was 69.88%, and 63.30% for incongruent trials.
Overall accuracy was similar for both the elevation (78.55%) and pitch (82.33%) components.

Elevation–pitch demonstrated an asymmetrical pattern of integrality, with elevation being perceptually sepa-
rable and pitch being perceptually integral (the GRT model is shown in Fig. 12). The model showed perceptual
dependence, again with moderate negative correlations for the incongruent stimuli. The analysis of decision
bounds indicated that decisional separability did not hold for either dimension, but the mean decision bound in
both dimensions was not significantly different from zero.

Analysis of perceptual sensitivity indicated that there was no advantage for congruent stimuli, d′ratio = 1.09,
95% CI: [0.96, 1.29] (the distribution of bootstrapped congruency advantage ratios can be found in Fig. 13). An
analysis the individual components showed that there was a congruency advantage for elevation, d′ratio = 1.24,
95% CI: [1.10, 1.48], meaning that the participants had an easier time discriminating between stimuli at different
elevations if they were paired with congruent tones. However, there was no significant congruency advantage for
the pitch component.

Elevation–pitch demonstrates asymmetric integrality, as well as perceptual dependence, indicating that the as-
sociation between elevation and pitch is not merely a semantic or otherwise non-perceptual effect. Unfortunately,
the pattern of results do not offer much insight into what drives this correspondence, as the results are similar to
both magnitude- and non-magnitude-based correspondences which were tested previously.
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Figure 12. The results of the GRT-wIND analysis for
elevation–pitch. This correspondence links high pitch
with high elevation, so the crossmodally congruent
compound stimuli are represented in the top right and
bottom left.
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Figure 13. A diagram showing the results of the boot-
strap simulation. The solid blue line shows the median
congruency advantage for all simulations and can be
compared to the red line, which marks the point where
no congruency advantage would exist. The dashed
blue lines show the 95% confidence interval around
the bootstrapped median.
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Numerosity–Loudness

This experiment looks at the correspondence between numerosity and loudness. Although numerosity (i.e.,
the quantity of items in a given set; Dehaene, 1992, 2011) may seem fundamentally different from the stimulus
dimensions often used in CM correspondences, it demonstrates much of the same behavior when it is part of
a compound stimulus (Alards-Tomalin, Leboe-McGowan, Shaw, & Leboe-McGowan, 2014; Cohen Kadosh &
Henik, 2006; Henik & Tzelgov, 1982; Oliveri et al., 2008; Szűcs & Soltész, 2008). Speeded classification tasks
have found the typical congruency effect when number has been paired with both size (Henik & Tzelgov, 1982)
and brightness (Cohen Kadosh & Henik, 2006); the primary difference between the numerical correspondences
literature and the crossmodal literature is that the former describes the phenomenon in terms of information
processing while the latter describes it in terms of perception.

This experiment tests the association between more numerous quantities and louder tones. Both dimensions
can be expressed in terms of magnitude, and sharing a common format for how they are represented mentally
(Walsh, 2003) may be what gives rise to this correspondence.

Methods

Participants. Data were collected from 86 participants; four participants were removed for insufficient trials,
and 18 were removed for insufficient accuracy. Preliminary tests indicated that six participants had decision bound
slope estimates more than three MADs from the median and were removed as outliers. The results of the analysis
did not change after their removal. The final sample size was 58 subjects: 30 men, 28 women; median age was
19.

Results and Discussion

After filtering, the median number of completed trials was 527 per participant. Median overall accuracy was
61.90%. Accuracy was similar for congruent (62.15%) and incongruent trials (61.88%). Accuracy was also
similar for both the number (79.38%) and loudness (76.34%) components.

The GRT model demonstrated perceptual integrality for both dimensions (the model is displayed in Fig. 14).
The model also demonstrated the same pattern of perceptual dependence as was found in all previous experiments.
Decisional separability did not hold for either dimension; the mean decision bound slope for numerosity was
negative, indicating that there was a slight bias towards choosing a more numerous response when the tone was
loud and choosing a less numerous response when the tone was soft. The mean decision bound slope for loudness
was positive, which indicates that participants were slightly biased towards choosing a loud response when the
number of elements in the display was low and toward choosing a soft response when the number was large.

There was a statistically significant increase in discriminability for congruent compound stimuli, d′ratio = 1.14,
95% CI: [1.07, 1.21], as shown in Figure 15. When tested separately, neither component showed an increase in
sensitivity.

This correspondence is the only one of the seven tested to show complete perceptual integrality, though it is
not clear why it would be different. Both brightness–loudness and size–loudness appear to be based on magnitude
processing, but show asymmetrical integrality and complete separability respectively. While both brightness–
loudness and numerosity–loudness both show evidence of a congruency advantage, size–loudness does not, indi-
cating that increases in sensitivity are not necessarily a consequence of magnitude-based correspondences. Taken
together, the tests of these three correspondences strongly suggest that the mechanisms which give rise to CM
correspondences do not influence their behavior.
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Figure 14. The results of the GRT-wIND analysis for
numerosity–loudness. The congruent compound stim-
uli are located in the lower left and upper right.
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Figure 15. The median d′ ratio for all bootstrap sim-
ulations. The solid blue line shows the median con-
gruency advantage for all the simulations and can be
compared to the red line, which marks the point where
no congruency advantage would exist. The dashed
blue lines show the 95% confidence interval around
the bootstrapped median.
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Numerosity–Pitch

This experiment also tests an association involving numerosity, examining the association between more nu-
merous displays and higher pitched tones (Scheid & Kubovy, in preparation). Unlike the previous experiment,
there is no clear magnitude relation between the two dimensions; however, there is a linguistic connection be-
tween them, as both numbers and pitches can be described as high or low. If the difference in the mechanism that
underlies this correspondence produces a difference in how these correspondences interact, it should be evident in
the results of the GRT analysis.

Method

Participants. Data were collected from 64 participants. One participant was removed for not completing
enough trials, 10 were removed for insufficient accuracy, and a further two were removed as outliers, resulting in
a final sample of 51 participants: 20 men, 31 women; median age was 19.

Results and Discussion

After filtering, the median number of completed trials was 537 per participant. Median overall accuracy was
65.76%. Accuracy was similar for both congruent (65.26%) and incongruent trials (65.27%). Accuracy was also
similar for both numerosity (79.92%) and pitch (82.77%).

The GRT model demonstrated complete perceptual separability (and is shown in Fig. 16). This model also
showed perceptual dependence and the same pattern of correlations as the others. Decisional separability failed
for both dimensions; the mean numerosity decision bound slope was not significantly different from zero, but
the mean slope for pitch was positive, indicating a slight bias for choosing a “high pitch” response when the
numerosity component was small and a bias for choosing a “low pitch” response when the numerosity component
was larger.

The sensitivity analysis found no increase in sensitivity for congruent compound stimuli, d′ratio = 1.09, 95%
CI: [0.94, 1.11]; see Figure 17. Neither component of the compound stimuli demonstrated a congruency advan-
tage.

This experiment is the second which involves numerical magnitude. Unlike numerosity–loudness, the present
results do not show any evidence of perceptual integrality or an increase in sensitivity for congruent stimuli.
However, it is unlikely that these differences are related to the distinction between magnitude and non-magnitude
correspondences, as other non-magnitude-based correspondences have previously demonstrated some degree of
perceptual integrality (e.g., brightness–pitch). Collectively, it appears that the specific stimulus dimensions in-
volved in a correspondence have little or no relationship to what pattern of results the correspondences will show.
However, despite the differing results, each experiment yielded the same pattern of covariance in the perceptual
distributions; it seems likely that a negative correlation in perceptual noise for incongruent stimuli is an essential
part of a crossmodal correspondence.
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Figure 16. The results of the GRT-wIND analysis for
numerosity–pitch. The congruent compound stimuli
are located in the bottom left and top right.
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Figure 17. A diagram showing the results of the boot-
strap simulation. The solid blue line shows the median
congruency advantage for all simulations and can be
compared to the red line, which marks the point where
no congruency advantage would exist. The dashed
blue lines show the 95% confidence interval around
the bootstrapped median.



CONNECTING CROSSMODAL PERCEPTION 25

Stimulus Parameters

Stimulus parameters were kept consistent between experiments. The values were selected based on pilot
testing to ensure that participants were able to perform well above chance while still producing a sufficient number
of errors to allow their data to be analyzed (consistent with the suggestions in Soto et al., 2016).

A note on stimulus parameters: previous studies have demonstrated that CM correspondences are defined
based on context (Gallace & Spence, 2006; Marks, 1987). Therefore, the absolute values of any stimulus param-
eter are not crucial for CM correspondences to appear; all that is required is that the two stimulus components are
noticeably different on the relevant stimulus dimension. So while the particular stimulus values may or may not
match what has been done in similar experiments, the findings should be compatible.

Visual Stimuli. Borrowing from Marks (1987), the brightness stimuli consisted of gray circles on a uniform
black background. The brightness dimension was manipulated by changing the color value of this circle, creating
the appearance of a gray circle of varying brightness suspended in a dark field. In PsychToolBox’s stimulus–
generating functions, color is defined by three integers which can range from 0 to 255; when all three values are
the same, it produces a shade of gray with varying degrees of brightness. By changing the color values for the
circle, it will appear either brighter or dimmer relative to the black background (which has the color values of 0,
0, 0). The brightness level on a given trial was chosen from one of two distributions, centered around either 45%
or 70% of maximum brightness (102 and 178.5 in Matlab color values), with a standard deviation of 8.3%.

Size stimuli consisted of uniform gray circles of fixed brightness presented on a black background. The radius
of the circles was manipulated to create small and large size distributions. The distributions had a mean of 40
and 60 pixels for small and large circle radii, with added jitter drawn from a Gaussian distribution with a standard
deviation of 6.67 pixels. These stimuli subtended approximately 24mm (or 2.51° visual angle) and 36 mm (3.72°
visual angle) across respectively, with an increase of a single standard deviation of jitter adding approximately
0.42° visual angle.

Elevation stimuli again consisted of gray circles on a black background. The circles had a fixed radius of
60 pixels; the size of the average large stimuli from the size–pitch experiment. The elevation of the stimuli was
manipulated by drawing the circle some distance over or under the midline of the computer screen. The vertical
position of the circle’s center was drawn from two distributions that were either 20 pixels above or below the
center of the screen, with a standard deviation of 13.33 pixels. Additionally, the horizontal position of the circle
varied randomly between trials according to a uniform distribution so that it did not appear at the same location
on each trial.

Numerosity stimuli consisted of a number of small circles placed randomly throughout the central portion of
the screen (location values were limited to the middle 50% of the screen, and were selected so that no circles
overlapped one another). The number of stimuli to be presented on a trial was generated in the same manner as
the stimulus parameters in previous experiment, but rounded to be an integer value. The small and large number
stimuli were centered around 8 and 13 with a standard deviation of 1.67. The numbers 8 and 13 were chosen so
that the actual numbers used would have room to vary without being either too easy or too difficult, while falling
outside the subitizing range (Dehaene, 1992, 2011; Feigenson, Dehaene, & Spelke, 2004). The circles had an
average radius of 20 pixels; the size varied randomly between circles, with a standard deviation of 1 pixel. This
was done so that there would not be a perfect correlation between the number of dots and the total area the dots
covered on the screen.

Auditory Stimuli. For loudness stimuli, the auditory tones were 16.67 ms pure tones with a 5 ms linear on
and off ramp. The pitch for each tone was fixed at 440 Hz for each trial. The two levels of volume were 64.5
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and 69.4 dbSPL (equal to 40% and 70% of max volume on the computer) for soft and loud tones. The jitter was
drawn from a normal distribution with a variance of 10% of max volume.2

For pitch stimuli, the volume was held constant, and the base frequency for low and high pitches was 330 Hz
and 440 Hz. These frequencies were adjusted by a random number drawn from a normal distribution with a mean
of 0 and a standard deviation of 36.67. The duration of the tones was identical to what was used for the loudness
stimuli.

2It has been pointed out that loudness is not perceived in a linear manner, and so increasing the volume by a fixed amount will not
necessarily produce the same degree of perceived change for two tones with different base levels. Therefore, if the same change in
amplitude is used to create jitter on two different volume levels, it will produce unequal effects in the perceptual space. Fortunately,
in a GRT analysis, this does not prevent testing for perceptual integrality/etc. — the perceptual representations for loud tones are only
compared with each other, and so differences in jitter between loud and soft tones do not pose a problem.
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Collected Results

The results for each of the seven experiments are presented here. Table 2 displays the results of the tests of
perceptual separability/integrality, and Table 3 gives correlation coefficients for each compound stimulus from
each experiment (the results of lr_test() indicated that perceptual independence was violated in each experiment,
so only the correlation coefficients are reported). The results of the analysis of decisional separability are reported
in Table 4. Table 5 has the collected results of the sensitivity analysis.

Table 2
Results of the Likelihood Ratio Test of Perceptual Separability from All Seven Experiments

Correspondence Visual Dimension Auditory Dimension

Visual Auditory Pattern of Integrality χ2 p χ2 p

Brightness Loudness Asymmetrical 4.13 0.389 12.74 0.013*
Brightness Pitch Separable 5.26 0.261 4.09 0.394
Size Loudness Separable 5.33 0.255 1.18 0.881
Size Pitch Asymmetrical 1.48 0.831 27.60 <0.001*
Elevation Pitch Asymmetrical 2.18 0.702 21.02 <0.001*
Numerosity Loudness Integral 20.85 <0.001* 18.39 0.001*
Numerosity Pitch Separable 0.94 0.918 8.95 0.062

Note. A p-value smaller than 0.05 indicates a violation of perceptual separability (and is marked with
an *), and identifies the stimulus dimension as being perceptually integral.
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Table 3
Correlations between Stimulus Dimensions for Each Compound Stim-
ulus from All Seven Experiments

Stimulus Dimensions Compound Stimuli

Visual Auditory A1B1 A2B1 A1B2 A2B2 mean

Brightness Loudness −0.01 –0.10 –0.21 0.07 −0.06
Brightness Pitch 0.07 –0.16 –0.17 0.16 −0.03
Size Loudness −0.01 –0.21 –0.21 −0.02 −0.11
Size Pitch −0.23 –0.26 –0.22 −0.01 −0.36
Elevation Pitch 0.04 –0.20 –0.21 0.14 −0.06
Numerosity Loudness −0.06 –0.25 –0.18 0.06 −0.11
Numerosity Pitch −0.04 –0.16 –0.14 0.00 −0.09

mean −0.03 –0.19 –0.19 0.06 −0.09

Note. The results of the size–pitch experiment have been inverted so that
the pattern of congruent/incongruent stimuli are in line with the other exper-
iments.
The correlation coefficients for incongruent compound stimuli are bolded.

Table 4
Results from the Likelihood Ratio Test of Decisional Separability

Correspondence Visual Auditory

Visual Auditory χ2 p m χ2 p m

Brightness Loudness 159.94 < 0.001 0.04* 172.37 < 0.001 −0.09*
Brightness Pitch 92.23 < 0.001 −0.03 67.52 0.004 −0.03
Size Loudness 177.32 < 0.001 −0.01 106.74 < 0.001 −0.02
Size Pitch 132.75 < 0.001 −0.01 60.49 0.040 −0.17*
Elevation Pitch 155.37 < 0.001 0.00 103.93 < 0.001 0.02
Numerosity Loudness 155.68 < 0.001 −0.04* 215.72 < 0.001 0.08*
Numerosity Pitch 130.57 < 0.001 0.01 128.85 < 0.001 0.05*

Note. The m columns give the mean slope of the decision bounds. Mean slopes that are sig-
nificantly different from 0 at the 0.05 level are indicated with an *.
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Table 5
Sensitivity Measures from All Seven Experiments

Correspondence d′ratio

Visual Auditory Overall Visual Component Auditory Component

Brightness Loudness 1.23* 1.06 1.32
Brightness Pitch 1.21* 1.19 1.22
Size Loudness 1.08 1.06 0.91
Size Pitch 1.06 1.07 0.67
Elevation Pitch 1.09 1.24* 0.93
Numerosity Loudness 1.14* 1.03 1.03
Numerosity Pitch 1.04 0.99 0.96

Note. Values that are significant at the 0.05 level are indicated with an *.
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General Discussion

CM Congruence affects Perceptual Processes

One of the goals of these experiments was to determine if crossmodal correspondences are able to influence
perceptual processes, as opposed to having only non-perceptual effects, such as changing response strategies; the
results indicate a relationship exists between crossmodal congruency and patterns in stimulus noise, demonstrating
that crossmodal congruency does influence early perceptual processes. Each experiment showed the same trend in
the covariances of the perceptual distributions: as can be seen in Table 3, while the congruent stimuli do not show
any overall pattern across the seven experiments, the correlations between stimulus dimensions were uniformly
negative and largely consistent in magnitude for the incongruent stimuli. This suggests that the perceptual system
can recognize the lack of congruency between the stimulus components during the early stages of perception. It
is unknown how or if this pattern relates to the congruency effects found in speeded classification tasks, but it is
clear evidence that stimulus congruency is not solely a late-stage, decision-level process.

The results also show that perceptual integrality is not responsible for the congruency effects most associated
with CM correspondences. Integrality, as defined by GRT, describes a pattern of interaction between stimulus
dimensions where a perceptual representation of one stimulus dimension is influenced by the physical character-
istics of both, a pattern that could plausibly produce the congruency effect found in a typical speeded classification
task (Ashby & Townsend, 1986; Garner & Morton, 1969; Spence, 2011). However, the current set of results indi-
cates that this may not be the answer. Only a few of the correspondences demonstrated some level of perceptual
integrality, but all seven correspondences show a congruency effect when tested by speeded classification tasks,
suggesting that another mechanism is responsible. Additionally, of the four stimulus pairs that showed perceptual
integrality, three of them demonstrated asymmetrical integrality, which is at odds with results from speeded clas-
sification experiments which often show a congruency effect for both dimensions (e.g., Evans & Treisman, 2010;
Marks, 1987). Collectively, these results suggest that perceptual integrality is not the driving factor behind CM
correspondences.

Sensitivity Measures

The data did not consistently demonstrate improved perceptual sensitivity for congruent compound stimuli.
While none of the seven stimulus pairs found a decrease in sensitivity for congruent compared to incongruent
stimuli, the majority failed to demonstrate a significant perceptual advantage for congruent stimuli. Additionally,
in only one case was an individual component of the stimulus pair shown to benefit from crossmodal congruency,
which suggests that in complex multimodal environments where only one stimulus dimension is relevant, cross-
modal congruency is unlikely to provide much benefit. This places the current results at odds with theoretical
accounts that suggest CM correspondences are an adaptive mechanism (Chen & Spence, 2010; De Gelder & Ber-
telson, 2003; Spence, 2011); while the data indicate that it is possible for CM congruency to improve the ability
to discriminate between compound stimuli, either this advantage is not universal or it is too small to be reliably
detected.

The pattern of correlations between perceptual noise suggests that perceptual dependence may be the mecha-
nism responsible for increased sensitivity for congruent stimuli. The negative covariance in the perceptual distri-
butions for incongruent stimuli increases the degree of overlap between them, resulting in an increased likelihood
of a mistaken classification. This could be responsible for the smaller d′ score for incongruent stimuli even if
perceptual separability holds and the amount of perceptual space between congruent and incongruent stimuli is
equivalent. This would also explain why there are so few congruency advantages for the individual stimulus
components, as comparing stimuli across only one dimension would make the covariances irrelevant.
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Reviewing Spence’s Taxonomy

Table 6
A Comparison of the Results of the Seven Experiments with the Categories
of CM Correspondences Proposed by Spence (2011)

Correspondence GRT Results

Visual Auditory Category PS PI Cong. Adv.

Brightness Loudness Struc Asym. No Yes
Numerosity Loudness Struc Int. No Yes
Numerosity Pitch Struc+Sem Sep. No No
Brightness Pitch Struc+Sem (?) Sep. No Yes
Size Loudness Struc+Stat Sep. No No
Size Pitch Stat Asym. No No
Elevation Pitch Stat+Sem Asym. No Elevation only

Note. Spence’s three categories are abbreviated as Structural, Statistical, and
Semantic.
Brightness–pitch is labelled with a (?) because Spence (2011) was uncertain as to
how to classify it. The classifications for the two numerosity experiments are ex-
trapolated based on the description of the relevant categories.
The Cong. Adv. column indicates if a significant congruency advantage was found
for the compound stimuli.
The elevation–pitch correspondence found a significant congruency advantage only
for the elevation component.

In Table 6, the results of the seven GRT experiments are displayed alongside the categories of crossmodal
correspondences proposed by Spence (2011). Spence’s categories do not appear to match patterns in the empir-
ical results; neither the pattern of perceptual integrality nor the presence of a congruency advantage follow the
distinctions that Spence draws between categories of correspondences.

Of Spence’s three categories, structural correspondences have the strongest support in the literature, as this
category encompasses the magnitude-based associations described by Walsh’s “A Theory of Magnitude” (Walsh,
2003). However, the present data cast doubt that Spence’s categories can make predictions about how correspon-
dences behave. The three best examples of magnitude-based correspondences that would fall under the structural
category (size–loudness, brightness–loudness, and numerosity–loudness) all show different patterns of perceptual
integrality, and they do not consistently or exclusively show a congruency advantage. And so, while Spence’s
taxonomy is good at highlighting similarities between different crossmodal correspondences, it appears unable to
make accurate predictions about the characteristics of these correspondences based on these similarities.

Limitations

One limitation of these experiments is that the analyses cannot separate the variance attributable to the stimulus
jitter from the variance related to perceptual noise. While the amount of physical jitter is recorded when it is
added to the stimulus, there is no method to translate the different physical stimulus values into values that are
scaled for perceptual space. However, the way in which the stimulus jitter affected the results can be anticipated;
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because the degree of jitter was identical for stimulus components of the same value (e.g., in the brightness–
loudness experiment, both bright/soft and bright/loud stimuli had the same degree of jitter applied to the brightness
component), the variance both perceptual distributions would share an identical component, which would have the
effect of making their overall variances more similar. In terms of the results of the GRT analysis, if the stimulus
pair had variance-based perceptual integrality, it would be less evident due to the inclusion of the stimulus jitter.

It is unlikely that this effect influenced the overall results from the experiments. The jitter for each set of stim-
ulus values was generated in an identical manner: all jitter values were drawn from normal Gaussian distributions
with standard deviations equivalent to one-third the difference between the two mean stimulus values, meaning
that the effect of jitter would be roughly similar for all stimulus dimensions in terms of added variance. Yet,
multiple experiments detected perceptual integrality, including cases where it appeared that the effect was largely
driven by differences in perceptual variances, such as the brightness–loudness experiment. This suggests that
while the presence of stimulus jitter undoubtedly influenced the estimated GRT model, it was not strong enough
to obscure the true patterns of integrality.

The inclusion of stimulus jitter affected the results in a second way. Because the jitter was randomly generated
on each trial, this meant that there was a source of variance in each dimension that was uncorrelated with one
another. This uncorrelated variance has the effect of decreasing the overall covariances for each of the perceptual
distributions, which in turn makes the GRT analysis more likely to indicate that perceptual independence holds.
However, given that the results indicated a violation of perceptual independence in every experiment, it is likely
that the jitter’s influence on the perceptual dimensions’ covariances was minimal.

Open Questions

Some open questions remain. First, there is the question of how the results of the GRT analyses connect
to the congruency effects found in speeded classification tasks. Congruency effects are consistently found in
these tasks, but the only consistent finding in the GRT results was the pattern of covariances found in each
experiment, suggesting that it is an essential feature of the correspondence. However, it is unclear as to how this
pattern could produce the congruency effects found in speeded classification tasks, or whether this mechanism is
responsible for the congruency effect at all. A non-zero covariance in a perceptual distribution would influence
the type and frequency of mistakes made in a GRT task where participants are asked to make a discrimination
on two different stimulus dimensions simultaneously (i.e., if the perceptual distribution in the upper left corner
had a strongly negative covariance, the distribution would stretch diagonally towards the point where the decision
bounds intersect, making trials where both stimulus components were misclassified more common than if the
covariance was zero), but would not influence behavior when only a single discrimination is made, provided the
participant uses an unbiased decision rule. A non-zero covariance could affect behavior in a single discrimination
task (like the speeded classification task) if a biased decision rule was followed, but unfortunately this hypothesis
cannot be tested with the data at hand.

Secondly, it is not clear what factors are responsible for the differing patterns of perceptual integrality and
congruency advantages between the different correspondences. Generally, all CM correspondences appear largely
the same in speeded classification tasks, but this may be attributable to the narrow scope of data they provide.
Congruency effects measured in RT are troublesome as they cannot be easily compared across different stimulus
pairs as not all stimulus dimensions are necessarily perceived at the same speed. Additionally, these tasks often
cannot state whether a congruency effect represents a facilitation effect for congruent stimuli or an interference
effect for incongruent stimuli, as baseline trials are often either faster or slower than either (Evans & Treisman,
2010; Gallace & Spence, 2006; Sanabria et al., 2007, etc.). The limitations of the data provided by speeded
classification tasks was a part of the impetus for moving to GRT, so inconsistencies between previous literature
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and the current set of results were expected. However, while the richer data set from current set of experiments
has been able to uncover new divisions between different CM correspondences, it cannot yet explain why these
differences exist.

Conclusion

By adopting the GRT paradigm, the current experiments have been able to shed light on several questions about
crossmodal correspondences. The results of the seven experiments show that crossmodal correspondences do
exert an effect at the perceptual level, though decision-level processes are likely affected as well. The only finding
common to all the CM correspondences is a pattern of correlation between stimulus noise for the incongruent
stimuli, which demonstrates a perception-level effect of stimulus congruency, although it is unclear how or if
this effect is related to the congruency effects from speeded classification tasks. Additionally, the data suggest
that crossmodal correspondences do not consistently produce an increase in perceptual sensitivity for congruent
stimuli. While some correspondences did show a significant increase in discriminability for congruent stimuli,
which shows partial support for theories that suggest CM correspondences have ecological value (Chen & Spence,
2010; De Gelder & Bertelson, 2003), this does not appear to a universal characteristic of crossmodal associations.

Additionally, the results of these experiments allow for an evaluation of the classification scheme for CM
correspondences devised by Spence (2011). His taxonomy is the most comprehensive attempt to date to organize
the wide array of different crossmodal correspondences into a theoretical structure. However, the divisions he
specified do not match patterns in the experimental results, which suggests that the taxonomy’s categories may
not capture meaningful differences in how CM correspondences behave. A large-scale revision of the taxonomy
may be required to incorporate the results of the current set of experiments with earlier research.
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Appendix: Introduction to the Theory and Methods of GRT

This section is designed to give a general overview of the experimental design and analysis of GRT experi-
ments and provide sufficient information for a reader to understand and evaluate the results.

Before describing the mechanics of GRT, it would be useful to explicitly define some of the terminology used
to describe stimuli and their perceptual representations. The terms “physical stimulus” and “physical stimulus
level” or “physical stimulus value” refer to the stimulus itself (i.e., the image or tone displayed to the participant)
and the particular parameters used to create that stimulus (such as the particular size in pixels of the visual
component or the frequency in Hz of the auditory component). Conversely, the term “perceptual representation”
refers to the internal representation of the compound stimulus. GRT models the internal representation of a
compound stimulus as a point on a two-dimensional plane: the two axes of the plane represent the two stimulus
dimensions and the “perceptual level” or “perceptual value” of the stimulus on each dimension determines the
point on that plane where the perceptual representation falls.

This explanation will focus on a hypothetical 2 × 2 study in which the stimulus dimensions being tested are
the color (either light or dark gray) and the width of a box (such that it will be either a square or a rectangle). A
representation of GRT space for this example is depicted in Figure 18.

The purpose of GRT is to model the internal processes and variables that take place between stimulus and
response when multiple stimulus dimensions are presented simultaneously (Ashby & Townsend, 1986). The GRT
model describes this process in two stages: the first describes how physical levels of stimuli are translated into
perceptual values within the perceptual system, and the second describes the internal rules that determine which
perceptual values are mapped to which response options. Because GRT is able to model both processes, it allows
for researchers to produce separate estimates of how the two stimulus dimensions interact at both the perceptual

Width

Color

Figure 18. A hypothetical perceptual space from an experiment looking at the perception of color (in gray-scale)
and box width. Each compound stimulus is represented as a bivariate normal distribution.
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and decision level. As a result, GRT experiments are useful for explicitly separating perceptual results from
potentially less interesting decision-level effects.

Because GRT is built upon Signal Detection Theory (SDT), it retains the same fundamental assumptions about
perception. The first of these is the assertion that all perception is noisy (Ashby & Soto, 2014); the internal percep-
tual representation of a stimulus is not determined solely by its physical value, but is also influenced by random
noise (both external physical noise and internal neurological noise). Because of this, the process that translates
the parameters of the physical stimulus to a perceptual representation will produce a range of different results
after repeated presentations of the same stimulus. The noise is typically assumed to be random and normally dis-
tributed, which means that in our example, a particular physical value for the box width component will produce a
normally distributed distribution of possible perceptual width values. When the amount of noise becomes larger,
the variance of the distribution of perceptual values increases, which has the effect of increasing the degree of
overlap between adjacent distributions along the width dimension. This increase in overlap leads to an increase in
the number of errors when participants are tasked with discriminating between the two levels of that dimension.

The second borrowed assumption is the idea that responses are selected by a separate decision process that
divides the perceptual space into distinct regions, each of which is associated with a particular response. In a 2× 2
GRT analysis, perceptual space is modeled as a two dimensional plane with two border lines (often called decision
bounds) which divide that space into four discrete regions, each of which is associated with one of the four possible
responses. The perceptual process translates the external physical stimulus into a internal representation consisting
of a point on this 2D plane, and where this point falls relative to the decision bounds determines which response
the participant makes. Because the perceptual process includes random noise, some stimuli will be misclassified
as their perceptual representations fall on the wrong side of a decision bound; the amount of variance associated
with a stimulus, as well as the distance between the center of the stimulus’s distribution and the decision bound,
determine the likelihood of this occurring on any given trial.

Questions Which GRT Can Address

The model generated by a GRT experiment can be used to answer three main questions about how the stim-
ulus dimensions interact (in practice, not all of the questions are necessarily answerable with the available data;
this topic will be covered in greater detail in a later section). The first two questions, perceptual separability-
vs-integrality and perceptual independence-vs-dependence, describe how physical stimuli are transformed into
internal perceptual representations. The third is related to the decision-level process that maps these internal
representations to response categories.

The distinction between perceptual separability and perceptual integrality refers to whether the perception of
one stimulus dimension is influenced by the other, in a way that changes either the mean perceptual value or
the variability of those perceptual values over repeated presentations. Returning to the color–width example, if
perceptual separability holds, an observer’s perceptual representation of a given stimulus dimension, e.g., how
“dark” the shape was perceived to be, would be influenced solely by the physical level of the color (and the
random perceptual noise on that particular trial). Figure 19 illustrates how the color dimension in the example
experiment demonstrates perceptual separability: the perceptual distributions, both in mean and variance, do not
change as a function of box width (if you compare any of the four perceptual distributions with the one either
above or below it, both will have their mean located at the same point on the x-axis, as well as equal degrees of
variance).

In contrast, perceptual integrality is when the two stimulus dimensions are not processed independently and
the perception of one dimension is influenced by the physical level of both stimulus components. In the color–
width example, the width dimension shows perceptual integrality (illustrated in Figure 20); the perceived level
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Color

Figure 19. An illustration of how perceptual separability appears in a GRT plot. Both the means and variances in
the color dimension remain the same despite changes in the other stimulus dimension.

of width changes depending on the level of color. Comparing the dark/wide and light/wide compound stimuli,
the perceived width of the stimulus is greater (i.e., higher on the y-axis) when an identical rectangle is drawn in
light colors as opposed to dark. Perceptual separability does not have to be symmetrical; as in this example, one
dimension can be separable from the second, while the second is integral with the first.

The second question that GRT can answer is perceptual independence-vs-dependence, which refers to the
statistical independence (or lack thereof) between the perceptual noise on each stimulus dimension. As mentioned
previously, GRT assumes that there is some perceptual noise on each trial, meaning that subsequent presentations
of identical physical stimuli will produce a distribution of perceptual values; when the noise values on both
stimulus dimensions are statistically independent, then the stimulus dimensions show perceptual independence. A
significant correlation between the dimensions is indicative of a perceptual-level interaction between the stimulus
dimensions, suggesting that there is a source of noise that is common to both dimensions. Unlike perceptual
separability, independence is a characteristic of a particular compound stimulus, and not something that describes
the relationship between stimuli, and as a result, may hold for some stimuli and not others (for example, in Fig.
18, there is evidence of perceptual dependence for the stimulus distribution in the bottom left, but not for the other
stimuli).

The third question relates to decisional separability-vs-integrality, which describes the relationship between
the decision bounds and the stimulus dimensions with which they are associated. In a 2× 2 GRT experiment, each
stimulus dimension has a decision bound, which represents the boundary line between one response option and
the other for that dimension, e.g., separating a “wide” width response from a “narrow” response. If decisional
separability holds, as it does for width in Figure 21, it means that only the perceived value of the relevant dimen-
sion influences how a stimulus will be categorized, e.g., only the perception of the stimulus’s width is used to
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Figure 20. An illustration of how perceptual integrality appears in a GRT plot. Width demonstrates perceptual
integrality because the perceptual representations of width are affected by the physical levels of both stimulus
dimensions.

determine whether a “wide” or “narrow” response is made. Conversely, if perceptual integrality is demonstrated,
as is the case for color, then the criteria for separating one response from another varies as a function of the other
dimension, e.g., the amount of perceived lightness that is needed to make a “light” response over “dark” changes
depending on the perceived level of width.

Whether an individual displays decisional separability or integrality is largely dependent on the nature of the
experimental task (Ashby & Townsend, 1986; Soto et al., 2015). Decisional separability is often expected in a
GRT experiment, because the stimulus values on each trial are chosen randomly and known to be uncorrelated
with one another. However, if stimulus values are correlated, a decisionally integral response strategy can become
optimal — if the participant knew that squares were almost always shown with dark colors, he or she may be more
likely to classify a shape as a square if it was displayed in the dark color.

All three of these characteristics (Perceptual Separability, Perceptual Independence, and Decisional Separa-
bility) are all separate elements of a GRT model. A particular pair of dimensions may show any combination of
these three characteristics.

Experimental Design

The prototypical GRT experiment involves participants classifying four different compound stimuli, which
were created by combining two stimulus dimensions with two levels each. In the color–width example, the four
compound stimuli would be a dark square, a light square, a dark rectangle and a light rectangle. On each trial,
the participant is presented with a randomly chosen compound stimuli and asked to categorize it as one of the
four types. The data collected in the experiment are a count (or proportion) of how many times each of the four
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Figure 21. An illustration depicting a pair of hypothetical decision bounds along with the four responses asso-
ciated with each region. The width decision bound displays decisional separability (as it is perpendicular to its
associated axis) while the color decision bound shows decisional integrality.

compound stimuli garnered each response. The data are typically assembled into a confusion matrix, to allow for
an easy comparison of how many incorrect responses a participant made to a particular stimulus and which type
of error it was.

Once the data have been collected, they may be analyzed separately to produce a separate model for each in-
dividual participant or multiple participants can be analyzed together; separate R packages are available for either
type of analysis, e.g., the mdsdt package, (Hawkins, Houpt, Silbert, Blaha, & Wickens, 2016) and the grtools
package, (Soto et al., 2016) respectively. In either case, the data are used to estimate various parameters (detailed
below) and describe perceptual and decisional characteristics of the interaction between the two dimensions.

Parameters of a GRT Model

A hypothetical GRT model for a 2× 2 experiment is defined by 16 parameters related to perceptual separabil-
ity/integrality, four related to perceptual independence, and four related to decisional separability, though not all
of them are necessarily able to be estimated in any given analysis. These parameters describe both the characteris-
tics of the perceptual distributions in perceptual space (the first 20) as well as the decision rules used to associate a
set of perceptual values with a particular response (the last four). The representation of perceptual space takes the
form of a two-dimensional plane, with each axis representing one of the two dimensions. The particular numerical
values given to this space are arbitrary; typically, the centers of one or more perceptual distributions will be fixed
in order to be used as a reference point for other parameters, and so the particular values of these parameters are
only meaningful in relation to others on the same dimension. Additionally, there is often no theoretical guidance
for scaling distance on the two axes, so typically no attempt is made to do so (as determining what change in color
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is equivalent to a one centimeter increase in box width is not the goal of a GRT experiment). Fortunately, none
of the perceptual or decisional characteristics require a comparison between stimulus dimensions in order to be
measured, so equating the dimensions is not necessary.

Parameters related to Perceptual Separability/Integrality. As mentioned previously, the process of per-
ceiving a stimulus and selecting a response can be divided into two stages: perceptual and response. At the
perceptual level, each compound stimulus is represented by a (typically assumed to be normal) bivariate distribu-
tion defined by two parameters for the distribution’s center along each axis and two parameters for the variance
in each axis (there is also a fifth parameter describes the covariance of the distribution; this will be covered in the
section on perceptual independence).

The parameters related to the center of the distribution describe the mean perceived value on each dimension
for the corresponding compound stimulus. As one would expect, two stimuli with different physical color values
would be located in different positions with regard to the x-axis. The important comparison is between two stimuli
with identical color values, but different width values; if the mean x value is the same for both levels of width,
then that is consistent with perceptual separability. If the two x values differ from one another despite the physical
level of color being identical, it indicates that the perception of color is influenced by both the stimulus’s color
and width, and demonstrates perceptual integrality.

The variance parameters describe the degree of variability in perceptual representations that is due to percep-
tual noise for a particular stimulus. The variance in the x dimension describes the amount of variability that exists
in the perception of the color component. When comparing two different compound stimuli that differ only in the
color component, there is no expectation that both levels of color would have the same amount of x dimension
variance, and none of the standard GRT tests involve a direct comparison of that type. As with the means, a
test for perceptual separability would involve comparing the amount of perceptual variance along the x-axis for
two stimuli with the same level of color but with different width levels (see Fig. 19). Perceptual separability is
indicated by both the means and the variances remaining stable across different levels of the other dimension,
meaning that the perception of color is completely unaffected by the level of width; if one or both of those criteria
are violated (as they are in Fig. 20), then the stimulus dimensions demonstrates perceptual integrality.

Perceptual Independence/Dependence. Testing for perceptual independence involves estimating the co-
variances for each perceptual distribution. If perceptual independence holds, then the levels of perceptual noise
present in each stimulus dimension will be uncorrelated and the resulting stimulus distribution will have a co-
variance of zero. In Figure 18, three of the four stimuli display perceptual independence (all but the dark/narrow
stimulus in the lower left). Conversely, perceptual independence does not hold for the dark/narrow stimulus;
the positive covariance indicates that when the width component of one of these stimuli is perceived as being
relatively more wide, the color is perceived to be relatively brighter.

Decisional Separability/Integrality. A typical 2 × 2 GRT experiment estimates four parameters related to
decisional separability: a slope and intercept for both decision bounds. As a 2 × 2 GRT experiment only has 4
total stimuli, the decision bounds are typically assumed to be straight lines. There is no theoretical reason that the
decision bounds must be straight (see Ashby & Maddox, 1990); however, estimating the decision bounds in more
detail would require a greater number of stimuli in the experiment, which is often impractical.

Of the four decision bound parameters that are estimated, typically the two slope parameters are the ones of
interest. The intercept parameters indicate overall biases (i.e., whether an individual is more or less likely to give
a “wide” response compared to a “narrow” response in general), but the slope parameters determine whether the
individual displays decisional separability or integrality (however, decision bounds cannot always be estimated in
a GRT analysis; this issue is covered in a later section).

When decisional separability holds, it describes a situation in which the individual’s internal decision rule that
marks the boundary between one response and another is unaffected by the level of the other stimulus dimension;
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this is illustrated by the decision bound for width in Figure 21. Decisional separability is marked by a slope
parameter equal to zero: the decision bound is perpendicular to the main axis, and indicates that a given perceived
value of width will always produce the same size response; no matter how light or dark the box is perceived to be,
the response for the width component would not change.

Conversely, the decision bound for the color dimension has a non-zero slope, which indicates decisional
integrality. This describes a situation where the perceptual values of both stimulus dimensions determine how the
participant responds to color. In this example, the participant would be relatively more likely to respond ‘light”
overall when the stimulus is narrow, and more likely to respond “dark” when the stimulus is wide.

Both decisional separability and integrality can represent optimal decision strategies under different condi-
tions. When the stimuli are chosen randomly, and there is equal probability of any combination of stimuli ap-
pearing on a trial, decisional separability is ideal. However, if the stimulus values were chosen so that stimuli
were more likely to be wide and dark or thin and light, and less likely to be wide and light or thin and dark, then
non-perpendicular decision bounds would be better.

Types of GRT Analyses

A typical GRT analysis is carried out on a single participant’s data. However, it is not possible to estimate
all the parameters involved in a 2 × 2 GRT model with only one confusion matrix — the confusion matrix would
have 16 cells, which give 12 degrees of freedom, and a full GRT model has 20 free parameters: two means and
two variances for four distributions, four covariances, and four values related to decision bounds. There are two
main ways to get around this limitation. The first way is most common, and involves fixing enough parameters
so that the data are sufficient to get at the information of interest. The second combines data from multiple
participants to have sufficient degrees of freedom to estimate all the parameters of interest in a single common
model (GRT-wIND, Soto et al., 2015).

Standard GRT Analysis. The traditional analysis is what has been used to investigate perceptual separa-
bility for the majority of GRT experiments. To get around the limitations of the data, a few of the different types
of parameters are fixed so that the parameters of greater theoretical interest can be estimated. In a typical exper-
iment, the parameters related to decision bounds are fixed, constraining the model so that decisional separability
must hold. Assessing decisional separability is often of less importance than the perceptual parameters, and given
that most experiments use stimulus values that are uncorrelated with one another, it is a plausible assumption.
Additionally, either the means or the variances of the distributions are free while the other is fixed (with a single
pair of decision bounds, changing the center of the distribution is equivalent to changing the variance). With
these parameters fixed, the analysis cannot assess decisional separability, but is capable of assessing perceptual
separability; if perceptual integrality exists, regardless of whether the true effect primarily occurs in a difference
in mean values or a difference in variance, it will be detectable as the effects will appear in whichever of the two
sets of parameters remain free in the model. The standard GRT analysis also allows for estimating the covariances
of the distribution, so perceptual independence can be examined as well.

As mentioned above, the major limitation of the standard GRT analysis is its inability to estimate decision
bounds. Because the decision bounds are fixed to be perpendicular, it imposes a restriction on how the model is
estimated. In a completely free model, all of the parameters can be rotated together without producing any drop in
model fit. In a hypothetical model, the center of the first distribution is typically fixed at (0, 0) or (1, 1), and rotated
so that the pattern of the distributions makes theoretical sense (i.e., two stimuli that only differ on one stimulus
dimension will be generally aligned along that dimension), but the model could be rotated arbitrarily around the
center of the first distribution and still fit the data equally well. This means that if decisional separability does
not truly hold, then the true GRT model will be distorted when transformed to meet the assumption of decisional
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Figure 22. An illustration depicting the potential for distortion when rotating a hypothetical GRT model to ensure
decisional separability. The left shows the true GRT model, with perceptual separability and decisional integrality,
and the right shows the model after being rotated to show decisional separability (and which now shows perceptual
integrality). Both models fit the data equally well, but have different theoretical interpretations.

separability imposed by the standard GRT analysis. A simplified example is illustrated in Figure 22; the true
GRT model on the left shows perceptual separability and decisional integrality. However, when rotated in order to
establish decisional separability, the locations of the perceptual distributions are altered and the model no longer
demonstrates perceptual separability. This is a fairly benign example, as the decision bounds were perpendicular
to each other before and after the rotation; however, if the angle between the true decision bounds was not equal
to 90°, then the amount of distortion in the rotated model would be even greater.

GRT with Individual Differences. An alternative to the standard analysis is GRT with Individual Differ-
ences (GRT-wIND; Soto et al., 2015). GRT-wIND was devised to get around the problem of wanting to estimate
more parameters than there are degrees of freedom in a single confusion matrix by analyzing multiple individuals
together. The additional data allows for the estimation of both parameters related to the perceptual distributions
and those related to decision bounds. The analysis is based on the assumption that perceptual processes are the
same between individuals, and thus perceptual separability and independence are the same across participants,
while decision bounds can be different for each person. This means the analysis can estimate a common set of
both the means and variance parameters for the distributions (with the exception of the first distribution, which
is fixed to be centered at (0, 0) with a variance of 1 for both dimensions, for the other distributions to use as a
reference), as well as their covariance, for the sample as a whole, in addition to estimating a set of decision bounds
for each individual participant.

GRT-wIND gets its name from the two sets of individual difference parameters that it estimates. The first set
is a pair of decision bounds estimated for each participant. Giving each participant their own decision bounds not
only allows the model the better fit each participant’s data, it also allows for decisional separability to be evaluated.
When multiple decision bounds are present in the model, it prevents any single rotation of the model from creating
the conditions for decisional separability for all participants (with the exception of when all sets of decision bounds
are parallel to one another). Because of this, decisional separability can be evaluated by comparing the unrestricted
model to one where all decision bounds are fixed to have a slope of 0. If the constrained model does not have
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worse fit, it indicates that all the decision bounds can be made perpendicular to the relevant axis while fitting the
data just as well.3

The other set of parameters which GRT-wIND estimates for each participant are κ and λ. These parameters
allow the model to better account for differences in performance between participants by rescaling the perceptual
distributions relative to each other in a way that does not alter their overall structure in perceptual space. κ
scales the perceptual space by shrinking the variances for the distributions in both dimensions equally, so as
to account for differences in individuals’ overall performance, while λ selectively shrinks the variances of one
dimension relative to the other, to account for individuals who do not perform equally well on both dimensions.
These parameters are described in terms of attention, though this term was chosen more for convenience than
any theoretical reason; their main function is to adjust the variances of the distributions to better account for an
individual’s performance. κ values are described as measuring global attention, as larger κ values produce smaller
variances, and therefore less overlap between adjacent distributions, and is used to calibrate for the participant’s
overall level of performance. λ is described as selective attention; it has a value between zero and one and
describes the participant performing better on one dimension over the other. Values greater than 0.5 shrink the
variances on the x dimension while increasing those on the y dimension (indicating better performance on the x
dimension compared to the y).

The grtools package carries out five different tests when evaluating a GRT model: testing perceptual sep-
arability and decisional separability for both dimensions individually, and perceptual independence for all four
compound stimuli collectively. This presents something of a problem, as illustrated by the hypothetical GRT
model shown in Figure 23, which displays three GRT models that would each fit a set of data equally well. The
only constraints to the model that the GRT-wIND analysis imposes are that the first distribution has a center at a
specified point with a variance of one in both dimensions, which allows for the entire model to be rotated around
that center point without any loss of model fit. This allows different rotations of the same model to demonstrate
perceptual separability for the Y dimension, perceptual separability for the X dimension, or neither, without any
loss in model fit (as is shown in Fig 23). The problem is that when our hypothetical data are tested for perceptual
separability, only one constraint is fit at a time, so the unconstrained model would be compared to the restricted
model on the left when testing for perceptual separability for the Y dimension (and find no loss of fit) and to the
center model when testing for perceptual separability for the X dimension (again finding no loss of fit). Because

3However, because the whole GRT model can be rotated freely without a loss of model fit, the results of this test are best interpreted
as indicating whether all the decision bounds from each dimension are essentially parallel to each other and the actual slope of the lines
needs to be assessed separately.

Figure 23. Three possible GRT representations that each fit a hypothetical set of data equally well. Depending on
which rotation of the model is chosen, perceptual separability will hold for either the stimulus dimension on the
y-axis, the x-axis, or neither.
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all of these models are simple rotations of one another, each will fit equally well, and perceptual separability
would be indicated for both dimensions when tested individually. However, if this model were tested for percep-
tual separability in both dimensions simultaneously, the results would indicate that the data does not support this
constraint. The only conclusion that could be drawn with these results is that both dimensions are not separable,
but that either of the two dimensions could show perceptual separability, though we cannot know which one, if
either.

A similar problem exists for testing perceptual independence. If any distribution has a non-zero covariance,
it is possible to rotate the entire model so that particular distribution is made to have zero covariance with no
reduction in model fit. However, if the perceptual distributions do not all have the same covariance, there is
no rotation that would allow all distributions to show perceptual independence, and for this reason, the test of
perceptual independence is best understood as a test for whether or not experiment-wide perceptual independence
could exist.

A traditional GRT analysis makes further comparisons, comparing the unrestricted model to one where per-
ceptual separability was fixed in both dimensions simultaneously, among others. However, this would not solve
the problem of rotation mentioned above, as the results could indicate either that perceptual separability holds for
both dimensions, or that it does not, and in a case like the one in Figure 23, it would still not allow for any of
the three possibilities to be ruled out. The fact that additional tests do not provide much added utility and would
be computationally expensive (a traditional GRT analysis runs 11 different models, testing different combinations
of perceptual separability and perceptual independence, but including decisional separability or testing any of the
individual covariances for perceptual independence). It is likely for this reason that the grtools package only runs
the five tests mentioned above.

Sensitivity Measures

As mentioned earlier, participants’ sensitivity to differences in compound stimuli can be measured through
a multivariate adaptation of SDT’s d′ statistic. d′ describes how well a person can successfully discriminate
between two stimuli (Macmillan & Creelman, 2004); in a one-dimensional SDT experiment, d′ is equal to the
distance between the two perceptual distributions in terms of their root mean square standard deviation, making it
a measure of how far apart the two distributions are in terms of how much variance they have. For this experiment,
this statistic is extended to work with GRT’s two-dimensional representation of perceptual space.

Like SDT, GRT describes each stimulus as producing a distribution of possible perceptual values, and by
calculating the distributions’ means and variances, a bivariate measure of d′ can be calculated. In GRT-wIND,
these calculations involve an additional pair of individual difference parameters that scale the perceptual space
to best fit each participant’s data. These two parameters adjust the variances of all four distributions to either
shrink them in both dimensions (larger value for κ lead to less overlap between adjacent distributions, and thus
an increased level of performance overall) or shrink the variances in one dimension relative to the other (λ is
essentially a ratio for performing better in dimension A than in dimension B). These parameters adjust the scaled
perceptual distance between the four distributions without altering their overall structure.

After scaling the GRT-wIND model by these parameters, bivariate d′ was defined as the average Mahalanobis
distance between a pair of distributions.4 Mahalanobis distance is a way to measure the distance of a point from

4In GRT experiments, it is a recognized problem that there is often no way to equate perceptual distance along the two stimulus
dimensions, i.e., it is difficult to say how many units of visual size are equal to one unit of auditory pitch. For simplicity’s sake, the units
from both stimulus dimensions are being treated as equal for the purposes of calculating d′. While this assumption is unlikely to be
perfectly valid, it is also unlikely that small deviations from this assumption would threaten the validity of the analysis, as d′ values are
only compared to each other within an experiment and both congruent and incongruent d′ value are calculated with the same parameters.
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the center of a distribution while accounting for the non-zero covariance of that distribution (see De Maesschalck,
Jouan-Rimbaud, & Massart, 2000, for a more detailed introduction on Mahalanobis distances). Two estimates of
distance are calculated for each pair of stimuli, as each perceptual distribution has its own estimate of covariance,
and the participant’s bivariate d′ value for that pair of stimuli is the mean of those two distances.5

The GRT model allows for three types of comparisons. The first type measures sensitivity between compound
stimuli that only differ in one dimension. These are labelled 1, 2, 3, and 4 in Figure 24, and are not related to
crossmodal correspondence, i.e., the line labelled 1 in the diagram is a measure of how difficult it would be tell
apart two stimuli that only differed in their visual component. The second comparison would be between the d′

value for the two congruent compound stimuli (line 5) and for the two incongruent stimuli (line 6). If crossmodal
correspondences produce an increase in perceptual sensitivity for congruent over incongruent stimuli, that should
appear in the data as the d′ value for line 5 being larger than line 6. The third type of comparison comes from
decomposing the congruent and incongruent d′ measures into separate subcomponents along each dimension
(these are displayed to the right of the main plot, labelled either visual or auditory). If sensitivity to the visual or
auditory components themselves is improved when those components are part of a congruent compound stimulus,
it will be reflected in these values.

To evaluate whether perceptual sensitivity was significantly different between congruent and incongruent stim-
uli, a distribution of congruent-over-incongruent d′ values was calculated via bootstrap simulation. While this

5An additional note about the individual measures of d′: because d′ is influenced by the variances of the distributions in question,
and the perceptual distributions are the same across participants with the exception of these two parameters, all the variance in different
individuals’ d′ scores will be the result of variance in κ and λ.
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Figure 24. A diagram of the various sensitivity measures that can be calculated in a GRT study, including the
visual and auditory components of the crossmodal distances.
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strategy is computationally intensive,6 it allows for confidence intervals around d′ estimates to be computed. If
the mean bootstrapped d′ratio is statistically significantly larger than 1.0, then it means that there is a significant
congruency advantage for crossmodally congruent stimuli.

6A single iteration of the simulation can take between 6 and 7 computer core-hours.
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