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Introduction

Natural language processing (NLP) is a branch of artificial intelligence centered around

how computers learn to comprehend language through text and oral communication (What Is

Natural Language Processing?, 2021). NLP originated from Machine Translation (MT), which

is the field of computer science that attempts to translate content from one language to another.

MT technologies such as Google Translate have greatly evolved over the last 15 years, yet they

are still widely inaccurate and often cannot translate an input’s true meaning. The inaccuracies

become more problematic as society becomes more dependent on technologies that claim to

understand human language.

Oftentimes, NLP models do not actually learn the language they are trying to understand

and instead rely on data statistics and correlation between inputs and labels. When the wrong

correlations are used, NLP models may utilize shortcut features that use the wrong logic to solve

the targeted task. For example, a model can rely on how often a word is used to determine

whether it has a positive or negative connotation, or it can only analyze the last sentence of a

paragraph instead of taking into account the whole input (Du et al., 2021). These models can

produce high accuracy results, but the model itself would use the wrong features for predictions,

resulting in flawed logic connecting inputs to outputs. Thus, these models would perform poorly

on more challenging test conditions (Geirhos et al., 2020). The final technical deliverable focuses

on identifying shortcut features in NLP models and creating a method to mitigate them so the

model can use the correct logic to solve the problem at hand.

Technologies based on understanding language are widely used in the modern world

despite their inaccuracies. Applications include translating educational resources (Kordoni et al.,

2016), helping international students learn the host country’s native language, and assisting
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students who study foreign languages. However, these benefits bring problems of academic

integrity and the need for language development and diversity (Groves & Mundt, 2021). The

final STS deliverable will focus on how MT can become a driving force in society, specifically

in education, as well as the limitations and the societal expectations surrounding the technology.

Technical Topic: Shortcut Mitigation in NLP Models

Many problems related to difficult machine learning problems are symptoms of shortcut

learning. Shortcut learning, as Geirhos et al. puts it, are “decision rules that perform well on

standard benchmarks but fail to transfer to more challenging testing conditions, such as

real-world scenarios” (2020). Essentially, shortcuts reveal a mismatch between the model’s

intended solution and the learned solution.

There are a few studies that have looked at specific shortcuts and how they can be

mitigated. Du et al. found that NLP models have a strong preference for features located at the

head of the distribution, or features that are introduced first or most frequently, resulting in a lack

of attention to important information that may be at the tail of the distribution (Du et al., 2021).

The researchers proposed a mitigation framework that regularizes the distribution and suppresses

the model from making overconfident predictions when the shortcut is deemed highly apparent.

A case study centered around visual commonsense reasoning found that question

answering models, or models that try to determine the right answer choice to a question, do not

perform as intended because they often cheat by using the frequency of words in the answers, or

look at how many words the question and each answer choice have in common (Ye & Kovashka,

2021). The researchers approached the problem with an iterative masking technique, which ran

the model several times while deleting, or masking, a different part of the input each time to
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determine which words are important and which words or phrases the model needs to ignore

while making predictions.

Although there is ongoing research about specific shortcuts found in NLP like

high-frequency word association (Geirhos et al., 2020) and negation bias (Mendelson &

Belinkov, 2021), it is impossible to remove shortcut features entirely from machine learning

models. Researchers can only mitigate known shortcut features but unknown ones may never be

discovered. The technical final deliverable will search for unknown shortcuts (Du et al., 2021).

First, a list of known possible shortcut features will be listed and defined. The model will be

trained first to see which known shortcuts are present, and then the solutions to those specific

shortcuts found in previous references will be implemented to mitigate the found shortcuts. After

all applicable known shortcuts are accounted for and mitigated, the model might still not perform

as intended. If so, then there must be at least one additional shortcut feature that was not

identified from the start. The model will be analyzed to identify what the additional shortcut

features are, and then the deliverable will focus on mitigating the newly identified features. A

goal of the technical project includes identifying shortcut features that are not superficial. In

other words, the project wants to determine if there are shortcut features related to the semantics

or meaning of the input words, as opposed to unrelated factors like word frequency.

The accuracy of the model in terms of learning the intended solution can be measured

using a model’s interpretation. Specifically, the concept of integrated gradients will be used to

analyze how a model determines an output based on the input information (Sundararajan et al.,

2017). Interpretations shed light onto what logic a model uses to solve a problem. If that logic

seems to match how humans generally approach the problem, then the model has done well

learning the intended solution. Without interpretations, the model is a black box: the user can
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only see the inputs and outputs of the model, but there is no information about how they connect.

With the help of integrated gradients to determine the model’s interpretation, the technical

project researchers can determine the correctness of the model and identify which shortcuts may

still be present. When the interpretation matches the intended solution, then the model has

“learned” correctly and can solve the problem with the correct logic. The final deliverable will be

a technical report that describes the background, related works, methods, results, discussion, and

conclusion for mitigating unknown shortcuts in NLP using interpretations.

STS Topic: The Effect of MT technology on Education

Google Translate is the most popular Machine Translation (MT) technology in the

modern world and currently supports translation for 109 different languages (Compare Translate

Features for Each Language - Google Translate, n.d.). According to a survey conducted by

Google in 2017, the MT product is 85% accurate and is still lacking in many aspects (“How

Accurate Is Google Translate | Updated Review 2021,” 2021). Google Translate is typically

better at translating European languages than most others (Aiken, 2019) but even then, the

technology errors most while trying to understand the actual meaning behind the words being

translated (Ghasemi & Hashemian, 2016).

Despite being error-prone, Google Translate’s accuracy is similar to the minimum

standard necessary for university admission at many institutions (Groves & Mundt, 2015). The

accuracy brings some ethical implications of using MT in higher education, since MT can cause

problems of academic integrity (Yang & Wang, 2019) and change the need for language

development (Groves & Mundt, 2021). On the other hand, MT is used to help international

students learn the native language through self-studying (Bahri & Mahadi, 2016) and plays a

large role in translating educational resources (Kordoni et al., 2016) or online educational content
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(van Rensburg et al., 2012) into other languages for global educational use. The stakeholders of

MT in education include students studying foreign languages, international students, foreign

students, professors, and the wider academic community. Although there are some cons to

incorporating MT into education, the potential benefit this technology holds is an incredibly

large win for education worldwide.

Some STS scholars may argue that MT could soon become a technologically

deterministic technology. The concept of technological determinism originated from Thornstein

Veblen and argues that society is shaped and driven by technology (Smith, n.d.). This concept is

used often as an antonym for social constructivism, which argues that technology is driven by

societal expectations. Once MT has evolved to be more accurate and pick up on the semantics of

words, it will likely drive the academic community to create rules surrounding the usage of MT,

as well as the economic impact of mass translating academic material. The potential benefits of

MT will change how students and professors approach courses and assignments, which is why

some may argue that MT will become a technologically deterministic technology. However, one

of the shortcomings of the concept of technological determinism is that it does not have a

timeframe; it simply states that technology drives society, from the start until it is replaced by a

better technology.

Technological momentum, a concept made popular by Hughes, introduces a time aspect

to the duality of technological determinism and social constructivism (Marx & Smith, 1994).

Hughes argues that developed societies tend to lean towards technological determinism, whereas

less-advanced societies tend to adopt social constructivism. Technological momentum is good

for putting MT in education into perspective: in less advanced societies, society drives MT

because it is typically smaller, so social norms revolving around MT matter more than the
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technology itself. In advanced societies, MT are more technologically deterministic because they

are able to drive society and can easily be accepted into society’s daily routines.

Researching how MT technology affects education is important because MT is rapidly

evolving to become more accurate. If discussions are not held about how to incorporate MT into

the academic community, problems of academic integrity will continue and students will not be

able to effectively utilize MT in their education. It is also important to explore the limitations of

MT in the context of its necessity. If MT is so accessible and accurate, is it necessary for students

to learn foreign languages at all (Gally, n.d.)?

Methodologies

Research question: How is Machine Translation technology affecting education?

To answer this question, the methodology of historical case study will be used.

Information will be collected and analyzed to understand how MT has affected specific

institutions that require students to learn languages, and how MT has affected international

students studying abroad. Sources will also be used to understand the ethical concerns regarding

the incorporation of MT into the educational community, as well as its current limitations and

what the technology still needs before being widely used in the academic world. Finally, research

will be done on how MT is impacting large societies to change the structure of their educational

system, whether that is removing the requirement to learn foreign languages or creating policies

surrounding the implementation of MT technology.

The sources gathered will mostly be published accounts of how MT has affected different

academic communities. The keywords used will be variations of “machine translation”,

“education”, “higher education”, “translation technology policies”, “machine translation

limitations”, and “societies and machine translation”. These keywords are important because
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they look for the connection between MT and education, as well as the ethical concerns and

limitations of the technology. This will create a good library of information to explore the current

societal effects of MT and how it can affect society in the future after overcoming some

limitations.

Conclusion

The technical deliverable is a final report that will focus on what shortcut features were

identified that were previously unknown, as well as what algorithms were implemented to

mitigate those newly discovered shortcut features. The significance of the shortcuts will be

analyzed to determine if they are superficial or pertain to the machine’s understanding of the

languages’ semantics. The report will also include which known shortcut issues were identified

at the start and mitigated using solutions from related works. Once completed, there will be

insights into what shortcut features exist for NLP and their mitigation strategies. This will allow

NLP models to improve the reasoning behind their answers, and also ensures that they are truly

learning the material as intended. As a result, the models will have a higher accuracy and

perform better because the model is working with the intended logic.

The STS deliverable is centered around how the rise of machine translation technology

affects education worldwide. The final paper will analyze the ethical concerns regarding the use

of MT for learning purposes, as well as the current limitations of the technology and its predicted

advantages. Once the research is completed, the academic community will be able to better

understand the impact MT technologies have on education. The research will facilitate

discussions regarding the societal expectations surrounding the use of this technology, as well as

what limitations need to be imposed. Nations will also be able to better understand the
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importance of languages within their academic systems and what they should expect from MT

technologies moving forward, since MT will only continue to improve.
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