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Abstract

Orthogonal Frequency Division Multiplexing (OFDM) is widely used in the digital communication

field now, for example, in Long Term Evolution (LTE). This modulation technique has achieved

high data rates and increased bandwidth efficiency and robustness in complex environments by

separating the channel into narrowband flat fading subchannels. OFDM system requires the or-

thogonality of each subcarrier keeping to the receiver to recover the data transmitted. Synchro-

nization errors in OFDM would cause intersymbol and intercarrier interference which will defect

the orthogonality of each subcarrier. One way to achieve timing synchronization is by performing

maximum likelihood functions on existing cyclic prefix of OFDM symbols to form peaks at the

start of each symbol. The other way to the acquisition of the timing synchronization is by using

training symbols in the transmitted OFDM signal. Both algorithms perform well at very low

signal-to-noise ratios (SNR). This thesis extends these two previous ways to acquire more accu-

rate timing synchronization and addresses timing synchronization for an airborne OFDM system

including the research for different SNRs, multipath and Doppler frequency offset with different

synchronization methods.
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Chapter 1

Introduction

Due to the increasing demand in the wireless communication field where growing users desir-

ing higher data rates for various purposes, Orthogonal Frequency-Division Multiplexing (OFDM)

technology has been introduced to many communication standards. OFDM is a special case of

multicarrier transmission, because it divides available channel bandwidth into a large number of

closely-spaced subchannels, over which the frequency-responses appear to be nearly flat if the se-

lected subchannel bandwidth is smaller than the coherence bandwidth of the frequency selective

channel. Compared to other communication technologies like Global System for Mobile Communi-

cation (GSM), Code Division Multiple Access (CDMA), etc., the advantages of OFDM technology

are low-complexity implementation compared to a single-carrier system with equalizer, robustness

to the multipath fading channel due to narrowband interference affecting only small percentages

of the total subcarriers, high spectral efficiency and the ability to provide flexible transmission

bandwidths [2].

The first OFDM schemes were presented by Chang [8] in 1966 and Saltzberg [9] in 1967

using conventional analog circuitry. However, widespread application of OFDM system was not

possible until more practical works were done by Weinstein and Ebert [1] and Chang and Gibby

[4], Hirosaki [5] and Peled and Ruiz [6]. In 1971, Weinstein and Ebert first showed that Discrete

Fourier Transform is a realization of OFDM waveform, thereby eliminating the banks of subcarrier

oscillators and coherent demodulators by performing the fast Fourier Transform (FFT) [1].
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This technology is now used in most broadband wired and wireless communication systems

like Asymmetric Digital Subscriber Lines (ADSL), Long Term Evolution (LTE), wireless local area

networks (LANs), digital terrestrial television (DTT), and Wi-Fi since it is an effective solution to

intersymbol interference caused by a time-dispersive channel. The diverse use of OFDM systems

motivates the critical need for accurate symbol synchronization in time. In this thesis, we will

explore the synchronization for an airborne OFDM system which is even a harder case for symbol

synchronization and includes all cases in the mentioned applications.

One disadvantage of OFDM systems is that highly linear RF amplifiers are needed. An

OFDM signal includes hundreds of independently modulated subcarriers, which can give a large

Peak-to-Average Power Ratio (PAPR) when added up coherently. When N signals are added with

the same phase, they produce a peak power that is N times the average power [3]. Nonlinear

distortion will be induced if the amplifiers cannot meet the peak power requirement. Even when

highly linear amplifiers meet all requirement, severe reduction in power efficiency presented due to

PAPR. In addition, there are two other drawbacks: one is frequency offsets, created by Doppler

shifts or differences between oscillators in the transmitter and receiver, which will reduce orthog-

onality leading to crosstalk; the other is carrier phase noise, also caused by imperfections between

oscillators in each terminal.

1.1 Contribution

The main contribution of this thesis is to compare Sandell’s, Schmidl-Cox’, Minn’s and our pro-

posed method used in synchronizing received OFDM signal based on different channel models. The

comparison is made in terms of signal-to-noise ratios (SNRs) and multipath. During the study of

each algorithm, this thesis also offers some modifications to improve the performance of original

methods. The RMSE at different channel conditions for each method is also provided at the end

of this thesis. Besides, the synchronization error effects and complexity of each method are also

discussed. A conference paper to deal with synchronization using known information at low SNR

is published in 2017 IEEE Military Communications Conference (MILCOM) [16].
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1.2 Organization of thesis

Chapter 2 gives an overview of OFDM. The baseband model and top-level description of an OFDM

system are illustrated.

Chapter 3 classifies wireless communication channels. Specific mathematical models for the

different channels are shown and discussed here.

Chapter 4 focuses on the timing synchronization in OFDM by illustrating different timing

synchronization methods. Modifications are made for some algorithms to improve the performance.

Complexity for each method also presented here.

Chapter 5 compares different timing synchronization methods via simulations. It displays

the performance of each method under different signal-to-noise ratios and multipath. Moreover, it

shows the constellation due to various imperfect timing synchronizations as well.

Chapter 6 concludes the experiments and results presented in this thesis and discusses

potential future work.

12



Chapter 2

An Overview of OFDM

Orthogonal Frequency Division Multiplexing (OFDM) is extensively adopted in modern commu-

nication systems. It divides a given channel spectrum into multiple small bandwidth subchannels,

or subcarriers, in order to make the original high-speed serial signal to be transmitted in parallel

through subchannels. In other words, OFDM system offers a better way to cope with equalization

of dispersive slow fading channels.

Figure 2.1: OFDM basic principles shown in classic form

The basic model for the original OFDM system is shown in Fig 2.1. As we can see, a serial

high-speed data stream is divided into parallel low-rate data streams – each stream is coupled with

a known subcarrier or subchannel. Then we add them together and send the sum to the channel.

At the receiver, we decouple the signal using the same known subcarrier, then pass them through
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integrators and serialize the data streams again to get back to the original information.

2.1 Signal Characteristics

2.1.1 QAM signal

In real-time signal transmission, we often use a different combination of sinusoidal waves as trans-

mitting signals. BPSK is one of the most popular binary digital modulation as shown in Fig

2.2.

Figure 2.2: Waveforms of basic digital modulation, BPSK

The signal constellation of all possible symbols on a phasor plane is introduced due to its

compact and clear way of phasor representation. The constellation of binary PSK are illustrated

in Fig 2.3a.

(a) BPSK constellation (b) 8PSK constellation

Figure 2.3: Basic signal constellations

Higher-order modulations are beneficial because they can describe a large number of possible

symbol waveforms. For example, M -ary PSK contains log2M bits per symbol and has M symbol

waveforms with different phase angles. Fig 2.3b depicts signal constellation of 8PSK.
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(a) 4QAM constellation (b) 12QAM constellation

(c) 16QAM constellation

Figure 2.4: QAM signal constellations

Modifying both amplitude and phase in a sinusoidal wave, produces a quadrature amplitude

modulation (QAM). QAM is used broadly in digital communication systems, such as Wi-Fi. Here

are some examples of 4QAM, 12QAM and 16QAM. As we can see from Fig 2.4, the constellation

of 4QAM is exactly the same as 4PSK. In this thesis, the related project in OFDM system design

is using 4PSK (4QAM).

We’ve known M -ary PSK and M -ary QAM are linear modulation systems whose carrier

frequency is fixed. In general, the baseband signal for M -ary PSK and M -ary QAM can be

expressed as [10]

X(t) =
∞∑

k=−∞

(XI(k) + jXQ(k))rect(
t

T
− k) (2.1)

where rect(·) is the rectangular pulse with amplitude of 1 between t = 0 and t = 1 and amplitude

of 0 otherwise. XI(k) and XQ(k) together form the kth-baseband symbol here which represents

the coordinates in the signal constellation.
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The auto-correlation function of X(t) can be expressed as[10]

ΦXX(t, t+ τ) = E[x∗(t)x(t+ τ)]

= E

[ ∞∑
k=−∞

∞∑
l=−∞

(XI(k)− jXQ(k))(XI(l) + jXQ(l)) · rect( t
T
− k) · rect(t+ τ

T
− k)

]
(2.2)

Then we can average the auto-correlation function by averaging over one period T because

X(t) is cyclo-stationary [10]

ΦXX(τ) =
1

T

∫ T

0

ΦXX(t, t+ τ)dt (2.3)

Assume the baseband symbols are independent and are all zero-mean random variable. Let

the variance of the baseband symbols be σ2. Then we have

σ2 = E[XI(0)2 +XQ(0)2] (2.4)

Thus, we have [10],

ΦXX(τ) =


σ2(1− τ/T ), 0 < τ < T

σ2(1 + τ/T ), −T < τ < 0

0 otherwise

(2.5)

The Fourier transform of above auto-correlation function is the power spectral density of

the baseband signal. We then have

SX(f) = σ2T (
sin πfT

πfT
)2 (2.6)

Fig 2.5a and 2.5b show the one-sided power spectral density of QPSK on linear and decibel

scale. For single carrier systems, pulse shaping filters are needed since such signals have significant

sidelobes which will result in heavy interference to the adjacent frequency band. However, for

OFDM systems, pulse shaping filters are only needed after IFFT, before transmission, which is

not the case here for M -ary PSK.

Now let’s discuss an alternate to single-carrier transmission systems. Parallel transmission

systems are favored to make the communication more efficient when the channel frequency response
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Figure 2.5: Power spectral density of QPSK (4-QAM) signal

varies significantly over the channel bandwidth. In earlier parallel transmission schemes, some

non-overlapping signals share the whole available frequency band as shown in Fig 2.6a. Each

signal is formed by independent data symbol and transmitted simultaneously with different center

frequency. The purpose of the non-overlap is to avoid inter-carrier interference (ICI). But as we

can see from the Fig 2.6a, the space between adjacent signals is really a waste of spectrum. Thus,

the way of overlapping the signals with different frequencies was introduced from then in Fig

2.6b, which highly improved the spectral efficiency. Based on this overlapping scheme, Orthogonal

Frequency Division Multiplexing (OFDM) was developed.
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Figure 2.6: Basic multicarrier design
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2.1.2 OFDM baseband properties

Traditionally, an OFDM signal consists of a set of modulators as in Fig 2.1, each is called a

subcarrier and each with different carrier frequencies. Suppose there are N subcarriers modulated

by N parallel data streams, which are complex numbers Xk from a given constellation such as

QPSK, where k = 0, 1, ..., N − 1. Also assume fk is the carrier frequency of kth subcarrier for Xk.

Then, we have each baseband subcarrier as

φk(t) = ej2πfkt (2.7)

The N complex-valued transmitter output for one baseband OFDM symbol (without a

cyclic prefix) is

s(t) =
N−1∑
k=0

Xkφk(t) =
N−1∑
k=0

Xke
j2πfkt 0 ≤ t < NTs (2.8)

where Ts is the sample interval in a digital complementation, and T = NTs is OFDM symbol

interval. To make the subcarriers φk(t) on 0 ≤ t < NTs orthogonal, we need equally-spaced

subcarrier frequencies fk:

fk =
k

NTs
(2.9)

Thus, the subcarrier frequency spacing is now fs = 1
NT

. The subcarriers of the signal in

(2.8) are illustrated in the following Fig 2.7 with index k = 1, 2, 5 cases. Fig 2.8 explains how the

baseband subcarriers are packed in the frequency domain.

By letting t = nTs, the digital transmitter output is now

s(nTs) =
N−1∑
k=0

Xke
j2πfknTs 0 ≤ nTs ≤ (N − 1)Ts (2.10)

Then, the OFDM signal is given by

sn = s(nTs) =
N−1∑
k=0

Xke
j2πnk/N 0 ≤ n ≤ N − 1 (2.11)

From (2.8) we see that the OFDM symbol could be transmitted with different carrier

frequencies and be received using a bank of matched filters. However, (2.11) shows when we are
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Time

Figure 2.7: OFDM subcarriers in time domain
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Figure 2.8: OFDM baseband subcarriers

using Ts-spaced sampling of the quadrature and in-phase components of the OFDM symbol, it

is the same as we are modulating the sampled data with an inverse discrete Fourier transform

(IDFT) except for a multiplying constant coefficient 1/N . Thus, we don’t need a bank of match

filters at the receiver. The sampled data will be demodulated with a DFT at the receiver. This is

one main property of OFDM first introduced by Weinstein and Ebert [1]. The DFT and IDFT are

typically implemented with a Fast Fourier transform (FFT) and Inverse Fast Fourier transform

(IFFT) in practical.

Fig 2.9 shows the amplitude of an OFDM symbol with 2096 subcarriers in the time domain

and a histogram of its real-part distribution. Since the OFDM signal is the summation of N inde-

pendent and identically distributed components, the real-part and imaginary-part distribution are

roughly Gaussian by central limit theorem [11]. Furthermore, the real and imaginary components

are strongly independent, implying the amplitude is a Rayleigh random variable. Thus, OFDM

signals have large peak-to-average power ratios. Such large peak-to-average power ratios require

amplifiers with high dynamic ranges.

2.1.3 Peak to average ratio

The peak-to-average ratio (PAPR) is the ratio of the peak power to the average power. From the

previous section we’ve seen OFDM systems suffer from high PAPR. The PAPR formula is defined
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as

PAPR =
max |s(t)|2

E[s(t)2]
(2.12)

The PAPR can reach to maximum of N for N -subcarrier OFDM system in extreme case. The

amplifier needs high dynamic range if N is a big number. In order to make the power amplifier

work with such large dynamic range, a large output back-off (OBO) must be implemented. The

OBO is described as the ratio of output saturation power to the average output power of a power

amplifier.

OBO(dB) = 10 log10

Po,max
Po,avg

(2.13)

2.2 Cyclic Prefix

By dividing the serial data stream, which has a rate 1/Ts, into N subcarriers, the symbol period

is then NTs, each subcarrier is spacing by 1/NTs. But real channel time or frequency dispersion

(see Chapter 3) can damage the orthogonality between subcarriers which will lead to intercar-

rier interference (ICI), and in addition, intersymbol interference (ISI) will be introduced by the

transmission in dispersive channel. Thus, we need some guard samples to help us reduce ISI and

ICI. There are two different ways of inserting some guard period between two successive OFDM

symbol. One is inserting all zeros at the beginning, the other is to insert the last tail samples

of each OFDM symbol to the beginning which is called cyclic prefix (CP). The reason we are
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Figure 2.9: Time characteristics of an OFDM signal with 2096 subcarriers
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using the cyclic prefix instead of using all zeros is that even both methods can prevent the ISI in

a dispersive environment, but only cyclic prefix can maintain orthogonality among subcarriers.

Figure 2.10: Cyclic prefix real part in an OFDM symbol (time domain)

The cyclic prefix, as shown in Fig. 2.10 , is inserted between two consecutive OFDM symbols

and extends the OFDM symbol length from N to N + L in samples. The OFDM signal will be

passed through a physical channel which is modeled by a finite-length impulse response in[0,∆h].

If the impulse response of the channel is longer than the CP time ∆ = LTs, i.e. ∆h > ∆, then

ISI is introduced. So the CP length should be chosen to have longer duration than the channel

impulse response time, ∆h < ∆ in OFDM system design.

Besides, we want to do FFT in the receiver to recover the transmitted raw data. Note real

channel does regular convolution in continuous time. Thus we have [11]

r(t) = s(t) ∗ h(t) + w(t) =

∫ ∆h

0

N−1∑
0

Xke
j2πfk(t−τ)h(τ)dτ + w(t)

=
N−1∑

0

(∫ ∆h

0

h(τ)ej2πfk(τ)dτ
)
Xke

j2πfkt + w(t)

=
N−1∑
k=0

HkXke
j2πfkt + w(t) 0 ≤ t < NTs (2.14)

where

Hk =

∫ ∆h

0

h(τ)e−j2πfkτdτ (2.15)

is the Fourier transform of h(t) evaluated at frequency fk and w(t) is channel noise. Regular

continuous-time convolution in time domain corresponds to multiplication in frequency domain,

but not for DFT (or FFT). For DFT, circular convolution in discrete-time domain corresponds to

multiplication in discrete frequency domain. Since we want to have multiplication in frequency
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domain for channel estimation in the following processing, we want circular convolution instead

of regular convolution. With CP, regualr convolution can be used to create circular convolution

[17]. Discarding the CP sequence to get sampled sequence y(n) at the receiver, and then taking an

FFT of the sampled data within [0, NTs], gets back to the transmitted information Xk by dividing

estimated Hk from Yk:

y(n) = s(n) ~ h(n) + w(n) (2.16)

Yk = XkHk +Wk (2.17)

and equalization,

X̂k =
Yk
Hk

(2.18)

The disadvantage of cyclic prefix is that it would cause the loss of effective transmission

energy and throughput per unit time

εloss =
NTs

NTs + ∆
(2.19)

This equation also measures the bit rate reduction by CP. In other words, if each subcarrier

transmits b bits, then there are Nb bits in every OFDM symbol, the overall bit rate decrease from

b
Ts

to Nb
NTs+∆

after adding CP. The losses can be made very small if we choose the length of the CP

∆ much smaller than a symbol period NTs.

2.3 OFDM transmission and reception schematic

A general OFDM transceiver system is shown in Fig 2.11 and Fig 2.12. As we can see from the

figures, the OFDM transmitter integrates several functions, including serial to parallel conversion,

inverse FFT processing, CP insertion, pulse shaping filter and digital-to-analog conversion. The

OFDM receiver is like the inverse of its transmitter, but it has three additional modules dealing

with timing synchronization, channel estimation and channel equalization in order to handle syn-

chronization issues between transmitter and receiver and the channel-fading effect to recover the
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transmitted data from the noisy channel. The channel effect will be discussed in Chapter 3 and

the synchronization issues will be dealt with in Chapter 4. This thesis mainly focuses on symbol

timing synchronization part which is marked in yellow in Fig 2.12 since the OFDM system needs

to parse a stream of symbols correctly.

Figure 2.11: Typical OFDM transmitter architecture

Figure 2.12: Typical OFDM receiver architecture
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Chapter 3

Signal Propagation and Channel Model

The study of signal propagation is important to wireless communication since it not only provides

the prediction models for the required power estimation, but also helps the receiver to decide

how to compensate the impairments due to wireless transmission. In practice, signal propagations

may differ based on different environments, but for most cases their physical models are simple in

wireless communication.

The propagation effects and other signal impairments are usually collected and directly

referred to as the channel [18]. The additive white Gaussian noise (AWGN) channel is the most

widely used channel model in wireless communication field which we will explain later in this

chapter.

3.1 Physical models in signal propagation

3.1.1 Propagation modes

There are three principal propagation modes in wireless communication:

• Free-space propagation, which is related to an ideal situation where path loss is proportional

to the square of the distance between the transmitter and receiver. This kind of clear
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propagation is also called line-of-sight transmission.

• Reflection, which is common to the terrestrial propagation and usually shows greater path

loss compared to the free-spaced propagation. It denotes the bouncing of electromagnetic

waves from surrounding objects such as walls, mountains, airplanes and cars.

• Diffraction, which is another common terrestrial propagation method. It usually refers to

the bending of electromagnetic waves around or through objects like buildings, trees or hills.

The first case is usually described by the free-space link equation. The free-space link

equation, also known as the Friis [19] equation, gives the received power as a function of the

transmit power Pt, distance d, wavelength λ, antenna gains Gt at the transmitter and Gr at the

receiver:

Pr =
PtGtGrλ

2

(4πd)2
watts (3.1)

This assumes radiation pattern maximums are directed at each other, and that polarizations

are matched as explained in [18].

The second and third cases are the cause of the multipath which will be illustrated in the

following sections.

3.1.2 Multipath

Due to the reflection and diffraction’s impact, the received signal is often the combination of many

signals passing through different paths instead of a signal from a line-of-sight transmission. Signals

on these different paths may constructively or destructively influence the final signal received at

the receiver. In general, when there’s more than one path between the transmitter and receiver,

we call it multipath. As shown in Fig 3.1, there are two different ways for signal to be transmitted

from the transmitter to receiver. One is the direct path, and the other path is caused by the

reflection from a building. Usually, the direct path is the dominant path among all paths in
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Figure 3.1: Multipath transmission

multipath transmission.

Now consider a simple two-ray propagation. For an unmodulated continuous-wave signal

r(t) = α1 cos(2πfct) + α2 cos(2πfc(t−∆)) (3.2)

where αi are real scale factors, ∆ is the differential propagation delay which is also commonly-called

the delay spread. Using the complex envelope notation for the received signal, we get

r̃(t) = α1 + α2e
(−j2πfc∆) (3.3)

Thus, we can get the received signal from the above equation enhanced or attenuated based

on fc∆. The impulse response of this linear two-ray channel is

h(t) = α1δ(t) + α2δ(t−∆) (3.4)

and the channel’s frequency response is

H(f) = α1 + α2e
(−j2πf∆) (3.5)

which is periodic in f with period 1/∆ Hz. Figure 3.2 shows two different two-ray propagations

over the bandwidth B = 1 MHz, path gain 0.9 and 0.5 for each ∆1 = 1 µs and ∆2 = 0.15 µs.

As we can see, when the signal spectrum is wider than 1/∆, some frequencies are enhanced and

others attenuated, which is called frequency-selective fading. However, if 1/∆ is wider, the channel
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response is almost a constant which we call flat fading. This is the effect of time dispersion due to

multipath.

Frequency
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p
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u
d
e

Figure 3.2: Multipath with different delay spread

3.1.3 Doppler

In the previous section, we assumed both terminals are relatively static communicating with each

other. But when any one or both terminals are moving, signals are still propagating through those

three situations, and the signal itself has changed due to Doppler shift.

Here in Fig 3.3 we are illustrating Doppler with a high-speed aircraft moving toward the

base station when sending information from the aircraft to it. Suppose a transmitted signal is

s(t) = A cos(2πfct), the received signal in a terminal moving at velocity ~v will be

r(t) = α1A cos(2π(fc + fD)(t− t0)) (3.6)

where

fD =
~v · ~u
c
· fc (3.7)
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Figure 3.3: High-speed aircraft moving toward base station

and where ~u is a unit vector from the receiver to transmitter. Note the angle between ~u and

~v is between 0◦ to 180◦, so fD can be positive or negative. Table 3.1 includes some Doppler

frequency offsets corresponding to the velocity of the aircraft. For the system under study, the

carrier frequency is fc = 6 GHz which can be found in Appendix A. If Doppler frequency offset

uncompensated in OFDM, subcarrier orthogonality can be lost.

Aircraft speed Doppler offset

0 Mach 0 Hz

0.5 Mach 3.313 kHz

1 Mach 6.626 kHz

2 Mach 13.252 kHz

3 Mach 19.878 kHz

50 m/s 1 kHz

Table 3.1: Aircraft speed versus Doppler offset for the system under study

3.2 Channel Classification

In previous sections, we have investigated the effect on received signals based on various prop-

agation phenomena. All those effects can be categorized as large-scale propagation effects and
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small-scale effects [18]:

• Large-scale effects are due to large objects such as hills, buildings and others. Within an

OFDM symbol, these effects varies relatively slowly in time.

• Small-scale effects are due to local environments like trees and nearby buildings which may

lead to the reflection, and due to the motion of any terminals. These effects are fast in time.

Such effects are often characterized statistically by Rayleigh fading.

We’ve made the assumption that the channel was linear before. However, the propagation

channel may be time-varying. Applying a unit impulse at time t− τ and then measuring at time

t, the shape will change with τ which is represented as a dual-time time-varying impulse response

h(t, τ). For a given signal s(t) to be transmitted in this channel, the output will be:

r(t) =

∫ ∞
−∞

h(t, τ)s(t− τ)dτ (3.8)

Its baseband equivalent is expressed as:

r̃(t) =

∫ ∞
−∞

h̃(t, τ)s̃(t− τ)dτ (3.9)

3.2.1 Frequency-Selective channels and Time-Selective channels

First, we develop the modulated received signal when there are N paths:

r(t) =
N∑
n=1

αn(t)A(t) cos(2πfct+ φ(t) + θn(t))

=
N∑
n=1

Re
{
αn(t)ejθn(t)s̃(t)ej2πfct

}
(3.10)

where αn(t) is the attenuation and θn(t) is the phase rotation of the nth path.

A frequency-selective channel is a channel with some frequencies enhanced and others at-

tenuated. With large-scale effects, the received signal may include signals from different paths

with various path lengths such as the two-ray model in Fig 3.2. The channel response can be
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Figure 3.4: Impulse response for a frequency selective channel

represented as following when there are L different paths:

h̃(t, τ) =
L∑
i=1

α̃iδ(t− τi) (3.11)

where α̃i is the complex gain for the i-th path which is αie
jθi = αie

−j2πfcτi . Figure 3.4 shows the

frequency selective channel impulse response with L = 4 with delay τi = 0, 1, 2, 5 µs and path gain

αi = 0.9, 0.5, 0.3 and 0.3. Figure 3.5 gives the amplitude and phase of frequency response in this

frequency selective channel.
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Figure 3.5: Frequency response for a frequency selective channel

A time-selective channel is a channel that changes as a function of time. The channel

impuse response is

h̃(t, τ) =
L∑
i=1

α̃i(t)δ(t− τi) (3.12)

Thus, the received signal power is also changing with time. In other words, in a time-

selective channel, the signal received from the channel is sometimes better at a selected time than
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at other time. Figure 3.6 follows the previous setting with L = 4 and shows the channel response

of a time-selective and also frequency-selective channel.

Figure 3.6: Impulse response for a time and frequency selective channel

3.3 Noise

The additive white Gaussian noise (AWGN) channel is the most widely used channel in wireless

communication field. This model usually assumes that the signal is adding zero-mean noise having

a Gaussian distribution. If the samples of the noise process are uncorrelated with each other over

the bandwidth of our interest, then we say the noise is white. Thus, we get the autocorrelation

function given by:

RN(t) =
N0

2
δ(t) (3.13)

where δ(t) is the Dirac delta function and its power spectral density across the frequency range

−∞ < f <∞ is constant:

SN(f) =
N0

2
watts/Hz (3.14)

Additive noise typically originates from one of two physical processes in receivers:

• Thermal (or Johnson) noise due to random motion of charge carriers in metals or lossy

elements

31



• Shot noise, due to the randomness of charge flow in semiconductors

Then, we have N0 = kTsys where k is Boltzmann’s constant 1.38× 10−23 and Tsys is system

noise temperature. The noise power measured in a bandwidth B Hz is

PN = kTsysB watts (3.15)

Thus, we have the dimensionless Signal to Noise ratio (SNR) at the receiver in a bandwidth

B Hz is

SNR =
Pr

kTsysB
(3.16)
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Chapter 4

Timing Synchronization in OFDM

Synchronization is an important task in all wireless communication receivers. The receiver needs

a precise timing synchronization to accurately operate following procedures like data processing

and decision making.

This chapter will discuss several ways at synchronization and their pros and cons. The

frequency synchronization will be mentioned also, but not in detail since it will be found in my

colleagues’ work [20]. The comparisons among different synchronization methods will be discussed

in the next simulation and results chapter.

4.1 Synchronization using cyclic prefix

This synchronization method is also called Sandell’s method in this thesis since it was proposed

by Sandell and Beek [13] and is possible whenever a cyclic prefix exists. Timing and frequency

estimation are derived from the joint likelihood function which contains the information of both

offsets. The joint likelihood function reaches to a peak value when at the arrival time of each

OFDM symbol due to the redundant information from cyclic prefix in an OFDM system. Hence,

this method is also called maximum likelihood (ML) estimation method.

From Chapter 2 we’ve seen that the OFDM systems have the structure of Figure 2.11.
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There are N -parallel subcarriers which give us N -parallel data subcarriers after IDFT, and then

we copy the last L samples of the data as cyclic prefix to the beginning of these N samples to get

a complete OFDM symbol with length N + L samples.

Assume the transmitted signal s(k) is in non-dispersive channel with additive complex

white Gaussian noise (AWGN) n(k). At the receiver, the arrival time of an OFDM frame (usually

consisting of several consecutive OFDM symbols) and the received carrier frequency are both

uncertain. The first uncertainty is due to propagation delay and is modeled as a delay in channel

response δ(k−θ) where θ is the integer-valued index of unknown arriving time of one symbol. The

second uncertainty is not only due to local oscillators’ differences between the transmitter and the

receiver but also due to Doppler shift caused by motions of any terminals, and such uncertainty is

modeled as a complex multiplicative distortion with a factor ej2πεk/N of the received data, where

ε = ∆fT is the normalized carrier offset between the transmitter and receiver[13]. Therefore, the

received data is given by [13] with time index θ and carrier frequency offset ε:

r(k) = s(k − θ)ej2πεk/N + n(k) (4.1)

From Figure 2.9, we’ve seen that without cyclic prefix, the data coming out of IDFT should

be approximately a complex Gaussian distribution with a large number of subcarriers. However,

with the insertion of cyclic prefix, the total N +L samples are not white anymore since the cyclic

prefix produces to non-zero correlation between some samples. Therefore, the received signal r(k)

contains information about θ and ε.

Figure 4.1: Observation of length 2N + L samples for a complete OFDM symbol with CP
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To obtain the information about θ and ε we need to observe one complete OFDM symbol.

Thus, we should observe 2N + L consecutive samples to make sure we get one complete OFDM

symbol as in Fig 4.1. Since the unknown arrival time index θ is also the beginning of an OFDM

symbol, index sets I = θ, ..., θ + L− 1 denotes the positions of cyclic prefix and index sets I ′ =

θ +N, ..., θ +N + L− 1 refers the locations of origins of the cyclic prefix. The data placed in

these two index sets are strongly correlated. In other words, the samples in cyclic prefix and their

copies r(k), k ∈ I ∪ I ′ are pairwise-correlated [13], i.e. for ∀k ∈ I,

E[r(k) · r∗(k +m)] =


σ2
s + σ2

n, m = 0

σ2
se
−j2πε, m = N

0 otherwise

(4.2)

while the remaining samples r(k), k /∈ I ∪ I ′ are mutually uncorrelated.

Then we can obtain Λ(θ, ε) which is logarithm of the probability density function f(r|θ, ε)

for θ and ε. The maximum of this log-likelihood function gives us the estimation of θ and also

indicates the correct ε. From [13], we have the following equations:

Λ(θ, ε) = log f(r|θ, ε)

= log

(∏
k∈I

f(r(k), r(k +N)|θ, ε)
∏

k/∈I∪I′
f(r(k)|θ, ε)

)

= log

(∏
k∈I

f(r(k), r(k +N)|θ, ε)
f(r(k)|θ, ε) + f(r(k +N)|θ, ε)

·
∏
k∈all

f(r(k)|θ, ε)

)
(4.3)

where f(·) denotes the probability density function of the variables in its argument. After simpli-

fications, we will get

Λ(θ, ε) =
θ+L−1∑
k=θ

(
2Re[r(k)r∗(k +N)ej2πε]− ρ(|r(k)|2 + |r(k +N)|2)

)
(4.4)

where

ρ =
σ2
s

σ2
s + σ2

n

(4.5)
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By finding the maximum of Λ(θ, ε) in two steps explained in [13], we obtain ML-estimation

of timing index θ̂ from

θ̂ = arg max
θ
λ(θ) (4.6)

where

λ(θ) = 2
∣∣∣ θ+L−1∑

k=θ

r(k)r∗(k +N)
∣∣∣− ρ θ+L−1∑

k=θ

(
|r(k)|2 + |r(k +N)|2

)
(4.7)

and frequency offset estimation ε̂ simultaneously:

ε̂ = − 1

2π
∠
( θ̂+L−1∑

k=θ̂

r(k)r∗(k +N)
)

(4.8)

Thus, we have the estimation of both timing and frequency in the receiver. Since the

CP only constitutes a small fraction of the whole symbol, it’s reasonable to do averaging over

consecutive symbols in Sandell’s method to get better accuracy. In this thesis, we are doing 2

consecutive symbol averaging all the time. Figure 4.2 shows the ML estimation of both timing

and frequency with 6 consecutive OFDM symbols after averaging (each has a length of 150) and

frequency offset of 1000 Hz.

As we can see, the peak appears at each time a new OFDM symbol coming into the receiver.

And correspondingly at the peak position, we get the frequency estimation at the same time. In

practice, the index of each peak is the very last sample index of the previous OFDM symbol, thus

θ̂ + 1 is the starting sample of the new OFDM symbol. A peak-finding algorithm will also be

introduced in the next chapter to help specify the correct peak position.

4.2 Synchronization using training symbols

This method was first presented by Schmidl and Cox in 1997, [14], and thus is also called Schmidl-

Cox method. The start of frame and frequency offset can be detected by using just one training

sequence of two consecutive symbols. Note that one frame may contain hundreds of symbols and

each symbol contains N + L samples, using one training sequence can only give us one start of a

frame which is different from Sandell’s method giving us start timing index for each symbol.
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Figure 4.2: Timing and frequency metrics over AWGN channel

The structure of the training symbols is special. By transmitting a pseudo-noise (PN)

sequence, which is a random selection from the signal constellation the OFDM system adopted,

on the even frequencies and zeroing-out the odd frequencies in the first training symbol, we will

obtain two identical halves of the first training symbol in the time domain. The second training

symbol is aiming to help find the total frequency offset when there is large Doppler offset exceeding

the maximum frequency estimation limit from the first training symbol. The first training symbol

would provide all the timing information we need. The larger frequency estimation by using the

second training symbol will be introduced in [20].

In the time domain, we know that the first half and second half are identical in the first

training symbol as shown in Fig 4.3 except for a phase shift caused by the frequency offset, so

we can obtain the approximate frequency information from the first training symbol. Besides, the

sum of products of each pair of sample from the first half and corresponding sample in second

half will be a large value which gives us timing information. Suppose we want to keep all OFDM
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Figure 4.3: Time-domain structure for the first Schmidl-Cox training symbol

symbols have the same length N before inserting cyclic prefix, then there will be N/2 complex

samples in one-half of the first training symbol before CP insertion. Thus, the sum of the pairs of

products is given by [14]:

P (d) =

N
2
−1∑

m=0

(r∗(d+m)r(d+m+
N

2
)) (4.9)

where d is a time index corresponding to the first sample in a sliding window of N samples. The

received energy for the second half-symbol is defined by [14]:

R(d) =

N
2
−1∑

m=0

|r(d+m+
N

2
)|2 (4.10)

Then, using R(d) as part of automatic gain control compensation, we will get the timing

metric versus time as:

M(d) =
|P (d)|2

R(d)2
(4.11)

Thus, we get Fig 4.4 on the condition of AWGN channel for OFDM signal with 128 sub-

carriers. The position where the maximum value shows up is the timing index for the start of the

frame. In Fig 4.4 we can find the timing metric reaches a plateau which has a length of CP (22)

near the peak value. This might cause one or two indices’ timing estimation error in the receiver.

In the next section, Minn’s algorithm is trying to avoid the plateau.

The approximate frequency estimation will be made after we find the timing index from
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Figure 4.4: Timing metric and frequency estimation using Schmidl-Cox method

P (d):

∆f̂ =
∠P (d)

πT
(4.12)

where T is the duration of one-half symbol time. Figure 4.4 also shows that during the plateau time,

the approximate frequency estimation is almost unchanged. If the true frequency offset is not bigger

than ±1/T , which is called tone spacing, we don’t need the second training symbol to estimate

frequency offset. The second training symbol would not make the frequency estimation error

smaller if the true frequency offset is within the tone spacing. However, the second training symbol

might provide better channel estimation by sending out a known sequence from the transmitter.

4.2.1 Slight modification of Schmidl-Cox method

• Sharp peak: The plateau derived from the timing metric has a length of CP, which is caused

by the repetition between CP and its origin. One of the easiest ways to avoid the plateau

is adding CP for all other symbols in the OFDM frame except the first training symbol.

This is handy to implement, and in this thesis, we use this modification for all results from

Schmidl-Cox method. Thus, we have Fig 4.5 which gives us a sharp peak.
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Figure 4.5: Timing metric and frequency estimation using modified Schmidl-Cox method

• Normalization: As we can observe from (4.11), we normalized the timing metric by R(d).

This introduces a simulation problem which may occur in the practical world: there are N
2

samples difference between P (d) and R(d). At the very end of the frame when only noise

enters the receiver, R(d) approaches zero before P (d) which in (4.11) gives us a large M(d)

at the end. Thus, false alarms may occur anytime in gaps between OFDM symbols.

The way to solve this problem is adding some arbitrary number in the denominator, where the

number is approximately several times smaller than R(d′) which is obtained from any data

samples before the end of a frame. In our simulation, we add 2048 in the denominator which

is determined experimentally. Fig 4.6 compares the M metrics with and without adding an

arbitrary number in the denominator (note the scale changes). There are two consecutive

OFDM frames shown in the figure. Some silence samples between OFDM frames are also

transmitted and received as noise samples only. As we can see, adding the arbitrary number

help we suppress the wrong sharp peaks caused by small value noise samples from the end

of each OFDM frames. The bottom figure shows strong wrong peaks which make us could

not directly see the correct peak with maximum 1 here.
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Figure 4.6: Effect of timing metric normalization

4.3 Synchronization using modified training symbols

Minn [15] proposed an improvement on the Schmidl-Cox method to avoid the plateau when finding

the timing index. Minn modified the first training symbol to this form before CP insertion:

s = [A,A,−A,−A] (4.13)

where A are samples of length N/4 created by N/4-point IFFT of a randomly selected signal from

the constellation.

Then (4.9) and (4.10) will be modified into the following forms:

P0(d) =
1∑

k=0

N
4
−1∑

m=0

(
r∗(d+

Nk

2
+m) · r(d+

Nk

2
+m+

N

4
)
)

(4.14)

and

R0(d) =
1∑

k=0

N
4
−1∑

m=0

∣∣∣r(d+
Nk

2
+m+

N

4
)
∣∣∣2 (4.15)

The timing metric stays unchanged as

M0(d) =
|P0(d)|2

R0(d)2
(4.16)
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The frequency estimation part in the first training symbol is the same as in Schmidl-Cox

[14] method. Figure 4.7 shows the timing metric under high SNR case. As we can see from the

figure, Minn’s method gives us a sharp peak at the correct timing index (which is also the end

index of Schmidl-Cox plateau), but this method has two strong side peaks even in high SNR which

may cause false alarm when finding the correct peak, especially when the signal is passing through

a noisy channel.
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Figure 4.7: Timing metric and frequency estimation using Minn’s method

4.4 Synchronization at low SNR using pilot information

During the research of timing and frequency synchronization, we realized the known contribution

of pilots can be used to improve the performance of synchronization in Sandell’s model [13]. Thus,

we proposed a new method to do synchronization using cyclic prefix and pilot carriers together

[16].

To make use of the known pilot signal we model the transmitted sample as the superposition

of information sample after IFFT, dn, and pilot sample after IFFT, µn:
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sn = dn + µn (4.17)

Note that the known pilot sequence is periodic in time with period N +L. At the receiver,

we measure rn which delayed version of the signal sn with additive noise. Then, following the

notation of Sandell, we have the log likelihood at timing index No given by [16]:

Λ(No) = log
M−1∏
m=1

( ∏
k∈I1

f2(rk+m(N+L), rk+N+m(N+L)|No)

f1(rk+m(N+L)|No) · f1(rk+N+m(N+L)|No)
·
∏

other k

f1(rk|No)
)

(4.18)

Then we can find the ML estimator of No in a single symbol with length of N +L samples

by [16]:

N̂o = arg max
No

No+N+L−1∑
l=No+N

{
2Re

(
rlr
∗
l−N

)
− ρ
(
|rl−N |2 + |rl|2

)}
︸ ︷︷ ︸

1©

+ 2Re

{
(ρ− 1)

No+N+L−1∑
l=No+N

rl−Nµ
∗
l−No︸ ︷︷ ︸

2©

+ (ρ− 1)
No+N+L−1∑
l=No+N

r∗l µl−N−No︸ ︷︷ ︸
3©

+ C
∑

all l in frame

rlµ
∗
l−No︸ ︷︷ ︸

4©

}
(4.19)

where C =
σ4
n+2σ2

nσ
2
d

σ2
d(σ2

n+σ2
d)

= 1+2 SNR
SNR2+SNR

, and ρ =
σ2
d

σ2
n+σ2

d
. Note that 2©, 3© and 4© can be implemented by

three match filters in practice, and the implementation of 1© is just similar to Sandell’s method. To

be consistent with the result from Sandell’s method in this thesis, we are also doing two consecutive

symbols averaging all the time for our proposed method. Figure 4.9 shows the result of the our

method at low SNR with N = 128, P = 11, L = 22 and 3 consecutive symbols.

As we can see from Fig 4.8, we obtain a very sharp peak at the correct timing index when

at low SNR while Sandell’s method may produce peak index several samples off.
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Figure 4.8: Pilots spaced equally

However, if the pilots’ position are equally-spaced in one OFDM symbol, as we can see in

Fig 4.8, there will be more lower peaks. In this thesis, we recommend equally-spaced pilots shift

one or two samples each to the right or left to prevent multiple peaks, and thus making the pilots’

positions semi-random. This would help us to avoid the result with multiple small peaks due to

the autocorrelation of µn, and give us Fig 4.9.
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Figure 4.9: Comparison of Sandell’s method and our proposed method at 5 dB
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Chapter 5

Simulation and Results

In this chapter, we compare the performance of the four timing estimation methods explored in

this thesis. The comparison is based on different situations and gives the RMSE plot for each

method at the end.

Before going to the simulation results, we first define some of the crucial parameters being

used in the simulation in Appendix A. Then we simulated multiple frames containing 282 OFDM

symbols.

All simulation results displayed in this chapter are from Mathworks MATLABR©, and MAT-

LAB functions are utilized when available.

5.1 OFDM system parameters

For each OFDM symbol, we are using in the simulation before IFFT and the structure is in Fig

5.1. There are 11 pilots with
√

2 times larger amplitude than data samples’ power and carefully-

placed in data position. Each symbol contains 8 guard subcarriers on both sides. The DC value in

each symbol is also nulled out. After inserting the data samples and doing the IFFT of the whole

symbol, CP is added, and the length of the OFDM symbol now is N + L = 150.
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Figure 5.1: One OFDM symbol structure with semi-random pilot locations

5.2 Timing error effects

We’ve discussed several methods to help us find the correct timing in the previous chapter. Why

is synchronization so important? What would happen if we don’t get the perfect timing? In this

section, we are going to explore the effects of timing error.

It’s easy to answer the first question since we can’t process the data correctly without

timing synchronization. Thus we can’t get the original information. That’s why it is essential. For

the second question, if the timing error is within half CP samples on both sides, we can still get

back to original information after compensation in theory. But in our design, we found the limit

of our timing synchronization error is 6 samples instead of 11 samples (half of our CP samples).

If the timing error is beyond 6 samples, then the system collapse, and we can’t get back to the

original information. The reason that our project has a timing error limit of 6 samples is because

the density of pilots’ location which we will explain later.

The primary causes for imperfect timing are:

• Low SNR: When at low SNR like 5 dB, the peak in timing metrics becomes noisy, thus the

actual peak may be several samples off the correct peak.

• Multipath: When there is multipath in the transmission, the peak usually is from the

strongest path. But with other paths’ influencing, the peak could shift several samples

to another position.
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• Imperfect decimation: We often transmit signal with higher sampling frequency, and then

decimate the digital received data to original rate. Since the decimation may start at any

random sample at a high rate then decimates periodically from this random sample. The

decimated random sample may not be the exact original low rate sample, and it’s more

likely something between two original consecutive samples. Thus, even at high SNR without

multipath, the timing index is correct, but it’s still not perfect timing due to imperfection

decimation.

Fig 5.2a is the constellation with perfect timing before compensation at high SNR without

multipath. There is only some small rotation caused by propagation delay in this situation. Fig

5.2b shows the pilots in the complex axis after compensation. As we can see, all pilots are placing

at the same location here. Fig 5.2c shows the constellation with imperfect timing which is 2

samples off the correct timing index in the same situation. From Fig 5.2d we find the pilots are all

over the complex plane. This is because the incorrect timing shift produces an increasing phase

slope in the received data. The more shift of timing index, the deeper phase slope we get after

compensation at pilots’ location. Fig 5.2e also shows imperfect timing but with no sample off

(meaning only imperfect decimation here). This tells us imperfect decimation means a fraction of

one sample timing offset in fact. Fig 5.2g is usually the general case we would meet in practice

with imperfect decimation and a small amounts of timing error. Thus, the big ring (or potential

ring) across all symbols is due to imperfect timing.

With perfect timing or imperfect timing, we can get back to the original constellation by

compensating as shown in 5.3. But with wrong timing (which means large timing error) as in

Fig 5.4a, we cannot obtain the original information after compensating as shown in Fig 5.4c. In

our research, the limit is 6 samples off since the phase slope between two consecutive pilots is

bigger than π when 6 samples off the correct timing index. Thus, we will have a shallow phase

compensation instead of very steep phase compensation after unwrapping [21]. The way to solve

this problem is by placing denser pilots in each symbol to avoid phase incrementation between

pilots goes beyond π. This also reveals that if we want to get back to a perfect constellation,

additional constraint on how much time shift can be tolerated is added. Conventionally we can
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Figure 5.2: Perfect timing and imperfect timing constellations
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Figure 5.3: Constellation after compensation

shift ± half the CP length under ideal decimation on an ideal channel, but the pilot spacing in

frequency domain also enters the picture.

5.3 QPSK timing results comparison

Now we compare the timing results of Sandell’s, Schmidl-Cox’ and our proposed method from

the same incoming data for one received protocol frame with 320 OFDM symbols under different

conditions. The result of Minn’s method is coming from another incoming protocol frame because

its training symbol is a modification of Schmidl-Cox’ training symbol, and in our simulation, we

do not put Schmidl-Cox’ and Minn’s training symbol together in one protocol frame.

Since we are modeling high-speed aircraft transmission in our simulation, the influence of

different SNR, multipath and Doppler shift are significant. In the following subsections, we will

compare different methods in case of SNR, multipath and Doppler shift.

5.3.1 Results at different SNR

Fig 5.5a and Fig 5.5b are the comparisons between high SNR, which is 30 dB, and low SNR, which

is 5 dB for Sandell’s method. The peak value of the timing index is marked with the red cross,

and the correct timing index is marked by θ in each figure. As we can see from Fig 5.5b, the
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Figure 5.4: Wrong timing constellation after compensation

actual third timing index is 1 sample off the correct timing index. Fig 5.5c and Fig 5.5d are the

timing indices distributions for one frame, modulo the symbol length 150. From the figures, the

distributions become more scattered at low SNR than at high SNR.

Next, we compare the performance of our proposed method for QPSK at the same situation

above.

Then, we compare the performance of the Schmidl-Cox’ method at different SNR. As we can

see from Fig 5.7b, when it reaches low SNR as 5 dB, the peak value drops from 1 to approximately

0.8, and it sometimes gives us a timing index shifted by 1 sample.

Now we compare the performance of Minn’s method at different SNR. Since it is a modified
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Figure 5.5: Comparison for Sandell’s method at different SNR
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Figure 5.6: Comparison for our proposed method at different SNR
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Figure 5.7: Comparison for Schmidl-Cox’ method at different SNR
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version of Schmidl-Cox method, we can find the peak value drops at low SNR as in Schmidl-Cox.

The timing index sometimes also shift 1 or 2 samples at low SNR but not shown in Fig 5.8b.

Schmidl-Cox method

M( )

peak

(a) OFDM modified training symbol at 30 dB

Minn method

M( )

peak

(b) OFDM modified training at 5 dB

Figure 5.8: Comparison for Minn’s method at different SNR

5.3.2 Results with multipath

Suppose we have two paths with path gain 0.9, 0.4 and at same low SNR, 5 dB. Fig 5.9 gives

us the comparison. We can first compare them with the figures at 5 dB SNR in the previous

subsection. The peak becomes flatter in multipath than in single path, which also gives us more

timing offsets here. In Fig 5.9a which is Sandell’s method, there are three peaks: the first one

has 2 samples offset in timing, and the third one has 1 sample offset. In Fig 5.9b, we can see 2

sharp peaks in each symbol. This also shows another benefit in our proposed method which is at

low SNR when there is multipath, it could give us multiple peaks in each frame corresponding to

the individual path gain and also the interval between these peaks reveal the approximately delay

spread. Its potential to identify multipath and path gain at low SNR may be helpful in OFDM

data processing.

In Fig 5.9c and Fig 5.9c, it happens to give us the correct timing index. However, we may

still get more timing offsets in the multipath than the single path. This assumption will be proved

in the next section with RMSE vs. SNR plot.
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Figure 5.9: Multipath results with different methods at 5 dB
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5.3.3 Results with Doppler offset

Another important effect for high-speed aircraft is large Doppler offsets modulating to the received

signal. Note that our proposed method is based on known frequency offset, so the method won’t

appear in Doppler shift comparison.

M( )

peak

(a) Sandell’s method

Schmidl-Cox with 20 kHz frequency offset

M( )

peak

(b) Schmidl-Cox’ method

Figure 5.10: Timing results with Doppler offset

No matter how large the Doppler offset is, it does not have any influence on finding timing

index. From (4.11) and (4.16), we can confirm that Doppler offset doesn’t involve in timing finding

since the denominator is the sum of absolute value square of complex data and the numerator is

the sum of absolute valued of conjugate products of some complex data for Schmidl-Cox’ and

Minn’s metric. In Sandell’s metric from (4.7), the result is the sum of the absolute value of

conjugate products then subtract the sum of absolute value square. Thus, in both situation, the

timing metrics are invariant to frequency offset. Fig 5.10 is using Sandell method and Schmidl-Cox

method to find timing index with 20 kHz Dopper offset (which is v = 1000 m/s far beyond the

maximum velocity of our aircraft speed model). As we can see from the figure, the timing index
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is still in the same position as in Fig 5.5a and 5.7a.

The major impact on the received signal with the Doppler offset is the frequency estimation

becoming more complicated since the true frequency offset may beyond the tone spacing, which is

illustrated in [20].

5.4 RMSE of timing index under different SNR

For more general cases, we get the peaks using different methods for multiple times and then find

the root-mean-square error (RMSE) under different SNR. In order to get the same amounts of

timing indexes and then make the comparison, we are not using the same received signal from one

run for different synchronization methods. For Sandell’s method and our proposed method, we

are running 10 frames which give us 2820 peaks in total for each SNR, but we have discarded the

beginning and ending peaks and only grab 2700 peaks in the middle for each SNR. For Schmidl-

Cox’ method, we are running 100 loops for 27 frames each loop to get 2700 peaks at each SNR.

Thus, at each SNR, we are calculating 2700 peaks for the RMSE. Since Minn’s method has strong

sidelobes in practice which could sometimes trigger false alarms at low SNR, and our modified

Schmidl-Cox method has already got a sharp peak, we would not recommend Minn’s method in

our research project. Thus, there’s no RMSE plot for Minn’s algorithm in this section.

Fig 5.11 is the log-scale RMSE plot for the single path with different methods. Since our

proposed method gets 0 error all the time, we could not directly see the RMSE of our proposed

method in the log-scale plot, and it is the best algorithm at present condition. Sandell’s method

and Schmidl-Cox’ method are similar when at higher SNR than 5 dB. When at low SNR, Schmidl-

Cox’ method is better than Sandell’s method.

Fig 5.12 is the log-scale RMSE plot for multipath. Here we adopt a multipath system with

2 paths, and the path gains are 0.8 and 0.6 in the channel. As we can see from the Fig 5.12,

compared with Fig 5.11, all three methods approach a floor due to multipath. Schmidl-Cox has

stable performance, while Sandell’s method performs the worst. Our proposed method is pretty
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Figure 5.11: RMSE for different methods with single path
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Figure 5.12: RMSE for different methods with two-ray multipath

good at low SNR, but due to the coefficient related to SNR (4.19), the performance is dragged

to Sandell’s performance at high SNR. Thus, our proposed method is the best at low SNR, while

Schmidl-Cox’ method is the best at high SNR.
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We made a brief test to check consistency of the Sandell estimator by averaging timing

estimates over eight symbols, rather than two. Results are shown in Fig 5.13, and indeed we

see an expected improvement with averaging length. This is evidence, though not a proof, of

consistency of averaged Sandell estimates. This improvement grows as long as the true timing

index does not change with symbol position in the sequence.
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Figure 5.13: RMSE for different averaging lengths for Sandell’s method
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Chapter 6

Conclusion

In this thesis, we discussed four different synchronization models under various conditions for an

airborne OFDM system. Then we compare Sandell’s, Schmidl-Cox’ and our proposed method by

a RMSE versus SNR plot. The results show that if the phase shift (or frequency offset) is known

to the receiver, our proposed method has the best performance at low SNR with different path

models. If the phase shift is unknown to the receiver, our proposed method could not be used

while Schmidl-Cox’ method seems to be very stable and reliable at low SNR. However, we need

two more training symbols in each frame design for Schmidl-Cox’ method. Sandell’s method makes

the use of each OFDM symbol and produces smaller RMSE when at high SNR, but it gets a larger

RMSE when at low SNR. Minn’s algorithm is not listed in the RMSE plot due to its strong side

peaks which may affect choosing the right timing index at low SNR or in multipath.

Moreover, since each OFDM frame may have hundreds of symbols, using Schmidl-Cox’

training symbol to get timing and frequency information at the beginning may not be enough for

a fast changing channel. The performance will degrade at the end of each frame when the frame

duration is long and the channel is changing during this period. In such case, Sandell’s method

shows advantages since it is finding timing and frequency in each symbol.

In addition, the complexity of each method is different. Our proposed method is the

most complicated one so far and should under the condition of knowing the phase shift at the
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receiver. Sandell’s method is finding the timing and frequency offset in each symbol, which may

consume more power than Schmidl-Cox’ and Minn’s method. Schmidl-Cox’ method may be the

least complicated one, but it requires extra training symbols in the OFDM frame design.

In our project design, we decide to use Schmidl-Cox’ method to do timing synchronization

since it is very reliable and stable at different SNRs in practice. An airborne system may have

large propagation delay and multipath effect on the received signals. These effects usually cause

the timing synchronization has one or two samples off the correct timing index in Schmidl-Cox’

method. However, the system is designed to have a tolerance of 6 samples off the correct timing

index. Thus, Schmidl-Cox’ method meets our project design requirement.

Future work

First is making comparisons between transmitting QPSK signal and 16QAM signal to see

if the conclusion of the synchronization methods in QPSK fits for 16QAM, and also seeing if

higher-order modulation is better than QPSK. Then improving the results by comparing different

methods with 3 or 4-path channel models at different SNR.

Second is improving our proposed method to make it work with an unknown phase shift.

Maybe trace down the RMSE versus SNR plot by finding a mathematical way to prevent it from

reaching Sandell’s method curve at high SNR.
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Appendix A

Overview of project context for research

(S.G. Wilson)

This research was sponsored by Laulima Systems, under contract to the National Spectrum Con-

sortium, with the intent of providing enhanced spectral efficiency for Air Force telemetry test

ranges, along with opportunities to utilize new, but already assigned C-band spectrum on a non-

interference basis. The adopted scheme is to use up to eight OFDM carriers placed on 2 MHz

centers across the C-band region, using frequencies chosen to avoid interference with legacy users.

Each OFDM carrier has a clock rate of 1.6 Msps at the output of CP insertion, and with

pulse shaping the RF spectrum fits within the 2 MHz interval. The FFT size for each OFDM

carrier is 128, giving a tone spacing of 7.8 kHz. Eight guard subcarriers are used on each edge for

avoiding channel overlap. With the zero-frequency channel also dropped for reasons of DC offset,

and P = 11 pilots chosen, the payload consists of 100 active data subcarriers in each OFDM

symbol. With QPSK modulation, 200 bits are sent in a symbol duration, including CP of length

22 samples, of 93.75 microseconds, producing a data rate, per carrier, of 2.13 Mbps. With eight

OFDM carriers active, the air-to-ground data rate is 17.1 Mbps.

The transmission protocol organizes emissions into frames of duration 30 milliseconds. In

each frame we assign 6 OFDM intervals of silence, for differential propagation guard time, 2
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Schmidl-Cox start-of-frame symbols, 280 payload symbols, 16 symbols where the aircraft sends

probe signals to the base station to measure channel quality over multiple frames, and finally 14

symbols of silence for radio silence to determine channel activity by legacy users on all available

channels. Frames repeat on 30 millisecond boundaries. The uncoded throughput per channel is

thus 200 bits per symbol, 282 payload symbols per 30 milliseconds, or 1.88 Mbps.

While most of the research and development reported in this thesis is generic to OFDM

technology, some of the parameter choices and simulation values are driven by the project design.

Moreover the work on handling large Doppler offset, and processing signals with very low SNR are

motivated by project demands.
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