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Abstract 

Short pulse laser irradiation can create conditions of strong electronic, thermal, 

phase, and mechanical non-equilibrium in the irradiated targets and trigger a cascade 

of processes leading to the modification of surface morphologies and formation of 

unique microstructures of interest to various practical applications. Materials 

processing techniques based on the laser-induced phase and structural transformations 

have been widely used and continuously developed for tailoring materials structures to 

meet desired properties, with the advantages of low manufacturing cost and high 

accuracy of laser-modified microstructures. Further advancement of the laser 

processing applications, however, is limited by incomplete fundamental understanding 

of the highly non-equilibrium processes driven by rapid laser energy deposition, which 

include fast melting and solidification, generation of crystal defects, collective 

materials ejection (ablation), and expansion of multi-phase ablation plume. In this 

dissertation, a combination of atomistic and continuum-level computational methods is 

used to reveal the mechanisms of the laser-induced modification of surface morphology 

and microstructure in Si and metal targets under a wide range of irradiation conditions. 

The processes of laser-induced melting, resolidification, and generation of 

crystal defects in a Si wafer are investigated with a continuum-level model 

parametrized based on the results of atomistic simulations. The propagation of the 

solidification front under conditions of strong undercooling is found to produce high 

densities of vacancies and interstitials. The effects of laser parameters on the 

concentration of point defects in the transiently melted region, and the mitigation of 

point defects by means of following low power laser annealing, are examined and 

related to experimental observations. At a sufficiently high level of undercooling, the 

solidification velocity drops to zero, leading to the transition of the remaining molten 

region into amorphous phase. The irradiation regimes corresponding to different 

surface microstructure, with amorphous region formed either at the center or at the 

periphery of the laser spot, are established for a broad range of laser fluence, pulse 

duration, and spot size. 
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The laser-induced generation of crystal defects is also investigated for Ni and 

Ni-based binary single phase solid-solution alloys through atomistic simulations. The 

decrease in the thermal conductivity and strengthening of the electron-phonon coupling 

due to the intrinsic chemical disorder in the Ni-based alloys are found to have important 

implications on localization of the energy deposition and generation of thermoelastic 

stresses. The interaction of the laser-induced stress waves with the melting front is 

demonstrated to play a key role in the formation of dislocations during crystal growth. 

While the generation of high vacancy concentrations is observed in all irradiated targets, 

it is found to be partially suppressed in the alloy targets due to a combined effect of 

reduced solidification velocity and increased vacancy mobility. A detailed analysis of 

the mechanisms of vacancy generation at a rapidly advancing solidification front is 

carried out for Ni, Cr, and Ni-based alloys using molecular dynamics modeling of 

solidification at fixed levels of undercooling. The dependence of the vacancy 

concentration on material properties, crystallographic orientation of the solidification 

front, temperature and pressure are discussed based on the simulation results. 

The formation of microbumps and nanojets on films composed of single and 

double Cu/Ag layers deposited on a glass substrate and irradiated by 60 fs laser pulses 

are investigated in atomistic simulations. Intra-layer cavitation and photomechanical 

spallation driven by the relaxation of the laser-induced stresses, as well as an explosive 

release of vapor at the interface with the substrate, are found to be responsible for the 

formation of frozen microbumps and nanojets observed in experiments. 

Finally, the femtosecond laser ablation of a bulk Ag target in the regime of phase 

explosion is investigated. The processes leading to the explosive material 

decomposition are revealed and related to the characteristics of the ablation plume, 

including the spatial segregation of clusters and nanoparticles of different size in the 

plume. The dynamics of the nucleation, growth, and coalescence of subsurface voids, 

leading to the formation of a transient interconnected liquid structure, is used for 

explaining the origins of complex surface morphology featuring multiple frozen 

nanospikes of various shapes, commonly observed on laser-processed surfaces. 
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1. Introduction 

Over the past several decades, the special characteristics of the laser interaction 

with materials have been widely acknowledged and utilized in the development of 

numerous laser processing techniques that enable a wide range of applications in fields 

such as mechanics, chemistry, and life science.1-5 The ability of short pulse lasers to 

rapidly deposit energy in a small surface region of an irradiated target provides unique 

opportunities for high-precision processing and for investigation of materials behavior 

under extreme conditions, far from electronic, thermal, phase, and mechanical 

equilibrium. In particular, the confinement of laser energy in a shallow depth of the 

surface region (heat affected zone) leads to the establishment of strong temperature 

gradient, rapid heating and melting,6,7 as well as buildup of thermoelastic stress,8-12 

triggering a series of complex processes that are responsible for the generation of a 

variety of unusual phases and microstructures in the irradiated target surface.13-26 

In the regime of laser melting and resolidification, the strong localization of 

laser energy deposition can result in melting of a shallow surface region of the target 

which, due to the high temperature gradient and thermal conductivity, is followed by 

rapid cooling with a rate of around 1012 K/s and resolidification that proceeds under 

conditions of strong undercooling below the equilibrium melting temperature.19,20,23-31 

The question on the kinetics of solidification under conditions of deep undercooling, 

beyond the regime of linear dependence of the solidification front velocity on 

temperature, has been targeted in a number of short pulse laser pump-probe 

experiments.31- 34  The results of these studies suggest that the solidification front 

velocity can approach or even exceed 100 m/s at laser fluences close to the surface 

melting threshold, when the whole melting and resolidification process is completed on 

sub-nanosecond timescale. At an undercooling level of more than ~30%, homogeneous 

nucleation of new crystallites, rather than the epitaxial crystal growth, provides the 

main mechanism of the rapid solidification and leads to the formation of nanocrystalline 

structure in the surface region of the irradiated target.23-25 Kinetics of the crystallization 

processes may be inhibited with increasing undercooling, and the solidification results 
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in the transformation of the deeply undercooled liquid into a stable amorphous 

phase.29,35-37 

When the laser pulse duration is shorter or comparable to the characteristic time 

of mechanical equilibration of the absorbing volume, i.e., under conditions of so-called 

stress confinement,10-12,27 the laser excitation can produce strong compressive stresses 

in the absorbing volume. The interaction of the laser-induced compressive 

thermoealstic stresses with the free surface of the irradiated sample can result in the 

generation of an unloading tensile wave sufficiently intense to cause the formation of 

subsurface voids. At a sufficiently high laser fluence, the growth and percolation of the 

voids may lead to the separation and ejection of a thin layer and/or multiple droplets 

from the irradiated target, which is commonly referred to as photomechanical spallation. 

Further increase of the laser fluence may bring the irradiated target to the regime of 

phase explosion, where the target surface is melted and overheated above the limit of 

thermodynamic stability of the liquid phase, leading to a rapid decomposition of the 

overheated melted material into a mixture of vapor and liquid droplets.38-43 In longer 

pulse laser ablation, where the photomechanical ablation is inactive due to the absence 

of stress confinement, the onset of the phase explosion leads to the direct transition 

from surface evaporation to the collective material ejection.41,43 The material ejection, 

hydrodynamic motion, and redistribution under the laser-induced strongly non-

equilibrium temperature and pressure conditions result in the formation of a variety of 

complex surface morphologies on the irradiated targets, which are the research focus 

of many experimental and theoretical studies due to the scientific interests and practical 

implications.26,44-51 

The ultrahigh rates of laser-induced heating and cooling, the resulting 

resolidification proceeding under conditions of strong undercooling, combined with the 

generation and relaxation of strong compressive stresses, create conditions for the 

formation of unique microstructures. In particular, highly non-equilibrium 

concentrations and configurations of crystal defects can be created at the rapidly 

advancing solidification front19,21,26,52-54 and through emission of dislocations driven 
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by the dynamic relaxation of laser-induced thermoelastic stresses.14-18,52,53 The laser-

induced generation of crystal defects, namely, dislocations, stacking faults, twin 

boundaries, and vacancies, has important implications for the modification of 

mechanical, optical, and chemical properties of the irradiated targets. The accumulation 

of subsurface defects has also been discussed as one of the possible mechanisms 

responsible for the incubation effect observed in multipulse irradiation regime, when 

the laser fluence threshold for ablation/damage of the targets decreases with increasing 

number of laser pulses applied to the same area21,55-61. In particular, the generation of 

high density of vacancies may be related to the formation of nanovoids and degradation 

of mechanical properties. On the other hand, strong vacancy supersaturation in the 

surface region of laser-processed target can enhance atomic diffusion, thus playing an 

important role in redistribution of impurities or mixing/alloying in multi-component 

systems, and even facilitating order-disorder transitions.62,63 

The continuous advancement of laser-enabled techniques in practical 

applications requires a thorough understanding of the laser-induced processes that are 

responsible for the modification of materials microstructure. Due to the relatively 

shallow depth of the laser-modified region and the ultrashort time scales of the 

processes involved in laser-materials interactions, experimental probing of the laser-

induced melting and resolidification, generation and evolution of the crystal defects, 

modification of surface morphology, as well as formation and expansion of ablation 

plume remain extremely challenging. Even with the development of most advanced 

pump-probe techniques with diagnostic capability of resolving the laser-induced 

processes on femto-/picosecond time-scales and on sub-micrometer length-

scales,31,34, 64 - 69 , the highly non-equilibrium and intertwined complex processes 

triggered by short pulse laser irradiation are difficult to completely uncover based on 

the experimental data alone. 

Given the challenges of direct time-resolved experimental probing of the rapid 

laser-induced phase and structural transformations, the computer modeling is playing 

an important role in providing physical insights into the material response to laser 
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irradiation and assisting in interpretations of the results of ex-situ characterization of 

the microstructural changes in the irradiated target. A large variety of computational 

models have been developed for addressing the diverse range of processes involved in 

the laser-materials interactions. In particular, molecular dynamics (MD) simulations, 

typically combined with a continuum two-temperature model (TTM) representing the 

laser excitation of electrons, electron heat transfer, and the energy exchange between 

electrons and phonons, have been shown to be suitable for the exploration of laser-

induced processes with atomic resolution, especially when materials are driven far out 

of electronic, thermal, and mechanical equilibrium.52,53,70-72 For investigation of laser-

induced processes at experimental time- and length-scales, computationally efficient 

continuum-level modeling is usually adopted.72 The combination of different 

computational methods by integrating the predictive power of each approach into an 

advanced multiscale model, as will be demonstrated in this dissertation, opens the 

possibility to fully address the processes occurring on the scale of the whole laser spot, 

but still retain the atomic-level information on the laser-induced structural changes in 

the irradiated material. 

This dissertation is primarily aimed at utilizing multiscale modeling approach 

to reveal the kinetics and mechanisms of the laser-induced processes that are 

responsible for the modification of materials surface microstructure and/or morphology, 

thus facilitating the optimization of experimental conditions for manufacturing and 

processing of high-performance materials. Two main computational approaches used 

in this dissertation are a hybrid TTM-MD model and an advanced continuum-level 

thermal model designed and parameterized based on the information from atomistic 

simulations. Together, these models are capable of addressing various aspects of laser-

materials interactions in a wide range of irradiation regimes. A brief technical 

description of the two models is provided in Section 2. 

The results of the application of the computational models to several systems of 

scientific and practical importance are presented in the remaining part of the 

dissertation. In particular, laser-induced phase transformations as well as the generation 
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and evolution of crystal defects in silicon targets are discussed in Section 3, where the 

formation of amorphous structure and generation of interstitials and vacancies during 

rapid solidification under strong undercooling conditions are investigated in atomistic 

simulations, and the effect of laser parameters (fluence, pulse duration, wavelength, 

number of pulses, etc.) on the modification of surface microstructure and evolution of 

point defects are analyzed by continuum-level modeling. 

In Section 4, the generation of crystal defects in the course of laser-induced 

melting and resolidification is investigated for Ni and Ni-based binary single phase 

solid-solution alloys. The effect of the chemical disorder in the Ni-based alloys on the 

redistribution of laser energy and generation of crystal defects are evaluated, and the 

mechanisms responsible for the suppression of vacancy generation, as well as the 

evolution of vacancy configurations to preferable atomic surroundings, is revealed. The 

interpretation of the generation of high density of vacancies during the laser-induced 

resolidification is assisted by extensive simulations of crystal growth under well-

controlled temperature and pressure conditions performed for bcc Cr, fcc Ni and Ni-

based alloys. The effects of the crystal structure, crystallographic orientation, and 

pressure on the temperature dependence of vacancy concentration are uncovered. 

The results of computational investigation of the key processes and mechanisms 

responsible for the formation of micro-/nano-bumps on Ag-Cu bilayer films irradiated 

by ultrashort laser pulses, observed in experiments by our collaborators, are reported in 

Section 5. The record-setting large-scale TTM-MD simulation of laser interaction with 

a Ag bulk target in the regime of phase explosion is described in Section 6. The large 

scale of the simulation makes it possible to obtain statistically reliable information on 

the composition of the ejected ablation plume and the shapes of the frozen features 

generated on the surface of the irradiated target. Moreover, the comparison of the results 

of the large-scale simulation with predictions of smaller-scale simulations enable 

analysis of the effects of the size of the computational domain on the results. The main 

conclusions and suggestions for future work are summarized in Section 7. 
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2. Computational methods for simulations of laser interaction with 

materials 

2.1 Atomistic modeling of laser interaction with materials 

Atomistic modeling of laser-materials interactions is playing an increasingly 

important role in the advancement of modern laser technologies due to its ability of 

describing the highly non-equilibrium processes induced by short pulse laser irradiation 

with atomic resolution. In particular, MD simulations provide unprecedented 

opportunities of tracking the movement of particles in a system without prior 

assumptions on the processes and mechanisms under study, and have been applied to 

obtain atomic-level insights into complex laser-induced phase and structural evolutions 

and reveal new physical phenomena. 

In laser interaction with materials, the deposition of laser energy in the irradiated 

targets proceeds through the excitation of valance band electrons to the conduction band 

in semiconductors or direct absorption of photon energy by conduction band electrons 

in metals. This process is followed by electron-electron collisions leading to thermal 

equilibration in the electronic sub-system within tens of femtoseconds 73 , 74  and 

electron-phonon collisions leading to the equilibration of hot electrons with phonons 

on the picosecond time scale. In order to describe the non-equilibrium processes in the 

target material under short pulse laser irradiation, a Two-Temperature Model (TTM) 

accounting for the laser excitation of electrons, electron heat conduction, and electron-

phonon coupling is incorporated into the MD simulations. 

The basic concepts of the classic MD technique are briefly introduced in Section 

2.1.1. The continuum-level TTM accounting for the laser excitation and subsequent 

relaxation of the conduction band electrons is described in Section 2.1.2. A hybrid 

computational model combining the TTM with the MD method is discussed in Section 

2.1.3. 
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2.1.1 Molecular dynamics technique for investigating systems of interacting 

particles 

MD simulations have been widely applied in the fields of materials science, 

chemistry, and biology.75,76 This technique simulates the time evolution of a system of 

interacting particles by solving the classical Newtonian equations of motion for all 

particles in the system, 𝑚𝑖
𝑑2𝑟 𝑖

𝑑𝑡2 = 𝐹 𝑖, thus providing the atomic-level insights into the 

complex dynamic processes in systems consisting of many particles. In the classical 

equations of motion, 𝑚𝑖 and 𝑟 𝑖 are the mass and position of a particle 𝑖, 𝐹 𝑖 is the 

force acting on particle 𝑖 due to its interaction with other particles in the system. The 

force acting on each particle can be determined as 𝐹𝑖⃗⃗ = −
𝜕𝑈(𝑟1⃗⃗⃗⃗ ,𝑟2⃗⃗⃗⃗ ,…,𝑟𝑁⃗⃗ ⃗⃗  ⃗)

𝜕𝑟𝑖⃗⃗⃗  
, where 

𝑈(𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗, … , 𝑟𝑁⃗⃗⃗⃗ ) is the interatomic interaction potential energy, which is a function of 

the position of all particles in the system, and 𝑁 is the total number of particles. After 

defining the interatomic potential and initial conditions, such as initial positions and 

velocities of all particles, the Newtonian equations of motion can be numerically solved, 

providing a set of trajectories of individual atoms or particles that defines the evolution 

of the system and its thermodynamic parameters. 

In MD, the only input is the description of interatomic interaction potential, and 

no further assumptions are needed, which makes MD simulations an ideal approach in 

exploring various laser-induced processes, such as rapid non-equilibrium melting, 

solidification under strong undercooling, generation of high density of crystal defects, 

photomechanical spallation, and phase explosion. The biggest challenge in MD is the 

implementation of realistic interaction potentials, which are typically designed via ab-

initio calculations and fitted to reproduce basic equilibrium properties of materials. 

Other thermodynamic and mechanical properties, such as melting point, elastic 

modulus, lattice heat capacity, and activation energies of phase and structural 

transformations, are fully defined by the interatomic potential. In this dissertation, two 

sets of potentials are selected for the atomistic simulations of different materials. A 

three-body bond-order potential77 is used to describe the interactions between silicon 
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atoms, and the Embedded Atom Method (EAM) 78 , 79  potential with several 

parameterizations developed for different systems is used for pure metals and alloy 

systems, as discussed in Sections 4-6. 

2.1.2 Two-temperature model for material response to laser irradiation 

The original two-temperature model (TTM)80,81 describes the time evolution of 

electron temperature, 𝑇𝑒 , and phonon temperature that is commonly referred to as 

lattice temperature, 𝑇𝑙, by solving two coupled nonlinear differential equations. The 

equations account for the laser absorption by conduction band electrons, the energy 

exchange between the excited electrons and atomic vibrations, and the electron heat 

conduction: 

𝐶𝑒(𝑇𝑒)
𝜕𝑇𝑒

𝜕𝑡
= ∇[𝐾𝑒(𝑇𝑒, 𝑇𝑙)∇𝑇𝑒] − 𝑔(𝑇𝑒)(𝑇𝑒 − 𝑇𝑙) + 𝑆(𝑟 , 𝑡),                   (2.1) 

𝐶𝑙(𝑇𝑙)
𝜕𝑇𝑙

𝜕𝑡
= ∇[𝐾𝑙(𝑇𝑙)∇𝑇𝑙] + 𝐺(𝑇𝑒)(𝑇𝑒 − 𝑇𝑙),                              (2.2) 

where 𝐶𝑒  and 𝐶𝑙  are the electron and lattice heat capacities; 𝐾𝑒  and 𝐾𝑙  are the 

electron and lattice thermal conductivities; 𝐺  is the electron-phonon coupling 

parameter; 𝑆 is a source term representing the laser energy density deposited in the 

target at position 𝑟  and time 𝑡. 

Since the laser spot size is typically much larger than the laser absorption depth 

in metals, the analysis of thermodynamic conditions created in the surface region of an 

irradiate target is often based on quasi one-dimensional (1D) modeling of the laser 

energy deposition and heat transfer. 12,27,31,82,83 The processes occurring at the scale of 

the entire laser spot can then be evaluated through a “mosaic” approach based on 

combining the results of a series of 1D simulations performed for a range of local 

fluences chosen from the laser beam profile.72,84 

The laser pulse is commonly assumed to have a Gaussian temporal profile and, 

with the 1D representation of laser irradiation, an exponential attenuation of laser 

intensity with depth 𝑧  under the target surface following the Beer-Lambert law, 

leading to the following form of the source term in Eq. (2.1): 
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𝑆(𝑧, 𝑡) = (1 − 𝑅)𝐼0
exp(−𝑧/𝐿𝑃)

𝐿𝑃
exp [−

(𝑡−𝑡0)2

2𝜎𝑡
2 ].                             (2.3) 

Here, 𝐼0 is the peak intensity of the laser profile, 𝑅 is the reflectivity of target surface, 

𝐿𝑃 is the absorption depth, and 𝜎𝑡 is the standard deviation of the Gaussian profile 

which is related to the laser pulse duration 𝜏𝐿 defined as full width at half maximum, 

𝜏𝐿 = √8ln(2)𝜎𝑡. In order to correctly describe the irradiation by whole laser pulse, the 

center of the Gaussian temporal profile 𝑡0 corresponding to peak intensity is set as 1.5-

2.5 𝜏𝐿, so that the laser energy deposition before the simulation, 𝑡 < 0, is negligible. 

To account for the energy transport occurring before the thermalization of the excited 

electrons, the penetration depth 𝐿𝑃  is computed as a sum of the optical absorption 

depth 𝐿𝑜𝑝𝑡 and an effective depth of the “ballistic” energy transport, Lb
74,85. Due to the 

complexity in the dependence of 𝑅 on the temperature and microstructure of the target 

surface, the absorbed intensity 𝐼abs = (1 − 𝑅)𝐼0 is typically used. The absorbed laser 

fluence 𝐹abs used in the discussion of the simulation results is related to the absorbed 

intensity as 𝐹abs = √2𝜋𝜎𝑡𝐼abs = √𝜋/4ln(2)𝜏𝐿𝐼abs ≈ 1.0645𝜏𝐿𝐼abs . In cases when 

quantitative comparison with experimental irradiation conditions is required, the 

absorbed fluence is estimated for a given incident fluence accounting for the 

dependence of reflectivity on the evolving electron temperature of target surface, as 

discussed in Section 5.3.1. 

The temperature dependences of the thermophysical properties included in Eq. 

(2.1) are highly sensitive to details of the electronic structure of materials and can 

deviate up to an order of magnitude from the commonly used approximations of a linear 

dependence for 𝐶𝑒(𝑇𝑒) and a constant value for 𝐺.74,86-88 More accurate description 

of these properties as a function of electron temperature, which explicitly considers the 

electron density of states for a particular material and accounts for the thermal 

excitation from the electron states below the Fermi level,87, 89 , 90  is used in this 

dissertation. The electron thermal conductivity is described by the Drude model 

relationship, 

𝐾𝑒(𝑇𝑒, 𝑇𝑙) = 𝑣2𝐶𝑒(𝑇𝑒)𝜏𝑒(𝑇𝑒 , 𝑇𝑙)/3.                                     (2.4) 
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In Eq. (2.4), 𝜐2 is the mean square velocity of the electrons contributing to the electron 

heat conductivity, approximated in this work as the Fermi velocity squared, 𝑣𝐹
2 ; 

𝜏𝑒(𝑇𝑒, 𝑇𝑙) is the total electron scattering time and its inverse is the electronic collision 

frequency defined as a sum of the electron-electron and electron-phono scattering rates, 

𝜈𝑒 = 1/𝜏𝑒 = 1/𝜏𝑒−𝑒 + 1/𝜏𝑒−𝑝ℎ = 𝐴𝑇𝑒
2 + 𝐵𝑇𝑙.                           (2.5) 

The value of the coefficient 𝐴 can be estimated based on the free electron model,91 

and the coefficient 𝐵 can be set as a constant value or a function of lattice temperature 

and material phase state, so that the experimental temperature dependences of thermal 

conductivity of solid and liquid material under conditions of electron-phonon 

equilibrium, 𝑇𝑒 = 𝑇𝑙, are reproduced by Eq. (2.4). 

2.1.3 Hybrid TTM-MD model 

To obtain insights into the fast non-equilibrium processes responsible for the 

modification of surface morphologies induced by laser irradiation, the classic MD 

technique capable of providing atomistic representation of the structural and phase 

transformations is incorporated in the general framework of the continuum-level TTM 

describing the laser excitation of conduction band electron and following electron-

phonon equilibration, leading to the combined TTM-MD model schematically 

illustrated in Figure 1. 

 

Figure 1. Schematic representation of the hybrid TTM-MD model developed for simulations 

of laser interaction with materials. The corresponding computational domains are marked, and 

the nonreflecting boundary condition is illustrated by the light blue rectangle at the interface 

between the TTM-MD and TTM domains. 

In the hybrid TTM-MD model, the TTM equation for the lattice temperature is 

substituted by the MD equations of atomic motion in the surface region of the 
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computational system, where the laser-induced structural and phase transformations 

take place, overcoming the limitations of the continuum level approach in the 

description of these ultrafast non-equilibrium processes. The diffusion equation for the 

electron temperature is solved by a finite difference method simultaneously with the 

MD integration of the equations of atomic motion. The cells in the finite difference 

discretization are mapped to the corresponding volumes of the MD system, and the 

local lattice temperature, 𝑇𝑙
𝑐𝑒𝑙𝑙, is defined for each cell from the average kinetic energy 

of thermal motion of atoms: 

𝑇𝑙
𝑐𝑒𝑙𝑙 =

∑ 𝑚𝑖
𝑁𝑐𝑒𝑙𝑙
𝑖=1

(�⃗� 𝑖
𝑡ℎ)

2

3𝑘𝐵(𝑁𝑐𝑒𝑙𝑙−1)
.                                                (2.6) 

In Eq. (2.6), 𝑁𝑐𝑒𝑙𝑙 is the number of atoms in the cell; and 𝑣 𝑖
𝑡ℎ is the thermal velocity 

of atom i defined as 𝑣 𝑖
𝑡ℎ = 𝑣 𝑖 − 𝑣 𝑐 , where 𝑣 𝑖  the actual velocity and 𝑣 𝑐  is the 

velocity of the center of mass of the cell to which the atom i belongs. The size of the 

cells is typically selected as 1-2 nm in 𝑧 direction and 4-6 nm in lateral directions. The 

atoms crossing cell boundaries carry the corresponding electron thermal energy along, 

thus ensuring the total energy conservation. 92  The electron temperature enters a 

coupling term added to the MD equations of motion, ξ𝑚𝑖𝑣 𝑖
𝑡ℎ, to account for the energy 

exchange between the excited electrons and phonons: 

𝑚𝑖
𝑑2𝑟𝑖⃗⃗⃗  

𝑑𝑡2 = 𝐹𝑖⃗⃗ + ξ𝑚𝑖𝑣 𝑖
𝑡ℎ.                                               (2.7) 

Here, ξ is a coefficient that depends on the instantaneous difference between the local 

lattice and electron temperatures following the expression 

ξ =
1

𝑛

∑ 𝐺𝑉𝑐𝑒𝑙𝑙(𝑇𝑒
𝑘−𝑇𝑙

𝑐𝑒𝑙𝑙)𝑛
𝑘=1

∑ 𝑚𝑖
𝑁𝑐𝑒𝑙𝑙
𝑖=1

(�⃗� 𝑖
𝑡ℎ)

2 .                                             (2.8) 

In this expression, 𝑉𝑐𝑒𝑙𝑙  is the volume of the cell, 𝑛 is the number of TTM steps 

corresponding to each MD step, and 𝑇𝑒
𝑘 is the electron temperature calculated at each 

step of TTM integration. Because the time step of TTM integration, ∆𝑡𝑇𝑇𝑀, need to 

satisfy the von Neumann stability criterion, 

∆𝑡𝑇𝑇𝑀 ≤ 0.125[min(∆𝑥𝑇𝑇𝑀, ∆𝑦𝑇𝑇𝑀, ∆𝑧𝑇𝑇𝑀)]2𝐶𝑒/𝐾𝑒,                      (2.9) 
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where ∆𝑥𝑇𝑇𝑀, ∆𝑦𝑇𝑇𝑀, and ∆𝑧𝑇𝑇𝑀 are the discretization size of TTM cells along 𝑥, 

y , and z  directions. Considering the high thermal conductivity of metals, the 

maximum time step that can be used in the finite difference integrations in TTM is 

typically much smaller than the time step used in the integration of MD equations of 

atomic motion, ∆𝑡𝑀𝐷, leading to 𝑛 TTM steps for each MD step. 

The expansion, density variations, and, at high fluences, disintegration of the 

irradiated target predicted in the MD subsystem are accounted for when solving the 

TTM equations for electron temperature through the corresponding changes in the 

thermophysical parameters. Three-dimensional (3D) grid of the finite difference 

discretization is implemented to ensure an adequate representation of the electronic heat 

transfer especially in large-scale simulations in the irradiation regime of laser ablation, 

where large density variations at the initial stage of the spallation or ablation process 

may create conditions of complex 3D heat flow in the surface region of the irradiated 

targets. Solution for the electron temperature is temporarily deactivated for cells in 

which the number of atoms drops below a certain critical number, taken in this work to 

be 10% of the average number of atoms in the corresponding cell volume in a crystalline 

system equilibrated at 300 K and zero pressure, due to material expansion or 

disintegration. 

In the simulations of laser-interaction with bulk material, due to the high cost of 

MD simulations that limits the maximum depth of the computational system, the 

evolution of electron and lattice temperatures beyond the surface region represented by 

the MD model are solved by the conventional TTM equations. The continuum TTM 

part is extended down to the depth of 2-3 μm, so that no significant change in the 

temperature is observed at the bottom of the computational domain during the 

simulations. At the interface between the TTM-MD and TTM domains, a dynamic heat-

conducting pressure-transmitting boundary condition93,94 is applied to the bottom two 

atomic layers in the MD subsystem to ensure nonreflecting propagation of the laser-

induced pressure wave from the MD region to the bulk of the target. 
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2.2 Continuum modeling of laser-induced phase transformation and 

generation of crystal defects in silicon 

The high computational cost of atomistic simulations limits the spatial and 

temporal scales accessible in the modeling, resulting in typical system sizes and 

durations of simulations on the scale of hundreds of nanometers and nanoseconds, 

respectively. In order to map the computational predictions to observations in 

experimental systems, which typically have dimensions of micrometers or more, 

methods capable of addressing the processes occurring on the scale of the whole laser 

spot and experimental timescales are needed. To address this model, a multiscale 

computational approach is developed where atomistic simulations inform the large-

scale continuum models on the kinetics and mechanisms of laser-induced structural and 

phase transformations, and help to design advanced continuum-level models fully 

accounting for the complexity of short pulse laser-material interactions. In this 

dissertation, we focus on applying this advanced continuum-level model specifically to 

silicon and describing the phase transformations and generation of crystal defects in the 

regime of laser-induced melting and resolidification. Indeed, the advanced continuum-

level modeling of thermal and structural processes occurring on the scale of the laser 

spot can be applied to any material once the thermodynamic properties are known and 

atomistic simulations are correctly established to provide desired kinetic and 

mechanistic information. 

2.2.1 Continuum-level description of laser energy absorption, thermal transport, 

and phase transformations 

The continuum model describing the thermal processes in the laser-material 

interactions is based on numerical solution of the heat diffusion equation complemented 

by source terms describing the laser energy deposition and the latent heat of phase 

transformations: 

𝜌𝐶𝑃
𝜕𝑇

𝜕𝑡
= ∇(𝐾𝑡ℎ∇𝑇) + 𝑆𝑙𝑎𝑠𝑒𝑟 − 𝑆𝑚 − 𝑆𝑒 ,                                (2.10) 
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where 𝜌, 𝐶𝑃, and 𝐾𝑡ℎ are the density, heat capacity, and thermal conductivity of the 

target material, respectively. In simulations of laser interaction with silicon target 

discussed in this dissertation, the laser pulse duration ranges from tens of picosecond 

to hundreds of nanosecond, much longer than the thermal equilibration between 

electrons and phonons. Therefore, the electron-phonon energy exchange and two-

temperature heat diffusion for electron and lattice subsystems, as described in Section 

2.1, are not considered in Eq. (2.10). The three source terms on the right side of Eq. 

(2.10) represent the thermal energy sources/sinks due to the laser energy deposition 

𝑆𝑙𝑎𝑠𝑒𝑟 , the release/absorption of heat at melting/resolidification front 𝑆𝑚 , and the 

energy loss through vaporization from the surface of the irradiated target 𝑆𝑒. 

In 1D simulations, the source term of laser energy deposition follows the form 

in Eq. (2.3). In order to provide realistic description of laser-induced processes 

occurring on the scale of whole laser spot, however, 2D simulations based on the 

cylindrical coordinate system (𝑟, 𝑧) are performed, as illustrated in Figure 2, assuming 

a circular laser beam with Gaussian energy distribution in both temporal and lateral 

profile. In this case, 𝑆𝑙𝑎𝑠𝑒𝑟 is expressed as 

𝑆𝑙𝑎𝑠𝑒𝑟(𝑟, 𝑧, 𝑡) = (1 − 𝑅)𝐼0
exp(−𝑧/𝐿𝑃)

𝐿𝑃
exp [−

(𝑡−𝑡0)2

2𝜎𝑡
2 ] 𝑒𝑥𝑝 [−

𝑟2

2𝜎𝑟
2],            (2.11) 

where 𝜎𝑟 is the standard deviation of the Gaussian profile in lateral dimension, which 

is related to the laser spot diameter 𝐷𝐿 (defined as full width at 1/𝑒2 height) as 𝜎𝑟 =

𝐷𝐿/4. 

In the description of melting and resolidification, a simple phase-change model 

based on conventional assumptions of local equilibrium at the solid-liquid interface 

(heat-flow limited interface kinetics formulated within the framework of the Stefan 

problem95,96) is not suitable for the conditions of short pulse laser irradiation, when 

strong temperature gradients are created and fast thermal energy flow to/from the solid-

liquid interface can lead to significant superheating/undercooling at the 

melting/solidification front.19,23-25, 97  Therefore, a non-equilibrium kinetic 

description,19,98-100 in which the instantaneous velocity of the solid-liquid interface is 
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defined by local temperature of the interface predicted by Eq. (2.10), is needed for a 

realistic representation of the movement of the solid-liquid interface. The temperature 

dependence of the velocity of the melting/solidification front can be described by a 

kinetic equation formulated as follows: 

𝑉𝑠𝑙(𝑇𝑠𝑙) = 𝑉0(𝑇𝑠𝑙) [1 − exp (−
∆𝐺(𝑇𝑠𝑙)

𝑘𝐵𝑇𝑠𝑙
)],                                (2.12) 

where 𝑇𝑠𝑙  is the temperature at the solid-liquid interface, 𝑉0  is a pre-factor 

proportional to the self-diffusivity of liquid atoms depending on temperature, and ∆𝐺 

is the difference in the Gibbs free energy between the liquid and solid phases. At 

moderate deviations from the equilibrium melting temperature 𝑇𝑚 , the free energy 

difference can be approximated as ∆𝐺(𝑇𝑠𝑙) ≈ ∆𝐻𝑚(𝑇𝑠𝑙)(1 − 𝑇𝑠𝑙/𝑇𝑚) , where 

∆𝐻𝑚(𝑇𝑠𝑙) is the latent heat of solid-liquid phase transformation. The pre-factor 𝑉0 can 

be fitted to the results of a series of solid-liquid coexistence atomistic simulations 

providing the temperature dependence of the interface velocity, as shown in Figure 2 

and described in Section 3.2. 

 

Figure 2. Schematic representation of the multiscale model developed for simulations of laser 

interaction with silicon. The left figure shows the continuum model of the Si wafer and the 2D 

computational system with cylindrical coordinate system (r, z). The right figure illustrates the 

MD simulation of a solid-liquid coexistence system under fixed temperature. The velocity of 

crystal-liquid interface and concentration of point defects generated in the resolidified region 

are computed as a function of temperature from the MD simulations, and are used to 

parameterize the continuum-level formulation of propagation of crystal-liquid interface (Vsl) 

and generation of interstitials (SI), vacancies (SV), and di-vacancies (SV2) at the solidification 

front, as denoted by the yellow curved arrow directing from MD to the continuum system. 
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The propagation of melting/solidification front is then described by movement 

of a series of discrete points along the crystal-liquid interface in the direction normal to 

the melting/solidification front with the velocities determined in Eq. (2.12). Note that 

the decrease of the solidification velocity with increasing undercooling, predicted by 

Eq. (2.12) may permit the transformation of the undercooling liquid into a stable 

amorphous phase, which would stop the advancement of the crystallization front and 

result in the formation of amorphous regions in the resolidified target. In detail, for 2D 

simulations, a set of discrete points are initially set at the free surface at 𝑧 = 0, with 

distance between each point around 1 nm. When laser heating brings the target surface 

beyond the melting temperature, the points belong to the overheated cells in the finite 

difference discretization move into the bulk of the target, representing the onset of 

surface melting. Following the formulation in Eq. (2.12), the velocity of each point can 

be calculated based on the local temperature, which is defined by linear extrapolation 

from the temperature of the two closest neighboring cells along 𝑧 direction that high 

temperature gradient is generated. Therefore, although all points have initially the same 

position along 𝑧  axis, their motion with different velocities, due to non-uniform 

temperature distribution along 𝑟 axis, provides a realistic representation of the crystal-

liquid interface. The points move in the direction determined by the shape of the 

interface, specifically, the distance each point moves along 𝑧 and 𝑟 directions during 

each time step is expressed as ∆𝑧 = −𝑉(𝑇)cos(𝛼)∆𝑡  and ∆𝑟 = −𝑉(𝑇)sin(𝛼)∆𝑡 , 

respectively. Here, 𝑉(𝑇) is the velocity of this point determined by local temperature 

following Eq. (2.12) as discussed above, ∆𝑡  is the time step, and 𝛼  is the angle 

between the segment connecting its two neighboring points along the interface and 𝑟 

axis. The 𝑧 and 𝑟 coordinates increase deep into the bulk of the target and from the 

center of laser spot to its periphery, respectively. Therefore, the negative value of 𝑉(𝑇) 

predicted in Eq. (2.12) ensures the advancing of the crystal-liquid interface towards the 

solid bulk of the target through melting and the positive value is associated with the 

propagation of the solidification front towards the molten surface. The motion of the 

points is stopped once the condition of amorphization is achieved, and the remaining 

highly undercooled liquid freezes into amorphous phase. 
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The possibility of phase transformations occurring through the homogeneous 

nucleation of a new phase is also included to account for the formation of liquid regions 

inside a crystal superheated up to the limit of its stability against melting or 

homogeneous nucleation of new crystallites in a strongly undercooled liquid region. 

The temperature dependence of the nucleation rate and critical nuclei radius are related 

to the free energy difference between solid and liquid phases using the classic 

nucleation theory,101 and the change of phase fraction due to nucleation and growth of 

liquid or crystalline regions is computed based on the Kolmogorov-Johnson-Mehl-

Avrami (KJMA) equation.102,103 

2.2.2 Generation and evolution of laser-induced point defects 

The rapid solidification proceeding under conditions of strong undercooling 

may produce high density of crystal defects, such as vacancies, interstitials, dislocations, 

twins, and grain boundaries. In order to investigate the generation and evolution of point 

defects in the course of laser-induced melting and resolidification, the continuum-level 

description of the thermal model, Eqs. (2.10) and (2.12), is complemented with the 

following equations accounting for the generation, diffusion, and recombination of 

vacancies and interstitials in the irradiated target:104-107 

𝜕𝐶𝐼

𝜕𝑡
= ∇(𝐷𝐼∇𝐶𝐼) − 𝑅𝐼,𝑉 − 𝑅𝐼,𝑉2

+ 𝑆𝐼,   (2.13) 

𝜕𝐶𝑉

𝜕𝑡
= ∇(𝐷𝑉∇𝐶𝑉) − 𝑅𝐼,𝑉 − 2𝑅𝑉,𝑉 + 𝑅𝐼,𝑉2

+ 𝑆𝑉,   (2.14) 

𝜕𝐶𝑉2

𝜕𝑡
= ∇(𝐷𝑉2

∇𝐶𝑉2
) + 𝑅𝑉,𝑉 − 𝑅𝐼,𝑉2

+ 𝑆𝑉2
,   (2.15) 

where 𝐶𝐼, 𝐶𝑉, and 𝐶𝑉2
 denote the instantaneous concentrations of single interstitials, 

single vacancies, and di-vacancies, respectively, and 𝐷𝐼 , 𝐷𝑉 , and 𝐷𝑉2
 are their 

diffusion coefficients depending on temperature.108,109 𝑅𝐼,𝑉 , 𝑅𝐼,𝑉2
, and 𝑅𝑉,𝑉  are the 

terms associated with reactions between different types of point defects, describing the 

annihilation of an interstitial and a vacancy, the combination of a single interstitial and 

a di-vacancy creating a single vacancy, and the formation of a di-vacancy from two 

individual vacancies, respectively, that can be expressed as:  
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𝑅𝐼,𝑉 = 𝐾𝐼,𝑉(𝐶𝐼𝐶𝑉 − 𝐶𝐼
𝑒𝑞𝐶𝑉

𝑒𝑞), (2.16) 

𝑅𝐼,𝑉2
= 𝐾𝐼,𝑉2

(𝐶𝐼𝐶𝑉2
− 𝐶𝐼

𝑒𝑞𝐶𝑉2

𝑒𝑞𝐶𝑉/𝐶𝑉
𝑒𝑞), (2.17) 

𝑅𝑉,𝑉 = 𝐾𝑉,𝑉[𝐶𝑉𝐶𝑉 − 𝐶𝑉2
𝜌exp(−𝐸𝑉2

𝑏𝑖𝑛𝑑)]. (2.18) 

Here, 𝐾𝐼,𝑉 , 𝐾𝐼,𝑉2
, and 𝐾𝑉,𝑉  are the interstitial-vacancy, interstitial-di-vacancy, and 

vacancy-vacancy combination rates, respectively, which depend on the diffusivity of 

associated point defects and energy changes in the corresponding events;104 𝐶𝐼
𝑒𝑞

, 𝐶𝑉
𝑒𝑞

, 

and 𝐶𝑉2

𝑒𝑞
 are the equilibrium concentrations of single interstitials, single vacancies, and 

di-vacancies; 𝐸𝑉2

𝑏𝑖𝑛𝑑 is the binding energy of a di-vacancy. The source terms describing 

the generation of non-equilibrium interstitials and vacancies at the propagating 

solidification front, 𝑆𝐼, 𝑆𝑉, and 𝑆𝑉2
 in Eqs. (2.13-2.15), can be parameterized based 

on the results of atomistic simulations as shown in Figure 2 and discussed in Section 

3.2. Di-interstitials and larger clusters of point defects are neglected in the current 

model, due to their significantly lower concentration and mobility compared with the 

individual point defects and di-vacancies. 
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3．Computational study of laser-induced formation of amorphous 

structure and generation of crystal defects in silicon 

3.1 Introduction 

Laser processing of silicon has been widely adopted in the past decades due to 

the ability of lasers to provide localized non-contact energy deposition, thus enabling 

low cost and high throughput manufacturing. Applications of the laser-based 

fabrication processes on silicon devices, such as solar cells, include laser doping,110-113 

surface microtexturing, 114 - 116  and laser direct writing. 117 - 119  These fabrication 

approaches typically involve melting and resolidification of the silicon target surface, 

which proceed under conditions of strong temperature gradients generated by the rapid 

localized laser heating. As a result, the solidification takes place far from the 

equilibrium conditions, under strong undercooling, leading to the generation of high 

concentrations of crystal defects113,120 -122  which, acting as recombination sites for 

photo generated charge carriers, results in degradation of electrical properties and the 

efficiency of photovoltaic devices.123,124 

Laser-induced modification of the surface microstructure may also feature 

amorphous regions formed by femtosecond,37, 125 - 130  picosecond,36, 131  and even 

nanosecond 132  laser pulse irradiation. The formation of the amorphous region is 

commonly attributed to the conditions of strong undercooling of the transiently melted 

surface region, all the way down to the glass transition temperature, during the 

resolidification process.133 However, previous investigations conducted with different 

laser pulses produced complex and even controversial results on the shape and scale of 

the amorphous regions. For example, the thickness of the amorphous layer is found to 

be uniform and not sensitive to the number of applied laser pulses or fluence, but 

dependent on the optical absorption depth that is determined by laser wavelength.127,128 

The amorphous regions are reported to exhibit a parabolic thickness profile,126 or even 

a ring-shaped36,125,130 morphology. Due to the challenges of in-situ imaging of the 

kinetics of amorphization, theoretical studies of the key processes responsible for the 
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formation of amorphous regions and the effect of irradiation conditions on their 

morphology are needed. 

Investigations of the laser generation of crystal defects such as dislocations124,134 

and microtwins135,136 have been reported, and efforts have been made to optimize the 

irradiation conditions to avoid the undesirable structure, e.g., by adjusting the laser 

wavelength, fluence, pulse duration, and even the shape of the laser beam.120,135 

However, few studies have been carried out on the generation of point defects, which 

plays an important role in determining the electrical and chemical properties in 

semiconductors.137-139 The scarcity of data on the point defects can be, at least partly, 

attributed to the difficulty of experimental identification of point defects. Further 

expansion of the range of applications of laser processing and improvement of the 

device performance require a fundamental understanding of the laser-induced phase 

and structural transformations that are responsible for the generation of crystal defects, 

as well as the dependence of their concentrations on laser parameters. 

Elimination of the crystal defects can be also achieved by post treatment of the 

devices through annealing. Previous studies have reported the reduction of defects in a 

Si wafer and the corresponding improvement of the device performance using 

conventional annealing140 or rapid thermal processing (RTP).141,142 These techniques, 

however, usually cause heating of the entire wafer and may lead to the diffusion of 

defects or impurities into the bulk of the sample. Recently, laser annealing of defects 

has attracted great attention due to its ability of providing selective, localized, and 

potentially cost-effective heating of the surface region in silicon. This approach has 

been demonstrated to be effective in removing defects generated by ion 

implantation143,144 or laser processing of silicon targets.113,121,122 

Despite of the earlier explorations of laser-induced generation and evolution of 

crystal defects, a solid understanding of the effect of laser parameters, such as laser 

fluence, pulse duration, wavelength, and spot size, on the concentrations of defects is 

still lacking. The continuum-level modeling provides a computationally-efficient 

description of a broad range of laser-induced processes at experimental time- and 
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length-scales, and can be used to provide general guidance for proper selection of the 

experimental irradiation conditions to control the levels of laser-induced defects. The 

predictive power of the continuum methods, however, is limited by the need of a priori 

knowledge of all processes that take place under given irradiation conditions and the 

availability of reliable mathematical description of these processes. The complexity and 

highly non-equilibrium nature of the laser-induced processes, particularly in the short-

pulse laser irradiation regime, can challenge some of the key assumptions of the 

continuum models and calls for complementary approaches that may help to design and 

verify the continuum models. 

In this work, an advanced continuum-level model is developed to fully account 

for the complexity of short pulse laser interactions with silicon on the scale of the entire 

laser spot. The laser-induced phase and structural transformations, proceeding through 

the movement of solid-liquid interface and transition from undercooled liquid to 

amorphous structure, as well as the generation of point defects at the propagating 

solidification front, are informed and parameterized by the atomistic modeling based 

on the MD technique, which is capable of providing atomic-level physical insights into 

the laser-induced rapid non-equilibrium processes. The mechanisms of formation of 

amorphous structure and generation of crystal defects during solidification are revealed 

in MD simulations. Based on the non-equilibrium formulation of the temperature 

dependence of solidification velocity and density of different types of point defects 

predicted in the MD modeling, a comprehensive study of the formation of amorphous 

regions, as well as the generation and mitigation of point defects, by laser irradiation is 

carried out through a series of continuum simulations performed with a broad range of 

laser parameters. The results of the simulations are used for suggesting approaches for 

optimizing the experimental conditions for manufacturing and processing of high-

performance devices. 
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3.2 Molecular dynamics study of amorphization and generation of 

crystal defects at solidification front under conditions of strong 

undercooling 

As discussed in Section 2.2, the continuum-level description of the material 

modification by short laser pulses heavily relies on the availability of kinetic models 

for the laser-induced melting and resolidification, as well as the generation of crystal 

defects at the rapidly advancing solidification front. The atomistic MD modeling has 

an important advantage of not requiring any assumptions on the processes or 

mechanisms to be investigated. Thus, the MD simulations can play an important role in 

uncovering the processes contributing to material modification by short pulse lasers and 

providing the information needed for design and parameterization of the continuum 

model. In this section, MD simulations are performed to reveal the temperature 

dependence of the melting/solidification front propagation velocity, conditions for the 

formation of stable amorphous phase, and the generation of point defects. The 

computational methods for computing the thermodynamic properties of silicon and 

modeling the melting/solidification processes under well-controlled temperature and 

pressure conditions are described in Section 3.2.1. The transition from undercooled 

liquid phase to amorphous structure predicted in MD simulations is discussed in Section 

3.2.2. The temperature dependence of the velocity of the crystal-liquid interface and the 

generation of the crystal defects at the propagating solidification front are evaluated in 

MD simulations of melting/solidification, and the results are reported in Section 3.2.3. 

The main conclusions obtained from the analysis of the results of MD simulations are 

summarized in Section 3.2.4. 

3.2.1 Computational Setup 

The thermodynamic properties and structures of crystal and liquid silicon are 

studied by a series of MD simulations of 4096 atoms in a cubic system with size of 4 

nm. The systems are controlled at constant zero pressure and constant temperature, with 

periodic boundary conditions applied on all three dimensions. The internal energy, 



23 

 

density, and structure of each system are investigated as a function of temperature, in 

order to reveal the possible structural or phase transformations induced by short pulse 

laser irradiation. The undercooled systems are formed by cooling the liquid at 1 K/ps 

from the melting temperature. 

In order to evaluate the propagation velocity of the crystal-liquid interface 

during the melting and resolidification processes, as well as to determine the 

concentrations and types of point defects formed at the solidification front, a set of MD 

simulations are performed for Si crystal-liquid coexistence systems under well-

controlled temperature and pressure conditions. The system is generated by combining 

a 40-nm-thick liquid part located at the center of the system with two 5-nm-thick 

crystalline parts from each side along z axis, creating two crystal-liquid interfaces 

perpendicular to the [001] orientation of the Si diamond structural crystal. While in 

simulations of melting, the thickness of the liquid part is chosen as 10 nm, and the 

thickness of each crystalline part is 20 nm. Both liquid and crystal parts have lateral 

dimension of 22 × 22 nm2 and are pre-equilibrated at a constant temperature and zero 

pressure before combined into the single coexistence system consisting of one million 

atoms. Periodic boundary conditions are applied in all three directions. The system is 

controlled at desired temperatures above or below the equilibrium melting temperature 

under constant zero pressure, leading to the steady-state propagation of the crystal-

liquid interfaces. To avoid the local increase/decrease of temperature at the rapidly 

advancing interfaces due to the release/absorption of latent heat during 

solidification/melting, the systems are divided into 12 layers with a thickness of 4 nm 

and the local temperature is controlled for each layer. In order to obtain statistically 

reliable data, the quantitative results are averaged over four independent simulations 

performed at each temperature. 

The interatomic interaction potential in the MD simulations is described by a 

bond-order potential77 modified from the formula and parameterization developed by 

Tersoff .145 This potential is fitted to both the elastic constants and the melting point of 

diamond silicon, and also well reproduces the cohesive energies as well as equilibrium 
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bond length. Moreover, the modified Tersoff potential reproduces the experimental 

melting temperature of Si as accurately as the commonly used Stillinger-Weber 

potential146 and further provides more realistic description of liquid structure.147 The 

point defects generated in the process of rapid solidification are identified from local 

atomic configurations, and four independent simulations have been performed for each 

temperature to obtain statistically reliable results on defect concentrations. 

3.2.2 Formation of amorphous structure under conditions of strong undercooling 

The internal energies of crystal and undercooled liquid silicon calculated from 

the small-scale MD simulations as well as the corresponding latent heat of crystal-liquid 

transformation are plotted in Figure 3a. The undercooled liquid undergoes a drop of 

internal energy from 0.83 𝑇𝑚 (1400 K) to 0.71 𝑇𝑚 (1200 K) and, as indicated by the 

density profile in Figure 3b, transits to a low-density state. The Abraham factor 

𝑔𝑚𝑖𝑛/𝑔𝑚𝑎𝑥  is calculated from the pair correlation function for liquid at different 

temperature, where 𝑔𝑚𝑖𝑛  and 𝑔𝑚𝑎𝑥  correspond to the magnitudes of the pair 

correlation function at the first minimum and first maximum, respectively. The 

temperature dependence of the Abraham factor reveals an obvious structural transition 

from 0.83 𝑇𝑚 to 0.71 𝑇𝑚. This transition has been observed in other computational 

studies and recognized as the liquid-amorphous phase transformation,148,149  which 

proceeds as the undercooled high-density high-coordinated liquid transits into low-

density tetrahedrally coordinated liquid followed by freezing into amorphous state.150 

In conclusion, a temperature of 0.71 𝑇𝑚  is identified as the amorphous transition 

temperature 𝑇𝑔, below which the undercooled liquid transits to amorphous state. 
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Figure 3. The temperature dependence of the internal energy of undercooled liquid/amorphous 

and crystal phase, as well as the latent heat of phase transformations (a), and the Abraham factor 

calculated from the pair correlation function gmin/gmax and number density for liquid/amorphous 

(b). gmin and gmax correspond to the magnitudes of the pair correlation function at the first 

minimum and first maximum, respectively. The gray region highlighted in both plots indicates 

the transition region from liquid to amorphous structure, from 0.83 Tm (1400 K) to 0.71 Tm 

(1200 K). 

3.2.3 Generation of crystal defects at the solidification front propagating at fixed 

undercooling level 

The melting and solidification processes are simulated by a series of crystal-

liquid coexistence MD simulations under controlled pressure and temperature. Figure 

4 shows the temperature dependence of the velocity of the (001) crystal-liquid interface 

during heterogeneous melting/solidification under different overheating/undercooling 

conditions. The velocity of the melting front as a function of degree of overheating is 

calculated from MD simulations performed at 1.07 𝑇𝑚 , 1.13 𝑇𝑚 , and 1.19 𝑇𝑚 , as 

shown in the inset of Figure 4, and the results are used to define the parameters of the 

analytical dependence given by Eq. (2.12). The simulations of solidification are 

performed at temperatures ranging from 0.75 𝑇𝑚 to 0.95 𝑇𝑚, with the increment of 

0.05 𝑇𝑚 . At these temperatures, the crystal-liquid interface propagates through 

epitaxial crystal growth, and no homogeneous nucleation is observed by the end of 

solidification. Depending on the interface velocity, the simulation time varies between 

1 ns and 3 ns at different undercooling level before complete solidification. As 

illustrated in Figure 4, the solidification velocity reaches the maximum value at 0.85 
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𝑇𝑚 . In the temperature range from 0.85 𝑇𝑚  to melting temperature, the velocity 

decreases with the degree of undercooling, which can be explained by decreasing 

driving force for solidification. At the temperature below 0.85 𝑇𝑚 , the velocity 

decreases with increasing undercooling level because the atomic mobility decreases at 

reduced temperature thus decelerating the movement of the solidification front. The 

solidification velocities calculated from MD simulations are not used in fitting to Eq. 

(2.12), but have a good agreement with the kinetic equation. For temperatures lower 

than 0.71 𝑇𝑚, the liquid freezes to amorphous structure and the solidification velocity 

approximates zero, leading to a stable crystal-amorphous interface. 

 

Figure 4. Velocity of crystal growth of 

(001) silicon system at different 

temperature predicted in MD simulations 

(black squares) and described by Eq. 

(2.12) (red line). The error bars represent 

the sample standard deviation of the 

values obtained in four independent 

simulations performed for each 

temperature and are smaller than the size 

of each point. The inset shows the data 

points for melting front propagation at 

1.07Tm, 1.13Tm, and 1.19Tm used for 

fitting the pre-factor V0 in Eq. (2.12). 

The analysis of the resolidified parts of the system reveals that a substantial 

number of individual point defects and their clusters are generated. Figure 5 shows the 

temporal evolution of the atomic configurations during the solidification process in a 

system controlled at 0.85 𝑇𝑚, illustrating the generation of various point defects as well 

as several dislocation loops at the rapidly propagating solidification front. The local 

structural of each point defect is analyzed and the configurations after the completion 

of solidification are compared between systems fixed at different levels of undercooling 

as shown in Figure 6. The type of point defect surrounded by each cluster of atoms is 

identified and marked as single interstitials (I) or vacancies (V), or small clusters with 

2 or more number of individual point defects. To provide a clear view of the crystal 

defects, the atoms in Figures 5 and 6 are colored according to their potential energies, 
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and all atoms which belong to diamond crystal structure of silicon associated with low 

potential energy (<-4.35 eV) are blanked. 

 

Figure 5. Snapshots showing the time evolution of a Si crystal-liquid coexistent system 

experiencing solidification controlled at 0.85 Tm and zero pressure. Two crystal-liquid 

interfaces propagate toward each other along [001] direction. Atoms are colored by potential 

energy, and atoms that belong to local diamond structure with corresponding low potential 

energy (<-4.35 eV) are blanked. The dislocation loops marked by letters are analyzed and 

discussed below. 
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Figure 6. Crystal defects generated in the MD simulations of solidification in the Si crystal-

liquid coexistent systems controlled at 0.8 Tm, 0.85 Tm, 0.9 Tm, and 0.95 Tm, respectively. Atoms 

are colored by potential energy, and atoms that belong to local diamond structure with 

corresponding low potential energy (<-4.35 eV) are blanked. Each type of point defect is 

labeled with V or I denoted as vacancy or interstitial, respectively, and the marked value 

represents the number of point defects forming each cluster, such as 3V for a tri-vacancy cluster. 

The concentrations of individual point defects, di-vacancies and di-interstitials 

are calculated as dependent on the degree of undercooling as shown in Figure 7. The 

concentrations are expressed in the unit of atomic percentage calculated by dividing the 

number density of point defects by that of lattice sites (~5×1022 cm-3). The results are 

averaged over four independent simulations performed at the same undercooling 

conditions, and the statistic error bars are evaluated. The defective regions at the center 

of the system, where the solid-liquid interfaces meet and large amount of dislocations 

are generated, are excluded from the calculation. Figure 7 indicates that substantially 

high density of point defects are generated in the course of solidification, as compared 

to the equilibrium values plotted by the dashed lines predicted from Ref. 108. As will 

be discussed in Section 4, the point defects can be regarded as “errors” during the 

process of building the crystal structure at the crystal-liquid interface, which can diffuse 

to the sink of point defects, i.e., the liquid, or be trapped by the rapidly advancing 

solidification front. At small undercooling, where temperature is higher than 0.9 Tm, 

only a few individual interstitials and vacancies are observed, and the interstitials have 
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higher density than vacancies, which can be explained by that excess of atoms tend to 

be left behind the solidification front, since the liquid density is larger than that of solid 

for silicon. At 0.85 Tm, the concentration of both interstitials and vacancies are 

considerably increased, together with the observation of small clusters. The increase of 

point defects concentration can be attributed to a combined effect of the increase of 

solidification velocity, as shown in Figure 4, and decrease of atomic diffusivity, both 

enhancing the possibility of trapping of these “errors” by solidification front due to 

insufficient atomic rearrangements to correct them. At deeper undercooling, more point 

defects including clusters are generated, and even complex structures of dislocations 

are observed. 

 

Figure 7. MD predictions of temperature dependence of atomic concentrations of individual 

interstitials (red squares) and individual vacancies (blue circles) (a), as well as di-interstitials 

(red bars) and di-vacancies (blue bars) (b), averaged over four simulations performed under the 

same conditions. In (a), error bars are calculated as the range with 68% confidence assuming a 

Poisson distribution of point defects; in (b), error bars are calculated as standard deviation of 

the mean. Predictions of equilibrium concentrations of interstitials and vacancies from Ref. 108 

are shown in (a) as red and blue dashed lines, respectively. 

Detailed analysis of the structure of the dislocation loop marked by “A” in 

Figure 5 at the time of 1400 ps reveals the presence of a twinning domain consisting of 

six consecutive (111̅) atomic planes, as illustrated in Figure 8, where the <110> 

projections of several atomic layers in the vicinity of the loop is shown. As shown in 

Figure 5, the crystal-liquid interface is rough and several facets with {111} planes 
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appear, leading to the crystal growth proceeding through nucleation of atomic layer on 

the {111} facetted planes. Similar as the case of FCC structure, the nucleation of a new 

layer on {111} planes in diamond crystal can be arranged in a regular CcAaBb sequence, 

or in a sequence of CcAaCc leading to the formation of a coherent twin boundary 

consisting of CcAaCcBbAa sequence of planes, as schematically illustrated in Figure 

9. Once formed on the {111} facetted planes, as indicated in Figure 5, the twin domains 

grow in lateral directions with the propagation of solidification front, which is followed 

by the separation (“A”), shrinkage (“B”), even the disappearance (“C”) of the twinned 

domains, by motion of the incoherent twin boundaries surrounding them. As illustrated 

in Figure 9, incoherent twin boundaries surrounding the twin domain “A” can be 

represented by arrays of Shockley partial dislocations each located at one (111̅) 

glideset planes, 151  with Burgers vectors determined to be 
𝑎

6
[21̅1] , 

𝑎

6
[1̅1̅2̅] , and 

𝑎

6
[1̅21], where 𝑎 = 5.48 Å is the lattice parameter. The formation of twin boundary in 

the process of solidification in silicon has been demonstrated in numerous previous 

studies of experimental investigations,152-154 theoretically analyses155,156 or atomistic 

simulations.19, 157 - 159  No twin structure is observed in the solidification process 

occurring under conditions of weak undercooling at 𝑇 > 0.85 𝑇𝑚. 

 

Figure 8. Atomic snapshots of the [110] projection of six (111̅) layers (a), and [1̅10] projection 

of two (1̅10) layers (b), across the twinning domain. Atoms are colored by the index of the 

corresponding (111̅) plane where they are located. The lattice parameter 𝑎 is 5.48 Å. The 

local structure of the incoherent twin boundary outlined by black circle is analyzed in Figure 9. 
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Figure 9. Structure of the incoherent twin boundary at the position marked by a circle in Figure 

8b. Burgers vectors of partial dislocations building the twin boundary are shown. The diamond 

structure of silicon can be regarded as two set of FCC lattice represented by letters of upper and 

lower case, respectively. The atoms are colored by the index of (11̅0) planes where they are 

located. 

3.2.4 Summary 

The MD simulations provide detailed insights into the kinetics and mechanisms 

of the structural and phase transformations possibly induced by short pulse laser 

irradiation. The transition from liquid to amorphous structure at strong undercooling, 

steady-state propagation of the melting/solidification front under conditions of 

superheating/undercooling, and the generation of crystal defects at the advancing 

solidification front are investigated. 

The computational predictions of the amorphous transition temperature, 𝑇𝑔 = 

1200 K, the temperature dependence of the crystal-liquid interface velocity, as well as 

the types and concentrations of point defects produced at the solidification front at 

different levels of undercooling, are taken as input parameters for the continuum-level 

formulation of kinetics of solidification and point defects, Eqs. (2.12-2.18), 

complemented to the general framework of the continuum thermal model, enabling 

simulations of laser interactions with silicon and investigation of the laser-induced 
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modifications of surface microstructure, of which the results are reported in the next 

two sections. 

3.3 Formation of amorphous structure by short pulse laser irradiation 

Based on the results of atomistic simulations discussed in Section 3.2, advanced 

continuum model of short pulse laser interaction with silicon, fully accounting the 

propagation of crystal-liquid interface under conditions of overheating/undercooling 

and formation of stable amorphous structure, is developed in this section. The 

irradiation conditions leading to the amorphization of strongly undercooled liquid is 

investigated and used to interpret different surface morphologies of amorphous 

structure observed in experiments. The computational setup and parameters for the 

continuum simulations of laser melting and solidification of silicon target are discussed 

in Section 3.3.1. The effect of laser parameters, i.e., laser fluence, pulse duration, spot 

size, and wavelength, on the formation of amorphous structure is explored through 1D 

simulations in Section 3.3.2. In Section 3.3.3, 2D simulations based on the cylindrical 

coordinates are performed to address the process of laser-induced phase 

transformations on the scale of whole laser spot and understand the mechanisms 

responsible for the modification of surface morphology. The computational results are 

summarized in Section 3.3.4. 

3.3.1 Computational Setup 

Continuum-level description of the laser-induced melting and resolidification at 

the experimental time- and length-scales is based on the general framework of the 

thermal model discussed in Section 2.2. The temperature and phase state evolutions in 

the irradiated target are evaluated by solving Eqs. (2.10) and (2.12). The system is 

represented by a 10 μm -thick silicon wafer and has cylindrical symmetry in 2D 

simulations. This depth is used to avoid notable change of temperature at the bottom of 

the wafer. To ensure no significant change of temperature at the side of the system in 

2D simulations, the radius of the silicon wafer, 𝑅𝑆𝑖, is chosen according to the laser 

spot diameter 𝐷𝐿, which is defined as the full width at 1/e2 height of the radial Gaussian 
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profile of the laser beam. In this work, 𝑅𝑆𝑖 = 30 μm for 𝐷𝐿 = 5 μm; 𝑅𝑆𝑖 = 300 μm 

for 𝐷𝐿  = 10 μm, 30μm, and 50 μm; and 𝑅𝑆𝑖  = 500 μm for 𝐷𝐿  = 70 μm. The 

system is set at 300 K initially with adiabatic boundary conditions applied at the bottom 

and side of the wafer. The simulations are performed at different incident fluences in 

the irradiation regime of melting and resolidification, for a range of laser pulse 

durations from 30 ps to 100 ps. 

Three values of laser wavelength in the continuum simulation are chosen as 355 

nm, 532 nm, and 1064 nm, with the corresponding reflectivity of solid and liquid given 

in Refs. 160-163. The laser intensity attenuates exponentially with depth under the 

surface following the Beer-Lambert law, with the optical absorption depth determined 

in experiments.164-166 The melting temperature 𝑇𝑚  = 1687 K, enthalpy of melting 

∆𝐻(𝑇𝑚) = 50.2 kJ/mol, boiling temperature 𝑇𝑏  = 3505 K, and density 𝜌 = 2320 

kg/m3 are taken as the experimental values.167-169 The thermal conductivity 𝐾𝑡ℎ  is 

implemented as a function of temperature for both crystal170 and liquid171 silicon. The 

temperature dependence of heat capacity 𝐶𝑃  is fitted based on experimental 

measurements for crystal172, liquid173,174, and amorphous175 phases. 

3.3.2 1D simulations of the effect of laser parameters on amorphization 

The time evolution of the temperature at the crystal-liquid/amorphous interface 

and the depth of the interface are plotted in Figure 10 and Figure 11, respectively, with 

comparison of the results obtained at different laser fluences and pulse durations. The 

laser energy deposition on the silicon wafer leads to a rapid heating of the surface region. 

When the surface temperature exceeds the equilibrium melting temperature, 𝑇𝑚, the 

crystal at the target surface transforms into liquid and the melting front propagates deep 

into the target, as illustrated in Figure 11. When the surface region is highly overheated 

by rapid energy deposition, significant homogeneous nucleation of liquid takes place in 

addition to heterogeneous melting. The melting front is cooled after laser pulse and its 

velocity decreases with decreasing level of overheating. Once cooled below the melting 

temperature, the melting front stops propagating and the melting turns into the epitaxial 

crystal growth. During resolidification, the crystal-liquid interface moves back to the 
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surface, with the velocity determined by Eq. (2.12). When the interface is cooled below 

the amorphous transition temperature 𝑇𝑔=1200 K, the atomic rearrangements become 

too sluggish for the advancement of the solidification front as discussed in Section 3.2. 

As a result, the advancement of the crystal-liquid interface stops, leading to the 

formation of stable amorphous phase from the remaining undercooled liquid in the 

surface region of the irradiated target. 

 

Figure 10. Time evolution of the temperature at the crystal-liquid/amorphous interface for 1D 

simulations of 30 ps laser irradiation at different incident fluences (a), and for 1D simulations 

performed at various pulse durations and laser incident fluence of 0.25 J/cm2 (b). The laser 

wavelength is 532 nm. Tm and Tg mark the melting temperature (1687 K) and glass transition 

temperature (1200 K), respectively. The termination of some profiles indicates the complete 

crystal regrowth with the solidification front reaching the target surface. 
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Figure 11. Time evolution of the depth and velocity of the crystal-liquid/amorphous interface 

for 1D simulations of 30 ps laser irradiation at different incident fluences (a,b), and for 1D 

simulations performed at various pulse durations and an incident fluence of 0.25 J/cm2 (c,d). In 

(b,d), the velocity of the interface is shown until the completion of solidification (either through 

epitaxial growth of crystal to the surface, or freezing of the remaining undercooled liquid into 

amorphous structure). The positive velocity indicates solidification and the negative value 

refers to melting. The scale of the velocity is chosen to clearly show the propagation velocity 

of the solidification front. The laser wavelength is 532 nm. 

The effect of laser fluence on the processes of melting and resolidification 

induced by 30 ps laser irradiation is illustrated in Figure 10a and Figure 11a. In the 

simulation performed at 𝐹inc = 0.18 J/cm2, slightly above the melting threshold of 

0.15 J/cm2, a surface layer of ~ 9 nm thickness is melted rapidly by laser irradiation and 

is completely resolidified after ~ 0.8 ns through epitaxial crystal growth. Increasing the 

laser fluence also increases the maximum melting depth, thus allowing more time for 

the interface to be cooled down before complete resolidification. As a result, 
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amorphization can appear upon strong undercooling of the interface below 𝑇𝑔  at 

higher fluence, which is demonstrated by the formation of 4.6 nm and 16 nm thick 

amorphous regions at 𝐹inc =  0.2 J/cm2 and 𝐹inc =  0.25 J/cm2, respectively, as 

illustrated in Figure 11a. The temperature profiles in Figure 10a show that the cooling 

rate at the crystal/liquid interface during resolidification decreases with increasing laser 

fluence, and the interface temperature even increases due to release of latent heat at 

high fluence of 0.3 J/cm2. With decreasing cooling rate, it takes longer time for the 

interface to reach the amorphous transition temperature, leading to the suppressed 

formation of amorphous structure at high laser fluence. The amorphization process may 

even be avoided when the interface temperature keeps staying at elevated levels above 

𝑇𝑔 during resolidification, as revealed in the simulation at 𝐹inc = 0.3 J/cm2. The effect 

of laser pulse duration on amorphization is investigated in the simulations performed at 

the incident fluence of 0.25 J/cm2. Due to decreasing cooling rate at the crystal-liquid 

interface with increasing pulse duration, Figure 10b, the thickness of amorphous region 

decreases as illustrated in Figure 11c. 

The comprehensive effect of laser fluence and pulse duration on the thickness 

of amorphous region is summarized in Figure 12a. According to the discussions above, 

two threshold fluences, 𝐹𝑎
𝑙𝑜𝑤 and 𝐹𝑎

ℎ𝑖𝑔ℎ
, can be defined based on the generation and 

disappearance of amorphous region as the laser fluence increases. Below 𝐹𝑎
𝑙𝑜𝑤, the 

melting depth is not large enough to ensure sufficient undercooling of the interface 

before the completion of epitaxial crystal growth. Above 𝐹𝑎
ℎ𝑖𝑔ℎ

, the low cooling rate 

prevents the interface to be cooled below the amorphous transition temperature. The 

amorphous structure can only be formed in a range of fluence between these two 

thresholds, where the thickness of amorphous region increases and then decreases with 

increasing laser fluence. This can be explained by the combined effects of maximum 

melting depth and cooling rate. The maximum melting depth increases with laser 

fluence and allows more time for cooling of the interface, while the cooling rate 

decreases with increasing laser fluence thus slowing down the cooling process at the 

interface to reach the amorphous transition temperature. At certain laser fluence, the 
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amorphous layer reaches a maximum thickness, which significantly decreases with 

increasing laser pulse duration. The threshold fluences of amorphization depend on the 

laser pulse duration, as illustrated in Figure 12b, and the range between these fluences 

narrows down with increasing pulse duration. For laser pulses longer than 92 ps, no 

amorphous structure is expected. 

 

Figure 12. (a) The amorphous depth as a function of incident fluence predicted from continuum 

simulations of laser irradiation on Si performed with different pulse durations and wavelength 

of 532 nm. (b) The dependence of laser threshold fluences for generation of amorphous phase 

on the laser pulse duration. The amorphous region is only expected to be formed within the 

range of fluences between 𝐹𝑎
𝑙𝑜𝑤 and 𝐹𝑎

ℎ𝑖𝑔ℎ
 (gray area). The resolution in fluence in the plots 

is 0.05 J/cm2. 

In order to evaluate the effect of laser wavelength on the formation of 

amorphous structure, the continuum simulations are also performed for laser 

wavelength of 355 nm and 1064 nm. The temperature dependence of the optical 

absorption depth for different laser wavelength is illustrated in Figure 13a. Above the 

melting temperature, 𝑇𝑚=1687 K, the target surface undergoes heterogeneous melting 

and the optical absorption depth immediately drops to the value of liquid silicon which 

is around 10 nm. While the optical absorption depth in liquid silicon is insensitive to 

laser wavelength, as shown in Figure 13a, the values for solid differ on orders of 

magnitudes, resulting in significant difference in the scale of laser energy deposition 

and initial temperature distribution. Decrease of the laser wavelength causes a 

substantial decrease in laser penetration depth and the buildup of stronger temperature 
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gradient in the surface region of the Si target, thus leading to higher cooling rate during 

resolidification and easier formation of amorphous structure. This is demonstrated in 

Figure 13b, which shows that for 355 nm laser irradiation, amorphization can be 

realized for much longer laser pulse of hundreds of picoseconds even up to 1.44 ns and 

at wider range of fluences, compared with the results for 532 nm wavelength, Figure 

12b. However, for the wavelength of 1064 nm, the penetration depth up to hundreds of 

micrometers creates almost uniform heating of the thin wafer, retaining the crystal-

liquid interface around the melting temperature, well above the level required for the 

onset of amorphization until the solidification front reaches the surface of the target. 

 

Figure 13. (a) Temperature dependence of the optical absorption depth in solid (below Tm) and 

in liquid (above Tm) silicon for different laser fluences. The data is taken from or calculated as 

a function of temperature following the functions provided in Refs. 164,166. (b) The 

dependence of laser threshold fluences for generation of amorphous phase on the laser pulse 

duration for a wavelength of 355 nm. The amorphous region is only expected to be formed 

within the range of fluences between 𝐹𝑎
𝑙𝑜𝑤 and 𝐹𝑎

ℎ𝑖𝑔ℎ
 (gray area). The resolution in fluence 

in the plots is 0.05 J/cm2. 

3.3.3 2D simulations of formation of surface amorphous structure in different 

irradiation regimes 

2D simulations provide the realistic description of the spatial propagation of 

crystal-liquid interface and morphology of amorphous region induced by a circular laser 

beam. Figures 14a and 15a show the contour plots of the volume fraction of amorphous 

structure after resolidification in simulations performed for a 30 ps laser pulse at 
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incident flences of 0.25 J/cm2 and 0.3 J/cm2, respectively, with spot diameter of 50 μm. 

As discussed above, amorphous region can be formed when the local fluence within the 

laser spot lies in the range between two thresholds, 𝐹𝑎
𝑙𝑜𝑤 and 𝐹𝑎

ℎ𝑖𝑔ℎ
. This explains the 

formation of amorphous structure in the region of laser spot center in the simulation 

performed at 𝐹inc =  0.25 J/cm2. At the radial position larger than ~10 μm, as 

illustrated in Figure 14b, where the laser fluence along the Gaussian profile decreases 

below 𝐹𝑎
𝑙𝑜𝑤 , insufficient cooling at the interface before complete resolidification 

results in a region of single crystal structure. While at the center of the laser spot, i.e., 

|𝑟| ≤ 10 μm, the local fluence meets the criterion of formation of amorphous structure. 

The location of the value 𝐹𝑎
𝑙𝑜𝑤  along the radial laser beam profile determines the 

radius of amorphous region. In the simulation performed at 𝐹inc = 0.3 J/cm2, Figure 

15b, the laser fluence in the vicinity of the laser spot center is higher than 𝐹𝑎
ℎ𝑖𝑔ℎ

, 

leading to insufficient cooling rate to induce amorphization. At the periphery of the 

laser beam where the local fluence drops below 𝐹𝑎
ℎ𝑖𝑔ℎ

, however, lower energy density 

deposited by the laser pulse results in a rapid undercooling of the molten region down 

to the amorphous transition temperature, contributing to the formation of a ring-shaped 

amorphous region surrounding the fully recrystallized central part of the laser spot. The 

inner and outer boundaries of the amorphous region are determined by the positions of 

𝐹𝑎
ℎ𝑖𝑔ℎ

 and 𝐹𝑎
𝑙𝑜𝑤  along the laser profile, respectively. The shape and scale of the 

amorphous regions analytically illustrated in Figures 14b and 15b have good agreement 

with the computational results in Figures 14a and 15a. The predicted effect of laser 

fluence on the formation of two different types of amorphous morphology is consistent 

with earlier experimental observations for silicon targets irradiated by a single 30 ps 

laser pulse36 or by several 100 fs laser pulses.130 
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Figure 14. (a) Contour plot of volume fraction of amorphous phase in the Si target predicted 

from 2D continuum simulations of laser melting and resolidification at incident fluence of 0.25 

J/cm2. The laser wavelength is 532 nm, the pulse duration is 30 ps, and the spot diameter is 50 

μm defined as the full width at 1/e2 height of the Gaussian profile. The inset illustrates the 

morphology of the amorphous region marked by red. (b) Spatial Gaussian profile of a laser 

pulse with peak fluence of 0.25 J/cm2 and spot diameter of 50 μm. The red and blue dashed 

lines represent the level of two thresholds of amorphization, 𝐹𝑎
ℎ𝑖𝑔ℎ

 and 𝐹𝑎
𝑙𝑜𝑤, respectively, 

which are obtained from Figure 12b. The blue band indicates the region where amorphous 

structure is formed. 

 

Figure 15. (a) Contour plot of volume fraction of amorphous phase in the Si target predicted 

from 2D continuum simulations of laser melting and resolidification at incident fluence of 0.3 

J/cm2. The laser wavelength is 532 nm, the pulse duration is 30 ps, and the spot diameter is 50 

μm defined as the full width at 1/e2 height of the Gaussian profile. The inset illustrates the 

morphology of the amorphous region marked by red. (b) Spatial Gaussian profile of a laser 

pulse with peak fluence of 0.3 J/cm2 and spot diameter of 50 μm. The red and blue dashed lines 

represent the level of two thresholds of amorphization, 𝐹𝑎
ℎ𝑖𝑔ℎ

 and 𝐹𝑎
𝑙𝑜𝑤, respectively, which 
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are obtained from Figure 12b. The blue bands indicate the regions where amorphous structure 

is formed. 

A series of simulations with different laser parameters are performed to study 

the dependence of the amorphous morphology on laser fluence, pulse duration, and spot 

size. Figure 16a shows a map of different types of morphologies of amorphous region 

as a function of laser fluence and pulse duration for a spot diameter of 70 μm. The 

amorphous morphologies with respect to laser fluence and spot diameter for the pulse 

duration of 30 ps are summarized in Figure 16b. In both figures, three regimes of laser-

modified surface microstructure are identified: single crystal, amorphous region at the 

laser spot center and ring-shaped amorphous region. The lower and higher boundaries 

of the regime of amorphization at the laser spot center, as illustrated in Figure 16a, are 

consistent with the dependence of 𝐹𝑎
𝑙𝑜𝑤 and 𝐹𝑎

ℎ𝑖𝑔ℎ
 on the pulse duration in Figure 

12b, as expected according to the discussion above. When the laser spot diameter 𝐷𝐿 

is decreased less than 30 μm, as can be seen from Figure 16b, the boundary between 

the regimes of single crystal and amorphization at the laser spot center decreases with 

decreasing 𝐷𝐿, while the boundary between the regimes of amorphization at the laser 

spot center and ring-shaped amorphous region increases with decreasing 𝐷𝐿 . The 

broadening of the regime of amorphization at the laser spot center with decreasing 𝐷𝐿 

is explained by the acceleration of cooling process at the crystal-liquid interface due to 

lateral thermal diffusion. The characteristic length of thermal diffusion 𝐿𝑡ℎ = √4𝐷𝑡ℎ𝑡, 

where 𝐷𝑡ℎ = 𝐾𝑡ℎ/𝐶𝑃 is the thermal diffusivity, is calculated to be on the order of 10 

μm for simulation of 10 ns. Therefore, for laser spot diameters larger than 30 μm which 

lead to ineffective lateral thermal diffusion, the lower and higher boundaries of the 

regime of amorphization at the laser spot center are nearly constant and follow the 

values of 𝐹𝑎
𝑙𝑜𝑤 and 𝐹𝑎

ℎ𝑖𝑔ℎ
 predicted in 1D simulations, as marked by the dashed lines 

in Figure 16b. For laser pulse duration of 90 ps, however, the higher boundary predicted 

in 2D simulations does not match 𝐹𝑎
ℎ𝑖𝑔ℎ

 until the laser spot diameter is larger than 70 

μm. The effects of laser parameters on the amorphous morphologies shown in Figures 
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16a and b are similar in simulations performed for other spot diameters and pulse 

durations, respectively. 

 

Figure 16. The map of regimes of final morphology of amorphous regions after resolidification 

depending on laser fluence and pulse duration for a laser spot diameter of 70 μm (a), and 

depending on laser fluence and spot diameter for the laser pulse duration of 30 ps (b). Each 

point represents one simulation with corresponding laser parameters. Blue circles correspond 

to conditions generating single crystal, green triangles correspond to amorphous region at the 

laser spot center and red squares correspond to ring-shaped amorphous region. To help visualize 

each regime, the single crystalline regime is colored by light blue, the regime of amorphization 

at laser spot center is colored by light green and the regime of ring-shaped amorphous region 

is colored by light red. The blank region in (a) corresponds to irradiation conditions below the 

melting threshold. The dashed lines in (b) correspond to the fluence thresholds for 

amorphization, 𝐹𝑎
ℎ𝑖𝑔ℎ

 and 𝐹𝑎
𝑙𝑜𝑤, predicted in 1D simulations. 

3.3.4 Summary 

Laser-induced melting, resolidification, and formation of amorphous structure 

in a silicon target are investigated by a series of 1D and 2D continuum simulations, 

complemented by the kinetics of crystal-liquid interface and conditions of 

amorphization predicted from the atomistic simulations. The effect of laser fluence, 

pulse duration, wavelength, and spot diameter on the formation of a stable amorphous 

region is evaluated. 

1D simulations performed for a wide range of laser fluences and pulse durations 

reveal the decrease of cooling rate with increasing laser fluence or pulse duration, 

suppressing the formation of amorphous structure during resolidification. Two 
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thresholds of fluence, between which the maximum melting depth and cooling rate are 

optimized to form amorphous region, are observed for each pulse duration. This range 

of laser fluence for amorphization narrows down with increasing pulse duration. 

Shorter laser wavelength with smaller optical penetration depth is demonstrated to 

facilitate the formation of amorphous structure, as a result of stronger temperature 

gradient and faster cooling rate. 

2D simulations account for the lateral thermal diffusion and spatial propagation 

of the crystal-liquid interface. Three regimes of structural microstructures, single 

crystal, amorphous region at the laser spot center, and ring-shaped amorphous region, 

are identified with respect to laser fluence, pulse duration, and spot diameter. For each 

pulse duration or spot diameter, the boundary between the first two regimes corresponds 

to the lower threshold of fluence for amorphization, and the boundary between the 

second and third regimes corresponds to the higher threshold of fluence for 

amorphization. Decrease in either pulse duration or spot diameter leads to accelerated 

cooling rate at the crystal-liquid interface, contributing to the broadening of the regime 

of amorphous region at the laser spot center. Due to the limitation of effective thermal 

diffusion length, the boundaries between three regimes are nearly constant for laser spot 

diameters larger than 30 μm. 

3.4 Generation and evolution of point defects in laser irradiated silicon 

This section is divided into two main parts: First, based on the atomistic 

modeling of rapid propagation of the solidification front and the resulting formation of 

crystal defects under fixed levels of undercooling, which are discussed in Section 3.2, 

continuum simulations of laser interaction with silicon are performed to investigate the 

generation of point defects in the course of laser-induced melting and resolidification; 

Second, elimination of these point defects induced by laser processing is evaluated 

through continuum simulations of subsequent low power laser annealing below the 

melting threshold. The computational results will clarify the origin of laser-induced 

defects during various laser fabrication processes and suggest approaches for mitigating 

defects through control of laser parameter and post treatment, from which the 
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manufacturing of high-efficiency devices will benefit. The computational system and 

parameters set for the continuum simulations are briefly discussed in Section 3.4.1. The 

laser-induced melting, resolidification, and generation of point defects in the surface 

region of the Si target on the experimental time- and length-scales are investigated in 

Section 3.4.2. The post annealing effects of the point defects by means of subsequent 

low power laser heating of the processed region is discussed in Section 3.4.3. The 

results and main conclusions are summarized in Section 3.4.4. 

3.4.1 Computational setup 

The continuum model of laser producing and removal of point defects is 

developed based on the general framework of thermal model, Eqs. (2.10-2.12), 

implemented by the continuum description of generation and evolution of point defects, 

Eqs. (2.13-2.18), as discussed in Section 2.2. The simulations of generation of point 

defects in the course of laser-induced melting and resolidification are performed for a 

Si wafer target irradiated by a 532 nm single laser pulse at a series of laser fluence 

ranging from 0.25 J/cm2 to 0.7 J/cm2, between the threshold of surface melting and 

onset of ablation. The laser beam has a Gaussian temporal and spatial profile with a 

pulse duration of 1 ns at full width at half maximum, and a spot diameter of 30 μm 

defined as full width at the 1/e2 height. The system is discretized in 2D cylindrical 

coordinates, (𝑟, 𝑧), and each cell has thickness of 8 nm and width of 100 nm. The radius 

and thickness of the Si wafer are chosen as 100 μm and 2 μm, respectively, to ensure 

no significant change of temperature at the edge or bottom of the target. The 

thermodynamic and optical properties of Si utilized in the continuum model are the 

same as described in Section 3.3.1. 

To investigate the effect of laser annealing on eliminating the point defects, the 

laser-processed silicon target after the simulations of laser melting and resolidification, 

featuring high density of point defects in the surface region, is taken as the initial system 

and irradiated by subsequent low power lasers below the melting threshold. The pulse 

durations of the annealing laser are chosen for a wide range from 10 ns to 500 ns, and 

for the 50 ns laser pulse, simulations are also performed for double-pulse irradiation 
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with 1 MHz repetition rate to evaluate the annealing effect of multiple pulses. To enable 

simulation of such long pulse duration, 1D continuum model is used and the initial 

concentration of point defects are taken from the values at the center of the processed 

target. 

3.4.2 Generation of point defects in the course of laser-induced melting and 

resolidification 

The capability of the continuum model to predict the distribution of point 

defects in a laser-processed Si target is exemplified in Figure 17, which shows the time 

evolutions of the concentrations of individual interstitials and individual vacancies 

produced in the surface region of the Si target irradiated by a 1 ns laser pulse at the 

incident fluence of 0.45 J/cm2. Lase energy deposition results in a fast heating and 

melting of a surface region of the target, with the depth of melting reaching ~90 nm in 

the center of the laser spot. The laser heating and melting are followed by a rapid 

cooling and resolidification, as can be seen from the upwards movement of the crystal-

liquid interface shown in Figure 17 by black lines. The solidification process proceeds 

through the epitaxial crystal regrowth, and the crystallization kinetics is described by 

Eq. (2.12) with parameters evaluated based on the results of atomistic simulations 

discussed in Section 3.2. In contrast to the simulations of picosecond laser irradiation 

discussed in the previous section, the irradiation by a longer, 1 ns, laser pulse reduces 

the temperature gradient and cooling rate, and does not result in the formation of 

amorphous phase. The undercooling in the vicinity of the solidification front, however, 

leads to the formation of distinct regions of strong supersaturation of both vacancies 

and interstitials in the parts that experience transient melting and resolidification. As 

illustrated in Figures 17a-h, substantial number of interstitials and vacancies are left 

behind the advancing solidification front, depending on the level of undercooling 

achieved at the crystal-liquid interface, as described by the source terms in Eqs. (2.13-

2.14) and parameterized by the results from MD simulations discussed in Section 3.2. 

In Figure 17i, a smaller number of interstitials are observed closer to the surface region 

(the green part). This can be explained as that at later stage of the solidification process, 
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the interfacial temperature increases due to release of the latent heat resulting in the 

reduced concentration of interstitials, which is discussed below. Moreover, it is 

interesting to find that the vacancies and interstitials can be eliminated by their diffusion 

to the target surface, which is regarded as the sink of point defects, as evident by the 

decrease of vacancy concentration at the surface in Figure 17j. This effect is not obvious 

in the interstitial distribution, due to significantly lower diffusion coefficient compared 

to vacancies.108 

In order to investigate the effect of laser fluence on generation of point defects, 

the evolution of the temperature at the solid-liquid interface and the concentration of 

point defects averaged over the transiently melted region are shown in Figure 18. Figure 

18b indicates a peak in defects concentration at the laser fluence of 0.4 J/cm2, a fluence 

that provides conditions of maximum level of undercooling at the solidification front 

as illustrated in Figure 18a. The cooling rate at the solid-liquid interface in the 

beginning of the solidification process, as suggested in Figure 18a, is estimated as 

2×1011 K/s under the irradiation conditions studied. At later stage, the temperature of 

the solidification front increased due to the release of latent heat, resulting in the 

maximum degree of undercooling at around 0.9 Tm. In this range of undercooling levels 

realized by the laser irradiation, according to Figure 7a, densities of both single 

interstitials and single vacancies are reduced with increasing temperature at the 

solidification front. At the laser fluences higher than 0.4 J/cm2, the temperature at the 

solid-liquid interface is elevated due to slower cooling rate, resulting in decreased level 

of point defects. In contrast to the high-fluence irradiation, at fluences below 0.4 J/cm2, 

the melting depth is significantly reduced so that complete solidification to the target 

surface occurs before the maximum undercooling at the solidification front is reached, 

thus suppressing further decrease of the interface temperature and leading to lower 

density of point defects. 
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Figure 17. Time evolutions of individual interstitials (left panel) and individual vacancies (right 

panel) during resolidification in a laser-melted Si wafer in the continuum simulation. The laser 

fluence is 0.45 J/cm2, the pulse duration is 1 ns, and the spot diameter is 30 μm. The 

distributions of concentrations are expressed in atomic percent and shown at 4 ns (a,b), 6ns 

(c,d), 8 ns (e,f), 10 ns (g,h), and 15 ns (i,j) after laser irradiation. The black lines show the 

position of the crystal-liquid interface. 

 

Figure 18. Predictions of time evolutions of the temperature at the crystal-liquid interface in 

the Si target at laser spot center (a), and average concentration of interstitials and vacancies in 

the laser-melted region (b), from continuum simulations performed at different laser fluences. 

The laser spot diameter is 30 μm and the pulse duration is 1 ns. In (a), the temperature profile 

ends when solidification is completed. The dashed lines indicate the undercooling level of Tm, 

0.95 Tm, and 0.9 Tm. The concentration of vacancies in (b) takes both individual vacancies and 

di-vacancies into account. 

The dependence of point defect concentration on laser fluence, and the 

observation of much higher density of interstitials than vacancies, predicted from 

continuum simulations have good agreements with the experimental results by our 

collaborator from the group of Prof. M. C. Gupta. Experimental measurements of the 

point defects are conducted using the attenuated total reflection (ART) analysis. 

Compared with unprocessed bare silicon wafer, three peaks at 960 cm-1, 1120 cm-1, and 

2930 cm-1 are identified as oxygen-vacancy complex, interstitials, and hydrogen-

vacancy complex, respectively, as shown in Figure 19a for a silicon target irradiated by 

1 ns laser pulse at a fluence of 0.67 J/cm2. The concentration of each type of point defect 

is quantitatively related to the integrated peak area of the associated ATR spectrum 

curve, which is calculated and plotted as a function of laser fluence in Figure 19b. Both 
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interstitials and vacancy complexes exhibit the similar trend with laser fluence as 

computational predictions in Figure 18b, with the maximum concentration observed at 

~0.67 J/cm2. 

 

Figure 19. Laser generation of point defects revealed by ATR spectroscopy in experiments by 

Dr. Z. Sun from the group of Prof. M. C. Gupta. (a) Identification of laser-induced vacancies 

and interstitials in ATR spectra and comparison with SiO2 peak. The laser-processed silicon 

sample was treated at 0.67 J/cm2 fluence. (b) Laser-induced point-defect concentration, 

indicated by ATR point-defect peak area, as a function of laser fluence. The experimentally 

observed melting threshold, 0.22 J/cm2, and ablation threshold, 1.3 J/cm2, are represented by 

the dashed lines. 

3.4.3 Simulation of post annealing effect on laser-induced point defects 

High density of vacancies and interstitials generated by laser melting and 

resolidification can be reduced through post-annealing by subsequent laser pulses 

below the melting threshold. The low power laser irradiation provides reheating of the 

surface region modified by the processing laser close to the melting temperature, 

significantly enhancing the recombination rates of the point defects, i.e., as described 

by Eqs. (2.16-2.18), and facilitating their diffusion to the free surface or deep into bulk 

of the system. For example, as shown in Figure 20a, heating above 1200 K results in a 

substantial increase of the mobility of point defects that can cause diffusion of tens of 

nanometers (comparable to the scale of the laser-modified region) within hundreds of 

nanoseconds. Figure 20b shows the evolution of the surface temperature of the 1D Si 

system irradiated by different laser pulses. The pulse duration, 𝜏𝐿, of the annealing 

laser is much longer than that of the processing laser, 1 ns, to ensure sufficient time at 

elevated temperature for the diffusion and recombination of the point defects. As shown 
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in Figure 20b, the thermal window experienced by the surface can be elongated by 

increasing the pulse duration or the number of pulses. At higher fluence or under multi-

pulse irradiation, the average temperature that can be achieved during the laser pulse is 

increased, leading to faster diffusion and recombination of point defects. Therefore, the 

level of point defects after laser annealing is expected to be reduced by using longer, 

multi-pulse laser at higher fluence below the melting threshold. 

 

Figure 20. (a) Diffusivity of interstitials, vacancies, and di-vacancies as a function of 

temperature, adapted from the data reported in Refs. 108,109. (b) Temporal evolution of the 

surface temperature predicted from 1D continuum simulations of the Si target irradiated by 

different laser pulses. The pulse duration and incident fluence are labeled. The blue line 

corresponds to a two-pulse irradiation with repetition rate of 1 MHz. 

The effects of laser fluence, pulse duration, and number of pulses on laser 

annealing are evaluated through a series of continuum simulations of evolution of point 

defects, which are generated in the course of laser melting and resolidification, e.g., 

from the simulation of a 1 ns laser pulse irradiation at 0.45 J/cm2 in Section 3.4.2, by 

subsequent low power annealing laser pulses, and the results are illustrated in Figure 

21. As discussed above, the concentrations of both interstitials and vacancies (including 

di-vacancies that count for 2 vacancies) after laser annealing are decreased for longer 

pulse duration, higher fluence, and multi-pulse irradiation. Substantial reduction of the 

point defects to the equilibrium concentration at melting temperature can be achieved 

for a 500 ns laser pulse irradiation slightly below the melting threshold. Typically, 

efficient elimination of point defects can be achieved in experiments using microsecond 
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laser pulse for annealing. 

 

Figure 21. Predictions of average concentrations of interstitials (a) and vacancies (b) 

accounting for both individual vacancies and di-vacancies from 1D simulation of laser 

annealing. The initial concentrations are taken from the concentration distribution along the 

laser spot center from the 2D simulation at 40 ns after irradiation of a 0.45 J/cm2 laser pulse. 

The concentrations are averaged over the melted depth along the laser spot center predicted in 

the 2D simulation. 

3.4.4 Summary 

Parameterized by the types and concentrations of point defects produced at the 

solidification front predicted from atomistic simulations, an advanced continuum model 

is developed to quantitatively describe the generation and evolution of interstitials and 

vacancies in the surface region of a Si target by laser irradiation within the entire laser 

spot and on a long time-scale. Laser-induced melting and resolidification results in the 

generation of supersaturated interstitials and vacancies distributed in the transiently 

melted and resolidified region. The average concentration of point defects in this region 

depends on laser fluence, and a pronounced maximum value is observed at 0.4 J/cm2, 

under which condition the maximum undercooling in the vicinity of the crystal-liquid 

interface is achieved at 0.9 𝑇𝑚. The laser-induced point defects can be mitigated by 

subsequent low power laser heating below the melting threshold, and the efficiency of 

point defects elimination is evaluated through continuum simulations of laser annealing 

performed for a wide range of laser parameters. The computational results suggest that 

laser-induced point defects can be minimized through tailoring laser-processing 
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parameters, or can be efficiently reduced by subsequent microsecond laser annealing. 

The effect of laser parameters on the generation and evolution of point defects is 

validated by experimental measurements, and provides a general guidance in choice of 

experimental conditions for improving the device performance. 
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4. Computational study of laser-induced generation of crystal defects 

in metals 

4.1 Introduction 

Rapid solidification of metals under conditions of deep undercooling below the 

equilibrium melting temperature is a process of general fundamental importance in 

materials science, and also has direct practical relevance for a variety of material 

applications, ranging from high energy particle bombardment176,177 to short pulse laser 

processing.19,20,29,62,63 Ultrashort time and high degree of localization of energy 

deposition, achieved within an electronically excited ion track178 or a thin surface layer 

of a target irradiated by a femtosecond or picosecond laser pulse,179 can produce very 

steep temperature gradients and cooling rates reaching the levels of ~1011-1013 K/s.23,29 

Resolidification of transiently melted material can be kinetically inhibited under 

conditions of such extreme quenching, thus bringing the molten material into a state of 

deep undercooling or even the amorphous state. While the direct measurement of the 

degree of undercooling is not possible in experiments, the estimations based on solution 

of heat transfer equation19,33 and the results of MD simulations19,21,23 suggest that the 

surface of the irradiated target can be undercooled down to 0.9-0.6 𝑇𝑚 by the end of 

the solidification process. 

The rapid propagation of the solidification front under conditions of strong 

undercooling can result in the generation of highly non-equilibrium defect 

configurations, as discussed for silicon in the previous section, and would directly 

impact the damage accumulation in extreme radiation environments.56,177,180 ,181  A 

number of electron backscatter diffraction studies have reported the presence of high 

densities of dislocations14,15,16,17,18 and twin boundaries13,19 in laser-processed metal 

targets. However, there have been limited experimental studies probing the movement 

of solidification front and evolution of the microstructure. The confinement of the rapid 

solidification and structural modification within the small sizes of collision cascades 

produced by high energy particle bombardment or within a thin surface region of the 
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laser-irradiated target also brings challenge to ex-situ characterization of the irradiation-

induced crystal defects. 

A reliable physical interpretation of the experimental evidence of the laser-

induced generation of crystal defects can be provided by atomistic modeling. Indeed, 

the ability of atomistic simulations to provide insights into the mechanisms responsible 

for surface nanocrystallization,20,23,24,25 growth twining,19 emission of 

dislocations,26,52,53 and strong vacancy supersaturation21,52,53 has been demonstrated in 

modeling of laser interactions with one-component Cr, Ag, and Ni targets. MD 

simulations of solidification performed for pure metal182 and alloy183 systems under 

conditions of fixed undercooling also reveal the formation of high density of vacancies, 

exceeding the equilibrium value at melting temperature, in the solidified region. The 

supersaturated vacancies are found to be produced at the solid-liquid interface during 

fast solidification process and trapped by the rapidly propagating solidification 

front,182,184  leading to a strong correlation between the solidification velocity and 

vacancy concentration. 

In the study, the atomistic modeling is extended to binary Ni-based solid-

solution alloys and is focused on evaluation of the effect of chemical disorder on the 

generation and evolution of crystal defects in targets undergoing rapid melting and 

resolidification. The composition of three binary alloys used in this study, Ni50Fe50, 

Ni80Fe20, and Ni80Cr20, is selected to ensure that the alloys remain in the chemically 

disordered state under regular cooling conditions.185,186 The binary single-phase solid-

solution alloys can serve as model systems for investigation of the implications of 

chemical disorder on the behavior and properties of an emerging class of 

multicomponent solid-solution alloys that exhibit enhanced mechanical 

characteristics 187  and radiation damage resistance, 188  making them promising 

candidate materials for nuclear energy applications. For Ni-based solid-solution alloys, 

in particular, the site-to-site random variation of local chemical environments and 

corresponding lattice distortions have been shown to result in the suppression, as 

compared to pure Ni, of damage accumulation under high-energy particle 
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irradiation176,177,180,188-192. 

Although the atomistic simulations of the displacement cascades generated by 

high-energy particle bombardment have provided important information on the 

sensitivity of the defect generation to the alloy composition, 176,177,180 the relatively 

small sizes of the individual collision cascades and rapid quenching in the regions of 

the energy deposition make it difficult to establish direct links between the 

characteristics of radiational damage, energetics and mobility of individual defects, and 

the evolution of thermodynamic conditions in the irradiated material. In contrast, the 

laser irradiation can create energy densities comparable to those in the high-energy ion 

tracks in much larger regions of the irradiated targets, thus providing more reliable 

statistical information on the structural response of the material to the strong excitation. 

Moreover, the thermodynamic parameters and structural transformations are evolving 

slower and in a more regular manner in laser-material interaction as compared to those 

in the high-energy particle bombardment, thus enabling more detailed analysis of the 

connections between the rapidly changing thermodynamic conditions, non-equilibrium 

phase transformations, and the generation of crystal defects. 

As a prominent feature in the region transiently melted by laser irradiation, the 

generation of supersaturated vacancies is investigated and explained through the 

assistance of a systematic study of solidification under well-controlled conditions of 

undercooling and pressure, where the vacancy formation during the epitaxial crystal 

growth are investigated for bcc Cr, fcc Ni and Ni-based alloys, establishing 

dependences of the solidification kinetics and vacancy densities on the degree of 

undercooling, pressure, crystal structure, and crystallographic orientations for different 

materials, and providing atomic-level insights into the key processes responsible for the 

generation of vacancies at the propagating solidification front. 

4.2 Laser-induced melting and resolidification, and generation of 

crystal defects in Ni and Ni-based binary solid-solution alloys 

In this section, atomistic simulations of short pulse laser irradiation on Ni and 
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Ni-based solid-solution alloys (Ni50Fe50, Ni80Fe20, and Ni80Cr20) are performed to 

investigate the mechanisms of generation of vacancies, dislocations, stacking faults, 

and twin boundaries in the course of laser-induced melting and resolidification. The 

computational setup for the atomistic modeling and its parameterization for Ni-Fe and 

Ni-Cr single-phase solid-solution alloys are briefly described in Section 4.2.1. The 

results of atomistic simulations of the laser-induced melting and rapid solidification are 

reported in Section 4.2.2. The mechanisms responsible for the generation of crystal 

defects in the transiently melted and resolidified region are discussed in Section 4.2.3. 

The computational predictions on the laser-induced phase and structural 

transformations in Ni and Ni-based alloys are summarized in Section 4.2.4. 

4.2.1 Computational Setup 

The TTM-MD model for the laser interaction with metal targets has been 

described in Section 2.1, and here only the computational setup and parameters used in 

the simulations of laser irradiation on Ni and Ni-based alloys are outlined. The electron 

temperature dependences of the electron-phonon coupling factor and electron heat 

capacity for Ni and Ni50Fe50 are reported in Refs. 87,89,90. The dependences for 

Ni80Fe20 and Ni80Cr20 are evaluated in a similar manner, and all data sets are provided 

in tabulated forms in Ref. 193. The dependence of electron-phonon coupling on lattice 

temperature is not considered since such effect is negligible for lattice temperatures 

around and above the Debye temperature,194 which are the conditions achieved in 

present simulations. The electron heat capacity 𝐶𝑒 and electron-phonon coupling 𝐺 

for all materials are plotted as a function of electron temperature 𝑇𝑒  in Figure 22. 

While the electron temperature dependences of electron heat capacities are similar, the 

decay of electron-phono coupling with increasing electron temperature is much slower 

in the Ni-based alloys as compared to pure Ni, which can be attributed to smearing of 

the sharp spike of the electron density of states near the Fermi level in Ni as a result of 

alloying with Fe or Cr.90 
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Figure 22. Electron temperature dependence of electron heat capacity Ce (a) and electron-

phonon coupling factor G (b) calculated for Ni, Ni50Fe50, Ni80Fe20, and Ni80Cr20. The tabulated 

data is provided in Ref. 193. 

The electron thermal conductivity is described by the Drude model relationship, 

Eqs. (2.4-2.5) in Section 2.1. The values of coefficient 𝐴, 1.4 × 106 K-2s-1, 1.36 ×

106 K-2s-1, 1.37 × 106 K-2s-1, and 1.52 × 106 K-2s-1 for Ni, Ni50Fe50, Ni80Fe20, and 

Ni80Cr20, respectively, are estimated following the approach suggested in Ref. 91. The 

values of coefficient 𝐵  are fitted to the results of experimental measurements of 

thermal conductivity as a function of temperature and phase state under condition of 

electron-phonon thermal equilibrium, i.e., 𝑇𝑒 = 𝑇𝑙 . For solid Ni, the thermal 

conductivity as a function of temperature is taken from Ref. 195, and a constant value 

of 60 Wm-1K-1 is assumed for the liquid phase Ni. For solid Ni50Fe50 and Ni80Fe20, the 

temperature dependence of the thermal conductivity up to 1100 K is taken from Ref. 

196. Above 1100 K, linear extrapolations of experimental data to 𝑇𝑚 are used. The 

thermal conductivities of the alloys can also be reasonably well approximated by 

Wiedemann-Franz relationship, 𝑘𝑒 = 𝐿𝑇/𝜌𝑒 , where 𝜌𝑒  is electrical resistivity and 

𝐿 = 2.45 × 10−8  WΩK-2 is the Lorenz number. Using the data on temperature 

dependent electrical resistivities for both solid and liquid alloys197 and correcting by 

the difference between 𝑘𝑒  extrapolated from experimental data in Ref. 196 and 

predicted by the Wiedemann-Franz law for solid alloys at 𝑇𝑚 , the thermal 

conductivities of liquid alloys at 𝑇𝑚 are estimated as 32.74 Wm-1K-1 for Ni50Fe50 and 
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32.46 Wm-1K-1 for Ni80Fe20. For solid Ni80Cr20, 𝑘𝑒 at temperature range of 300 K ≤

𝑇 ≤ 1100 K is taken from Ref. 198 and is extended to 𝑇𝑚 using a linear coefficient 

obtained in Ref. 199 based on the Wiedemann-Franz law. The thermal conductivity of 

liquid Ni80Cr20, 40.8 Wm-1K-1, is estimated by taking 𝑘𝑒 for solid Ni80Cr20 at 𝑇𝑚 and 

subtracting the difference between the solid and liquid phase 𝑘𝑒 reported in Ref. 199. 

The temperature dependences of thermal conductivities of solid Ni and three Ni-based 

solid solution alloys are plotted in Figure 23, where the Ni-base alloys exhibit 

significantly lower levels of thermal conductivity. The data shown in Figure 23 is in a 

good quantitative agreement with the results of recent experimental measurements 

reported in Ref. 200. The thermal conductivities of superheated solids are taken as 𝑘𝑒 

at 𝑇𝑚 and are shown up to 1.25 𝑇𝑚. 

 

Figure 23. Temperature dependences of thermal conductivities of solid Ni, Ni50Fe50, Ni80Fe20, 

and Ni80Cr20. Temperature dependences under conditions of electron-phonon equilibrium, Te 

= Tl, is shown in (a) and the ones of electronically-excited materials at a constant Tl = 300 

K are shown in (b). In (a), constant values of thermal conductivity equal to the ones at Tm are 

assumed for superheated solids, i.e., at T > Tm, and are shown up to 1.25 Tm. 

The interatomic interactions in the MD part of the TTM-MD model for the Ni 

and Ni-based alloys are described by the EAM potential developed by Bonny et al.201 

for low temperature structural and elastic properties as well as the energies of crystal 

defects. A set of high temperature thermophysical properties that are relevant to the 

conditions realized in the simulations of laser-induced melting and resolidification are 

tested in collaboration with C. Wu and M. V. Shugaev.54 The melting temperatures are 
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estimated from a series of simulations performed for the solid-liquid coexistence 

systems under well-controlled temperature and zero pressure conditions. The melting 

temperature, determined as the value where the velocity of the solid-liquid interface 

reaches zero, is given as 1530 K for Ni, about 11% below the experimental value of 

1728 K, 202 and 1680 K for Ni50Fe50, close to the experimental value of 1703 K.203 The 

melting temperatures of Ni80Fe20 and Ni80Cr20 are calculated to be 1635 K and 1510 K, 

respectively. The surface tension, 𝛾, is calculated with the test-area method204 and 

plotted in Figure 24a as a function of temperature. Compared with the experimental 

value of 1.77 J/m2 at melting temperature (1728 K), 205  Bonny EAM potential 

significantly underestimates the surface tension, which results in the much lower 

threshold fluence for cavitation and spallation as compared to the earlier simulations 

performed for Ni with Johnson EAM27 and Mishin EAM19 potentials. The temperature 

dependences of the lattice heat capacity, 𝐶𝑙 , are calculated from series of constant 

pressure-constant temperature MD simulations, fitted to fourth-order polynomial, and 

plotted in Figure 24b. At 300 K, the heat capacity predicted from Bonny EAM Ni is 

3.83 × 106 Jm-3K-1, agreeing well with the experimental value of 3.95 × 106 Jm-3K-

1.202 In summary, despite the underestimation of the surface tension, the Bonny EAM 

potential is found to reproduce reasonably well the thermodynamic parameters such as 

the melting temperature and stacking fault energy. Therefore, this potential is suitable 

for computational investigation of the generation of crystal defects in the process of 

transient melting and resolidification. 
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Figure 24. Temperature dependence of surface tension of liquid (a) and heat capacity of solid 

(b) Ni, Ni50Fe50, Ni80Fe20, and Ni80Cr20. The black points in (a) are the results of MD simulations 

as well as the error bars that are smaller than the size of each point. 

The depth of the surface parts of the targets represented with atomistic 

resolution is 70 nm, and the initial MD systems have the face-centered cubic (fcc) 

crystal structure and (001) orientation of the free surface. The disordered Ni-based 

single phase solid-solution systems are prepared by occupying randomly selected lattice 

sites with Fe and Cr atoms, respectively, for the Ni-Fe and Ni-Cr alloys. Two sets of 

TTM-MD simulations are performed for each system with different computational size. 

The small-scale simulations, with lateral dimension of 7 nm × 7 nm, are aimed at 

establishing the threshold fluences delineating transitions between different regimes of 

the material response to the laser irradiation. Once the fluence regimes are established, 

one large-scale TTM-MD simulation, with lateral size of 100 nm × 100 nm  that 

corresponds to about 65 million atoms in the MD part of the computational domain, is 

performed for each target composition to provide microscopic information of the laser-

induced generation of crystal defects. The laser parameters in the large-scale 

simulations are chosen based on the results of small-scale simulations, so that the 

irradiation conditions lead to a transient melting and resolidifiation of a ~20 nm deep 

region of the target. Periodic boundary conditions are applied in the lateral directions 

parallel to the surface of the targets for all TTM-MD simulations. 

At the bottom of the MD part of the computational domain, a dynamic pressure-

transmitting boundary condition93,94 is applied to mimic the nonreflective propagation 

of the laser-induced pressure waves into the bulk of the target. In the deeper part of the 

target, below the bottom boundary of the MD region, the TTM equations for both lattice 

and electron temperatures are solved on a grid extending down to the depth of 2 μm, 

which ensures a negligible change in the electron and lattice temperatures at the bottom 

of the computational domain on the simulated timescales. 

Before applying laser irradiation, all systems are pre-equilibrated at 300 K. The 

laser irradiation is represented through the source term formularized as in Eq. (2.3), 

describing the absorption of laser energy by conduction band electrons. The absorbed 
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laser fluence 𝐹abs  is used in the discussion of the simulation results, due to the 

complex dependence of the reflectivity 𝑅 on the temperature and microstructure of the 

irradiated surface. The optical absorption depth is approximated as 14.5 nm, taken 

based on the value of absorption coefficient of pure Ni and a laser wavelength of 800 

nm.206 The laser pulse duration 𝜏𝐿 is 50 fs in all small-scale simulations and either 

100 fs or 50 ps in the large-scale simulations. The small-scale simulations are performed 

at absorbed laser fluences ranging from 200 to 600 J/m2, while the irradiation conditions 

in the large-scale simulations are chosen to ensure the simulations are in the melting 

and resolidification regime. 

4.2.2 Small-scale simulations of melting and resolidification, subsurface cavitation, 

and spallation of materials by laser irradiation at different fluences 

In order to enable a direct comparison of laser-induced rapid melting and 

resolidification in Ni and Ni-based solid solution alloys and investigate the effect of the 

chemical disorder on generation of crystal defects, the irradiation conditions are 

selected to produce transient melting and resolidification of similar depth of regions in 

all four targets considered in this work. Based on the results of four series of 

computationally-inexpensive small-scale simulations performed for each material and 

for a broad range of laser fluences, different regimes of the material response to the 

laser irradiation, namely, melting and resolidification, subsurface cavitation, and 

spallation, are identified and summarized in Table 1, and the threshold fluences 

delineating transitions between these regimes are established. 

Table 1. Distinct physical regimes of the response of Ni and Ni-based solid-solution alloy 

targets to the irradiation by 50 fs laser pulses at Fabs ranging from 200 to 600 J/m2 predicted in 

small-scale TTM-MD simulations. 

Fluence 

(J/m2) 
200 300 400 500 600 

Ni 
No 

melting 
No melting 

No 

melting 

Melting and 

resolidification 

Subsurface 

cavitation 

Ni50Fe50 
No 

melting 

Melting and 

resolidification 

Subsurface 

cavitation 
Spallation Spallation 
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Ni80Fe20 
No 

melting 

Melting and 

resolidification 
Spallation Spallation Spallation 

Ni80Cr20 
No 

melting 

Melting and 

resolidification 
Spallation Spallation Spallation 

The material response to laser irradiation identified in the small-scale 

simulations is following the sequence of the regimes established in earlier 

computational studies, for example, Refs. 24, 27, and 84. For pure Ni, the threshold for 

surface melting is found to be between 400 and 500 J/m2, which is consistent with the 

melting threshold identified in simulations19 performed with Mishin EAM potential207 

but higher than the melting threshold of 360 J/m2 reported in Ref. 27 for Johnson EAM 

Ni 208 , which significantly underestimates the melting temperature of Ni.27 As the 

fluence increases to 600 J/m2, the relaxation of the laser-induced stresses generated in 

the surface region of the Ni target under conditions of stress confinement8,11 results in 

the transient appearance and collapse of voids in a subsurface region of the target. 

Further increase of the laser fluence leads to the coalescence of voids and ejection of a 

top liquid layer in the process commonly called spallation.23,27,84 The threshold fluences 

for surface melting and spallation predicted in the simulations are much closer to each 

other than those in earlier simulations reported for Ni.19,27 The early onset of void 

nucleation and spallation can be related to the substantial underestimation, with respect 

to experimental values, of the surface tension by the Bonny EAM potential as described 

in Section 4.2.1. The low surface tension reduced the energy cost for the subsurface 

cavitation and spallation, thus narrowing the range of fluences where the effect of the 

laser irradiation is limited to the melting and resolidification. This range of fluences, 

however, is still sufficient for investigation of the generation of crystal defects at the 

solidification front. 

As discussed in Section 4.2.1, the intrinsic chemical disorder in the Ni-based 

alloys leads to stronger electron-phonon coupling and lower thermal conductivity as 

compared to pure Ni, Figure 22 and 23, implying faster electron-phonon equilibration 

and more localized heating of the surface region of the target. As a result, the melting 
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threshold is significantly reduced for all Ni-based alloys, down to 200-300 J/m2 as 

compared to 400-500 J/m2 for pure Ni. Moreover, the faster and more localized lattice 

heating in the alloys results in the buildup of stronger compressive stresses and 

unloading tensile waves, causing the appearance of subsurface voids (cavitation) and 

onset of spallation at lower fluences. In the simulations performed at 400 J/m2, the 

subsurface cavitation is followed by the collapse of the voids in Ni50Fe50 target, while 

in the Ni80Fe20 and Ni80Cr20 targets the voids grow, coalesce, and percolate, leading to 

the spallation of a liquid layer. This difference can be explained by the noticeably higher 

surface tension in Ni50Fe50 as compared to the other two alloys, see Figure 24a in 

Section 4.2.1. 

4.2.3 Large-scale simulations of laser-induced melting and resolidification 

In this work, the goal is to investigate the generation of crystal defects in the 

course of laser-induced melting and resolidification. Therefore, the irradiation 

conditions for the large-scale simulations are chosen to avoid spallation and to ensure 

similar maximum melting depth in targets of all four compositions, based on the results 

of small-scale simulations described in Section 4.2.2. For Ni and Ni50Fe50 targets, the 

pulse duration of 100 fs is used, and the absorbed fluences of 500 J/m2 and 400 J/m2 

are selected, respectively, to melting surface regions down to ~20 nm while staying 

below the spallation thresholds. The transient appearance and collapse of voids in 

Ni50Fe50 at 400 J/m2 takes place in the molten region before the arrival of the 

solidification front and does not affect the generation of crystal defects. For Ni80Fe20 

and Ni80Cr20 alloy targets irradiation with 50 or 100 fs laser pulses, the spallation occurs 

before the desired melting depth is reached. Therefore, the large-scale simulations for 

these two targets are performed with longer 50 ps laser pulses at an absorbed fluence 

of 400 J/m2, which produces melting depth similar to that in the other two simulations. 

The longer pulse duration allows for a partial relaxation of the thermoelastic stresses 

during the laser heating, significantly reduces the strength of the unloading tensile wave, 

and prevents spallation. 

Four large-scale simulations for Ni, Ni50Fe50, Ni80Fe20, and Ni80Cr20 targets are 
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performed under irradiation conditions described above, and the corresponding spatial 

and temporal evolutions of lattice temperature, pressure, and density are shown in 

Figure 25. Laser excitation of conduction band electrons followed by the electron-

phonon equilibration leads to the temperature increase in the surface regions of the 

irradiated targets. As discussed above, the stronger electron-phonon coupling in the 

alloys leads to the confinement of the initial lattice heating in much shallower surface 

regions of the targets, as can be seen from the temperature contour plots. This stronger 

confinement of the initial energy deposition explains why substantially lower laser 

fluences are required for producing melting depth in the alloy targets similar to that in 

Ni. 
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Figure 25. Contour plots of the spatial and temporal evolution of lattice temperature, pressure, 

and density in the surface regions of Ni (a), Ni50Fe50 (b), Ni80Cr20 (c), and Ni80Cr20 (d) targets 

irradiated in the regime of melting and resolidification. The temperature scale is normalized by 

the equilibrium melting temperature, Tm, which is different for each target material and is given 

in Section 4.2.1. The black solid lines near the surface of the targets show the movement of the 

crystal-liquid interface, and the black lines in the lower parts of the contour plots show the 

location of the nonreflecting boundary applied at the bottom of the MD part of the 

computational domain. The black stars marked by letters “A” and “B” show the moments of 

time for which interface roughness is evaluated and provided in Table 2. The irradiation 

conditions are τL = 100 fs and Fabs = 500 J/m2 for Ni (a), τL = 100 fs and Fabs = 400 J/m2 

for Ni50Fe50 (b), and τL = 50 ps and Fabs = 400 J/m2 for Ni80Fe20 and Ni80Cr20 (c,d). 

The temperature of the lattice in the surface region quickly exceeds the melting 

temperatures of the target materials, leading to rapid melting of the surface regions of 

the irradiated targets. For targets irradiated by 100 fs laser pulses, the surface is heated 

up to 1.2 𝑇𝑚 by 10 ps in Ni and by 1.2 ps in Ni50Fe50, again reflecting the effects of 

stronger electron-phonon coupling in the alloy. As soon as this critical level of 

superheating is reached, rapid homogeneous melting of about 18 nm deep surface layer 

takes place in both targets. For Ni80Fe20 and Ni80Cr20 targets, the heating is slower and 

is controlled by the rate of the laser energy deposition rather than the electron-phonon 

coupling (𝜏𝐿 = 50 ps is more than 10 times longer than the characteristic time of 

electron-phonon equilibration, 𝜏𝑒−𝑝ℎ). As a result, the melting starts from the surface 

when the surface temperature exceeds 𝑇𝑚 at ~75 ps, that is around the time when the 

intensity of the Gaussian laser pulse reaches its maximum, and the melting front 

accelerates as more energy is deposited during the second half of the laser pulse. 

Because of the kinetic constraints on the melting front propagation,209 the crystal lattice 

below the molten material is superheated up to 1.17-1.19 𝑇𝑚 before the arrival of the 

melting front, which propagates to the maximum depth of 12 nm and 17 nm in the 

Ni80Fe20 and Ni80Cr20 targets, respectively. 

The local temperature at the crystal-liquid interface drops below 𝑇𝑚, and the 

melting tuns into solidification at ~50 ps after the start of the simulation for Ni, at ~20 

ps for Ni50Fe50, at ~150 ps for Ni80Fe20, and at ~165 ps for Ni80Cr20. The solidification 

velocity increases up to the maximum levels of 70-90 m/s as the temperature of the 

interface decreases down to the maximum undercooling of 0.9 𝑇𝑚 reached by the end 
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of the resolidification process in all simulations. As can be seen from the temperature 

contour plots, the release of the latent heat of the melting increases the local temperature 

at the solidification front and reduces the level of undercooling with respect to the 

maximum one reached at the molten surface, ~0.85-0.87 𝑇𝑚. Overall, as can be seen 

from the temperature contour plots and the black lines showing the progression of the 

crystal-liquid interfaces, the heating, melting, cooling, and epitaxial resolidification 

proceed in a qualitatively similar manner in all four simulations. 

In the simulations performed with 𝜏𝐿 = 100 fs <  𝜏𝑒−𝑝ℎ , the time of lattice 

heating is defined not by 𝜏𝐿  but by the time of the energy transfer from the hot 

electrons to the lattice, 𝜏𝑒−𝑝ℎ. For both pure Ni and Ni50Fe50, 𝜏𝑒−𝑝ℎ is shorter than the 

characteristic time for the mechanical relaxation (expansion) of the heated volume, 

𝜏𝑠~𝐿𝑝/𝐶𝑠, the time needed to initiate a collective motion of atoms or molecules within 

the absorbing volume. Here, 𝐿𝑝 is the laser penetration depth and 𝐶𝑠 is the speed of 

sound in the irradiated material. In this case, the laser heating takes place under nearly 

constant volume conditions, leading to the generation of high thermoelastic stresses in 

the surface regions of the targets, as can be seen from the pressure contour plots in 

Figures 25a and b. In general, when the characteristic time of laser energy deposition 

defined by the pulse duration or the electron-phonon coupling time, whichever is longer, 

is less than that for the mechanical relaxation, a condition of so-called inertial stress 

confinement is achieved, where the inability of material to expand during the time of 

laser heating results in the buildup of strong compressive stresses in the surface region 

of the target. In each of the two simulations, the relaxation of the laser-induced 

compressive stresses drives the strong compressive pressure wave deep into the bulk of 

the target and induces an unloading tensile wave from the free surface that follows the 

compressive component. The compressive and tensile components of the pressure wave 

propagate without any noticeable reflection from the boundary separating the MD and 

continuum parts of the model. After the laser-induced pressure wave leaves the surface 

area of the target, zero pressure establishes in the molten region, while the residual 

thermoelastic stresses, which cannot relax by uniaxial expansion of the crystal lattice 
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in the direction normal to the surface, remain in the crystalline part of the target.27 These 

quasi-static compressive stresses, however, are relaxed in the top parts of the 

resolidified regions of the targets due to the generation of high density of crystal defects, 

as discussed in the next section. 

Interestingly, the magnitudes of the compressive and tensile components of the 

stress wave generated in the Ni50Fe50 target are substantially higher than those in the 

pure Ni target, even though the absorbed fluence of 400 J/m2 applied to the alloy target 

is 20% lower than that used in the simulation of pure Ni target. This observation can be 

related to the stronger electron-phonon coupling in the alloy, leading to a smaller 𝜏𝑒−𝑝ℎ 

and a more abrupt heating of the lattice. The increased magnitude of the tensile 

unloading wave is sufficient for inducing cavitation in the subsurface overheated 

molted part of the target, which is apparent in the density plot shown in Figure 25b and 

proceeds through the nucleation and growth of subsurface voids. The voids collapse 

later as illustrated in Figure 25b, because of the surface tension prior to the arrival of 

the solidification front and do not affect the microstructure of the resolidified region. 

At higher fluence, the formation and growth of multiple subsurface voids may lead to 

eventual separation and ejection of liquid surface layers or large droplets from the bulk 

of the target, called photomechanical spallation8,12,210-213 that is observed in the small-

scale simulations of Ni-based alloys as summarized in Table 1. Note that the cavitation 

occurs in Ni50Fe50 alloy and not in pure Ni despite of the lower surface tension of the 

latter (See Figure 24a in Section 4.2.1), which is expected to facilitate the cavitation 

and spallation. This observation highlights the dominant role of the increased electron-

phonon coupling and stronger stress confinement in defining the conditions for the 

generation of subsurface voids. 

In the simulations performed for Ni80Fe20 and Ni80Cr20 alloys with longer pulse 

duration 𝜏𝐿 = 50 ps >  𝜏𝑒−𝑝ℎ, the time of the lattice heating is defined by 𝜏𝐿 rather 

than 𝜏𝑒−𝑝ℎ. Thus, despite of the strong electron-phonon coupling in the alloys, the 

condition for the stress confinement is not realized, and the thermoelstic stresses 

associated with the laser heating are largely relaxed during the laser energy deposition, 
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as can be seen from much lower levels of pressure in Figures 25c,d as compared to 

those in Figures 25a,b. No subsurface voids are generated in these simulations, and the 

response to the laser irradiation is limited to melting and resolidification of the surface 

regions of the targets. 

4.2.4 Generation of crystal defects in the course of laser-induced melting and 

resolidification 

The visual picture of the laser-induced melting and resolidification is provided 

by four series of snapshots of the top 30 nm deep surface layers of the Ni, Ni50Fe50, 

Ni80Fe20, and Ni80Cr20 targets shown in Figure 26. The local structural environment is 

determined for each atom with a structure identification method developed in Refs. 

214-216, all atoms with local fcc structure are blanked, and only the molten regions and 

crystal defects are shown in Figure 26. The transient appearance of the molten surface 

regions shown by blue color in Figure 26 is consistent with the discussion of the melting 

and resolidification processes based on the contour plots provided in the previous 

sections. The microstructures of the resolidified surface regions in Ni and Ni50Fe50 

targets irradiated by 100 fs laser pulses feature high density of vacancies, dislocations, 

stacking faults, and twin boundaries, with the latter two types of defects being 

particularly abundant in the Ni50Fe50 target. In contrast, the defects produced in Ni80Fe20 

and Ni80Cr20 targets irradiated by longer 50 ps laser pulses are largely limited to 

vacancies and vacancy clusters, with only a few small dislocation loops observed in the 

Ni80Cr20 target. 



69 

 

 



70 

 

Figure 26. Snapshots of the surface regions of Ni (a), Ni50Fe50 (b), Ni80Fe20 (c), and Ni80Cr20 

(d) targets irradiated in the regime of melting and resolidification. Only the top 30 nm thick 

surface regions of the irradiated targets are shown in the snapshots. The atoms with local fcc 

structure are blanked to expose the defect structures. The remaining atoms are colored by their 

local structural environment so that blue color corresponds to atoms that belong to the liquid 

phase or make up dislocation cores, atoms surrounding vacancies are colored red, stacking 

faults are colored yellow, and twin boundaries are colored green. 

The generation of dislocations, stacking faults and twin boundaries are found to 

be sensitive to both the target composition and irradiation conditions. Starting from the 

simulation performed for the pure Ni target, the formation of several twin boundaries 

(green) and stacking faults (yellow) outlined by Shockley partial dislocations can be 

seen in the last snapshot in Figure 26a and an enlarged top view of the final 

configuration shown in Figure 27a. The generation of the partial dislocations can be 

related to the roughness of the crystal-liquid interface formed by the end of the rapid 

melting process. The unloading tensile wave, produced due to the dynamic relaxation 

of the laser-induced stresses, passes through the melting front at ~20 ps, Figure 25a, 

reduces the crystal stability against melting,6 and facilitates the homogenous nucleation 

of liquid regions in the superheated crystal, Figure 26a. As a result, the molten layer 

formed by 50 ps is separated from the crystalline bulk of the target by a mushy zone 

where nanoscale crystalline and molten region are mixed. The following solidification 

process starts from a rough interface and results in the formation of Frank partial 

dislocations upon folding of deep troughs that produces areas with missing atomic 

planes incorporated into the growing crystal. Frank partials split into various 

combinations of stair rod and Shockley partials connected to the solidification front and 

extending in the course of solidification. The total density of dislocations is estimated 

as 2.9 × 1016 m-2. In addition to the dislocations, the formation of growth twins is 

activated on several (111) facets of the rough solidification front advancing in (001) 

direction when the temperature at the front drops below the critical level required for 

the onset of growth twining.19 
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Figure 27. Top view of the crystal defects generated in the surface regions of Ni (a) and Ni50Fe50 

(b) targets by the laser-induced melting and resolidification. The snapshots are shown for times 

of 340 and 330 ps after the laser irradiation of Ni and Ni50Fe50, respectively. All atoms with the 

fcc local crystal structure are blanked and the same coloring scheme as in Figure 26 is used. 

The defect configuration generated in the Ni50Fe50 target is visually very 

different from the one discussed above for pure Ni and features much higher density of 

dislocations and stacking faults, Figures 26b and 27b. The density of the dislocations is 

calculated as around 5.12 × 1016 m-2, with majority part contributed from Shockley 

partial and stair-rod dislocations. The formation of the stacking faults can be related to 

the emission of numerous partial dislocations from the crystal-liquid interface at the 

end of melting process, when strong tensile wave passes through the interface, Figure 

25b. As discussed in previous sections, the higher strength of the electron-phonon 

coupling in the alloy as compared to pure Ni is responsible for the generation of stronger 

stress wave, which, in turn, generates the resolved shear stresses that are sufficient for 

the dislocation emission. The Shockley partial dislocations emitted from the melting 

front leave behind stacking faults that can be seen as earlier as 20 ps after the laser pulse 

in the snapshots shown in Figure 26b. The interaction of Shockley partials with each 

other leads to the formation of immobile stair-rod dislocation segments (Lomer-Cottrell 

and Hirth locks), which prevent further propagation of dislocations into the bulk of the 

crystal as well as their retraction to the crystal-liquid interface. Calculations of the 
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stacking fault energies predicted by the Bonny EAM potential201 yielded the value that 

is approximately two times lower for Ni50Fe50 than for Ni. The lower value of the 

stacking fault energy in the alloy agrees with predictions of thermodynamic 

calculations 217  and can be related to the suppression of the emission of trailing 

dislocations from the crystal-liquid interface, leading to the retainment of the large area 

stacking faults connecting the stair-rod dislocations to the melting/solidification front. 

The partial dislocations and the corresponding stacking faults are extended towards the 

surface during the solidification process, forming a continuous dislocation network in 

the resolidified part of the target, Figure 27b. 

No dislocations are identified in the resolidified region of the Ni80Fe20 target, 

and only a few small dislocation loops are observed in the Ni80Cr20 target. The latter 

dislocation loops are formed during the resolidification by the same mechanism as the 

one discussed above for the Ni target. To understand the virtual absence of dislocations 

in these two alloys, the roughness of the crystal-liquid interface is analyzed. The targets 

are divided into small 0.4 × 0.4 × 0.4 nm3 cells each containing 4-6 atoms, and the 

cells located at the crystal-liquid interface are identified based on the local atomic 

structure. The standard deviations of the depth of the interfacial cells are calculated for 

Ni, Ni50Fe50, Ni80Fe20, and Ni80Cr20 targets and are summarized in Table 2. The 

calculations of the interface roughness are performed for two moments of time during 

resolidification for each target: 100 and 200 ps for Ni and Ni50Fe50, 200 and 300 ps for 

Ni80Fe20, and 300 and 400 ps for Ni80Cr20, as marked by stars in the pressure contour 

plots shown in Figure 25. The results shown in Table 2 reveal that the crystal-liquid 

interface is much rougher in the Ni target irradiated by a 100 fs laser pulse as compared 

to the two targets irradiated by longer 50 ps laser pulses, which is consistent with visual 

analysis of the corresponding snapshots in Figure 26. As mentioned above, high 

interface roughness is the prerequisite for the formation of dislocations through folding 

of deep troughs at the interface, and the low values of the interface roughness calculated 

for Ni80Fe20 and Ni80Cr20 alloys are consistent with low densities (or absence) of the 

dislocations in Figures 26c and d. Note that although the interface roughness in Ni80Cr20 

is similar to that of Ni80Fe20, a small number of dislocation loops are generated in the 
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Ni80Cr20 target while no dislocations are found in the resolidified Ni80Fe20 target. This 

observation can be explained by the lower stacking fault energy in Ni80Cr20,
201,217 which 

makes it easier for loops of partial dislocations enclosing the stacking faults to form. 

The interface roughness in the Ni50Fe50 target is much lower than that in the pure Ni 

target due to faster and more localized heating, which leads to a rapid melting of the 

surface region before the arrival of the unloading tensile wave. In this case, the 

interaction of the unloading wave with the melting front results in the emission of 

partial dislocations rather than homogeneous nucleation of liquid phase regions below 

the crystal-liquid interface observed for Ni. 

Table 2. Roughness of the solidification front in the large-scale simulations of laser-induced 

melting and resolidification of Ni, Ni50Fe50, Ni80Fe20, and Ni80Cr20 targets that are evaluated for 

times marked by stars and labeled as “A” and “B” in Figure 25. The roughness is calculated as 

standard deviation of the local depth of the interface below the target surface and listed in the 

units of Angstrom. 

Time Ni Ni50Fe50 Ni80Fe20 Ni80Cr20 

A 23.58 4.01 3.01 3.40 

B 13.88 4.81 3.36 3.26 

Another prominent feature of the microstructure formed by the laser-induced 

melting and resolidification is the presence of high density of vacancies in the 

resolidified parts of the targets as shown in Figure 26. An even clearer view of the 

vacancies is provided in Figure 28, where all defects except vacancies are blanked, and 

the single vacancies, di-vacancies, and larger clusters of vacancies are colored blue, 

green, and red, respectively. The visual analysis of Figure 28 suggests that while high 

vacancy concentrations are produced in all four targets, the generation of vacancies is 

strongly suppressed in Ni50Fe50 as compared to other targets. This observation is 

quantified in Figure 29, where the corresponding spatial distributions of vacancies 

within the irradiated targets are shown. As compared to Ni, where the vacancy 

concentration in the resolidified region is ~0.1%, the vacancy concentration is reduced 

by a factor of ~5, down to ~0.02%, in Ni50Fe50. This large suppression of the vacancy 

generation, however, is not observed in Ni80Fe20 and Ni80Cr20 alloys, where the vacancy 

concentrations of about 0.15% and 0.1% are observed, respectively. The explanation 
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for the pronounced density of vacancies in the Ni80Fe20 and Ni80Cr20 targets irradiated 

by 50 ps laser pulse is provided in Section 4.3.2. Analysis of the temperature 

dependence of the vacancy mobility indicates that it takes more than 10 ns for a vacancy 

diffusion length to reach 1 nm at a temperature of 0.8 𝑇𝑚 , which is above the 

temperature of the surface region at the end of the simulations. Given the ultrafast 

cooling rate, on the order of 1012 K/s at the time of complete resolidification, and the 

exponential dependence of the mobility of vacancies on temperature, the high 

concentration of vacancies generated in the surface regions of the targets can be 

expected to be “frozen in” and remain after cooling down to the ambient temperature. 

 

Figure 28. Final snapshots of atomic configurations generated by the end of the resolidification 

process (340 ps for Ni and Ni50Fe50, 500 ps for Ni80Fe20, and Ni80Cr20), where only the vacancies 

and vacancy clusters are shown. The atoms surrounding individual vacancies, di-vacancies, and 

large vacancy clusters are colored by blue, green, and red, respectively. 
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Figure 29. Distribution of vacancy concentration with respect to the depth under irradiated 

surface for Ni (a), Ni50Fe50 (b), Ni80Fe20 (c), and Ni80Cr20 (d) targets. The dashed lines mark the 

maximum melting depth reached after the laser irradiation. The vacancy concentrations account 

for single vacancies and di-vacancies (counted as two vacancies), but not larger vacancy 

clusters. 

Another unexpected result related to the vacancy generation in the alloy systems 

is revealed in the analysis of the local composition in the immediate vicinity of the 

vacancies. Assuming a random distribution of atoms of different type in the solid-

solution alloys, the probability of having k Ni atoms among the 12 atoms constituting 

the first neighbor shell of a vacancy site is given by the following equation: 

𝐹𝑘 =
12!

𝑘!(12−𝑘)!
𝑝𝑘(1 − 𝑝)12−𝑘,                                         (4.1) 

where 𝑝 is the probability of a lattice site to be occupied by Ni atom, which is equal 

to 0.5 for the Ni50Fe50 alloy and 0.8 for both Ni80Fe20 and Ni80Cr20 alloys. The 

distributions calculated for the atomic configurations generated in the TTM-MD 
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simulations for Ni-Fe alloy targets and shown in the form of the histograms in Figures 

30a and b exhibit a pronounced shift towards lower number of Ni atoms with respect to 

the random distribution of different types of atoms given by Eq. (4.1). The peaks of the 

histograms shown in Figures 30a and b are shifted from 6 to 5 and from 10 to 9 Ni 

atoms, respectively, indicating the preference for vacancies to be surrounded by Fe 

atoms. The frequency histogram calculated for Ni atoms within the first vacancy 

neighbor shell for Ni80Cr20 alloy, Figure 30c, however, coincides with the distribution 

given by Eq. (4.1). 

 

Figure 30. Distribution of the number of Ni atoms in the first nearest neighbor shell of 

individual vacancies generated by the end of the resolidification process in the TTM-MD 

simulations of laser irradiation of Ni50Fe50 (a), Ni80Fe20 (b), and Ni80Cr20 (c) alloys. The black 

lines show the distributions expected for a random arrangement of atoms given by Eq. (4.1). 

4.2.5 Summary 

The short-pulse laser induced generation of crystal defects, including vacancies, 

dislocations, stacking faults, and twin boundaries, in Ni and Ni-based binary solid-

solution alloys are investigated in large-scale TTM-MD simulations performed in the 

irradiation regime of melting and resolidification. The intrinsic chemical disorder in the 

single-phase concentrated solid-solution alloys reduces the thermal conductivity and 

strengthens electron-phonon coupling with respect to pure Ni, leading to faster and 

more localized heating of the surface regions of the irradiated targets. As a result, the 

laser fluence thresholds for melting and spallation are significantly reduced, the 

magnitude of the laser-induced stresses increases, and the separation between the two 

thresholds shrinks in the alloy targets. 

The microstructure of the resolidified surface regions in the Ni and Ni50Fe50 
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targets irradiated by 100 fs laser pulses is found to be strongly affected by the dynamic 

relaxation of the laser-induced stresses, which leads to the generation of a strong 

unloading tensile wave that interacts with the melting front and facilitates the formation 

of high densities of partial dislocations in the surface regions of the irradiated targets. 

In Ni, the tensile wave passes through the melting front, reduces the crystal stability 

against melting, and triggers homogeneous nucleation of new liquid regions in the 

superheated crystal. As a result, the crystal-liquid interface formed by the end of the 

melting process has a rough shape, and the resolidification proceeding from such 

interface yields a high density of dislocations connected to the solidification front and 

extending toward the surface in the course of the solidification. 

In Ni50Fe50 target, numerous Shockley partial dislocations are directly emitted 

from the crystal-liquid interface at the end of the melting processes, when a strong 

unloading wave passes through the interface. The interaction of Shockley partials with 

each other leads to the formation of immobile stair-rod dislocation segments, which 

prevent the retraction of the dislocations to the crystal-liquid interface. The partial 

dislocations and the corresponding stacking faults are extended toward the surface 

during the solidification process, forming a continuous dislocation network in the 

resolidified part of the target. 

In Ni80Fe20 and Ni80Cr20 targets irradiated by longer 50 ps laser pulses, the laser-

induced thermoelastic stresses are much lower, and neither the melting front roughening 

nor dislocation emission is observed in the simulations. As a result, the solidification 

proceeds through the propagation of a smooth crystal-liquid interface, which yields no 

dislocations in Ni80Fe20 and only a small number of dislocation loops in Ni80Cr20. The 

levels of undercooling at the solidification front are similar to the values reached in the 

Ni and Ni50Fe50 targets irradiated by 100 fs laser pulses. The difference in the 

microstructure, therefore, is mainly related to the differences in laser-induced stresses 

and material properties. 

One prominent feature of the microstructure formed in the surface regions of 

the irradiated targets is the generation of very high vacancy concentrations exceeding 
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the equilibrium values at the melting temperature by about an order of magnitude. In 

all targets, the supersaturated vacancies are only observed in the regions that 

experienced transient melting and resolidification. Therefore, in order to explain the 

high density of vacancies generated in the course of laser-induced melting and 

solidification, the unexpected sensitivity of the vacancy concentration to the target 

composition, and the deviation of the first atomic neighbor surrounding the individual 

vacancies from the chemical disorder environment, additional series of simulations of 

solidification under conditions of fixed undercooling below the equilibrium melting 

temperature are performed, as reported in the next Section. 

4.3 Atomistic simulations of vacancy formation at solidification front 

at fixed level of undercooling 

The physical interpretation of the high levels of vacancy supersaturation 

produced by the laser-induced melting and resolidification as well as the suppression 

of vacancy generation in the Ni50Fe50 alloy, predicted in the TTM-MD simulations in 

the previous section, can be assisted by considering the results of MD simulations of 

solidification occurring at fixed levels of undercooling and pressure below the 

equilibrium melting temperature. The computational setup for the MD simulations, the 

method of calculating the equilibrium vacancy concentration, which is used to assess 

the level of vacancy supersaturation resulted from rapid solidification, and the approach 

to estimate the vacancy mobility, are described in Section 4.3.1. In Section 4.3.2, the 

mechanisms of vacancy generation at the solidification front for the Ni and Ni-based 

alloys, as well as the suppression of vacancies in the solid-solute alloys are revealed 

from MD simulations, which is related to the results of the TTM-MD simulations 

discussed in Section 4.2.4. A detailed, atomistic-level investigation of the process of 

vacancy formation at the solidification front in bcc and fcc metals, as well as a 

comprehensive study of the dependence of solidification kinetics and vacancy density 

on undercooling level, material properties, and crystalline orientation of the crystal-

liquid interface, are presented in Section 4.3.3. The generation of vacancies in the 

course of rapid solidification proceeding under well-controlled pressure and 
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temperature conditions predicted from MD simulations is summarized in 4.3.4. 

4.3.1 Computational setup and methods 

The MD simulations of solidification under conditions of constant pressure and 

undercooling levels are performed for crystal-liquid coexistence systems of bcc Cr and 

fcc Ni and Ni-based solid-solute alloys (Ni50Fe50, Ni80Fe20, and Ni80Cr20). The 

computational system is created by combining two liquid parts with a fcc crystal, as 

schematically illustrated in Figure 31a, and periodic boundary conditions are applied in 

all three directions, forming a system where a solid slab is surrounded by molten 

material. The fcc crystal is oriented so that its [001] direction is aligned with the longest 

axis of the combined system. The parts of the combined system are pre-equilibrated at 

a desired temperature and zero pressure. The liquid subsystem is prepared in a constant 

pressure simulation, where a crystal is first heated above the limit of its thermodynamic 

stability against the onset of homogeneous melting, ~1.2-1.3 𝑇𝑚,7 ,218,219 leading to the 

rapid melting of the whole system. The molten material is then cooled down to the 

desired temperature, below 𝑇𝑚. The undercooled liquid remains in the metastable state 

because of the absence of any nucleation sites and relatively slow rate of homogeneous 

nucleation of new crystallites at moderate levels of undercooling. After the combined 

systems are prepared, the solidification simulations are performed at a range of fixed 

temperature and pressure conditions. The crystal-liquid coexistence systems are 

subdivided into 2-4 nm thick slices along the [001] direction, and the temperature is 

controlled through the Berendsen thermostat algorithm 220  applied to each slice 

independently. This slice-by-slice temperature control eliminates the appearance of 

temperature spikes near the advancing solidification fronts due to the release of the 

latent heat of meting, and enables simulation of the solidification at a well-controlled 

temperature of the crystal-liquid interface. In both the preparation of the liquid part of 

the system and the solidification simulations, the pressure control is done through the 

Berendsen barostat algorithm220 applied along the 𝑧-axis of the system only, with sizes 

of the systems along the 𝑥 and 𝑦 directions fixed at values that correspond to a crystal 

equilibrated at desired temperature and pressure. This enables combination of the liquid 
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and crystalline parts of the system at the same preparation stage and eliminates the 

appearance of anisotropic lattice distortions in the simulations of solidification. The 

solidification velocities are then calculated by tracking the movement of the two 

crystal-liquid interfaces, and the defects generated in the parts of the system where the 

solidification takes place in the steady-state regime are analyzed. 

 

Figure 31. Analysis of the generation of vacancies in MD simulations of the solidification front 

propagation. (a) Schematic illustration of the computational setup used for simulation of 

solidification under conditions of constant temperature and pressure. (b-d) Contour plots 

depicting the evolution of the fraction of liquid phase in MD simulations performed for the 

Ni50Fe50 system at temperatures of 0.95 Tm, 0.83 Tm, and 0.71 Tm, respectively. The 

computational system has a dimension of 7 nm × 7 nm × 300 nm  (1.28 million atoms), 

consisting of a 60 nm long fcc crystal surrounded by a 120 nm long liquid part on each side 

along z axis. The values of the solidification front velocities calculated from the rates of 

advancement of the crystal regions (blue) into the molten parts of the system (red) are provided 

on the plots. (e) Parts of the solidified regions produced in simulations of Ni and Ni50Fe50 

systems. The atoms surrounding individual vacancies, di-vacancies, and vacancy clusters are 

colored by blue, green, and red colors, respectively. 
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The interatomic interactions in the Ni and Ni-based alloys are described by the 

Bonny EAM potential,201 and the interatomic interactions in the Cr system are described 

by the EAM potential developed by Johnson et al.208 which predicts the melting 

temperature of 2366 K. The effects of crystallographic orientations of the solidification 

front on the generation of vacancies are investigated for the Cr system with (001), (011), 

and (111) orientations along 𝑧  axis, which is normal to the initial crystal-liquid 

interface. In order to study the effect of interatomic interactions on the generation of 

crystal defects, the Johnson EAM potential is also used for the simulations of fcc Ni 

system and the results are compared with that of MD simulations performed with the 

Bonny EAM potential201, as well as other forms of EAM potential suggested by Foiles, 

Baskes and Daw (FBD) 221 and Mishin207, respectively. The melting temperatures 

calculated for Johnson, Mishin, and Bonny EAM potentials are 1445 K, 1701 K, and 

1530 K, respectively. The FBD EAM potential gives the best approximation of melting 

temperature, 1719 K, compared with the experimental value of 1728 K.202 

To investigate the effect of lateral stress on the generation of vacancies, 

additional MD simulations of solidification under controlled temperature and pressure 

conditions are performed for the crystal-liquid coexistence systems of Ni, Ni50Fe50, and 

Ni80Fe20. Under each degree of undercooling, instead of fixing the lateral size of the 

systems along the 𝑥 and 𝑦 directions at values that corresponds to the equilibrated 

crystal at zero pressure, for different lateral sizes are selected and kept as 0.98, 0.99, 

1.01, and 1.02 of the equilibrium values for each system, thus creating conditions of 

lateral tensile and compressive strain of 1% and 2%. The pressure along z-axis of the 

crystal-liquid coexistence system is controlled at zero. The temperature, lattice 

parameter, as well as calculated lateral stress of each system with fixed lateral strain are 

summarized in Table 3. 

Table 3. Parameters for the simulations of solidification in the crystal-liquid coexistence systems 

of Ni, Ni50Fe50, and Ni80Fe20. T is the temperature at which the simulation is controlled, a0 is the 

equilibrium lattice parameter of the crystal under conditions of corresponding temperature and zero 

pressure, and σ is the lateral stress calculated for each system with lateral strain 𝜀. 
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Material 𝑇 (K) 𝑇/𝑇𝑚 𝛼0 (Å) 

σ (GPa) 

𝜀 = −2% 𝜀 = −1% 𝜀 = 1% 𝜀 = 2% 

Ni 

1100 0.72 3.543 -2.97 -1.62 1.91 4.15 

1400 0.92 3.5619 -2.22 -1.27 1.6 3.54 

Ni50Fe50 

1250 0.74 3.5403 -2.72 -1.58 2.02 4.42 

1550 0.92 3.5676 -1.67 -1.01 1.4 3.16 

Ni80Fe20 

1200 0.73 3.539 -3 -1.68 2.06 4.47 

1500 0.92 3.5611 -2.08 -1.22 1.59 3.55 

To calculate the vacancy mobility of each Ni-based disordered binary solid-

solution alloy, small cubic systems with 10 × 10 × 10 fcc unit cells thus containing 

4000 lattice sites are created. One vacancy site is pre-incorporated at the center of the 

system, and the remaining 3999 lattice sites are randomly assigned with an atomic type 

according to the alloy composition. To be specific, 2000 Ni atoms and 1999 Fe atoms 

are assigned in the Ni50Fe50 system, and 3200 Ni atoms and 799 Fe or Cr atoms are 

assigned in the Ni80Fe20 or Ni80Cr20 system. The MD simulations are performed by 

controlling each system at a range of fixed undercooling levels from ~0.7 𝑇𝑚 to ~0.99 

𝑇𝑚  with 50 K increment. The lattice parameter of each system is chosen as the 

equilibrium value under the condition of controlled temperature and zero pressure. 

For a solid system with vacancy concentration, 𝐶𝑉, defined as the fraction of 

vacant sites over all lattice sites, the vacancy mobility, 𝐷𝑉, can be derived from the 

equation 𝐷𝑉 = 𝐷/𝐶𝑉 , where 𝐷 is the self-diffusion coefficient of atoms calculated 

from the Einstein relation 

𝐷 =
𝑅2(𝑡)

6𝑡
.                                                         (4.2) 

𝑅2(𝑡)  is the average mean square displacement of all atoms at time t. The MD 

simulations are performed at different levels of temperature for 6 ns, and the position 

of atom i, 𝑟 𝑖(𝑡), are recorded every 1 ps during the simulation. The mean square 
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displacement from time t1 to time t2 is calculated as 𝑅2(𝑡2 − 𝑡1) =
∑ [𝑟 𝑖(𝑡2)−𝑟 𝑖(𝑡1)]𝑛

𝑖=1

𝑛
, 

where 𝑛 = 3999 is the number of atoms of the system with one pre-implemented 

vacancy. To reduce the statistical fluctuations, the simulation time is divided into 

periods of 500 ps so that the beginning time 𝜏𝑘 for each period k is changing as 0 ps, 

1 ps, … 5500 ps. Therefore, the average of the mean square displacement for the 500 

ps period can be calculated as 

�̃�(𝑡) =
∑ ∑ [𝑟 𝑖(𝜏𝑘+𝑡)−𝑟 𝑖(𝜏𝑘)]𝑛

𝑖=1
5500
𝑘=0

5501∙𝑛
, 0 ≤ 𝑡 ≤ 500.                            (4.3) 

Linear fitting of �̃�(𝑡) as a function of t according to Eq. (4.2) gives the coefficient of 

self-diffusion D, and the vacancy diffusivity in this system consisting of one vacancy 

over 4000 lattice sites can be calculated as 𝐷𝑉 = 𝐷/𝐶𝑉 = 𝐷 ∙ 4000. 

In order to assess the significance level of the concentration of vacancies 

generated at the rapidly propagating solidification front, the equilibrium values of 

vacancy concentration as a function of temperature are estimated based on the 

Arrhenius expression: 

𝐶𝑉
𝑒𝑞 = exp (−

𝐺𝑓(𝑇)

𝑘𝐵𝑇
),                                                (4.4) 

where 𝐺𝑓(𝑇) = 𝐻𝑓(𝑇) − 𝑇𝑆𝑓(𝑇) is the change of Gibbs free energy associated with 

forming a vacancy. The vacancy formation enthalpy 𝐻𝑓(𝑇)  is calculated by our 

collaborator Dr. M. V. Shugaev from the group of Prof. L. V. Zhigilei in a series of 

constant pressure and temperature (NPT) simulations as the enthalpy difference 

between systems with and without vacancies. The obtained temperature dependence of 

enthalpy of vacancy formation is fitted to the following equation 

𝐻𝑓 = 𝐻𝑓
0 + 𝐴𝑇2 + 𝐵𝑒−𝐶/𝑇,                                           (4.5) 

as shown by the red lines in Figure 32. Based on the fitting parameters 𝐻𝑓
0, 𝐴, 𝐵, and 

𝐶, which are summarized in Table 4, the entropy and free energy of vacancy formation 

can be expressed in the following forms: 
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𝐺 = −𝑇 ∫
𝐻(𝑇)𝑑𝑇

𝑇2  , 𝑆 = −(
𝜕𝐺

𝜕𝑇
)
𝑃

,                                      (4.6) 

𝑆𝑓 = 𝑆𝑓
0 + 2𝐴𝑇 + 𝐵(𝑇−1 + 𝐶−1)𝑒−𝐶/𝑇,                                 (4.7) 

𝐺𝑓 = 𝐻𝑓
0 − 𝑇𝑆𝑓

0 − 𝐴𝑇2 −
𝐵𝑇

𝐶
𝑒−𝐶/𝑇.                                     (4.8) 

 

Figure 32. The enthalpy, free energy, entropy of vacancy formation, and the equilibrium 

concentration of vacancies at different temperatures for Ni system described by Mishin EAM 

potential207 (a) and Cr system described by Johnson EAM potential208 (b). The concentration of 

vacancies predicted based only on the enthalpy of vacancy formation at 0 K, 𝐻𝑓
0, is shown by the 

dashed lines. The fitting parameters are summarized in Table 4. The results are obtained by Dr. M. 

V. Shugaev from the group of Prof. L. V. Zhigilei. 

Table 4. Fitting parameters for Eqs. (4.4-4.8) and the equilibrium concentration of vacancies at 

melting temperature,  𝐶𝑉
𝑒𝑞

(Tm), predicted from the MD simulations for Ni and Cr systems 

described by Mishin207 and Johnson208 EAM potentials, respectively. All parameters except 

𝐶𝑉
𝑒𝑞

(Tm) are calculated by Dr. M. V. Shugaev from the group of Prof. L. V. Zhigilei. 

 𝐻𝑓
0 (eV) 𝑆𝑓

0 (kB) 𝐴 (eV/K2) 𝐵 (eV) 𝐶 (K) 𝐶𝑉
𝑒𝑞(𝑇𝑚) 

Ni 1.57 1.93 3.06×10-8 306 12690 3.3×10-4 

Cr 2.01 2.94 3.33×10-8 48.4 13140 2.9×10-3 

Since Eq. (4.5) is written in a form that does not account for the temperature 

dependence of entropy near 0K, calculation of entropy following this function with the 

condition of zero entropy at 0K may lead to a notable deviation from the value obtained 
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by an appropriate approximation of the low temperature behavior, which is challenging 

and requires a lot of complex considerations. Therefore, a parameter 𝑆𝑓
0 is introduced 

in Eqs. (4.7-4.8) to address this difference. The value of 𝑆𝑓
0 can be estimated from the 

equilibrium concentration of vacancies at melting temperature, 𝐶𝑉
𝑒𝑞(𝑇𝑚), calculated by 

MD simulations. The simulations are performed for a large crystal system with 

thickness of 10 nm initially prepared at the melting temperature 𝑇𝑚. Periodic boundary 

conditions are applied on the lateral dimensions so the system can be regarded as an 

infinitely large thin film with two free surfaces along z axis. A certain number of 

vacancies are uniformly incorporated in the system at the beginning of the simulation, 

and since the free surfaces act as sources and sinks of vacancies, the equilibrium 

concentration of vacancies at 𝑇𝑚 will finally be achieved in the system by vacancy 

diffusion to/from the free surfaces. The evolution of the vacancy concentration, 

𝐶𝑉(𝑧, 𝑡), in the system can be calculated by solving the Fick’s law 

𝜕𝐶𝑉(𝑧,𝑡)

𝜕𝑡
= 𝐷𝑉

𝜕2𝐶𝑉(𝑧,𝑡)

𝜕𝑧2 ,                                               (4.9) 

with the boundary conditions 

𝐶𝑉(𝑧, 0) = 𝐶0,                                                    (4.10) 

𝐶𝑉(0, 𝑡) = 𝐶𝑉(𝐿, 𝑡) = 𝐶𝑉
𝑒𝑞(𝑇𝑚).                                      (4.11) 

Here, 𝐷𝑉  is the vacancy diffusivity, 𝐶0  is the initial vacancy concentration 

implemented in the system, and 𝐿 is a parameter fitted from MD simulations, which 

is equivalent to the distance between two sources/sinks of vacancies where the 

concentration is constant as 𝐶𝑉
𝑒𝑞(𝑇𝑚) . The value of 𝐿  is typically less than the 

thickness of the film considering that heterogeneous melting will occur initially at the 

free surface due to fluctuations, and the crystal-liquid interface cannot be regarded as 

an ideal boundary described by Eq. (4.11) due to its complex structure. The general 

solution of Eqs. (4.9-4.11) can be derived as 

𝐶𝑉(𝑧, 𝑡) = 𝐶0 +
𝐶𝑉

𝑒𝑞(𝑇𝑚)−𝐶0

2−erf(
𝐿

√4𝐷𝑉𝑡
)
[2 − erf (

𝑧

√4𝐷𝑉𝑡
) − erf (

𝐿−𝑧

√4𝐷𝑉𝑡
)].                (4.12) 
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The MD simulations are performed for the Cr and Ni systems pre-incorporated 

with vacancies at 𝐶0 ≈ 0.4% and 0.08%, respectively, the values corresponding to the 

non-equilibrium density of vacancies generated at the solidification front at ~0.9 𝑇𝑚 

as discussed in Section 4.3.3. The time evolutions of vacancy concentration in the 

systems, as shown in Figure 33, are plotted and used to fit Eq. (4.12), yielding the fitting 

parameters of 𝐶𝑉
𝑒𝑞(𝑇𝑚) = 0.031%, 𝐿 = 5.7 nm for Ni described by Mishin EAM 

potential,207 and 𝐶𝑉
𝑒𝑞(𝑇𝑚) = 0.285%, 𝐿 = 4.1 nm for Cr described by Johnson EAM 

potential.208 Due to much smaller value of vacancy mobility of Ni than Cr, the time 

required to achieve equilibrium vacancy concentration in the Cr system, ~6 ns, is 

several times shorter than that for the Ni system, more than 20 ns. To examine the effect 

of 𝐶0 on the computational results, additional MD simulation is also performed for the 

Cr system with an initially perfect system, 𝐶0 = 0. The results are shown in Figure 33c, 

and the fitted parameters, 𝐶𝑉
𝑒𝑞(𝑇𝑚) =  0.292%, 𝐿 =  4 nm, is consistent with the 

values obtained with 𝐶0 = 0.4%. 

 

Figure 33. Time evolution of vacancy concentration predicted in the MD simulations of a 10 

nm thick film performed at Tm for the Ni system described by the Mishin EAM potential207 with 

C0 = 0.073% (a), as well as the Cr system described by the Johnson EAM potential208 with C0 

= 0.4% (b) and C0 = 0 (c). The blue lines are fitted from MD results (red circles) based on 

Eq. (4.12) and the fitting parameters are given in the text. The dashed lines indicate the level of 

equilibrium vacancy concentration at melting temperature, of which the values are given in the 

text. 

The value of 𝐶𝑉
𝑒𝑞(𝑇𝑚) is applied in Eq. (4.4) along with 𝐻𝑓 at Tm obtained 

from Eq. (4.5), to calculate the entropy of vacancy formation at melting temperature, 

thus the parameter 𝑆𝑓
0 can be estimated from Eq. (4.7), giving the values of 𝑆𝑓

0 = 4.53 



87 

 

𝑘𝐵 for Ni, 𝑆𝑓
0 = 5.86 𝑘𝐵 for Cr with 𝐶0 = 0.4%, and 𝑆𝑓

0 = 5.88 𝑘𝐵 for Cr with 

𝐶0 = 0. After determination of all the parameters in Eqs. (4.5-4.8), the equilibrium 

vacancy concentration is calculated as a function of temperature from Eq. (4.4), as 

plotted in Figure 32. 

4.3.2 Generation of vacancies during solidification under conditions of fixed 

temperature and pressure in Ni and Ni-based alloys 

Four series of MD simulations of solidification are performed for Ni, Ni50Fe50, 

Ni80Fe20, and Ni80Cr20 systems under conditions of zero pressure and a range of 

undercooling levels. As illustrated by the contour plots depicting the local fraction of 

the liquid phase, Figures 31b-d, a crystalline seed with two (001) crystal-liquid 

interfaces grows epitaxially and the steady-state propagation of the two solidification 

fronts proceeds with a constant velocity defined by the undercooling level maintained 

through the system. The local fraction of liquid phase, 𝐹𝑙𝑖𝑞, is determined based on 

calculation of local order parameter82,222 that identifies atoms with local surroundings 

characteristic of liquid or crystalline phases. When the undercooling approaches a 

critical level of ~30% below 𝑇𝑚, the homogeneous nucleation of new crystallites inside 

the strongly undercooled liquid is observed in addition to the epitaxial propagation of 

the melting fronts, as exemplified by the emergence of a new region with nonzero 

fraction of crystalline atoms inside the liquid phase region in a simulation performed at 

0.71 𝑇𝑚, Figure 31d. The onset of homogeneous nucleation of new crystallites has been 

observed at similar levels of undercooling in earlier simulations of laser melting and 

resolidification performed for Foiles-Baskes-Daw EAM Ag,232425 and at a deeper 

undercooling of ~0.60 𝑇𝑚 for Johnson EAM Ni.20 To avoid the effect of the 

homogeneous nucleation of new crystallites on the analysis of the vacancy formation 

at the solidification front, only the results obtained at temperatures ranging from 0.98-

0.99 𝑇𝑚 down to the threshold for the onset of the homogenous nucleation are used in 

the analysis. Two representative atomic configurations showing the presence of 

vacancies, di-vacancies, and vacancy clusters in the solidified region of Ni and Ni50Fe50 

systems are provided in Figure 31e. The vacancies are counted and the vacancy 
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concentrations are calculated for the atomic configurations generated at different levels 

of undercooling. 

The solidification velocities and the average concentrations of vacancies in the 

solidified parts of the four systems predicted in the simulations are plotted as functions 

of temperature in Figures 34a and c. The solidification front velocities are similar in Ni, 

Ni50Fe50 and Ni80Fe20, while a reduced velocity is observed for the Ni80Cr20 alloy, 

Figure 34a. At 0.9 𝑇𝑚, i.e., the maximum undercooling achieved by the end of the 

solidification process in TTM-MD simulations of laser-induced melting and 

resolidification discussed in Section 4.2.3, the solidification velocity is ~80 m/s for Ni 

and Ni-Fe systems and ~70 m/s for the Ni80Cr20 alloy, which agrees with the maximum 

velocities of the resolidification front in the TTM-MD simulations. 

 

Figure 34. Temperature dependence of solidification velocity (a), vacancy mobility (b), and 

concentration of vacancies (c) for Ni, Ni50Fe50, Ni80Fe20, and Ni80Cr20 systems. Data in (a) and 

(c) are predicted from MD simulations of solidification performed under conditions of fixed 

undercooling levels below the equilibrium melting temperature and zero pressure. Results in 

(b) are computed from MD simulations of diffusion of one vacancy in solid system under 

constant temperature and zero pressure. The gray zone indicates the range of temperatures 

observed in TTM-MD simulations of laser-induced melting and resolidification discussed in 

Section 4.2.3. 

The comparison of Figures 34a and c reveals similarity of the temperature 

dependences of the solidification front velocity and vacancy concentration, both 

exhibiting increase with decreasing temperature. The acceleration of the solidification 

velocity with increased undercooling can be attributed to the rapid increase in the 

thermodynamic driving force for crystallization. Indeed, close to linear increase of the 

solidification front velocities up to a maximum level ~100 m/s followed by a saturation 
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with increasing undercooling has been reported in earlier MD simulations 223  and 

supported by experimental measurements.31 The increase in the vacancy concentration, 

however, looks surprising from the first sight, as the thermodynamic driving force for 

the generation of vacancies is decreasing exponentially with decreasing temperature. 

The generation of vacancies, therefore, can only be explained by peculiarities of the 

kinetics of the increasingly rapid growth of the crystal at lower temperatures: The 

vacancies are essentially generated as “errors” in the process of building the crystal 

structure at the solidification front rapidly advancing under conditions of strong 

undercooling below the equilibrium melting temperature of the material. The increase 

of the interface velocity with increasing undercooling, Figure 34a, reduces the time 

available for atomic rearrangements needed to correct these “errors” and results in 

trapping of increased number of vacancies behind the propagating solidification front. 

While the vacancy concentrations predicted for different material systems 

exhibit qualitatively similar dependencies on the level of undercooling, Figure 34c, the 

plots also demonstrate an obvious suppression of the vacancy generation in the three 

alloy systems with respect to pure Ni. At all levels of undercooling, the vacancy 

concentration decreases with addition of Fe, from pure Ni to Ni80Fe20 and to Ni50Fe50. 

The addition of Cr has even stronger effect on the vacancy concentration, with Ni80Cr20 

exhibiting the lowest vacancy concentrations out of the four systems below 0.9 Tm. The 

reduced vacancy density with increased Fe concentration in the Ni-Fe alloys cannot be 

explained by the effect of solidification velocities, which are similar for the Ni, Ni50Fe50, 

and Ni80Fe20 systems as shown in Figure 34a. However, the suppression of vacancy 

generation by adding Fe in the Ni-Fe alloys can be related to the enhanced mobility of 

the vacancies as reflected in the plot of vacancy diffusion coefficient as a function of 

undercooling levels, Figure 34b, which is consistent with previous study. 224 Higher 

vacancy mobility may facilitate the diffusion of vacancies into the liquid parts, resulting 

in less vacancy concentration remained in the solidified region.184 Moreover, the 

mobility of vacancies decreases exponentially with temperature decrease, thus 

preventing the vacancies from escaping to the liquid, and reinforcing the effect of 
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increasing vacancy concentration with the degree of undercooling in addition to the 

increase of solidification velocity. The combined effect of solidification velocity and 

vacancy mobility can also explain the difference in vacancy concentration between 

Ni50Fe50 and Ni80Cr20 alloys. Above 0.9 Tm, where the solidification velocities are 

similar, the higher level of vacancy concentration in Ni80Cr20 is attributed to lower 

vacancy mobility than in the Ni50Fe50 system. Below 0.9 Tm, the substantially decreased 

solidification velocity in Ni80Cr20 system offsets the effect of vacancy mobility and is 

responsible for the reduced vacancy concentration compared to the Ni50Fe50 system. 

The reduced concentrations of vacancies in the alloy systems are consistent with 

the results of TTM-MD simulations for Ni and Ni50Fe50, where levels of the vacancy 

concentration in the resolidified regions, Figures 29a and b, are close to the ones 

obtained in the constant temperature and zero pressure simulations, Figure 34c. The 

suppression of vacancy generation, however, is not observed in the laser irradiated 

Ni80Fe20 and Ni80Cr20 targets, Figures 29c and d, where the average vacancy 

concentration in the resolidified regions is 1.5-2 times higher than the levels one would 

expect based on the results of the constant temperature simulations. Specially, the 

vacancy concentration in the laser-irradiated Ni80Fe20, Figure 29c, is the highest among 

the four targets and exceeds that in the pure Ni target. This apparent contradiction can 

be explained by the presence of substantial residual compressive stresses in the 

resolidified regions of Ni80Fe20 and Ni80Cr20 targets, which is shown in the pressure 

contour plots shown in Figures 25c and d. These thermoelastic stresses cannot relax 

through the uniaxial expansion of the target in the direction normal to the surface and 

will remain in the surface region of the target until it cools down to the ambient 

temperature. Meanwhile, as discussed in Section 4.2, in Ni and Ni50Fe50 targets the 

residual lateral stresses are relaxed by the high density of dislocations and, as a result, 

the vacancy concentrations in the resolidified regions are in accord with the predictions 

of zero pressure simulations performed at comparable levels of undercooling. 

To demonstrate the effect of the residual lateral stress on the generation of 

vacancies during solidification, MD simulations of solidification as described in 
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Section 4.3.1 are performed at different levels of lateral stress as summarized in Table 

3. The dependence of vacancy concentration generated at the crystal-liquid interface on 

different undercooling and stress levels are shown in Figure 35a. At fixed lateral stress, 

vacancy concentration generated at deeper undercooling, 0.92 𝑇𝑚, is higher than the 

value obtained at lower level of undercooling, ~0.72-0.74 𝑇𝑚 . This observation is 

consistent with the result obtained at zero pressure, Figure 34c, and can be explained 

by the combined effect of faster propagation of solidification front and lower vacancy 

mobility at higher undercooling level. Interestingly, the vacancy concentration exhibits 

positive dependence with lateral stress, showing the suppression of vacancy generation 

under tensile lateral stress and higher vacancy density under higher lateral compression. 

The formation of vacancies creates local tensile environment, and compressive lateral 

stress may help counteract this effect and decrease the vacancy formation energy, thus 

fostering the generation of vacancies. At 2% lateral strain, significant compressive 

stress around 3-4 GPa as listed in Table 3 leads to the emission of dislocations and 

formation of stacking faults. Figure 35b shows an example of solidification process 

under 0.92 𝑇𝑚 and 2% strain in the Ni80Fe20 system. The blue region corresponds to 

liquid, and the middle region colored in red corresponds to crystal in which the lateral 

stress cannot be relaxed through uniaxial expansion. The pressure plotted in Figure 35b, 

𝑃 =
𝑃𝑥+𝑃𝑦+𝑃𝑧

3
, can be estimated as 

2

3
𝑃𝑥/𝑦  since the pressure along z direction is 

controlled at zero during simulation and the lateral pressure 𝑃𝑥/𝑦 ≈ 𝑃𝑥 ≈ 𝑃𝑦. Therefore, 

the lateral stress of 3.55 GPa as listed in Table 3 due to 2% strain results in 2.37 GPa of 

pressure in Figure 35b. The generation of dislocations and stacking faults begins at the 

crystal-liquid interface at around 300 ps, which propagates deep into the crystal and can 

relax the lateral stress. To obtain a reliable result of vacancy concentration generated 

under certain lateral stress, the structural analysis is only performed for this system at 

200 ps, before the onset of generation of dislocations and stacking faults. The small size 

of solidified region for analysis substantially increases the standard deviation of 

vacancy concentration, and the results for ~0.72-0.74 𝑇𝑚 at 2% strain are not shown 

in Figure 35a due to the statistical inaccuracy. However, the positive correlation 
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between the lateral stress and vacancy concentration is obvious, and the suppression of 

vacancy generation in the Ni-based alloys compared with pure Ni under the same 

undercooling and lateral stress is demonstrated. 

 

Figure 35. (a) Vacancy concentration predicted from MD simulations of solidification under 

conditions of fixed undercooling level and latera stress. Blue squares, green triangles, and 

yellow diamonds are obtained for Ni, Ni50Fe50, and Ni80Fe20 systems, respectively. Dashed lines 

correspond to the undercooling level of ~0.72-0.74 Tm, while solid lines correspond to the 

undercooling level of 0.92 Tm. Parameters of the simulations are summarized in detail in Table 

3. (b) Contour plots of the spatial and temporal evolution of pressure in the Ni80Fe20 target at 

0.92 Tm and 2% lateral compressive strain. The blue regions correspond to liquid, the red region 

corresponds to crystal under 2% lateral compressive strain, and the green region corresponds 

to crystal with relaxed lateral stress due to the emission of dislocations and formation of 

stacking faults. 

Finally, the deviation from the chemical disorder around the individual 

vacancies observed for the Ni-Fe alloy targets in the TTM-MD simulations, Figures 

36a and b, is confirmed in the MD simulations of solidification occurring under 

conditions of fixed undercooling. The analysis of the first atomic shells surrounding the 

vacancy sites in the alloy systems reveals the preference for vacancy sites to be 

surrounded by Fe atoms in the Ni50Fe50 and Ni80Fe20 systems, as reflected in the 

pronounced shift of the distributions calculated in MD simulations to the left with 

respect to the binomial distributions given by Eq. (4.1), Figures 36a and b. The 

appearance of atomic-scale chemical heterogeneities in the immediate vicinity of the 

vacancy sites is also apparent from the average numbers of Ni atoms present in the first 

neighbor shells of the vacancies listed in Table 5. The number of Ni atoms is 

substantially reduced with respect to the values that correspond to the random mixing 
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in the Ni-Fe alloy systems, 6 Ni neighbors for 50 at.% Ni and 9.6 Ni neighbors for 80 

at.% Ni alloys. In contrast, the vacancy configurations do not exhibit any noticeable 

deviation from the random mixing of the two components in the Ni80Cr20 alloy, Figure 

36c and Table 5. This observation is consistent with the results of the TTM-MD 

simulation of melting and resolidification of a Ni-Cr alloy target discussed in Section 

4.2.4, Figure 30c. A detailed computational analysis of the energetics of different 

vacancy configuration is performed and will be discussed in Section 4.4 to explain the 

observed preferable composition of the first neighbor shell of a vacancy site. 

 

Figure 36. Distribution of the number of Ni atoms in the first nearest neighbor shell of 

individual vacancies generated in the MD simulations of solidification process proceeding at 

~0.72-0.74 Tm and zero pressure in Ni50Fe50 (a), Ni80Fe20 (b), and Ni80Cr20 (c) systems. The 

black lines show the distributions expected for a random arrangement of atoms given by Eq. 

(4.1). 

Table 5. Average number of Ni atoms in the first neighbor shells of individual vacancies 

expected for a random arrangement of atoms of different types in the alloys, predicted in the 

TTM-MD simulations of laser-induced melting and resolidification, and calculated in MD 

simulations of solidification performed at a fixed temperature of ~0.72-0.74 Tm. 

 Ni50Fe50 Ni80Fe20 Ni80Cr20 

Random 6.00 9.60 9.60 

TTM-MD 5.25 9.06 9.59 

MD 5.13 9.04 9.59 
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4.3.3 Processes responsible for the generation of vacancies in fcc Ni and bcc Cr 

systems 

The previous section has demonstrated the generation of high density of 

vacancies at the rapidly advancing solidification front under fixed temperature and 

pressure conditions. In order to understand the key processes responsible for this 

phenomenon, as well as the factors that can affect the significance level of vacancies, 

detailed computational studies of vacancy formation at the solidification front are 

extended to fcc Ni that is described by different interatomic potentials and a bcc Cr 

system. MD simulations of well-controlled solidification of the Ni and Cr coexistence 

systems are performed at a series of undercooling levels ranging from 0.95 Tm to 0.1 Tm 

for Cr and from 0.95 Tm to 0.01 Tm for Ni, respectively, with the interatomic interactions 

described by Johnson EAM potential.208 The simulations for the Ni system are 

performed by our collaborators, Dr. M. V. Shugaev and Dr. E. T. Karim from the group 

of Prof. L. V. Zhigilei. The dimension of the computational system of Cr in the lateral 

direction is 17 nm, and the lateral size of 28 nm is used for Ni system. Due to the onset 

of rapid homogeneous solidification at strong undercooling below ~0.65-0.7 𝑇𝑚, as 

exemplified in the Section 4.3.2 for Ni-based solid-solution alloys and illustrated in 

Figure 31, that does not allow study of the heterogeneous propagation of solidification 

front, a series of simulations for the Ni system are performed with smaller lateral size, 

5nm, to decrease the probability of solid seeds nucleation at the time scale of the 

simulation. The computational results of Ni system with 28 nm lateral size are only 

reported for simulations performed above 0.6 Tm. The solidification velocities are 

calculated by tracking the movement of the two crystal-liquid interfaces, and the 

concentration of vacancies is evaluated as the average fraction of unoccupied lattice 

sites on each crystalline plane. Figure 37 summaries the solidification velocity and 

concentration of vacancies generated in the solidified region as a function of 

undercooling level. As shown in Figures 37a and c, the solidification velocity and 

vacancy concentration are not sensitive to the choice of lateral dimensions. In both Ni 

and Cr systems, the dependence of the kinetics of the solidification front on temperature 
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can be divided into two regimes. In the high temperature region extending from the 

melting temperature Tm to ~0.7 Tm for Ni and ~0.75 Tm for Cr, the solidification velocity 

increases with degrees of undercooling and reaches the maximum velocity of ~165 m/s 

at 0.7 Tm and ~140 m/s at 0.75 Tm in the Ni and Cr systems, respectively. At 

temperatures below the equilibrium melting point, Tm, the free energy of the solid phase 

is lower than that of the liquid, establishing a driving force for the transformation from 

liquid to solid. This thermodynamic driving force increases rapidly with undercooling 

levels, thus increasing the velocity of the solidification front. In the low temperature 

region, computational predictions of the dependence of solidification front velocity on 

the degree of undercooling reveal distinct trends between two metals. For bcc Cr, a 

decrease of the solidification velocity with increasing undercooling down to zero at 

~0.1 Tm is observed. In contrast, a plateau where the solidification velocity remains 

between ~164-176 m/s is extended down to 0.05 Tm for fcc Ni, and eventually the 

velocity decreases from 167 m/s to 137 m/s with decreasing temperature from 0.05 Tm 

to 0.01 Tm. The different behaviors of solidification velocity in the low temperature 

regime between bcc and fcc metals are also observed in Ref. 223. 

The kinetic description of the velocity of solidification front, on the atomic-

level mechanisms, can be related to the difference between the rates of atomic migration 

from the liquid to the crystal and from the crystal to the liquid at the crystal-liquid 

interface. At high temperature, the Wilson-Frenkel expression is suggested to account 

for the effect of the thermodynamic driving force on the velocity of crystal growth:99  

𝑉(𝑇) = 𝑉0
ℎexp (−

𝐸𝑎
ℎ

𝑘𝐵𝑇
) [1 − exp (−

∆𝐺(𝑇)

𝑘𝐵𝑇
)],                            (4.13) 

essentially the same as the formula in Eq. (2.12). ∆𝐺(𝑇) is the difference in the free 

energies of solid and liquid phases depending on temperature, 𝐸𝑎
ℎ  is the activation 

energy associated with the mobility of atoms in liquid phase, 𝑘𝐵  is the Boltzmann 

constant, and 𝑉0
ℎ is a constant that depends on the interatomic spacing, the frequency 

for the atomic vibrations, and the average thermal velocity of atoms in liquid. At 

moderate deviations from the equilibrium melting temperature Tm, ∆𝐺(𝑇)  can be 
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approximated as ∆𝐺(𝑇) ≈ ∆𝐻𝑚(𝑇𝑚 − 𝑇)/𝑇𝑚 , where ∆𝐻𝑚  is the latent heat of 

melting at Tm. In the low temperature regime, the kinetic processes at the solidification 

front are primarily limited by the atomic mobility in the liquid phase, leading to the 

formula associated with a simple Arrhenius temperature dependence:223  

𝑉(𝑇) = 𝑉0
𝑙exp (−

𝐸𝑎
𝑙

𝑘𝐵𝑇
).                                             (4.14) 

The solidification velocities predicted from the MD simulations at temperatures in the 

range of 0.6 𝑇𝑚 < 𝑇 < 𝑇𝑚  and 𝑇 < 0.6 𝑇𝑚  are fitted to Eqs. (4.13) and (4.14), 

respectively, and the fitting parameters are listed in Table 6. As shown in Figures 37a 

and b, application of the two equations plotted by the solid and dashed red lines in the 

high and low temperature regimes, respectively, provides a good description of the 

temperature dependence of the velocity of solidification front for both Ni and Cr 

materials. 

 
Figure 37. Velocities of solidification front and concentrations of vacancies in solidified parts 

of Ni (a,c) and Cr (b,d) systems predicted in MD simulations performed at different levels of 
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undercooling below the equilibrium melting temperature. Red circles represent the results 

predicted from the simulations performed for large-scale systems with lateral size of 28 nm for 

Ni and 17 nm for Cr, while green diamonds show results for small-scale Ni systems with lateral 

size of 5 nm. For small-scale simulations, the error bars represent the standard deviations 

obtained by rerunning simulations three times for the same undercooling, each starting at 

different initial conditions. For large-scale simulations, the error bars are comparable to the size 

of the symbol of each data point and are not shown. The solid and dashed lines in (a,b) show 

the predictions of Eqs. (4.13) and (4.14), respectively, with parameters provided in Table 6. 

The red parts of the curves correspond to the parts of the data sets where the equations provide 

a good description of the MD results, while the parts where the equations do not match the 

results of the simulations are colored black. The black triangle in (d) is the predicted equilibrium 

concentration of vacancies at Tm, 𝐶𝑉
𝑒𝑞

(Tm), as discussed in Section 4.3.1. The gray areas in (c,d) 

serve as guidance to the eye to depict the different dependences of vacancy concentration on 

undercooling for Ni and Cr, respectively. Data in (a,c) are obtained from MD simulations 

performed by Dr. M. V. Shugaev and Dr. E. T. Karim from the group of Prof. L. V. Zhigilei. 

Table 6. The parameters in Eqs. (4.13) and (4.14) fitted to describe the dependence of velocity 

of solid-liquid interface on the level of undercooling in the high temperature region and low 

temperature region, respectively. The interatomic interactions in Ni and Cr systems are 

described by Johnson EAM potential.208 The latent heat of melting calculated for this potential 

is 0.150 eV for Ni and 0.234 eV for Cr. 

 𝑉0
ℎ (m/s) 𝐸𝑎

ℎ (eV) 𝑉0
𝑙 (m/s) 𝐸𝑎

𝑙  (eV) 

Ni 3848 0.195 174 0.320×10-3 

Cr 9066 0.464 384 0.156 

In the solidified region, large number of vacancies are observed and the 

dependences of vacancy concentration on the degree of undercooling for Cr and Ni are 

illustrated in Figures 37c and d. In the Cr system, the atomic percentage of vacancies 

increases with decreasing temperature from 0.29% near Tm to around 0.6% at 0.8 Tm 

followed by a rapid drop down to ~0.27% at around 0.53 Tm. Further increase of the 

level of undercooling leads to moderate rise of the vacancy to 0.33% at 0.15 Tm. 

Comparison of these values with 𝐶𝑉
𝑒𝑞(𝑇) presented in Figure 37 confirms that the 

rapid propagation of solidification front produces the vacancy density than can exceed 

the equilibrium value by orders of magnitude. Meanwhile, in the vicinity of the melting 

temperature, due to extremely small velocity of solidification front and high mobility 

of vacancies, the vacancy concentration is reduced towards the equilibrium value at 

melting temperature. In the Ni system, however, the vacancy concentration experiences 

a nearly monotonous increase from 9.05×10-3% at 0.95 Tm to the maximum value of 
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~0.17% at 0.1 Tm. To provide a clear picture of the different trends in the relation 

between the concentration of vacancies and degree of undercooling predicted from the 

MD simulations of Ni and Cr systems, the data points in Figures 37c and d are visually 

guided by gray areas highlighting the general temperature dependence of vacancy 

concentrations. 

In order to understand the mechanism of vacancy generation and the correlation 

of vacancy concentration with the undercooling level and solidification velocity, the 

atomic rearrangements at the propagating solidification front are investigated in detail. 

Figure 38 is prepared by our collaborator, Dr. E. T. Karim from the group of Prof. L. 

V. Zhigilei, and illustrates the atomic configurations at the solid-liquid interface 

obtained from atomistic simulations of Cr coexistence system described by Johnson 

EAM potential208 at constant temperature 0.5 Tm. The system is divided into layers 

parallel to the lateral directions, so that each layer in the solid part corresponds to one 

crystal atomic plane, and the atoms are colored according to the identification number 

of the atomic planes they are associated with. The system is quenched to 0 K to reduce 

the thermal noise in the atomic configurations. Figure 38a represents a side view of the 

region of solid-liquid interface along [010] direction at the time of 102 ps, and Figure 

38b tracks the atomic movements in four interfacial planes during the following 9.5 ps 

until they are solidified in bcc crystal structure. The atoms that came from or are going 

to move to another plane are marked by circular ribbons and ribbons with crosses, 

respectively, colored according to the plane of origin or the new atomic plane. For 

example, from 102 ps to 104 ps, 8 atoms originally from plane 240 jumped to plane 239 

to occupy the lattice sites. At 102 ps, these atoms in plane 240 are labeled by ribbons 

with crosses in green color that is associated with their new position, plane 239; and at 

104 ps, the same atoms moved to plane 239 are encircled by yellow ribbons denoting 

their origin from plane 240. 
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Figure 38. Close up view of four atomic planes that, at a time of 102 ps, include liquid-like 

plane 242, interfacial region (planes 241 and 240), and largely crystalline plane 239 in a 

simulation performed for Cr with Johnson EAM potential at T = 0.50Tm. The side view of the 

planes is shown for 102 ps in (a). The atoms are colored according to the atomic planes they 

are associated with. The atoms with circular ribbons are the ones that came from a different 

plane during the time span illustrated in the figure, and the color of the ribbons corresponds to 

their plane of origin. The atoms marked by circular ribbons with crosses are the ones that are 

going to move to another atomic plane at the next moment of time shown in the figure, and the 

color of the ribbons and crosses represents the color of their new atomic plane. The atomic 

configuration is quenched to 0 K in order to reduce the thermal noise in atomic positions. The 

results are provided by Dr. E. T. Karim from the group of Prof. L. V. Zhigilei. 

Figure 38b provides a detailed picture of atomic rearrangements during the 

process of solidification and reveals the mechanisms of generation of vacancies. At 
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time 102 ps, plane 239 has almost crystalline structure, plane 242 corresponds to the 

liquid phase, while planes 240 and 241 are associated with interfacial region. During 

the following 9.5 ps, crystal structure in the interfacial region is gradually built up 

through atomic jumps from liquid to the lattice sites, which is stabilized by the 

thermodynamic driving force for crystallization, resulting in the movement of the solid-

liquid interface in the course of solidification. Since the liquid phase of metals has lower 

density and more “open” structure than solid, a large number of vacant sites are formed 

at the advancing solidification front, which can be filled by atoms jumping from upper 

planes with higher index in the direction opposite to the crystal growth. This scenario 

is opposite to the case in silicon system as discussed in Section 3.2.3, where larger 

number of interstitials than vacancies are observed at small undercooling levels, due to 

a larger density of Si liquid than solid. After passed by the solidification front, the 

remaining vacant sites become vacancies trapped in the solidified region. For example, 

at the time of 102 ps, plane 240 includes 97 atoms, corresponding to 3 vacancies. 

During the following 2 ps, the atoms in plane 240 rearrange themselves forming crystal 

structure; meanwhile, 8 atoms marked by green ribbons with cross jump to plane 239; 

7 atoms from plane 241 and 1 atom from plane 242 diffuse from the liquid side of the 

interface to plane 240, as denoted as atoms with orange and red ribbons at the time of 

104 ps. During the period between 104 ps and 105.5 ps, 1 atoms in plane 240 move to 

plane 239 and the vacancy sites in plane 240 are occupied by 4 atoms jumping from 

plane 241. As a result, from 102 ps to 105.5 ps, a total number of 9 atoms in plane 240 

diffuse to plane 239, together with 2 atoms diffusing from plane 240 to plane 238 (not 

shown here), and 12 atoms are moved from plane 241 to plane 240, leading to the 

annihilation of one vacancy site. The remaining two vacancies in plane 240 are 

consequently occupied by atoms from plane 241 within the time span between 105.5 ps 

and 108.5 ps, resulting in the formation of a perfect crystal plane. 

This scenario of vacancy generation and annihilation is demonstrated from the 

correlation between concentration of vacancies and solidification front in Figure 37. 

Based on the atomic-level analysis of solidification process, we hypothesize that the 
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movement of the crystal-liquid interface is controlled by the rearrangement of the atoms 

from the liquid to solid phases where the liquid part acts as the source and sink for the 

defects.225 At high temperature for both Cr and Ni systems the velocity of solidification 

is low that enables sufficient time for atomic rearrangement at the crystal-liquid 

interface and allows atoms occupying the correct lattice sites and vacancies diffusing 

to the liquid, leading to reduction of vacancy concentrations. Meanwhile, in the 

undercooling range where solidification velocity remains around a high constant level 

in Ni, the plateau in Figure 37a, the increase of vacancy concentration trapped by 

solidification front with increasing undercooling is explained by the drop of atomic 

mobility that suppresses the escape of vacancies to the liquid. The combined effect of 

the velocity of solidification front and vacancy mobility on the vacancy concentration 

also well explain the suppression of vacancy generation in the Ni-based alloys 

compared to pure Ni, as discussed in Section 4.3.2. 

The sensitivity of the temperature dependence of solidification velocity and its 

correlation with vacancy generation to the choice of interatomic interaction potentials 

are tested through MD simulations of solidification under well-controlled conditions 

for Ni, performed with the FBD,221 Mishin,207 and Bonny201 EAM potentials. As shown 

in Figure 39, where the concentrations of vacancies generated in the solidified region 

as a function of undercooling predicted from different EAM potentials are compared, 

the vacancy concentration predicted from FBD EAM potential has a good agreement 

with the result obtained from Mishin EAM potential, while the Bonny EAM potential 

predicts higher concentration of vacancy, reaching more than 0.3% at 0.7 Tm. Note that 

the vacancy concentration in Figures 37, 39 and 40 are calculated based on the average 

number of missing atoms in the solidified region, accounting for not only single 

vacancies and di-vacancies but also larger vacancy clusters. Due to the existence of 

vacancy clusters, e.g., Figure 28, the vacancy concentration computed for Bonny EAM 

potential in Figure 39 is larger than the values shown in Figure 34c, especially at strong 

undercooling. For Mishin EAM potential, the vacancy concentration close to the 

melting temperature approaches to the level of 𝐶𝑉
𝑒𝑞(𝑇𝑚) =  0.031% calculated in 
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Section 4.3.1. The lowest level of vacancy concentration is observed in the simulation 

performed with Johnson EAM potential, showing that the vacancy concentration is less 

than 0.08% in the temperature range from 0.65 Tm to the melting temperature. The 

different concentrations of vacancies may be attributed to the difference in vacancy 

formation energy predicted as 1.63 eV,221 1.57 eV207, 1.70 eV226, and 1.48 eV from 

FBD, Mishin, Johnson, and Bonny EAM potential, respectively, where smaller 

formation energy provides lower barrier for generation of vacancies thus leading to 

higher vacancy density. In addition, the difference in the melting temperature predicted 

from different potentials, which results in different actual temperature conditions 

during solidification even at the identical nominal undercooling level, may also affect 

the concentration of vacancies. Despite of the quantitative difference in vacancy 

concentration, a common trend is observed for all four potentials that the density of 

vacancies increases gradually with the degree of undercooling, thus demonstrating a 

general picture of the generation of vacancies depending on temperature regardless of 

the choice of the interatomic interaction for the same material. 

 

Figure 39. Concentration of vacancies 

generated during solidification as a 

function of the undercooling level 

predicted in MD simulations for crystal-

liquid coexistence systems of Ni 

described by different EAM potentials 

developed by Johnson,208 Foiles-

Baskes-Daw,221 Mishin,207 and 

Bonny202. The simulations for Johnson 

and FBD potential are performed by Dr. 

E. T. Karim, the simulations for Mishin 

potential are performed by Dr. M. V. 

Shugaev, from the group of Prof. L. V. 

Zhigilei. The data for Bonny potential is 

adapted from Figure 34c and vacancy 

clusters are counted. 

The generation of vacancies during solidification is also investigated for 

different crystallographic orientations of in the Cr solid-liquid coexistence systems. 

MD simulations are performed for three, (001), (011), and (111), low index orientations 
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of the solid-liquid interface under controlled undercooling above the threshold of 

homogeneous crystallization, and the temperature dependences of vacancy 

concentration and solidification velocity are shown in Figure 40. At temperature above 

0.85 Tm, the vacancy concentrations are similar for all three interface orientations and 

increase with undercooling level. At temperature below 0.85 Tm, vacancy concentration 

generated at the (001) interface during solidification is less than that generated at the 

(011) and (111) oriented interfaces. As shown in Figure 40b, the solidification front 

with (001) orientation moves faster than the interfaces with (011) and (111) orientations, 

but has the maximum velocity only up to 17% higher than the values for the other two 

orientations. The values of vacancy concentration and solidification velocity at 

different conditions of temperature and interface orientation are summarized in Table 

7. The velocities of solidification front depending on temperature are fitted by Eq. 

(4.13), with the fitting parameters summarized in Table 8. 

 

Figure 40. (a) The concentration of vacancies generated during resolidification and (b) 

corresponding velocity of the solid-liquid interface predicted by MD simulations of Cr system 

described by Johnson interatomic potential208 at different levels of undercooling. The velocities 

are fitted to Eq. (4.13). Three low-index (001), (011), and (111) orientations of the solid-liquid 

interface are considered. The data presented in (a) and parameters of fitted curves in (b) are 

summarized in Tables 7 and 8. 

Table 7. The velocity of solid-liquid interface and the concentration of vacancies produced in 

a series of atomistic coexistence simulations of Cr system with (001), (011), and (111) 

crystallographic orientations of solidification front at different level of undercooling. The 

interatomic interactions are described by Johnson EAM potential.208 
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 T/Tm 0.99 0.95 0.91 0.87 0.82 0.78 0.74 0.7 0.65 

(001) 
V (m/s) 7 48.7 82.4 107.3 126.2 134.5 137.6 136 128.5 

𝐶𝑉 (%) 0.294 0.404 0.5 0.563 0.599 0.574 0.558 0.523 0.453 

(011) 
V (m/s) 6.2 43.5 75 97.6 113.6 123.4 125.4 123.4 116.1 

𝐶𝑉 (%) 0.293 0.384 0.475 0.546 0.605 0.645 0.664 0.628 0.594 

(111) 
V (m/s) 6 42.8 73 95.8 111.5 120.7 123.5 120.9 113.9 

𝐶𝑉 (%) 0.277 0.372 0.461 0.522 0.611 0.654 0.658 0.661 0.63 

Table 8. The parameters of Eq. (4.13) fitted to describe the dependence of velocity of solid-

liquid interface on the level of undercooling in the Cr system with (001), (011), and (111) 

crystallographic orientations of solidification front. The interatomic interactions are described 

by Johnson EAM potential,208 which predicts the heat of fusion as 0.234 eV.  

 (001) (011) (111) 

𝑉0
ℎ (m/s) 9438 8604 8381 

𝐸𝑎
ℎ (eV) 0.470 0.471 0.470 

4.3.4 Summary 

On the basis of the results of MD simulations of solidification occurring at fixed 

levels of undercooling and in the absence of mechanical stresses performed for bcc Cr, 

fcc Ni and Ni-based solid-solution alloys, the mechanisms responsible for the 

generation of supersaturated vacancies at the propagating solidification front are 

revealed and strongly correlated with the temperature dependence of the velocity of the 

solidification front and vacancy mobility. The vacancies are generated as “errors” in 

the process of building the crystal structure at the solidification front, and the sharp 

drop in mobility of the vacancies and the increase in the solidification front velocity 

with increasing undercooling diminish the chances for the vacancies to escape to the 

liquid phase. 

Despite the qualitatively similar dependences on the levels of undercooling, the 

vacancy generation in the Ni50Fe50, Ni80Fe20, and Ni80Cr20 alloy systems is found to be 

strongly suppressed with respect to pure Ni. In particular, atomistic calculations of 

vacancy mobility show enhanced vacancy diffusion by adding Fe element in the Ni-Fe 

alloys, leading to higher chance for vacancies to escape to the liquid and less vacancies 

left in the solid. The reduced concentration of vacancies in the Ni80Cr20 alloy compared 

to Ni is interpreted as a result of combined effect of higher vacancy mobility as well as 
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lower solidification velocity, the latter leads to diminished vacancy trapping behind the 

advancing solidification front. The effect of lateral stress on the generation of vacancies 

is also studied in the MD simulations of solidification of crystal-liquid coexistence 

systems under controlled conditions. Lateral compression results in increased 

concentration of vacancies compared to the value corresponding to zero pressure, which 

explains the high vacancy density observed in the laser-irradiated alloy targets with 

residual lateral stress discussed in Section 4.2.3. Under the same condition of 

undercooling and lateral stress, the strong suppression of vacancy concentration in the 

Ni-base solid-solution alloys compared to pure Ni is demonstrated. 

Comprehensive studies of solidification for bcc Cr and fcc Ni systems fixed at 

a broad range of undercooling levels reveal a general picture of the rapid propagation 

of solidification front and formation of vacancies. The dependence of solidification 

velocity on the levels of undercooling can be divided into two regimes. In high 

temperature regime, the velocity of crystal-liquid interface increases with the degree of 

undercooling, which is attributed to the increased driving force of phase transformation 

from liquid to crystal. In low temperature regime, the exponential decrease of atomic 

mobility with increasing undercooling level prevails the increase of the thermodynamic 

driving force and leads to monotonous decrease of solidification velocity in Cr as well 

as formation of a plateau of the solidification velocity in Ni. Detailed analysis of the 

generation of vacancy in the crystal-liquid interface region with atomic resolution 

supports the hypothesis that the vacancies are generated at the advancing solidification 

front as “errors” in the process of building the crystal structure, which are either 

occupied by atoms jumping from the liquid or finally trapped after passed by the 

solidification front. MD simulations performed for Ni with different EAM potentials 

indicate that the choice of interatomic interaction potentials may affect the values of 

vacancy concentration but does not change its general dependence on temperature, 

which is determined by the combined effects of temperature dependence of 

solidification velocity and atomic mobility. The effect of crystallographic orientations 

is also investigated for Cr as an example, showing a higher velocity of the solidification 
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front with (001) orientation than the values computed for (011) and (111) oriented 

solidification fronts. 

The combination of the TTM-MD simulations of laser-induced melting and 

resolidification (Section 4.2.3) with MD modeling of solidification occurring under 

well-controlled temperature and pressure conditions has provided important insights 

into the mechanisms of the generation of vacancies under conditions of strong thermal 

and mechanical nonequilibrium induced by a rapid energy deposition. For Ni and Ni-

based alloys, the solidification velocity and vacancy concentration predicted from MD 

simulations have good agreement with the values calculated from TTM-MD 

simulations of laser-induced melting and resolidification in Section 4.2.3, suggesting 

the vacancy formation at the solidification front as the primary source of vacancies 

induced by laser irradiation. 

4.4 Evolution of the first neighbor configuration of vacancies in Ni-

base alloys 

In Section 4.2.4 and Section 4.3.2, analysis of the configuration of the first 

neighbor shell surrounding the individual vacancies in Ni-based alloy systems reveals 

the preference of a Fe-rich local environment for vacancies, indicated by a shift of the 

distribution of the first neighbor shell composition to lower number of Ni atoms with 

respect to the distribution expected for random atomic arrangements in the disordered 

alloys, Figures 30 and 36. To fully understand the preferential vacancy configuration 

with Fe-rich first neighbor shells, a set of MD simulations are performed to investigate 

the formation energy and dynamic evolution of vacancies for Ni50Fe50, Ni80Fe20, and 

Ni80Cr20 systems. The computational setup and methods to calculate the vacancy 

formation energy are described in Section 4.4.1. The results from the MD simulations 

and the reasons explaining different neighboring chemical environment of vacancies in 

each alloy are discussed in Section 4.4.2. The main conclusions are summarized in 

Section 4.4.3. 
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4.4.1 Computational setup and methods 

The vacancy formation energy is calculated through MD simulations of Ni50Fe50, 

Ni80Fe20, and Ni80Cr20 systems with Bonny EAM interatomic interactive potential.201 

Cubic systems with 10 × 10 × 10 fcc unit cells pre-incorporated with one vacancy 

site at the center of the system, similar to the systems of calculation of vacancy mobility 

as described in Section 4.3.1, are created for each of the Ni-based solid-solution alloy. 

The lattice parameter equaling to the equilibrium value at 0 K and zero pressure is used 

for each system, and periodic boundary conditions are applied in all three directions. 

To investigate the dependence of the formation energy of a vacancy on its first 

atomic shell, the atomic types of the 12 nearest neighbors surrounding the vacancy site 

are artificially switched to generate 212 = 4096 different configurations for the binary 

solid-solution alloys. For each first neighbor configuration, the system with one pre-

incorporated vacancy is quenched at zero temperature for 1 ps and its internal energy is 

calculated as 𝐸𝑉. In the second step, vacancy site is occupied by a Ni atom while its 

first neighbor shell is fixed, generating a perfect crystal, and the quenching process is 

repeated to get the internal energy of the perfect system, 𝐸𝑁𝑖. The same procedure is 

then applied to get the internal energy associated with occupying the vacancy site with 

a Fe atom in the Ni-Fe alloys, 𝐸𝐹𝑒, or with a Cr atom in the Ni-Cr alloy, 𝐸𝐶𝑟. The 

internal energies, 𝐸𝑉, 𝐸𝑁𝑖, and 𝐸𝐹𝑒 (𝐸𝐶𝑟) are calculated for all 4096 first neighbor 

configurations. To obtain statistically reliable result, the simulations are performed for 

20 independent systems with the same atomic composition but different initial random 

assignments of atomic types on the lattice sites. The atomic energy of each type of 

atoms 𝐸𝑎
𝑋, where 𝑋 can be Ni, Fe, and Cr, is calculated for perfect systems with ideal 

stoichiometric ratio and the results are averaged over 20 systems with different atomic 

arrangements. As a result, the formation energy of the vacancy associated with a 

missing 𝑋-type atom can be calculated as 𝐸𝑓
𝑋 = 𝐸𝑉 − 𝐸𝑋 + 𝐸𝑎

𝑋. 

The evolution of vacancy configurations is investigated through MD 

simulations of vacancy diffusion under controlled conditions of constant temperature 
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and zero pressure. A 50 𝑛𝑚 × 50 𝑛𝑚 × 50 𝑛𝑚 large cubic system is generated for 

each binary solid-solution alloy. At the center of each 5 𝑛𝑚 × 5 𝑛𝑚 × 5 𝑛𝑚  sub-

system, one lattice site is pre-defined as vacancy, generating 10 × 10 × 10 = 1000 

uniformly distributed vacancies in each system. The 5 nm space between two 

neighboring vacancies is chosen to avoid interaction between vacancies during 

simulation. The system is consisting of 13.499 million atoms which are assigned on the 

remaining lattice sites based on the atomic composition. MD simulations are performed 

for 400 ps at constant temperature of 1250 K, 1200 K, and 1100 K for Ni50Fe50, Ni80Fe20, 

and Ni80Cr20 systems (~0.72-0.74 Tm), respectively, and the configuration of each 

vacancy is analyzed by counting the number of different type of atoms in the first 

nearest neighbor shell. Periodic boundary conditions are applied along all three 

dimensions, and the size of the system is chosen as the values associated with a crystal 

equilibrated at the corresponding temperature and zero pressure. 

4.4.2 Deviation of vacancy configuration from chemical disordering to energetic 

favorable local environment 

The vacancy formation energy has been calculated in Ref. 190 and shown to be 

strongly dependent on vacancy configurations. To eliminate the effects of chemical 

environment outside the first neighbor shell, the formation energy in this work is 

calculated for each atomic arrangement in the first neighbor shell while fixing the type 

of atoms outside the first neighbor shell. Figure 41 shows the effect of number of Ni 

atoms in the first neighbor shell on the formation energy of Ni and Fe/Cr type vacancy 

averaged over 20 systems with different random atomic arrangements for each alloy, 

with the error bar showing the standard deviation of the mean value. Each data point in 

Figure 41 corresponds to one vacancy configuration. As shown in Figures 41a and b, 

the formation energies for both Ni and Fe type vacancies increase with the number of 

Ni atoms in the first neighbor shell surrounding the vacancy site, suggesting less 

energetically favorable configurations with more Ni atoms in the Ni-Fe alloys. However, 

a contrary trend is observed in the Ni80Cr20 alloy, Figure 41c, where the vacancy 

formation energies almost decrease with increasing Ni richness in the first neighbor 
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shell of the vacancy site. The dependence of formation energy on the number of Ni 

atoms in the first neighbor shell is less significant in the Ni80Cr20 system than in the 

Ni50Fe50 and Ni80Fe20 systems. For example, the formation energy of Ni-type vacancy 

only decreases by 0.13 eV with the number of Ni atoms in the first neighbor shell 

increasing from 0 to 12, while an increase of 0.34-0.35 eV is observed in the Ni-Fe 

systems. In addition, the large spread of formation energy of vacancies with the same 

number of Ni atoms in the first neighbor shell in Ni80Cr20 system suggests that the 

formation energy is sensitive to the specific first neighbor atomic arrangements. 

 

Figure 41. Formation energy of individual vacancies with different configurations in Ni50Fe50 

(a), Ni80Fe20 (b), and Ni80Cr20 (c) systems. Red diamonds show the formation energy of 

vacancies with a missing Ni atom, and blue squares show the formation energy of vacancies 

with a missing Fe atom in (a) and (b) and with a missing Cr atom in (c). Each data point 

represents one certain arrangement of atoms in the first neighbor shell surrounding the 

individual vacancy site, and is plotted according to the number of Ni atoms in the first neighbor 

shell. The solid lines depict the formation energy averaged over all first neighbor configurations 

with the same number of Ni atoms. The error bars show the standard deviation of the mean 

calculated based on 20 simulations with different random atomic arrangements. 

Based on the values of vacancy formation energy for different first neighbor 

configurations, the probability of having k Ni atoms among the 12 atoms constituting 

the first neighbor shell of a vacancy site, Fk, can be given by the following equation: 

𝐹𝑘 =
𝑝𝑘∙(1−𝑝)12−𝑘𝑓𝑘

∑ 𝑝𝑖∙(1−𝑝)12−𝑖𝑓𝑖
12
𝑖=1

,                                              (4.15) 

where 

𝑓𝑘 = ∑ [𝑝 ∙ exp (
−𝐸𝑓

𝐴(𝑘,𝑗)

𝑘𝐵𝑇
) + (1 − 𝑝) ∙ exp (

−𝐸𝑓
𝐵(𝑘,𝑗)

𝑘𝐵𝑇
)]

𝑛𝑘
𝑗=1 .                  (4.16) 
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Here, A and B indicate two types of atoms in the binary alloy system, in this work, A is 

Ni while B is Fe in Ni-Fe systems and Cr in Ni-Cr system, and p is the probability of a 

lattice site to be occupied by A atom. 𝐸𝑓
𝐴(𝑘, 𝑗)  and 𝐸𝑓

𝐵(𝑘, 𝑗)  are the formation 

energies of vacancies corresponding to one missed A and one missed B atom at the 

vacancy site, respectively. k is the number of A atoms in the first neighbor shell of the 

vacancy site, and j indicates different arrangement of atoms in the first neighbor shell 

with fixed k. The value of j ranges from 1 to 𝑛𝑘 =
12!

𝑘!(12−𝑘)!
, the total number of first 

atomic configurations with k atoms of type A and (12 − 𝑘) atoms of type B. Therefore, 

the numerator in Eq. (4.15) is the probability of finding k number of type A atoms within 

the 12 nearest neighbors of a vacancy site weighted by the formation energy, and the 

brackets in Eq. (4.16) can be regarded as the contribution to the energetic weight from 

configuration (𝑘, 𝑗). If the vacancy formation energy is a constant 𝐸𝑓
0 = 𝐸𝑓

𝑋(𝑖, 𝑗), 

where 𝑋 ∈ (𝐴, 𝐵), 1 ≤ 𝑖 ≤ 12, and 1 ≤ 𝑗 ≤ 𝑛𝑖, Eq. (4.15) can be rewritten as 

𝐹𝑘 =
𝑝𝑘∙(1−𝑝)12−𝑘𝑛𝑘exp(−𝐸𝑓

0/𝑘𝐵𝑇)

∑ 𝑝𝑖∙(1−𝑝)12−𝑖𝑛𝑖
12
𝑖=1 exp(−𝐸𝑓

0/𝑘𝐵𝑇)
= 𝑛𝑘 ∙ 𝑝𝑘 ∙ (1 − 𝑝)12−𝑘,                 (4.17) 

which is essentially the distribution expected for the random arrangement of atoms in 

disordered binary alloys, Eq. (4.1) in Section 4.2.4. 

The distribution of number of Ni atoms in the first neighbor shell predicted from 

Eqs. (4.15) and (4.16) at ~0.72-0.74 Tm are shown as the red bars in Figure 42, compared 

with the results of MD simulation of solidification under controlled conditions at the 

same undercooling levels and zero pressure obtained from Figure 36 in Section 4.3.2, 

which are depicted by blue circles. The black lines are distributions predicted from Eq. 

(4.17) assuming no energetically favorable configuration exist. For vacancies generated 

at propagating solidification front predicted from MD simulations, the blue circles, a 

shift of the distribution to lower number of Ni atoms in the first neighbor shell with 

respect to the black lines is found in Ni50Fe50 and Ni80Fe20 alloys, Figures 42a and b. 

The results from MD simulations coincide with the histograms predicted from Eqs. 

(4.15) and (4.16), and can be explained by the energetic preference of vacancies to be 
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surrounded by a Fe-rich environment, which is demonstrated by the decreasing 

formation energy of vacancies with less Ni atoms in the first neighbor shell, Figures 

41a and b. However, the effect of atomic composition in the first neighbor shell of 

vacancy site is less noticeable in Ni80Cr20 alloy, Figure 41c, and the formation energy 

is strongly depending on how atoms are arranged with respect to each other. Therefore, 

Eqs. (4.15) and (4.16) predict no shift in the configuration of vacancies as expected 

from random mixing of Ni and Cr atoms in the Ni80Cr20 system, Figure 42c, which 

agrees well with the results from MD simulations. The deviation of local composition 

in the first neighbor shell of individual vacancies from the configuration expected for 

random arrangement of atoms in Ni-Fe alloys, where the number of Ni atoms in the 

first neighbor shell shifts towards lower value, is also confirmed in the results of TTM-

MD simulations of laser-induced generation of vacancies, Figure 30 in Section 4.2.4. 

 

Figure 42. Distribution of the number of Ni atoms in the first neighbor shell of individual 

vacancies for Ni50Fe50 (a), Ni80Fe20 (b), and Ni80Cr20 (c) systems. Red bars are predicted 

distribution based on Eqs. (4.15) and (4.16) at ~0.72-0.74 Tm, blue circles are results from MD 

simulations of solidification process proceeded at the same undercooling and pressure 

conditions reported in Section 4.3.2. The black lines show the distributions expected for a 

random arrangement of atoms and given by Eq. (4.17)/Eq. (4.1). 

In the course of crystal growth of the disordered single phase solid-solution 

alloys, the vacancies generated behind the rapidly solidification front should initially 

have chemical environment associated with random atomic arrangements. To 

understand how the energetic favorable configurations are formed, MD simulations of 

50 𝑛𝑚 × 50 𝑛𝑚 × 50 𝑛𝑚 large cubic system with 1000 incorporated vacancies, as 

described in Section 4.4.1, are performed for Ni50Fe50, Ni80Fe20, and Ni80Cr20 systems 

controlled at fixed temperature of ~0.72-0.74 𝑇𝑚. Figure 43 shows the distribution of 
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number of Ni atoms in the first neighbor shells of the 1000 individual vacancies at 

different time of simulation, compared to the histograms predicted from Eqs. (4.15)-

(4.16) and shown in Figure 42, which are calculated at the same temperature as the MD 

simulations. At the beginning of simulation, as shown by blue triangles, the vacancy 

configuration is determined by chemical disordering in the alloys and predicts the most 

frequent first neighbor composition with 6 Ni atoms in Ni50Fe50 and 10 Ni atoms in 

Ni80Fe20 and Ni80Cr20 alloys, as predicted from the distribution corresponding to 

random atomic arrangement, Eq. (4.17). During 0 ps-200 ps, the distributions in Ni-Fe 

alloys evolve by decreasing the frequency of Ni-rich first neighbor shells and increasing 

the frequency of Fe-rich first neighbor shells, resulting a shape closer to the histogram. 

By 300 ps, the peak of the of the distribution already shifts from 6 to 5 Ni atoms in 

Ni50Fe50 system and from 10 to 9 Ni atoms in Ni80Fe20 system, indicating the transition 

of vacancy configurations towards energetically preferable Fe-rich first neighbor 

environment. At 400 ps, the distribution further coincides with the prediction from Eqs. 

(4.15)-(4.16). However, the pronounced evolution of vacancy configurations is not 

observed in the Ni80Cr20 system, in which the distribution remained as initial random 

distribution. From Figure 34b, the vacancy mobility at ~0.72-0.74 Tm is assessed as 

1.39 × 10−6 cm2/s for Ni50Fe50, 4.38 × 10−7 cm2/s for Ni80Fe20, and 7.34 × 10−7 

cm2/s for Ni80Cr20, respectively, giving the diffusion length 𝐿 = √6𝐷𝑣𝑡 around 0.29 

nm, 0.16 nm, and 0.21 nm for every 100 ps. From Table 3, the equilibrium lattice 

parameter at corresponding temperature and zero pressure is around 3.54 Å, predicting 

2-4 jumps for each vacancy during 400 ps. 
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Figure 43. Evolution of distribution of the number of Ni atoms in the first nearest neighbor 

shell of individual vacancies for Ni50Fe50 (a), Ni80Fe20 (b), and Ni80Cr20 (c) systems. The results 

are predicted from MD simulations of disordered solid solution alloys with initially 

incorporated vacancies under conditions of fixed undercooling at ~0.72-0.74 Tm and zero 

pressure. Gray bars are predicted distributions based on Eqs. (4.15)-(4.16) at the same 

undercooling condition. 

Figure 44 shows the evolution of vacancy configurations during the MD 

simulation by plotting the average number of Ni atoms in the first neighbor shell of the 

1000 pre-incorporated individual vacancies. For Ni50Fe50 and Ni80Fe20 alloys, the 

composition of the immediate vicinity of vacancies decreases from the values expected 

for random atomic arrangements (6 for Ni50Fe50 and 9.6 for Ni80Fe20) towards a Fe-

richer nearest neighboring environment during the first 200 ps, and converges to the 

levels predicted from Eqs. (4.15)-(4.16) shown by dashed lines by 400 ps. Since the 

most favorable vacancy configuration only requires the change of one Ni atom to Fe 

atom from the initial randomly arranged first neighbor shell, 2-4 jumps estimated for 

this time period is sufficient for vacancies to find the preferable local configuration. In 

contrast, the average number of Ni atoms in the first neighbor shell surrounding the 

vacancies does not exhibit the deviation from the level associated with random mixing 

of elements in the Ni80Cr20 disordered alloy. 

 

Figure 44. Evolution of average 

number of Ni atoms in the first 

neighbor shell of individual 

vacancies predicted from MD 

simulations of vacancy migration in 

Ni50Fe50, Ni80Fe20, and Ni80Cr20 

alloys. The MD simulations are 

performed at a fixed temperature of 

~0.72-0.74 Tm and zero pressure. The 

dashed lines show the expected value 

for distribution of vacancy 

configurations following Eqs. (4.15)-

(4.16) at the same undercooling 

conditions. 

4.4.3 Summary 

In this section, the preference of vacancies for a Fe-rich local environment in 
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the Ni-Fe disordered solid-solute alloys, predicted by both TTM-MD simulations of 

laser-induced melting and resolidification and MD simulations of solidification under 

well-controlled conditions, is demonstrated based on the theoretical analysis of the 

vacancy formation energy. MD calculations of the vacancy formation energy for each 

possible configuration of the first atomic shells reveal a pronounced energetic 

preference of vacancies to be surrounded by more Fe atoms. The distribution of number 

of Ni atoms in the nearest neighbor shell is predicted from theoretical equations of 

binomial distribution biased on vacancy formation energy, showing a shift towards 

lower number of Ni atoms with respect to the random distribution, which is consistent 

with the results from atomistic simulations. Even though addition of Fe significantly 

decreases the total vacancy concentration as compared to pure Ni, the atomic 

configurations with more Fe atoms surrounding the vacancy tend to be more stable. 

This observation is an example of how the crystal defects can produce atomic-scale 

chemical heterogeneities in the single phase concentrated solid-solution alloys. In the 

Ni-Cr alloy, however, the vacancy formation energy is not sensitive to the number of 

Ni atoms in the first neighbor shell, leading to a distribution of vacancy configuration 

similar to that expected for a completely random arrangement of atoms. 

Large-scale MD simulations of vacancy migration performed at fixed 

undercooling conditions provide atomistic insights on the evolution of vacancy 

configuration. Despite of the immediate random chemical environment in the vicinity 

of the vacancies in the Ni-Fe alloys, either incorporated in a randomly arranged crystal 

system, or generated at the rapidly propagating solidification front, the following 

atomic jumps shift the vacancy environment towards the energetically favorable 

configurations with Fe-rich first neighbor shells within a few jumps. 
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5. Laser generation of microbumps on bilayer Ag-Cu thin films 

5.1 Introduction 

In previous sections, laser-induced phase and structural transformations are 

investigated in the regime of melting and resolidification. Laser irradiation at much 

higher fluence can trigger the onset of subsurface cavitation even material ejection, thus 

creating a wide variety of surface microstructure and morphologies, i.e., random micro- 

and nanostructures,13, 227 , 228  subsurface voids and microcracks,23,213, 229  and laser-

induced periodic surface structures or “ripples”.19,37,230-232 In addition, tightly-focused 

ultrafast laser interactions with metal films have been demonstrated to produce 

micro/nanobumps and frozen nanojets in a number of previous works. 233 - 240  By 

interference between multiple laser beams, the microbumps can be replicated into 

ordered arrays on the target surface, which bring unique properties to the material, such 

as superhydrophobicity241,242, self-cleaning243, enhanced tribological performance244, 

and active and nonlinear optical response.245 

While the ability of generating such micro/nanoscale surface features opens up 

a range of opportunities for practical applications, the processes responsible for the 

generation of microbumps are not yet fully understood. Possible mechanisms for the 

formation and rupturing of the microbumps are suggested as the Marangoni 

convection,234,240 peeling and expansion of the film due to subsurface boiling and the 

vapor pressure released at the substrate-film interface,233,236 as well as thermoelastic 

and plastic deformation of the film.237,246 Due to the ultrafast, highly-nonequilibrium 

character of the laser-induced processes, the applicability of experiments or 

conventional hydrodynamic models on providing information for the material response 

to short pulse laser irradiation is limited. However, atomistic modeling provides 

attractive alternative opportunities to explore the formation of the frozen surface 

structures, without prior assumptions on the physical processes of interest. In particular, 

large-scale molecular dynamics simulations of thin Ni films irradiated by a single 

femtosecond pulse20,247 have shown that the rapid localized laser heating and melting 

of the film takes place under partial inertial stress confinement,10-12,27 leading to a 
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buildup of compressive stresses. The relaxation of photomechanical stresses provides 

driving force of the initial upward acceleration of the melted film, which is followed by 

a delamination of the spalled layer from the substrate. Ejection of the spalled layer from 

the remaining target is elastically resisted from the colder parts of the film at periphery 

of the laser spot, leading to the eventual formation of a microbump. 

Short pulse laser-induced generation of microbumps and nanojets have been 

widely investigated for Au,47,48,234-237,240 Ag,238,239,248 and Cu239 films, even for silicon 

film irradiated by a nanosecond pulse,249 and bulk glass targets covered by a polymer 

or water overlayer.250,251 However, few works have been carried on the microbump 

formation on films composed of multi layers of different materials. The advantage of 

the multi-layered targets has been demonstrated in recent studies of the mechanisms of 

laser-induced ripple formation in a multi-pulse irradiation regime, 252  as well as 

nanostructuring by a single femtosecond X-ray vortex pulse. 253  Analysis of the 

elemental composition of the laser-processed surfaces and target cross-sections 

provides valuable information on the extent of melting and heat affected zones, and the 

results can be compared to the MD simulations. In this section, a combined 

experimental and computational study of the laser generation of microbumps is 

performed for the Ag-Cu bilayer films. The choice of the Ag-Cu system, a eutectic 

binary alloy with very limited solubility in the solid state, ensures that the observation 

of elemental mixing in the bumps would be an unequivocal indication of melting. An 

additional factor in choosing the Ag-Cu system is the large difference in the strength of 

the electron-phonon coupling factor between the two metals, allowing the exploration 

of the implications of the energy redistribution in the electronically excited state for the 

final morphology of the laser-generated surface structures. 

5.2 Experimental observation of microbump formation on bilayer Ag-

Cu thin films irradiated by femtosecond laser pulse 

The experimental portion of this work is done by our collaborators from the 

group of Prof. W. Kautek. A detailed description of the experimental methods and 
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results is given in Ref. 51, and here a brief summary of the results that are relevant to 

the discussion of computational results is provided. In experiments, Ag-Cu bilayer 

films are prepared by depositing a 50 nm-thick Ag film and a 50 nm-thick Cu film on 

a silica glass substrate, with either Ag on the top of Cu layer or Cu on the top of Ag 

layer. Laser pulses with a full width at half maximum duration of 60 fs at a central 

wavelength of 800 nm are irradiated on the bilayer film target under vacuum (10-2 mbar) 

environment, at fluences ranging from the level below the threshold of visible 

modification of the film to the value above complete breaching of the film. The 

modification and breaching thresholds are determined by optical microscopy, 

respectively, with the onset of irreversible morphological alteration without bump 

formation, and break of the bump and revealing of the underlying material. The 

threshold fluences of modification, bump formation, bump breaching, and jet formation 

for the Ag on Cu (Ag-Cu-SiO2) and Cu on Ag (Cu-Ag-SiO2) bilayer films are presented 

in Figure 45. The respective breached layer is denoted on the bump breaching data to 

indicate whether breaching took place in a mixed or in a single layer. 

 

Figure 45. Threshold fluences for modification, bump formation, bump breaching, and jet 

formation observed in 60 fs laser irradiation of Ag-Cu bilayers. The breached layer is denoted 

on the corresponding column. The results are shown in terms of incident fluence (a) and 

absorbed fluence (b) calculated from the incident fluence by conversion discussed in Section 

5.3.2. 

Figure 46 shows the SEM images of surface microstructure of the Ag on Cu 

bilayer systems after irradiated by a 60 fs laser pulse at various fluences above the 

threshold of bump formation. Each SEM image is overlain with the results of the 
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integrated Energy Dispersive X-ray Spectroscopy (EDX) analysis, where the horizontal 

axes are located along the scan lines. In Figure 46a, a microbump is formed and the 

EDX data detects only the presence of Ag, indicating that the escape depth of the X-ray 

radiation is below 50 nm. At higher fluence close to the threshold of Ag breaching, 

Figure 46b, the size of the microbump is substantially increased and the underlying Cu 

with atomic percentage of 10 at. % is observed, indicating that the thickness of the Ag 

bump is decreased. Above the breaching threshold, Figure 46c, the microbump breaks 

and reveals the underlying Cu layer detected by EDX with some remnant Ag around 10 

at. %. Onset of nanojet formation with microbump of the underlying Cu layer is 

observed in Figure 46d, and the height of the nanojet increases with the laser fluence, 

Figure 46e. At sufficiently high fluence exceeding the breaching threshold for the 

underlying Cu layer, Figure 46f, a hole in the bilayer target is observed with neither Cu 

nor Ag signals and exposes the silica glass substrate. 

In contrast to the Ag on Cu bilayer system, significantly different features of 

surface microstructure of the Cu on Ag irradiated target are shown by the SEM overlain 

with EDX data in Figure 47. Instead of formation of microbumps, the target surface 

exhibits a rough morphology, Figure 47a, featuring the ablation trace of the top Cu layer. 

This surface morphology becomes more apparent with increased laser fluence, Figure 

47b, and reveals the underlying Ag layer, Figure 47c, as increasing amount of the 

overlaying Cu is ablated. Formation of the Ag bump is shown in Figures 47d and e, 

where substantial amount with around 25 at. % is present in the region of microbump. 

As shown in Figure 45, the range of fluences corresponding to surface modification 

below the threshold of bump formation, which is the difference in fluence between the 

white and blue bars, in the Cu on Ag target is much wider than that in the Ag on Cu 

target, indicating that a large fraction of the laser energy contributes to the heating and 

expulsion of the top part of the Cu layer. Complete breaching of the bilayer film is 

observed in Figure 47f. The interpretations of the differences in surface microstructure 

and threshold fluences for the Ag on Cu and the Cu on Ag bilayer systems are assisted 

by atomistic simulations and discussed in the following sections. 
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Figure 46. Scanning electron micrographs overlain with EDX line scans of the Ag on Cu 

bilayer target irradiated by a single 60 fs laser pulse at fluence of Finc=1.73 J/cm2, Fabs=0.16 

J/cm2 (a), Finc=1.92 J/cm2, Fabs=0.20 J/cm2 (b), Finc=2.00 J/cm2, Fabs=0.22 J/cm2 (c), Finc=2.18 

J/cm2, Fabs=0.27 J/cm2 (d), Finc=2.70 J/cm2, Fabs=0.45 J/cm2 (e), and Finc=3.16 J/cm2, Fabs=0.66 

J/cm2 (f). The x-axes represent the EDX scan lines, green triangles and red dots show the atomic 

percentage of Ag and Cu, respectively, and dashed lines mark the average values of selected 

data points. 
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Figure 47. Scanning electron micrographs overlain with EDX line scans of the Cu on Ag 

bilayer target irradiated by a single 60 fs laser pulse at fluence of Finc=0.48 J/cm2, Fabs=0.03 

J/cm2 (a), Finc=0.67 J/cm2, Fabs=0.04 J/cm2 (b), Finc=1.05 J/cm2, Fabs=0.09 J/cm2 (c), Finc=1.63 

J/cm2, Fabs=0.21 J/cm2 (d), Finc=2.41 J/cm2, Fabs=0.52 J/cm2 (e), and Finc=2.81 J/cm2, Fabs=0.73 

J/cm2 (f). The x-axes represent the EDX scan lines, green triangles and red dots show the atomic 

percentage of Ag and Cu, respectively, and dashed lines mark the average values of selected 

data points. 
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5.3 Computational study of the laser-induced material removal in the 

Ag-Cu bilayer systems responsible for the microbump formation 

In this section, the mechanisms responsible for the femtosecond laser generation 

of microbumps on the Ag-Cu bilayer films are investigated through TTM-MD 

simulations. Considering the large laser spot size on the order of micrometer that is 

typically used in experiments, the complete description of the dynamic response of 

irradiated films to the laser energy deposition, leading to the formation of a microbump, 

is beyond the capabilities of atomistic MD method. Therefore, the simulations reported 

in this section are only focused on the processes occurring in the central part of the laser 

spot, and are aimed at investigating the thermodynamic driving forces responsible for 

the laser-induced material removal and redistribution. Although the simulations are not 

able to directly reproduce the laser-induced surface morphology of microbumps on the 

bilayer films, insights of the mechanisms responsible for the microbump formation are 

provided and used to interpret the experimental observations. The TTM-MD model 

developed for atomistic simulations of laser interaction with the Ag-Cu bilayer films 

deposited on a silica glass substrate, the parameters for the computational setup, as well 

as the TTM model to convert absorbed fluence used in simulations to incident fluence, 

are described in Section 5.3.1. The results of TTM-MD simulations of laser-induced 

material removal and its implications on formation of microbumps observed in 

experiments for Ag on Cu and Cu on Ag bilayer systems are reported in Sections 5.3.2 

and 5.3.3, respectively. The laser energy redistribution in the Ag-Cu bilayer films, the 

relaxation of laser-induced thermoelastic stresses, the release of vapor at the interfacial 

region, and their implications on the modification of surface morphology, are 

summarized in Section 5.3.4. 

5.3.1 Computational setup and methods 

In order to obtain physical insights into the key processes responsible for the 

laser-induced modification of the surface morphologies on the Ag-Cu bilayer film 

targets, a series of TTM-MD simulations of laser irradiation on the Ag-Cu bilayer 
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systems are performed, under irradiation conditions comparable to those used in the 

experiments. The combined TTM-MD model is described in Section 2.1.3, and the 

computational system is represented by a Ag-Cu bilayer film composed of a Ag and a 

Cu layer, both with the thickness of 50 nm, deposited on a silica glass substrate. The 

Ag and Cu solids have fcc crystal structure and the Ag-Cu interface is oriented along 

the (001) plane. The interatomic interactions in the MD part of the TTM-MD model are 

described by the embedded atom method (EAM) potential in the form suggested by 

Foiles, Baskes, and Daw (FBD)221. The potential functions are fitted to the sublimation 

energies, equilibrium lattice constants, elastic constants, and vacancy formation 

energies for pure metals. While for cross-interactions in dilute binary solid solutions, 

this potential is fitted to the heat of mixing. A cutoff function254 is added to the potential, 

which brings the interaction energies and forces to zero at a cutoff distance of 5.5 Å. 

The melting temperatures of FBD EAM Ag and Cu, (1139 ± 2) K and (1288 ± 2) K, 

respectively, are evaluated in Ref. 22 and found to agree reasonably well with 

experimental values. 255 The critical temperatures estimated based on the test area 

method256 calculation of the temperature dependence of the surface tension are (3380 

± 11) K and (5767 ± 39) K for the FBD EAM Ag and Cu, respectively. The lattice 

parameters predicted by the FBD EAM potential at 300 K under zero pressure are 

𝑎𝐴𝑔 = 4.11  Å and 𝑎𝐶𝑢 = 3.63  Å. Despite of the overestimation compared with 

experimental values (4.09 Å and 3.61 Å for Ag and Cu, respectively),257 the relative 

values of the lattice parameters and the corresponding misfit are similar for both MD 

results and experimental values at 300 K, 9 𝑎𝐶𝑢 = 7.95 𝑎𝐴𝑔 , suggesting that the 

discrepancy between the computational and experimental lattice parameters does not 

affect the properties of the Cu-Ag interface. 

The lateral size of the computational system is 6.54 nm  6.54 nm, which 

corresponds to 18 unit cells for the Cu film and 16 slightly compressed unit cells for 

the Ag film, and periodic boundary conditions are applied in the lateral directions. 

Before applying laser irradiation, the combined Ag-Cu bilayer system with the silica 

substrate is equilibrated in MD simulation performed at 300 K for 250 ps. The misfit in 
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the lattice parameters of Ag and Cu results in the formation of a semi-coherent interface 

with an array of misfit dislocations parallel to the <110> directions in the plane of the 

interface, as shown in Figure 48. 

 

Figure 48. Atomic configuration of the Ag-Cu interface at initial time (a), and after 

equilibration at 300 K for 250 ps (b). Two atomic layers adjacent to the interface are shown, 

with Ag atoms colored in light blue and Cu atoms colored in yellow. The black arrows show 

the lines of misfit dislocations and the corresponding Burgers vectors, 𝑏1
⃗⃗  ⃗ =

1

2
[110] and 𝑏2

⃗⃗⃗⃗ =

1

2
[1̅10], are indicated by the red arrows. 

Representation of the silica glass substrate with atomic resolution significantly 

increases the computational cost. For example, considering the characteristic length of 

thermal diffusion in fused silica, 𝐿𝑡ℎ = √2𝑡𝑘𝑡ℎ/𝑐𝑉 ≈ 39 nm, where t ~ 500 ps is the 

timescale of simulations, 𝑘𝑡ℎ  and 𝑐𝑉  are thermal conductivity and heat capacity 

estimated as 1.38 Wm-1K-1 and 3R = 9.15 Jm-3K-1,255 the computational size of the 

substrate should be comparable to the film thickness to avoid heat transfer through the 

bottom boundary of the silica substrate. Since we are only interested in the elastic 

response of the metal-silica interface to the thermal expansion and laser-induced 

pressure, and its implications on material removal, the silica glass substrate is described 

by a flat imaginary plane that interacts with the underlying metal layer, following the 

method described in Ref. 258. The interactions between the atoms of the underlying 
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layer and the substrate are represented by the Lennard-Jones (LJ) potential 

parameterized to reproduce the experimental value of adhesion energy as well as the 

local stiffness of the interface under uniaxial compression. The work of adhesion for 

Ag-SiO2 and Cu-SiO2 interface is 0.43 N/m and 0.84 N/m, respectively259. The LJ 

parameter 𝜀, which is the depth of the potential well and defines the energy scale of 

the potential, is fitted so that the energy of the metal-silica interface equals to the value 

determined by the equation 𝛾Ag(Cu)−SiO2
= 𝛾Ag(Cu) + 𝛾SiO2

− 𝑊𝑎𝑑ℎ, where 𝑊𝑎𝑑ℎ is 

the work of adhesion, 𝛾SiO2
 is the surface energy of silica substrate which equals to 

zero since it is represented by an imaginary plane, 𝛾Ag = 0.69 J/m2 and 𝛾Cu = 1.3 

J/m2 are the surface energies of Ag and Cu, respectively, calculated for the EAM-FBD 

potential221 used in this study. The other LJ parameter σ, the distance at which the 

interaction potential is zero, is chosen to reproduce the local stiffness to uniaxial 

compression. The local stiffness is defined by an arithmetic average of the elastic 

constants C11 between EAM-FBD metals, 124 GPa for Ag and 170 GPa for Cu,221 and 

the fused silica, which is 77.6 Gpa.255 The above fitting process yields the following 

parameters of the LJ potential: σ = 2.951 Å and ε = 0.223 eV for Ag-SiO2 interaction 

and σ = 4.693 Å and ε = 0.267 eV for Cu-SiO2 interaction. The displacement of the 

imaginary plane is controlled by the LJ forces acting on it from the atoms of the 

underlying metal layer, as well as an additional force matching the boundary condition 

that mimics the partial propagation of the laser-induced pressure wave through the 

metal-silica interface. The additional force, 𝐹 𝑎𝑑𝑑 = −𝑆𝑍𝑣 , is proportional to the 

instantaneous velocity 𝑣  of the imaginary plane and in the direction opposite to the 

movement. S is the surface area of the interface and Z is the acoustic impedance which 

can be calculated as 𝑍 = 𝜌𝑆𝑖𝑂2
𝑐𝑆𝑖𝑂2

, where 𝜌𝑆𝑖𝑂2
=2.2 g/cm3 and 𝑐𝑆𝑖𝑂2

=5900 m/s are 

the experimental values of density and speed of sound in fused silica.255 The equation 

of motion for the imaginary plane is solved together with the integration of the 

equations of motion for all the atoms at each MD step, and the mass assigned to the 

imaginary plane is equal to the total mass of a single (001) atomic plane. 
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The laser energy deposition is described by the source term in Eq. (2.3), with 

pulse duration of 𝜏𝐿 = 60 fs. The optical penetration depth 𝐿𝑜𝑝𝑡  for 800 nm laser 

wavelength, 13 nm for Cu and 12 nm for Ag, is combined with the ballistic penetration 

depth 𝐿𝑏, 15 nm for Cu and 53 nm for Ag, giving the effective range of laser energy 

deposition of 𝐿𝑃 = 28 nm for Cu and 65 nm for Ag.260 The temperature dependence 

of the electron thermal conductivity is described by Eqs. (2.4) and (2.5) in Section 2.1, 

and the values of the coefficient A are estimated as 2.66 × 106  s-1K-1 for Cu and 

3.57 × 106 s-1K-1 for Ag, following the approach suggested in Ref. 91. The values of 

coefficient B, 2.41 × 1011 s-1K-1 for Cu and 1.12 × 1011 s-1K-1 for Ag are obtained 

by matching the experimentally determined thermal conductivity of solid Cu and Ag at 

the melting temperature, 330 Wm-1K-1 and 363 Wm-1K-1 for Cu and Ag, respectively. 

The effect of thermal boundary resistance on electron heat transfer across the interface 

between two metal layers has been investigated in time-resolved thermoreflectance 

experiments 261 - 263 . Although the experiments revealed sufficiently high thermal 

boundary resistance which may have practical implications on the electron heat transfer 

in nanoscale metal multilayers, all the values were measured in a narrow range of 

temperature around room temperature. Under short pulse laser irradiation at high 

fluence used in this study, however, electron temperature on the order of ten thousand 

Kelvin can be achieved. According to the electron diffuse mismatch model used to 

interpret the thermoreflectance data, the interface conductance increases linearly with 

the electron temperature, the electron temperature on the order of 104 K in the 

irradiation conditions in this section is expected to completely erase the effect of 

interface resistance and produce thermalization of electrons on a sub-picosecond 

timescale. This conclusion is consistent with the results of a recent study of the heat 

transfer in Au-Ni bilayer system with ultrafast X-ray diffraction,264 where the stronger 

pump pulse produced electron temperature of thousands of Kelvin and the results are 

found to be incompatible with any significant electronic interface resistance between 

the two metal layers. Therefore, the thermal boundary resistance for the electronic 

energy transfer through the Ag-Cu interface is not considered in this model. 
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The TTM-MD simulations are performed at absorbed fluences ranging from 

0.03 J/cm2, which is slightly below the melting threshold, to 0.4 J/cm2, where both Ag 

and Cu layers are removed from the substrate, which corresponds to the complete 

breaching of the bilayer films observed in experiments. To facilitate the comparison of 

the computational results with experimental observations, where the incident fluence is 

usually specified, the conversion between the absorbed fluence and incident fluence is 

established from a series of TTM simulations accounting for the electron temperature 

dependence of the reflectivity and optical absorption coefficient. The laser parameters 

such as wavelength and pulse duration, as well as the temperature dependences of 

electron-phonon coupling coefficient, electron heat capacity, and electron thermal 

conductivity are the same as in the TTM-MD model described above. Without atomistic 

description of the system, where all lattice properties are incorporated in the interatomic 

interactions potential, the lattice heat capacity is assumed to be constant and taken as 

35.35 J mol-1 K-1 and 24.44 J mol-1 K-1 for Ag and Cu, respectively.202 

The reflectivity and the optical absorption depth in the TTM simulations are 

determined by the complex permittivity 𝜀 that is parameterized based on the Lorentz-

Drude model,265 

𝜀 = 1 −
𝛺𝑃

2

𝜔(𝜔−𝑖Γ0)
+ ∑

𝑓𝑗𝜔𝑃
2

(𝜔𝑗
2−𝜔2)+𝑖𝜔Γ𝑗

𝑛𝑘
𝑗=1 ,                                 (5.1) 

where 𝜔𝑃  is the plasma frequency, which is 1.37 × 1016  Hz for Ag and 1.64 ×

1016  Hz for Cu, 𝜔 is the angular laser frequency that is associated with the laser 

wavelength 𝜆 and light speed C through the relation 𝜔 =
2𝜋𝐶

𝜆
, 𝛺𝑃 = √𝑓0𝜔𝑃 is the 

plasma frequency associated with intraband transitions with oscillator strength 𝑓0 and 

damping constant 𝛤0 , 𝑛𝑘  is the number of oscillators that any oscillator 𝑗  is 

associated with the frequency 𝜔𝑗 , strength 𝑓𝑗 , and life time 1/Γ𝑗 . The complex 

permittivity is described as a function of temperature by replacing 𝛤0 by an effective 

electron collision frequency, 𝜈𝑒𝑓 = min(𝜈𝑒, 𝜐𝑐), where 𝜈𝑒 = 1/𝜏𝑒 = 𝐴𝑇𝑒
2 + 𝐵𝑇𝑙  is 

the electronic collision frequency as defined in Eq. (2.5), and 𝜐𝑐 = (4𝜋𝑛0/

3)1/3√𝜈𝑓
2 + 𝑘𝐵𝑇𝑒/𝑚𝑒 is the maximum critical electron collision frequency.266 The 



127 

 

coefficients 𝐴 and 𝐵 for Ag and Cu are given above, 𝑛0 (5.74 × 1028 m-3 for Ag 

and 8.34 × 1028 m-3 for Cu) is the electron density, and 𝜈𝑓 (1.39 × 106 m/s for Ag 

and 1.57 × 106 m/s for Cu) is the Fermi velocity. The reflectivity 𝑅 and the optical 

absorption depth 𝐿𝑜𝑝𝑡 can be calculated from the following equations: 

𝑅 = |
√𝜀−1

√𝜀+1
|
2

,                                                       (5.2) 

𝐿𝑜𝑝𝑡 =
𝜆

4𝜋Im(√𝜀)
.                                                    (5.3) 

As described above, the effective range of laser energy deposition 𝐿𝑃 is calculated as 

a combination of 𝐿𝑜𝑝𝑡  and a ballistic electron penetration depth 𝐿𝑏 .In order to 

evaluate the sensitivity of calculated absorbed fluence to the assumed value of the 

ballistic penetration depth, the results obtained with a constant value of 𝐿𝑏0 (15 nm 

for Cu and 53 nm for Ag) used in the TTM-MD model are compared with the ones 

where the ballistic range is estimated as the mean free path of the electrons, 

𝐿𝑏(𝑇𝑒, 𝑇𝑙) = 𝑣𝑓/𝜈𝑒, which is a function of both electron and lattice temperatures. Figure 

49 shows the values of reflectivity 𝑅, optical penetration depth 𝐿𝑜𝑝𝑡 , and ballistic 

penetration depth 𝐿𝑏 for a broad range of electron temperatures 𝑇𝑒 at a fixed lattice 

temperature of 𝑇𝑙 = 300 K. The dependences of the optical properties, 𝑅 and 𝐿𝑜𝑝𝑡, 

on electron temperature are plotted in Figure 49a. The two assumptions of ballistic 

penetration depth, 𝐿𝑏0 and 𝐿𝑏(𝑇𝑒, 𝑇𝑙) are illustrated in Figure 49b. 

 

Figure 49. (a) The electron temperature dependence of reflectivity R and optical penetration 

depth Lopt calculated for Cu and Ag at a laser wavelength of 800 nm and a fixed lattice 
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temperature of 300 K. (b) Comparison of two assumptions for the ballistic penetration 

depth: a function of electron and lattice temperatures Lb (Te, Tl) = 𝑣𝑓/𝜈𝑒 with lattice 

temperature at 300 K, and a constant value Lb0, for Ag and Cu. 

To build the relationship between the absorbed fluence and incident fluence, the 

TTM simulations are performed for bulk Cu and Ag systems irradiated by a 60 fs laser 

pulse with wavelength of 800 nm. Figure 50 shows the absorbed fluences calculated 

from a range of incident ones with two assumptions of the ballistic penetrating depth 

indicated in Figure 49b. Due to the ultrashort laser pulse duration and shallow optical 

penetration depth, the laser energy is expected to be rapidly deposited in the surface 

region of the target. For a bilayer system composed of 50-nm-thick layers, the optical 

properties of the bilayer system are largely defined by the properties of the top layer, 

since most of the laser energy is confined within the top layer during the laser pulse. 

Therefore, the absorbed fluence for a bilayer system can be expected to be close to that 

of a bulk system exposed to the same incident fluence, and the relationships between 

the incident fluence and absorbed fluence predicted for the Cu and Ag bulk system, 

Figure 50, can be used as reasonable approximation for the Cu on Ag and Ag on Cu 

bilayer systems investigated in the TTM-MD simulations. 

 

 

Figure 50. The relation between 

the incident fluence Finc and 

absorbed fluence Fabs calculated 

for the bulk Ag and Cu targets. The 

laser beam has pulse duration τL = 

60 fs and wavelength 𝜆 =  800 

nm. The results represented by 

solid and dashed lines are based on 

the assumptions of a constant 

value of Lb0, and a temperature 

dependent ballistic penetration 

depth Lb (Te, Tl), respectively. 

The temperature dependence 𝐿𝑏(𝑇𝑒, 𝑇𝑙) is based on the assumption of electron 

equilibration within the characteristic time of a single scattering event. Since a single 

scattering event cannot be expected to result in the complete equilibration of the excited 
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electron, this assumption can only be considered as a lower bound limit of the ballistic 

range, which results in overestimation of the surface heating, underestimation of surface 

reflectivity, and corresponding overestimation of absorbed fluence. At the threshold 

absorbed fluence for complete ablation of the bilayer film, ~ 0.4 J/cm2 as predicted in 

the TTM-MD simulations, the incident fluence is estimated as 2.2 J/cm2 for Cu and 2.6 

J/cm2 for Ag with constant values of 𝐿𝑏0, which is in a reasonably good agreement 

with the experimental values of 2.5 J/cm2 for Cu on Ag bilayer and 2.8 J/cm2 for Ag on 

Cu bilayer films, respectively, as shown in Figure 45. Therefore, the relations between 

the absorbed and incident fluence predicted with an assumption of constant 𝐿𝑏0 (solid 

lines in Figure 50) are used as rough estimations for comparison of computational and 

experimental results. 

5.3.2 TTM-MD simulations of laser-induced phase transformation and material 

ejection in the Ag on Cu bilayer film 

A series of hybrid TTM-MD simulations are performed for the Ag on Cu double 

layer system under irradiation conditions comparable to those used in the experiments 

and the results are presented below. Due to the higher strength of the electron-phonon 

in Cu, as compared to Ag,22,89 the redistribution of laser energy during the time of 

electron-phonon non-equilibrium may lead to the subsurface heating of the underlying 

Cu layer. This effect is illustrated in Figure 51, which shows the temporal evolution of 

temperature and pressure in the Ag on Cu bilayer system irradiated by a 60 fs laser 

pulse at Fabs = 0.05 J/cm2. During laser excitation of the conduction band electrons, 

most of the deposited energy is confined within the top Ag layer, leading to a 

substantially higher electron temperature in the Ag layer generated by the end of the 

laser pulse, as shown in Figure 51c. The hot electrons in the Ag layer rapidly equilibrate 

with the electrons in the Cu layer, and the electron temperature equalizes within the two 

layers during the first 2 ps after the laser pulse. Nevertheless, as can be seen from 

Figures 51a and d, the lattice temperature in the bottom Cu layer increases faster than 

that in the Ag layer and reaches much higher maximum values. This behavior can be 

explained by more than twice stronger electron-phonon coupling in Cu as compared to 
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Ag at room temperature and even larger difference between the two materials in the 

electronically excited state, due to the stronger contribution of thermally excited d-band 

electrons in Cu.22,89 As shown in Figure 51d, the equilibration between the electrons 

and phonons leads to the preferential heating of the Cu layer, and the difference in the 

lattice temperature within the two layers increases with time. By 6 ps, Figures 51a and 

d, subsurface heating of the Cu layer above the melting temperature firstly causes 

heterogeneous melting from the Cu-SiO2 interface, followed by a rapid homogeneous 

melting of the whole layer when the temperature exceeds 2000 K. However, the 

overlaying Ag layer still retains its original crystalline structure with the temperature 

below 1000 K. A similar effect of subsurface heating in femtosecond laser interactions 

with layered targets has been predicted in TTM calculations performed for Au-Cr 

targets 267  and in TTM-MD simulations of Au-Cu85 and Ag-Cu22 targets. 

Experimentally, the electronic energy redistribution under conditions of electron-

phonon non-equilibrium has been used to explain the results of time-resolved pump 

probe thermoreflectivity measurements performed for Au-Cr268 and Au-Pt269 layered 

systems. Another consequence of the rapid heating of the Cu layer is the generation of 

strong compressive pressure that reaches the level of 13 GPa just before the onset of 

the homogeneous melting of the layer, Figure 51b. As discussed below, the buildup of 

high pressure in the subsurface layer triggers complex dynamics of the pressure 

relaxation which, depending on irradiation conditions, may lead to the formation of 

internal voids, spallation of the film, or generation of a microbump by a tightly-focused 

laser beam. 
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Figure 51. The results of the TTM-MD simulation of Ag on Cu bilayer system irradiated by a 

60 fs laser pulse at an absorbed fluence of 0.05 J/m2. The contour plots of spatial and temporal 

evolution of lattice temperature and pressure are shown in (a) and (b), respectively. The 

direction of the laser pulse is indicated by the red arrow. The dashed lines mark the location of 

the interface between the Ag and Cu layers, and the solid lines show the position of the solid-

liquid interface. The gray regions represent the silica substrate. The distributions of electron 

and lattice temperature with respect to depth are plotted in (c) and (d), respectively. In (c,d), 

similar lines correspond to the same moments of time marked in (d). 

Figure 52 shows the contour plots of the temporal and spatial evolution of the 

lattice temperature and pressure in the target irradiated at higher absorbed fluences of 

0.1, 0.2, 0.3, and 0.4 J/cm2. At absorbed fluence of 0.1 J/cm2, the preferential subsurface 

heating and melting of the Cu substrate is apparent from Figure 52a, where the Cu layer 

can be seen to melt within several picoseconds following the laser excitation, while the 

lower part of the Ag layer remains solid up to about 20 ps. Similar to Figure 51b, the 

rapid heating and melting of the top part of the Cu layer leads to the generation of 

compressive stresses that drive compressive waves propagating into the overlaying Ag 

layer and towards the glass substrate. The complete reflection of the compressive wave 

from the top surface of the film and partial reflection from the substrate (the acoustic 
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impedance of silica glass is less than half of that of Cu) result in the generation of tensile 

waves. These waves converge on the interface between the layers and create tensile 

stresses sufficient for delamination of the film into Ag and Cu parts, with the Ag layer 

further separating into several parts at later time. In contrast to the ejection of the Ag 

layer in the quasi one-dimensional TTM-MD simulation performed with a relatively 

small lateral size of the computational cell, under experimental conditions of irradiation 

by a tightly focused laser beam, the delaminated Ag layer can be expected to decelerate 

due to its interaction with the surrounding colder material at the periphery of the laser 

spot, leading to the formation of a Ag bump similar to that observed in Figures 46a and 

b. According to the TTM calculations discussed in Section 5.3.1, the absorbed fluence 

of 0.1 J/cm2 is realized at about 1.4 J/cm2 of incident fluence, which is comparable to 

the fluence producing the bump shown in Figure 46a. 

At an absorbed fluence of 0.2 J/cm2 (~1.9 J/cm2 incident fluence), the 

temperature of Ag film is brought near the critical temperature (estimated as 3380 K 

for FBD EAM Ag), leading to an explosive decomposition and removal of the Ag film, 

Figure 52b. The temperature of the top part of the Cu layer also approaches the critical 

temperature (estimated as 5767 K for FBD EAM Cu) for a short time, but the 

decomposition of the Cu layer is suppressed by the pressure of the expanding plume 

produced by the explosive decomposition of the Ag layer. The ejection of the top Ag 

layer reveals the underlying Cu layer that can be expected to remain on the substrate. 

This scenario can be related to the experimentally observed breaching of Ag 

microbump, Figure 46c, at a fluence similar to that used in the simulation. 
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Figure 52. Spatial and temporal evolution of lattice temperature Tl and pressure P predicted in 

the TTM-MD simulations of Ag on Cu bilayer system irradiated by a 60 fs laser pulse at (a) 

Fabs = 0.1 J/cm2, Finc = 1.4 J/cm2, (b) Fabs = 0.2 J/cm2, Finc = 1.9 J/cm2, (c) Fabs = 0.3 J/cm2, Finc 

= 2.3 J/cm2, (d) Fabs = 0.4 J/cm2, Finc = 2.6 J/cm2. The black lines in (a,b) represent the solid-

liquid interfaces which outline the solid parts of the film. The black lines are not shown in (c,d) 

where fast homogeneous melting is completed within ~4 ps. The gray regions represent the 
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silica substrate. Regions with relative atomic density ρ/ρ0 of less than 0.07 are blanked, where 

ρ0 is the density of Cu at 300 K 

At a higher absorbed fluence of 0.3 J/cm2 (~2.3 J/cm2 incient fluence, Figure 

52c), the pressure from the Ag layer undergoing the phase explosion can no longer 

suppress the separation of the Cu layer from the substrate. The temperature of the Cu 

layer at the time of its separation from the substrate (appearance of a white low-density 

region near the substrate at ~250 ps) remains close to the critical temperature, and the 

separation is driven by pressure from vapor released at the Cu-substrate interface. 

Nevertheless, the Cu layer retains its integrity during the simulation, suggesting that, 

similarly to the Ag layer in the simulation performed at Fabs = 0.1 J/cm2, the deceleration 

due to the interaction of the layer with the surrounding colder material, as well as the 

Ag recoil vapor pressure from above, can prevent the ejection of the layer and lead to 

the formation of a Cu microbump and/or frozen nanojet similar to those shown in 

Figures 45d and e. 

Finally, at an absorbed fluence of 0.4 J/cm2 (~2.6 J/cm2 incident fluence, Figure 

52d), both Ag and Cu layers undergo an explosive decomposition into vapor and liquid 

droplets, leading to the complete removal of the bilayer film from the substrate. While 

the decomposition of the Cu layer into the mixture of vapor and small liquid droplets is 

difficult to see from the temperature and pressure contour plots shown in Figure 52, it 

is apparent in the corresponding density plot shown in Figure 53d discussed below. The 

fluence required for the complete film removal predicted in the simulations is in a good 

quantitative agreement with experimentally measured threshold fluence for Cu bump 

breaching, Finc = 2.8 J/cm2 (Figure 45) and the formation of a hole in the bilayer film 

(Figure 46f). 

In order to facilitate the connection between the computational predictions and 

the experimental EDX line scans, the density and composition profiles calculated for 

systems obtained by the end of the TTM-MD simulations are plotted, along with the 

density contour plots, in Figure 53. The system is divided into 1 nm-thick slices along 

depth, and the normalized density 𝜌/𝜌0 is calculated by dividing the local density in 
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each slice by the density of solid Cu at 300 K. The regions where 𝜌/𝜌0 is less than 

~0.1 can be regarded as regions where only vapor and small clusters of atoms are 

present. The density and composition profiles in the right panels of Figure 53 are plotted 

in blue and red colors, respectively, and are calculated for the last moment of time 

shown in the contour plots in the left panels of Figure 53. 

Below the threshold for the Ag layer breaching/removal, where the ejection of 

the Ag film from the center of the laser spot is expected to be suppressed by the 

interaction with surrounding colder regions, the EDX data mainly register Ag atoms 

but also detect a small fraction of Cu, Figure 46b. As can be seen from the right panel 

of Figure 53a, the mixing between the two layers is very limited at this fluence, and the 

Cu signal in Figure 46b is likely to be related to thinning of the Ag layer at the center 

of the laser spot during the microbump formation, which may allow the X-ray radiation 

to detect the underlying Cu layer. Above the Ag breaching threshold, as shown in the 

right panel of Figure 53b, the concentration of Ag mixed with the underlying Cu layer 

decreases from 20 at. % at a depth of 55 nm to zero at 60 nm, resulting in an average 

of about 10 at. % Ag in the surface region of remaining target, which agrees well with 

the results of experimental measurements, Figures 46c and d. Further increase in the 

laser fluence does not result in a substantial increase in the amount of Ag diffusing into 

the Cu layer, Figure 53c, although an additional deposition of Ag from the expanding 

plume is likely to occur at a later time and to result in an increased concentration of Ag 

that can be seen in Figure 46e. Finally, above the Cu breaching threshold, the whole 

system is disintegrated, as reflected by the rapid drop in density in the contour plot and 

the low values of density in the mixing region shown in Figure 53d. The material 

undergoing an explosive decomposition into vapor and small liquid droplets (on the 

timescale beyond the time of the simulation) is expected to be completely ablated away, 

resulting in the complete breaching of the film in the central part of the laser spot 

(Figure 46f). At the periphery of the laser spot, where the local fluence corresponds to 

the threshold for removal of the Ag layer only, the Cu layer with residual Ag can be 

seen. 
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Figure 53. Spatial and temporal evolution of density normalized to the density of Cu at 300 K 

(left panels) and the distribution of normalized density and the elemental composition in the 
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mixing regions at the end of simulations (right panels) shown for the simulations illustrated by 

Figure 52. In the left panels, the regions where the normalized density is below 0.07 are blanked, 

the gray regions represent the silica substrate, and the black lines correspond to solid-liquid 

interfaces that outline the solid parts. In the right panel of (a), the gray areas show the regions 

of zero density, where the composition cannot be defined. 

5.3.3 TTM-MD simulations of laser-induced phase transformation and material 

ejection in the Cu on Ag bilayer film 

The results from TTM-MD simulations of laser irradiation on the Cu on Ag 

bilayer system are shown in Figure 54. As discussed before, Cu has significantly 

stronger electron-phonon coupling and shorter electron mean free path as compared to 

Ag, which contribute to the much faster thermalization of the excited electrons and 

stronger confinement of the deposited laser energy in the surface region of the Cu layer. 

The confinement of the deposited energy within the top part of the Cu layer can be seen 

in the temperature contour plots in Figures 54a and b. Note that the initial temperature 

evolution during the first 30 ps after the laser pulse is strongly affected by the dynamic 

relaxation of the laser-induced pressure (the propagation of the compressive and tensile 

components of the pressure wave produce strong transient heating and cooling of the 

material, respectively, by adiabatic compression and expansion7,12). However, the 

strong confinement of the deposited energy in the top part of the Cu layer is apparent 

from the large temperature differences between the Cu spalled layers, and is likely to 

result in a lower threshold of surface modification and damage, which explains the large 

ablation of Cu layer without bump formation as observed in experiments, Figure 47. As 

predicted in large-scale TTM-MD simulations of laser-induced photomechanical 

spallation,84 the nucleation, growth, and coalescence of laser-induced subsurface voids 

leads to the formation of a transient foamy structure of interconnected liquid regions 

between the spalled layer and the remaining target. The fast cooling, resulted from the 

strong gradient of the deposited energy in the top part of the target, solidification, and 

break of this transient foamy structure is likely to be responsible for the characteristic 

rough morphology experimentally observed at the periphery of the (partially) ablated 

Cu layer in Figures 47b-f. The strong localization of the energy deposition in the top 

part of the Cu layer may also be related to the presence of a substantial amount of Cu, 
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in excess of 20 at. %, revealed by the EDX analysis at relatively high laser fluences, in 

the regimes of microbump formation, Figures 47d and e, and even within the remnant 

bump material at fluences resulting in the breaching of the microbump, Figure 47f. 
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Figure 54. Spatial and temporal evolution of lattice temperature Tl and pressure P predicted in 

the TTM-MD simulations of Cu on Ag bilayer system irradiated by a 60 fs laser pulse at (a) 

Fabs = 0.1 J/cm2, Finc = 1.1 J/cm2, (b) Fabs = 0.2 J/cm2, Finc = 1.6 J/cm2, (c) Fabs = 0.3 J/cm2, Finc 

= 1.9 J/cm2, (d) Fabs = 0.4 J/cm2, Finc=2.2 J/cm2. The black lines in (a,b) represent the solid-

liquid interfaces which outline the solid parts of the film. The black lines are not shown in (c,d) 

where fast homogeneous melting is completed within ~4 ps. The gray regions represent the 

silica substrate. Regions with relative atomic density ρ/ρ0 of less than 0.07 are blanked, where 

ρ0 is the density of Cu at 300 K. 

The large difference between the threshold fluences of surface modification, 

microbump formation, microbump breaching, and nanojet formation in the Cu on Ag 

bilayer compared to the Ag on Cu system, as shown in Figure 45, can be related to the 

fact that a large fraction of the laser energy goes into the heating, explosive 

decomposition, and expulsion of the of the top part of the Cu layer. This can be seen 

from the results of TTM-MD simulations performed at all laser fluences, Figures 52 

and 54. The recoil pressure exerted by the ablation of the top part of the Cu layer can 

further suppress the formation of the microbumps and nanojets in the underlying Ag 

laser. While the quasi one-dimensional TTM-MD simulations cannot fully capture the 

three-dimensional dynamics of the formation of microbumps and nanojets, the 

threshold fluences observed in experiments, Figures 45 and 47, are in a reasonable 

agreement with the computational predictions. At the absorbed fluence of 0.1 J/cm2, the 

Cu layer disintegrates into three spalled layers, which are stabilized by the periodic 

boundary conditions applied in the lateral directions in the TTM-MD simulations. In 

experiments, however, the thin spalled layers with strongly confined thermal energy 

will eventually lose their integrity,270 producing the rough surface morphology, similar 

to that in Figure 47c, through decomposition and rapid solidification. The absorbed 

fluence of 0.2 J/cm2 is close to the conditions for partial spallation of the Ag layer which 

is more apparent at higher fluence, 0.3 J/cm2, as can be seen from the transient 

appearance of voids or low-density region within the Ag layer in the density contour 

plot in Figures 55b and c. The partial spallation of the underlying layer can be related 

to the formation of microbump observed in experiments at the absorbed fluence of 0.21 

J/cm2, Figure 47d. An explosive disintegration of the Ag layer heated up to the critical 

temperature is predicted in the TTM-MD simulations for an absorbed fluence of 0.4 
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J/cm2, Figures 54d and 55d, which is comparable to the film breaching threshold 

observed in experiments, Fabs = 0.59 J/cm2 (Figure 45b). 
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Figure 55. Spatial and temporal evolution of density normalized to the density of Cu at 300 K 

(left panels) and the distribution of normalized density and the elemental composition in the 

mixing regions at the end of simulations (right panels) shown for the simulations illustrated by 

Figure 54. In the left panels, the regions where the normalized density is below 0.07 are blanked, 

the gray regions represent the silica substrate, and the black lines correspond to solid-liquid 

interfaces that outline the solid parts. In the right panel of (a), the gray areas show the regions 

of zero density, where the composition cannot be defined. 

5.3.4 Summary 

In this section, TTM-MD simulations of the single-pulse femtosecond laser 

irradiation have been performed for the Ag-Cu bilayer films deposited on a glass 

substrate. The results from the simulations provide detailed information on the channels 

of energy redistribution and laser-induced phase transformations, and reveal the 

physical processes responsible for the laser-induced formation of microbumps. The 

computational predictions are related to the experimental observations, enabled by 

conversion of the incident laser fluence to the absorbed one based on a series of TTM 

simulations accounting for the electron temperature dependence of the reflectivity. 

As demonstrated by the TTM-MD simulations, the energy redistribution in the 

bilayer system is largely defined by the difference in the strength of electron-phonon 

coupling between the two layers, and affects the values of threshold fluences for 

materials modification and the final surface morphology. In the Ag on Cu system, the 

stronger electron-phonon coupling of Cu results in the energy channeling from the top 

Ag layer to the underlying Cu layer during the time period of electron-phonon 

nonequilibrium, following the laser excitation of electrons in the Ag layer. The hot 

electrons of the Ag layer rapidly equilibrate with the electrons in the Cu layer, which in 

turn equilibrate with phonons, leading to the preferential heating and melting of the Cu 

layer. The formation of microbumps is found to occur at fluences exceeding the 

threshold for complete melting of the bilayer system, which is driven by the dynamic 

relaxation of the laser-induced compressive stress generated in the rapidly heated Cu 

layer. Further increase of the fluence leads to the complete removal of the top Ag layer 

and expulsion of the underlying Cu layer, the latter process is assisted by the release of 

vapor at the substrate-Cu interface due to the strong superheating of the molten Cu layer. 
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This may lead to the formation of a microbump or a nanojet observed in experiments. 

In the case of Cu on Ag, a significantly lower effective depth of laser energy 

deposition and stronger electron-phonon coupling of Cu, as compared to Ag, lead to 

faster thermalization of the excited electrons and confinement of the deposited laser 

energy within the top part of the Cu layer. The energy confinement results in partial 

spallation of the Cu layer below the microbump formation threshold, leaving behind a 

characteristic frozen foamy surface morphology explained by the rapid cooling 

conditions created in this system. The surface structures formed at higher fluences 

mainly consist of Ag but still contain about 20 at. % of Cu. 

Overall, in all systems the generation of microbumps is found to occur in the 

molten state and is driven by the dynamic relaxation of the laser-induced stresses, as 

well as the release of vapor at the substrate-metal interface at high fluences, when the 

molten material is strongly superheated close to the critical temperature. The resistance 

from the colder material at the periphery of the laser spot to the ejection of spalled 

layers, as well as the rapid solidification of the transiently molten structures, are largely 

defining the final shapes of laser-generated surface structures. 
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6. Large-scale simulation of femtosecond laser interaction with a Ag 

bulk target in the regime of phase explosion 

6.1 Introduction 

In the previous section, laser-induced collective ejection of the top layer or 

entire thin film, has been demonstrated in atomistic simulations of Ag-Cu bilayer films, 

leading to the formation and rupture of microbumps observed in experiments. Indeed, 

short pulse laser ablation of materials has been actively utilized in a broad range of 

practical applications, such as high precision cutting and drilling86, 271 , 272 , surface 

microfabrication and processing35,273-276, and generation of nano- and micrometer-sized 

particles277-283. 

One of the primary mechanisms of short pulse laser ablation is phase explosion, 

when strong laser energy deposition brings the surface region of the irradiated target 

beyond the limit of its thermodynamics stability, triggering an explosive decomposition 

of the overheated liquid into a mixture of vapor atoms and liquid droplets. A well-

defined threshold fluence, where the transition from normal evaporation to phase 

explosion leads to a steep increase of material ejection rate, is observed in 

experiments.38,39,40,41 Short pulse laser ablation can be also initiated at the fluence much 

lower than the phase explosion threshold, 284 - 286  which is attributed to the 

photomechanical effects driven by the relaxation of laser-induced stress under the 

conditions of stress confinement. The interaction of the thermoelastic compressive 

stress with free surface of the irradiated target leads to the formation of an unloading 

tensile wave propagating deep into the bulk target. The magnitude of the tensile stress 

increases with depth and laser fluence, and causes cavitation in a metastable liquid 

subsurface region or mechanical fracture/spallation of a brittle solid target. The 

coalescence of cavities or microcracks can lead to the mechanical disruption and 

ejection of large droplets or fractured solid fragments8,285,287, resulting in the process of 

so-called photomechanical ablation or spallation. 

Theoretical understanding of the material response to the fast laser excitation in 
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the regime of ablation, including modification of the material properties by strong 

electronic excitation, fast non-equilibrium phase and structural transformations on 

target surface, and complex processes occurring in the ablation plume, is challenging 

and cannot be fully developed through direct experimental observations. MD 

simulations, which can provide atomic insights of the complex non-equilibrium 

processes during material ejection, have been applied in revealing the kinetics and 

mechanisms responsible for photomechanical spallation,8,10,12,27,82-84,210-213,288,289 phase 

explosion,8,10,27,43,83,84,290-304, and evolution of surface microstructures in the irradiated 

target.24,26,228 In the regime of spallation, the relaxation of photomechanical stresses 

provides the driving force for the nucleation and growth of subsurface voids that leads 

to the formation of a foamy liquid structure interconnected by bridges and the 

separation of the spalled layer from the bulk of the target by coalescence and eventual 

percolation of multiple voids. In the regime of phase explosion, an explosive release of 

vapor, rather than the relaxation of photomechanical stresses, provides the main driving 

force for the collective ejection of the overheated surface region of the target. The 

elongation and eventual breakup of the liquid bridges connecting the ejected layers with 

the bulk target can contribute to the formation of complex surface morphology, 

featuring several nanospikes with a remarkable variability of the structural motifs. The 

high thermal conductivity of metals combined with the strong localization of the laser 

energy deposition result in high cooling rates. The processes of rapid solidification 

under conditions of deep undercooling play an important role in defining the shape and 

structure of the frozen nanospikes. 

The characteristic sizes of the structural features (void, transient liquid filaments, 

droplets, nanospikes, etc.) generated in the course of laser can reach several tens or even 

hundreds of nanometers, which usually exceed the dimensions of computational 

systems commonly used in atomistic simulations. As a result, the periodic boundary 

conditions applied in the lateral directions cannot completely eliminate the effect of the 

finite size of the computational cell on simulation results, thus leaving the question on 

the sensitivity of the computational predictions to the size of the simulated systems 
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open. In this section, a record-size TTM-MD simulation of laser ablation of a Ag bulk 

target is performed to provide reliable information on the characteristics of the ablation 

plume and the modification of surface morphology. A brief description of the 

computational setup used in the simulations is given in Section 6.2. The mechanisms 

responsible for the formation of the nanospikes and the processes that define their 

complex nanostructure are revealed in Section 6.3. The formation and evolution of the 

ablation plume, and the cluster distribution in the plume are analyzed in Section 6.4. In 

Section 6.5, the effect of finite lateral size of the system on computational predictions 

is discussed. The results of atomistic simulations of laser ablation in the regime of phase 

explosion and under conditions of stress confinement are summarized in Section 6.6. 

6.2 Computational setup 

The simulations of laser ablation of the bulk Ag target are performed with the 

TTM-MD method described in Section 2.1. The MD part of the computational system 

represents the top 300 nm surface region of a single crystal Ag target, enabling detailed 

analysis of the kinetics and mechanisms of the laser-induced phase and structural 

transformations, including melting and solidification, photomechanical generation of 

subsurface voids, hydrodynamic flow of liquid, and phase explosion, with atomic 

resolution. At the bottom of the MD domain, a dynamic pressure-transmitting boundary 

condition93,94 is applied to allow nonreflecting propagation of the laser-induced 

pressure waves from the surface region to the bulk of the target. In the continuum part 

of the model, the TTM equation of electron temperature, Eq. (2.1), is solved on a 3D 

grid with the cell size of 4 nm × 4 nm × 2 nm down to the depth of 3 μm. The smaller 

dimension of 2 nm in the direction normal to the target surface is used to provide 

adequate treatment of the strong electron temperature gradient generated by short laser 

pulse. The size of 3 μm for the TTM subsystem is chosen to ensure that no significant 

changes in the electron and lattice temperatures are observed at the bottom of the 

continuum region. 

The initial Ag target has fcc structure with (001) surface orientation, and 

periodic boundary conditions are applied in the lateral directions. To provide realistic 
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descriptions of the generation of subsurface voids and liquid droplets, the lateral size 

of the computational system is chosen as 400 nm, with the MD subsystem consisting 

of 2.8 billion atoms. To evaluate the effects of the finite lateral size applied with periodic 

boundary conditions on the computational predictions, the results of the large-scale 

simulation are compared with two additional simulations performed under the same 

irradiation conditions but with different lateral sizes, 20 nm and 100 nm, for the system. 

The interatomic interactions between the Ag atoms are described by the FBD 

EAM potential.221 Some properties predicted by this interatomic interaction potential, 

and the parameters used in the TTM equation for the electron temperature, are provided 

in the computational setup for the Ag-Cu bilayer system in Section 5.3.1. The threshold 

temperature of phase explosion at zero pressure is determined from a series of constant 

temperature and pressure simulations. In the simulations, a small cubic system 

consisting of 4000 atoms is firstly melted above ~1.2 𝑇𝑚, followed by heating and 

equilibrating at 3050 K (~2.7 𝑇𝑚). Later, the system is slowly heated with an increment 

of 10 K every 3 ns, until a sharp increase in the volume of the system is observed. 

Periodic boundary conditions are applied on all three directions and the pressure is 

controlled at zero. As shown in Figure 56, the onset of explosive decomposition of the 

system is manifested by the sharp increase in the volume around 3100 K, which is 

estimated as the threshold temperature for phase explosion. The value is ~8% lower 

than the critical temperature of 3380 K given in Section 5.3.1. 

 

Figure 56. Temporal evolution of the 

volume of a cubic Ag system 

containing 4000 atoms in the MD 

simulations of slow heating. The initial 

temperature is 3050 K and from time 

0, the temperature of the system is 

increased by 10 K and controlled at 

zero pressure for every 3 ns, as 

indicated by the simulation periods 

separated by dashed lines. The 

temperature controlled for the system 

during each period is noted. 

The atomistic part of the system is pre-equilibrated at 300 K before applying 
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the laser pulse. Laser energy deposition with uniform intensity along the lateral 

directions is represented by the source term Eq. (2.3), which assumes a Gaussian 

temporal profile and an exponential attenuation of laser intensity with depth under the 

surface (Beer-Lambert law). The laser pulse duration is 100 fs, much smaller than the 

characteristic time of mechanical relaxation of the heated volume, satisfying the 

conditions of stress confinement. The absorbed fluence is chosen as 3000 J/m2, above 

the threshold of phase explosion. 

6.3 Modification of the surface morphology by laser ablation in the 

regime of phase explosion 

The response of the Ag bulk target to the 100 fs laser irradiation is illustrated in 

Figure 57 by contour plots showing the temporal and spatial evolution of the lattice 

temperature and pressure for the first 400 ps. As shown in Figure 57a, strong laser 

energy deposition leads to significant heating of the surface region of the Ag target over 

the threshold temperature for phase explosion, 3100 K. At such high temperature, the 

top part of the molten target becomes unstable and undergoes an explosive 

disintegration into a mixture of vapor and liquid droplets. This can be seen from the top 

part of the snapshots in Figure 58, where the explosive ablation of vapor atoms and 

small clusters (red color) are shown. The fast heating of the surface region under 

conditions of stress confinement leads to the buildup of high compressive stress, Figure 

57b, which in turn relaxes by driving a compressive pressure wave deeper into the bulk 

of the target and inducing an unloading tensile wave from the free surface that follows 

the compressive component. The strength of the unloading tensile wave increases with 

depth, and reaches the maximum value of around -1.5 GPa at ~150 ps in the region 

close to the melting front. At the depth of 100-160 nm, where the liquid is strongly 

overheated, passing of the tensile pressure wave during 100-150 ps with negative stress 

around -1 GPa brings this metastable subsurface region across the stability limit against 

the onset of cavitation, leading to the nucleation and growth of large number of voids 

as can be seen in Figure 58. 
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Figure 57. Contour plots of the spatial and temporal evolution of lattice temperature (a) and 

pressure (b) in the TTM-MD simulation of a Ag bulk target irradiated by a 100 fs laser pulse at 

an absorbed fluence of 3000 J/m2. The black solid lines near the surface of the target show the 

movement of the crystal-liquid interface, and the black lines in the lower parts of the contour 

plots show the location of the nonreflecting boundary applied at the bottom of the MD part of 

the computational domain. 

 

Figure 58. Snapshots of atomic configurations predicted in the TTM-MD simulation of a Ag 

bulk target irradiated by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. The snapshots 

are shown for the time of 150 ps, 200 ps, 250 ps, and 500 ps after laser pulse. The atoms are 

colored according to their potential energies. 

The growth and coalescence of the subsurface voids results in the formation of 

a complex structure of interconnected liquid bridges connecting the top liquid layers 

with the bulk of the target. As shown in Figure 59, the ejected liquid layers move away 

from the target at a velocity around 150 m/s, occurring concurrently with the elongation, 

shrinking, and breakdown of the liquid bridges. The breakdown of the liquid bridges 
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starts from 2000 ps and is completed shortly after 5000 ps, resulting in the separation 

of the spalled liquid layers and formation of several nanospikes on the remaining target 

surface. Driven by minimization of the surface energy, the liquid droplets generated by 

disintegration of the interconnected liquid structure evolve into spherical nanoparticles 

with the size ranging from a few nanometers to tens of nanometers. The ejected liquid 

part, as shown at the time of 3500 ps, will disintegrate into several large droplets after 

sufficiently long time of evolution, which cannot be modeled due to the high 

computational cost of atomistic simulations. However, by counting the number of 

atoms in the lower part of the ejected layer outlined by the red dashed rectangle, 

estimated as ~0.38 billion atoms, we can expect that it will eventually evolve into a 

large spherical droplet with radius exceeding 120 nm. This value is comparable to the 

depth of material ejection on the surface of the irradiated target. The upper part of the 

spalled liquid layer, which contains ~0.25 billion atoms, starts to disintegrate during the 

simulation that will result in several large droplets with radius of tens of nanometers. 

The dynamic evolution of the liquid bridges also has important implications on 

the thermal transport and the kinetics of solidification in the surface region of the target. 

Figure 60 illustrates the undercooling levels in the surface region of the target for a 

range of time from 4500 ps to 7000 ps after the laser pulse. The system is discretized 

into 2 nm × 2 nm × 2nm  grid cells, and the local temperature of each cell is 

calculated based on the kinetic energy of atoms in that cell. The liquid bridges act as 

channels of conductive heat flow from the hot liquid spalled layer to the bulk of the 

target. After the breakdown of the bridges and formation of nanospike, as exemplified 

in the region outlined by black rectangle at the time of 5500 ps, complete termination 

of the heat flow results in rapid cooling of the top parts of the nanospike down below 

~0.9 Tm. Further separation of the hot droplets from the nanospike during the following 

1000 ps leads to a strong undercooling at the top of the remaining nanospike, as outlined 

by black rectangle at 6500 ps, below 0.65 Tm. Such high level of undercooling, as 

discussed for other metals in Section 4 and predicted for EAM Ag in earlier studies,23,24 

leads to the fast solidification of the remaining liquid region proceeding through 
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homogenous nucleation and growth of new crystallites, thus determining the 

nanocrystalline structure and morphology of the frozen nanospikes as discussed below. 

 

Figure 59. Snapshots of atomic configurations predicted in the TTM-MD simulation of a Ag 

bulk target irradiated by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. The snapshots 
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are shown for a wide range of time to illustrate the evolution of the liquid structure near the 

target surface. The atoms are colored according to their potential energies. 

 

Figure 60. Snapshots of local temperature predicted in the TTM-MD simulation of a Ag bulk 

target irradiated by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. The temperature is 

calculated for the 2 nm × 2 nm × 2nm grid cells of the system and normalized to the melting 

temperature. The cells with density lower than 0.88 ρ0, where ρ0 is the liquid density at melting 

temperature, are blanked. The black rectangles at the time of 5500 ps and 6500 ps outline the 

top regions of the nanospike illustrating the rapid cooling after breakdown of the liquid bridge. 

The red dashed rectangle outlines the region where a thick node is formed. The red and black 

circles at the time of 5000 ps mark the region of local temperature increase due to rapid 

solidification, as discussed in Figures 64 and 65, respectively. The dashed circle at the time of 

5500 ps marks the region where sufficient undercooling level leads to the onset of homogeneous 

nucleation, as discussed in Figure 66. The formation of nanospikes marked as A, B, and C are 

discussed in the text. 

As discussed above, the elongation, shrinking, and eventual breakdown of the 

liquid bridges lead to the formation of nanospikes. The shape of the nanospikes is 

defined by the dynamic evolution of the liquid bridges and the process of solidification. 

The surface morphology of the Ag target at the end of the simulation (7000 ps) is shown 

in Figure 61, featuring a total number of 9 nanospikes formed on the surface, with the 

length ranging from tens of nanometer to ~300 nm. Most of the nanospikes have a sharp 

tip, as expected from the shrinkage and breakdown of the liquid bridges, followed by 
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prompt completion of the solidification process under conditions of strong 

undercooling. However, if the bridge breaks at a time when the majority of the 

nanospike still remains in liquid phase and the undercooling is not sufficiently high to 

induce homogeneous solidification, the shape of the nanospike could undergo a 

substantial evolution driven by the minimization of the surface energy. Indeed, the 

evolution of the top part of the broken liquid bridge into a spherical shape is observed 

on nanospike A marked in Figure 60 from 4500 ps to 5500 ps. The spherical head is 

then separated from the nanospike at ~6000 ps, forming a nanoparticle with a radius of 

~30 nm. If the sphere is crystallized without separation from the nanospike, a spherical 

head instead of sharp tip of the nanospike can be observed, as shown on the top of spike 

B marked in Figure 60. Indeed, the spherical heads of the nanospikes are commonly 

observed in the experiments of laser ablation of different materials.13,227,275 

 

Figure 61. Snapshot showing the final 

surface morphology of the Ag target 

with lateral size of 400 nm, predicted 

from the TTM-MD simulation of 

ablation by a 100 fs laser pulse at an 

absorbed fluence of 3000 J/cm2. A and 

C mark the same nanospikes as in 

Figure 60, for which the 

nanocrystalline structure is analyzed 

below. 

A prominent feature of nanospike A is the formation of a thick node in the 

middle part of the nanospike, as marked by the red dashed rectangle in Figure 60 at the 

time of 7000 ps, which can be explained as a result of interactions between liquid 

bridges. As illustrated in Figure 62, a small nanospike is separated from the ejected 

liquid layer before 2500 ps, with the top part evolving into spherical shape. The bottom 

of this nanospike is connected with other two intertwined liquid bridges at the time of 

2500 ps, and minimization of the surface energy drives the coalescence of the bridges 

with the nanospike during the following 500 ps. By 3250 ps, the head of the nanospike 

merges within the coarsened liquid bridge in the region outlined by the black rectangle, 
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forming a node that tends to evolve into spherical shape, as shown in Figure 59 from 

3500 ps to 7000 ps. Similar process of coalescence between two intertwined liquid 

bridges also leads to the large sphere at the top of nanospike C, as can be seen from 

3500 ps to 5000 ps in Figure 59. 

 

Figure 62. Snapshots illustrating the process responsible for the formation of a thick node in 

nanospike A as marked by the red dashed rectangle in Figure 60. The region where the small 

nanospike is coalesced with the liquid bridges is outlined by black rectangle. To provide a clear 

view of the merging process, the atomic configuration is shown along the direction that is 

different from Figures 60 and 61. 

In order to understand the solidification process of the nanospikes and their 

nanocrystalline structure, the atomic configurations of the nanospikes A and C as 

marked in Figures 60 and 61 are analyzed and shown in Figures 63-66. The local 

structural environment is identified for each atom following a method suggested in Refs. 

22 and 305, so that the liquid phase, crystal structure, and defects can be clearly 

identified. In Figures 63-66, the atoms with local hcp structure are colored in red, and 

yellow atoms are associated with fcc structure. Therefore, the twin boundaries and 

stacking faults are represented by the single and double red atomic layers on yellow 

background. Blue atoms correspond to the liquid phase, surfaces, dislocations, or grain 

boundaries surrounding the nanocrystalline grains. 

At the base of nanospike C, Figure 63, solidification proceeds through epitaxial 

regrowth of the original single-crystal target before 4250 ps, which is manifested by the 
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same crystal orientation with the bulk target. In the region outlined by the black 

rectangle, stacking faults on different {111} planes are observed, which can be related 

to the emission of partial dislocations from the crystal-liquid interface when strong 

tensile wave passes through, similar to the process discussed in Section 4.2.4 for short 

pulse laser-induced defects in Ni50Fe20 target. The stacking faults are left behind by the 

partial dislocations during the epitaxial crystal growth, and are terminated by emission 

of trailing dislocations from the solidification front or extended to the free surface. In 

other parts of the nanospike, a mixture of fcc-hcp structure is observed, which can be 

explained by the cross-nucleation of hcp {0001} layers on the structurally compatible 

{111} faces of growing fcc crystal. The high probability of nucleation of atomic layers 

with hcp stacking sequence on the {111} facets of the growing fcc crystal is related to 

the relatively low energies of coherent twin boundaries and stacking faults 306  as 

compared to the strong driving force for the solidification. Similar process of the cross-

nucleation of the metastable hcp phase has been demonstrated in atomistic simulations 

of liquid Ag,24 Cu,307 as well as in Lennard-Jones liquids.308,309 

 

Figure 63. Snapshots illustrating the resolidification process in the lower part of spike C 

marked in Figures 60 and 61. To provide a clear view of the nanocrystalline structure and the 
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shape of the nanospike, the atomic configurations are shown for a 15 nm thin slice cut by (100) 

planes passing through the nanospike. The views of the cross sections are shown along the [110] 

direction. The atoms are colored according to their local structural environment,22,305 so that the 

fcc and hcp atoms are colored yellow and red, respectively. The green color corresponds to 

atoms with bcc structure. The atoms that belong to the liquid phase, crystal defects (point 

defects, dislocations, or grain boundaries), or free surfaces are colored blue, which are blanked 

except for the last image to expose the process of homogenous crystallization. The dashed 

rectangle marks the nucleation of a crystallite at 4250 ps, and the solid rectangle at the time of 

7000 ps outlines the region where stacking faults left behind the emitted partial dislocations 

during epitaxial crystal growth are formed. 

The propagation of the solidification front at the base of nanospike C takes place 

under conditions of increasing undercooling of the remaining molten region. By the 

time of 4250 ps, the temperature of the liquid in the immediate vicinity of the 

solidification front drops below the level required for the onset of homogeneous 

nucleation, resulting in the appearance of one crystallite as marked by the dashed 

rectangle in Figure 63. This crystallite then grows and merges with the solidification 

front propagating through epitaxial regrowth of the substrate, by 4500 ps, locking the 

interface between the single crystal part of the target and the nanocrystalline region at 

the depth of ~80-85 nm. 

In the top part of nanospike C, Figure 64, several crystal nuclei with random 

crystallographic orientations appear almost simultaneously at 4750 ps, followed by 

subsequent growth of the nuclei and the formation of a nanocrystalline structure. The 

cross-nucleation of hcp and fcc regions on close-packed faces of the growing 

crystallites is observed, resulting in a similar mixed fcc/hcp structure in each nanograin 

as in Figure 63. The release of the latent heat of solidification due to the homogenous 

nucleation and growth of new crystallites leads to a pronounced increase in the local 

temperature, thus retaining the top of nanospike C above 0.7 𝑇𝑚, as shown by the red 

circle in Figure 60 at the time of 5000 ps. 

In nanospike A, the homogeneous nucleation and growth of new crystallites in 

the strongly undercooled liquid region, forming the nanocrystalline structure, in the 

lower and upper part is illustrated in Figures 65 and 66, respectively. From 4750 to 

5000 ps, the fast crystallization in the knob as shown in Figure 65 releases a large 
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amount of latent heat, leading to the increase of local temperature up to 0.9 𝑇𝑚, as 

shown in the region marked by the black circle in Figure 60 at the time of 5000 ps. As 

discussed above, the breakdown of the liquid bridge leads to fast cooling of the top part 

of the nanospike. As shown in the region marked by the dashed circle in Figure 60 at 

the time of 5500 ps, undercooling down to ~0.67 𝑇𝑚 is achieved, creating conditions 

for the homogeneous nucleation of a crystallite at the depth around -80 nm (80 nm 

above the initial target surface), Figure 66. The onset of homogeneous nucleation at this 

level of undercooling is also demonstrated in previous simulation.24 After growing 

grains join together and form nanocrystalline structure, grain coarsening through 

disappearance of the small grains and growth of larger ones takes place, as illustrated 

in the regions outlined by the black rectangles in Figures 65 and 66, to minimize the 

interfacial and surface energy. Interestingly, at 6500 ps, a liquid droplet moves to the 

nanospike, followed by rapid cooling and crystallization, forming a spherical node with 

nanocrystalline structure on the nanospike. 

 

Figure 64. Snapshots illustrating the resolidification process in the upper part of spike C 

marked in Figures 60 and 61. The atomic configurations are shown for a 13 nm thin slice cut 
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by (100) planes passing through the nanospike, with the views of the cross sections along the 

[110] direction. The atoms are colored according to their local structural environment as in 

Figure 63. In the upper panel, the atoms that belong to the liquid phase, crystal defects, or free 

surfaces are blanked to expose the process of homogenous crystallization. In the lower panel, 

all atoms are shown so that the shape of the nanospike and grain boundaries are apparent. 

 

Figure 65. Snapshots illustrating the resolidification process in the lower part of spike A 

marked in Figures 60 and 61. The atomic configurations are shown for a 10 nm thin slice cut 

by (010) planes passing through the nanospike, with the views of the cross sections along the 

[010] direction. The atoms are colored according to their local structural environment as in 

Figure 63. The black rectangles mark the region where grain coarsening occur. 
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Figure 66. Snapshots illustrating the resolidification process in the upper part of spike A 

marked in Figures 60 and 61. The atomic configurations are shown for a 10 nm thin slice cut 

by (010) planes passing through the nanospike, with the views of the cross sections along the 

[010] direction. The atoms are colored according to their local structural environment as in 

Figure 63. The atoms that belong to the liquid phase, crystal defects, or free surfaces are blanked 

for the time from 4500 ps to 6250 ps. While all atoms are shown at the time of 6500 ps and 

7000 ps to illustrate the grain coarsening in the region marked by the black rectangles. 
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6.4 Cluster distribution in the ablation plume generated by 

femtosecond laser ablation of the Ag target 

As discussed in the previous section, laser heating of the Ag target in the regime 

of phase explosion leads to the decomposition of the surface region into vapor and 

clusters/droplets, forming a multi-component ablation plume expanding from the initial 

surface. Figures 67-69 show the snapshots for a broad range of distance from 0.15 μm 

below the original free surface up to 1.85 μm, 3.85 μm, and 5.85 μm above the surface 

at times of 600 ps, 1500 ps, and 3150 ps after laser irradiation, respectively. A 

hierarchical structure of the ablation plume exhibiting spatial segregation of clusters of 

different sizes in different positions is apparent: in the top part of the plume only vapor 

atoms and small clusters are observed, medium-size clusters are predominantly 

localized in the middle of the plume, and in the vicinity of the target surface, large 

clusters are formed through decomposition of the complex interconnected liquid 

structure and gradually develop into well-defined spherical liquid droplets. 

 

Figure 67. Atomic configuration of the ablation plume predicted in the large-scale TTM-MD 

simulation of laser ablation of a bulk Ag target irradiated by a 100 fs laser pulse at an absorbed 

fluence of 3000 J/m2. The snapshot is plotted for a time of 600 ps after laser irradiation. The 

lateral dimension of the system is 400 nm. The atoms are colored according to their potential 

energies. 
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Figure 68. Atomic configuration of the ablation plume predicted in the large-scale TTM-MD 

simulation of laser ablation of a bulk Ag target irradiated by a 100 fs laser pulse at an absorbed 

fluence of 3000 J/m2. The snapshot is plotted for a time of 1500 ps after laser irradiation, and 

is shown as a sequence of two consecutive fragments covering a range from 0.15 μm below the 

level of the initial surface of the target up to 3.85 μm above the surface to provide a broader 

view of the ablation plume. The lateral dimension of the system is 400 nm. The atoms are 

colored according to their potential energies. 

Contour plots of the spatial density distribution of clusters of different sizes at 

600 ps, 1500 ps, and 3150 ps after laser excitation, Figure 70, provide a detailed analysis 

of the dynamic evolution of the ablation plume. The large lateral computational size of 

400 nm ensures a statistically adequate representation of the spatial distribution of 

medium and large clusters. Figures 70a,c,e show the distributions of individual atoms 

and clusters consisting of up to 1000 atoms, and Figures 70b,d,f show the distribution 

of all clusters and droplets in the ablation plume based on the values of their radius. The 

radius of each cluster is calculated according to the number of atoms, 𝑅 = √
3𝑁

4𝜋𝜌0

3
, 

where 𝜌0 = 51.95 nm-3 is the number density of liquid Ag at the melting temperature, 

and 𝑁 is the number of atoms in the cluster. Therefore, a cluster consisting of 1000 

atoms has the radius of 1.66 nm. Each scattering point in Figures 70b,d,f is plotted by 

counting all clusters/droplets that have similar radius within a range of 0.5 nm 
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difference. The distributions of individual atoms and small clusters consisting of less 

than 200 atoms have peaks at ~1 μm, ~2.4 μm, and ~6 μm from the initial surface, 

respectively, at 600 ps, 1500 ps, and 3150 ps after laser irradiation. The shape of the 

distributions characterizes a free expansion of the vapor atoms and small clusters in 

both directions away from the target and toward the target, the latter is resisted by the 

interconnected liquid structure and large droplets, as manifested by the asymmetric 

shape of the distribution with steeper lower profile, especially at 3150 ps. The spatial 

distribution of larger clusters and liquid droplets shift closer the target surface with 

increasing size. Liquid droplets consisting of more than 0.1 million atoms, which 

correspond to the radius larger than 7.7 nm, can only be found below 4.4 μm from the 

initial surface of the target. 

The spatial segregation of clusters and droplets of different sizes in different 

parts of the ablation plume have also been observed in previous MD 

simulations8,84,291,43,297,300,301 and combined MD-Direct Simulation Monte Carlo 

(DSMC) simulations 310 - 313  of laser ablation of metals and molecular systems. 

Computational predictions of the layered structure of the ablation plume are related to 

experimental results of plume imaging300,310,314-318 and spatial- and time-resolved soft 

X-ray absorption spectroscopy probing319,320, which reveal spitting of the plume into 

the fast vapor-phase component followed by slower nanoparticles. To describe the 

characteristic velocities and temperatures of the ejected vapor atoms and 

clusters/droplets in this work, the flow velocities in the direction normal to the target 

surface, as well as translational and internal temperatures calculated from the 

instantaneous atomic velocities are investigated. 
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Figure 69. Atomic configuration of the ablation plume predicted in the large-scale TTM-MD 

simulation of laser ablation of a bulk Ag target irradiated by a 100 fs laser pulse at an absorbed 

fluence of 3000 J/m2. The snapshot is plotted for a time of 3150 ps after laser irradiation, and 

is shown as a sequence of three consecutive fragments covering a range from 0.15 μm below 

the level of the initial surface of the target up to 5.85 μm above the surface to provide a broader 

view of the ablation plume. The lateral dimension of the system is 400 nm. The atoms are 

colored according to their potential energies. 
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Figure 70. Density plots showing spatial and size distributions of clusters in the ablation plume 

at 600 ps (a, b), 1500 ps (c, d), and 3150 ps (e, f) after laser irradiation. The results are predicted 

from the large-scale TTM-MD simulation of laser ablation of a bulk Ag target with lateral 

dimension of 400 nm irradiated by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. In 

(a,c,e), density distributions of individual atoms and clusters consisting of up to 1000 atoms 

with respect to the distance from the initial target surface are shown, and the color scale is 

shown in (a). In (b,d,f), density distributions are computed for all components of the plume, by 
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counting the clusters/droplets with similar radius within a 0.5 nm range of difference, and the 

color scale is shown in (b). 

The flow velocity for different plume components at different distances from 

the surface is plotted in Figure 71. The vapor atoms at the top of the ablation plume 

expand with velocity exceeding 5500 m/s, whereas the maximum velocity of atomic 

clusters consisting of less than 25 atoms is ~3000 m/s. The maximum velocity of larger 

(26-1000 atoms) clusters is only achieved around 2000 m/s, and the flow velocity of 

large droplets containing more than 0.1 million atoms is below 1500 m/s. The flow 

velocity increases almost linearly with the distance from the surface, validating the 

characteristic of the free-expansion scenario mentioned above, that all components of 

the plume expand both in the direction of plume expansion and towards the target 

surface. 

The thermal motions of the clusters are described through translational 

temperature and internal temperature, where the former is calculated from the radial 

components of the velocity of individual atoms and clusters which excludes the 

contribution from the flow velocity, while the latter is defined from the kinetic energy 

of the atomic motion in the clusters’ center of mass frame of reference. The equations 

for calculation of the translational and internal temperature, respectively, can be 

expressed as 𝑇𝑡𝑟𝑎𝑛𝑠 =
𝑁𝑚𝐴𝑔(𝑣𝑥

𝑐2
+𝑣𝑦

𝑐2
)

2𝑘𝐵
 and 𝑇𝑖𝑛𝑡 =

𝑚𝐴𝑔 ∑ [(𝑣𝑥
𝑖 −𝑣𝑥

𝑐)
2
+(𝑣𝑦

𝑖 −𝑣𝑦
𝑐)

2
+(𝑣𝑧

𝑖−𝑣𝑧
𝑐)

2
]𝑁

𝑖=1

3𝑘𝐵(𝑁−1)
, 

where 𝑁 is the number of atoms in the cluster, 𝑚𝐴𝑔 is the mass of a single Ag atom, 

𝑣𝑥
𝑐, 𝑣𝑦

𝑐 and 𝑣𝑧
𝑐 are three components of the velocities of individual atoms or center of 

mass of clusters, 𝑣𝑥
𝑖 , 𝑣𝑦

𝑖  and 𝑣𝑧
𝑖 are three components of the velocity of atom i in the 

cluster, and (𝑁 − 1)  in the equation for internal temperature is because that the 

translational degrees of freedom of the cluster’s center of mass should be excluded from 

the calculation of the kinetic energies. These two characteristic temperatures are plotted 

in Figure 72, by averaging over atoms and clusters located at different distances from 

the initial surface. As shown in Figure 72, the translational and internal temperatures 

for small clusters are on the same level, indicating that local thermal equilibration is 

achieved through collision with surrounding clusters and the spread of the radial 
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velocities is associated with the thermal motion. The translational temperature for larger 

clusters (not shown here), however, are found to be significantly higher than their 

internal temperature, indicating that the collisions with surrounding smaller species in 

the plume are not sufficient for thermal equilibration. In fact, the high radial velocity 

reflects the dynamics of active hydrodynamic motion of the liquid material during the 

development of the ablation plume.43 Despite of being ejected from the regions deeper 

under the surface, where the deposited laser energy and degree of overheating is less, 

the larger clusters in the plume also have on average substantially higher internal 

temperatures as compared to the smaller ones, as shown in Figures 72b,d,f. The lower 

temperature of the smaller clusters can be attributed to a more vigorous phase explosion 

and a fast expansion of the upper part of the plume where large fraction of the smaller 

clusters is located. These two factors provide significantly more efficient cooling 

channel, where the thermal energy is transformed to the potential energy of 

disintegration of the strongly overheated material and to the kinetic energy of the plume 

expansion, compared to the slower cooling of the larger clusters limited by normal 

evaporation. Significant variations of the translational and internal temperatures with 

distance from the initial surface are observed in Figure 72. The decrease of the 

temperature in the direction of flow of the plume in the range of 1-2 μm at 600 ps, 2-5 

μm at 1500 ps, and 4-10 μm at 3150 ps can be explained by the adiabatic expansion of 

the plume. After reaching the minimum value, the temperature of small clusters starts 

to increase towards the front part of the expanding plume, which can be attributed to 

the lack of equilibration in this region where cluster-cluster collisions are rare due to 

low density of ejected species. 
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Figure 71. Flow velocity of different plume components in the direction normal to the 

irradiated target surface at 600 ps (a, b), 1500 ps (c, d), and 3150 ps (e, f) after laser irradiation. 

The results are predicted from the large-scale TTM-MD simulation of laser ablation of a bulk 

Ag target with lateral dimension of 400 nm irradiated by a 100 fs laser pulse at an absorbed 

fluence of 3000 J/m2. In (a,c,e), flow velocities of individual atoms and clusters consisting of 

up to 1000 atoms with respect to the distance from the initial target surface are shown. In (b,d,f), 

flow velocities are computed for all components of the plume, by counting the clusters/droplets 

with similar radius within a 0.5 nm range of difference. The color scales are provided in (a,b). 
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Figure 72. Translational (a,c,e) and internal (b,d,f) temperatures of different plume components 

as functions of the distance from the initial target surface. The translational temperature is 

calculated from the velocity components of the ejected atoms or clusters in the direction parallel 

to the irradiated surface. The internal temperature is calculated from the kinetic energies of 

atomic motion in the clusters’ center of mass frame of reference. The results are predicted from 

the large-scale TTM-MD simulation of laser ablation of a bulk Ag target with lateral dimension 

of 400 nm irradiated by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2, and are shown 

for the time of 600 ps (a,b), 1500 ps (c,d), and 3150 ps (e,f) after the laser pulse. 



168 

 

In order to characterize the overall composition of the ablation plume, the 

probability distribution as a function of cluster size is plotted in Figure 73. Although 

the large lateral size of 400 nm ensures sufficient analysis of small- and medium-size 

clusters, larger droplets exceeding tens of nanometers are only observed occasionally 

and reliable statistical results cannot be obtained. To generate the probability 

distribution for all clusters, the following method is adopted: Assume 𝑘1 number of 

clusters consisting of 𝑁1 atoms are observed in the ablation plume, but no cluster is 

found with smaller size until 𝑁0  or larger size up to 𝑁2 . The number of clusters 

consisting of 𝑁0 and 𝑁2 atoms is found as 𝑘0 and 𝑘2, respectively. The probability 

of finding a cluster with similar size as 𝑁1, e.g., 
𝑁0+𝑁1

2
< 𝑁 ≤

𝑁1+𝑁2

2
, where 𝑁 is the 

number of atoms in this cluster, is assumed to be the same as the probability of finding 

the cluster containing 𝑁1  number of atoms. Therefore, the probability of finding 

clusters in this size range, 
𝑁0+𝑁1

2
< 𝑁 ≤

𝑁1+𝑁2

2
, can be estimated as 𝑃(𝑁) =

𝑁1
𝑁1+𝑁2

2
−

𝑁0+𝑁1
2

. Following this method, the cumulative probability for all clusters is equal 

to 1. 

The probability distribution in Figure 73 is plotted in double-logarithmic scale, 

showing the decay of the probability to find clusters of increasing size that can be 

described by a power law, 𝑝(𝑁)~𝑁−𝜏, where the exponent 𝜏 is different for small and 

large clusters. Three regimes corresponding to atomic clusters consisting of 2-5 atoms, 

small clusters consisting of 6-25 atoms, and larger clusters and liquid droplets, 

respectively, are identified that each regime corresponds to a different power law 

exponent. In the regime of large clusters and liquid droplets, 𝜏 is fitted for the size 

range of 100 to 5 × 104 atoms, shown as the gray region in Figure 73. The power law 

dependence of the cluster yield distribution on cluster size has been predicted for the 

gas-liquid phase transition at the critical point321 and for the fragmentation process322-

324. However, the complex and highly non-equilibrium character of the laser ablation 

process makes it difficult to establish a direct link between any of the existing 

theoretical models and the results of present simulations, and to set a distinct threshold 
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of cluster size for different regimes of fitting. Therefore, the power law fitting in Figure 

73 is only used to provide a quantitative description of the cluster distribution. The 

existence of two values of exponents of power law for the cluster size distribution in 

the small- and large-size regimes suggests the different origins for different components 

of the ablation plume. The vapor-phase atoms and small clusters are explosively 

released in the strongly overheated material in the top part of the target, whereas larger 

clusters and liquid droplets are formed at later time as a result from disintegration and 

coarsening of the transient structure of interconnected liquid regions. Similar size 

distributions following the power law with different exponents for small and large 

clusters are also observed in previous atomistic simulation of laser ablation of metal 

target,84 one-component molecular solid system,43 and polymer solutions,301,303,325 as 

well as cluster sputtering by ion or cluster bombardments,326-328 where the values of 

the power law exponents for different regimes are close to the ones predicted in this 

work. Experiments of laser ablation of organic targets325,329,330 also report the power 

law mass distribution with exponents semi-quantitatively consistent with computational 

results. The similar probability distribution functions of the cluster size revealed for 

different target materials and under a broad range or irradiation conditions highlight the 

general character of the ablation plume. 

 

Figure 73. Cluster size distribution in the ablation plume generated at the time of 600 ps (a), 

1500 ps (b), and 3150 ps (c) after laser irradiation. The results are predicted from the large-

scale TTM-MD simulation of 100 fs laser pulse irradiation of a bulk Ag target at an absorbed 

fluence of 3000 J/m2. The green, blue, and black lines are power law fittings of the data points 

in three regions that correspond to the 2-5 atom clusters, clusters consisting of 6-25 atoms, and 

larger clusters. The corresponding power-law dependences are indicated in the plots. The gray 

regions between 100 and 50000 atoms indicate the range of cluster size used for fitting in the 

large cluster regime. 
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The mass distributions of different plume components are plotted in Figure 74. 

The blue data points show the total mass for each size of cluster, calculated by 

multiplying the cluster size with the number of clusters found at this size. The red data 

points show the cumulative mass fraction as a function of cluster size, defined as the 

total number of atoms in clusters smaller than certain size divided by the total number 

of atoms in all clusters forming the ablation plume. The clusters consisting more than 

5 million atoms, which account for more than 1 wt. % of the ablation plume and start 

to appear at 1500 ps, are not included in the calculation of mass fractions. Several of 

these super-large clusters can contribute up to 20 wt. % of the ablation plume and 

obscure the mass fraction of small- and medium-size clusters. The parallel blue data 

sets for mass of large clusters is resulted from the double-logarithm plot of total mass 

for each size of cluster depending on cluster size, so that the slope of the parallel 

datasets is 1 and the lowest dataset corresponds to cluster sizes at which only single 

cluster is found. At 600 ps, the vapor atoms and atomic clusters consisting of up to 100 

atoms account for ~50 wt. % of the ablation plume, due to their significantly large 

number in the plume as shown in the probability distribution in Figure 73. After 1500 

ps, the formation of large clusters and liquid droplets consisting of more than 105 atoms 

(corresponding diameter larger than 7.7 nm) through disintegration of the 

interconnected liquid structure predominantly contributes to the mass of the ablation 

plume (~ 70 wt. % at 1500 ps and ~80 wt. % at 3150 ps), as indicated by the abrupt 

increase of the cumulative mass fraction. The generation of large droplets is also 

manifested from the plot of total mass as a function of cluster size (blue data points), 

and by a decrease of the absolute value of the power law exponent in the regime of 

large cluster in Figure 73. 
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Figure 74. Mass fraction of different components in the ablation plume at the time of 600 ps 

(a), 1500 ps (b), and 3150 ps (c) after laser irradiation. The results are predicted from the large-

scale TTM-MD simulation of 100 fs laser pulse irradiation of a bulk Ag target at an absorbed 

fluence of 3000 J/m2. The blue data points illustrate the total number of atoms found for each 

cluster size. The red data points show the cumulative mass fraction, calculated by dividing the 

total number of atoms for clusters smaller than certain size by the total number of atoms in the 

ablation plume, as a function of cluster size. The super-large cluster consisting more than 5 

million atoms (>1% mass fraction of the plume) and liquid regions that are connected to the 

bulk of the target are not included in the calculations. 

6.5 Effect of computational size on the predictions of surface 

morphology and particle generation by laser ablation 

The large-scale simulation performed for the system with a lateral size of 400 

nm, although capable of providing reliable descriptions of the dynamics of the ablation 

plume and modification of surface morphology, comes with high computational cost. 

Smaller-scale simulations can save the computational resource, but their ability to fully 

capture some characteristics in the course of laser ablation, such as generation of large 

droplets exceeding 100 nm, and formation of several nanospikes with various shape 

and nanocrystalline structure, is limited by the size of the computational system. To 

find the optimized computational size, which requires reasonable computational time 

while enabling realistic representation of the laser-induced processes of interest, the 

sensitivity of computational predictions to the lateral size of the simulated system is 

investigated. The results from the large-scale simulation with 400 nm lateral dimension, 

as discussed in the previous two sections, are compared with results from two smaller-

scale simulations performed for the same system but with lateral size of 20 nm and 100 

nm under the same irradiation conditions. 
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Figure 75. Contour plots of the spatial and temporal evolution of lattice temperature in TTM-

MD simulations of a Ag bulk target with lateral size of 20 nm (a) and 100 nm (b), irradiated by 

a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. The black solid lines near the surface 

of the targets show the movement of the crystal-liquid interface, and the black lines in the lower 

parts of the contour plots show the location of the nonreflecting boundary applied at the bottom 

of the MD part of the computational domain. 

The temporal and spatial evolutions of the lattice temperature in the smaller-

scale simulations are shown in Figure 75, predicting similar superheating in the surface 

region of the target that leads to the onset of phase explosion. The explosive 

decomposition of the target surface into vapor and small clusters, forming the front of 

the ablation plume, is shown in the snapshots for the system with lateral size of 20 nm 

(Figure 76) and 100 nm (Figure 77). Due to the limited lateral size of 20 nm, the growth 

and coalescence of the subsurface voids are strongly affected by the periodic boundary 

conditions applied on lateral directions. Therefore, the breakdown of the liquid bridges 

connecting the spalled layers with the remaining target occurs at much earlier time of 

600-700 ps, compared to the large system with 400 nm lateral size. The heat flow from 

the top liquid layer to the bulk of the target is hampered by the early disintegration of 

the spalled liquid part, leading to a smaller value of maximum melting depth, ~260 nm, 

compared to the value for the large system, ~270 nm. The ejected layers have thickness 

ranging from ~10 nm to ~40 nm and are stabilized by the periodic boundary conditions, 

whereas the spalled layers evolve into large spherical droplets as shown in Figure 59 

for the large system. 
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Figure 76. Snapshots of atomic configurations predicted in the TTM-MD simulation of laser 

ablation of a Ag bulk target with the lateral size of 20 nm. The laser pulse duration of 100 fs 

and the absorbed fluence of 3000 J/m2 are the same as in Figure 59. The snapshots are shown 

for a wide range of time to illustrate the evolution of the liquid structure near the target surface. 

The atoms are colored according to their potential energies. 

 

Figure 77. Snapshots of atomic configurations predicted in the TTM-MD simulation of laser 

ablation of a Ag bulk target with the lateral size of 100 nm. The laser pulse duration of 100 fs 

and the absorbed fluence of 3000 J/m2 are the same as in Figure 59. The snapshots are shown 

for a wide range of time to illustrate the evolution of the liquid structure near the target surface. 

The atoms are colored according to their potential energies. 

In Figure 77, the lateral size of 100 nm is comparable to the size of the large 

subsurface voids, enabling a reasonable representation of the dynamics of the 

interconnected liquid part and subsequent formation of two nanospikes on the target 
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surface. The view of the nanospike is affected by the periodic boundary conditions 

applied on lateral directions in Figure 77. The observation of only ~10 nanospikes 

formed in the system with 400 nm lateral size and two nanospikes in the system with 

100 nm lateral size indicates that the characteristic distance between the nanospikes is 

comparable to 100 nm. In this case, the simulation performed for the system with 

smaller size, e.g., 20 nm as in Figure 76, can only predict a smooth surface. The 

stabilization of the ejected layer in the form of thin film, similar as in the system with 

20 nm lateral size (Figure 76), suggests that a large droplet with size exceeding 100 nm 

can be expected from the spalled liquid layer by short pulse laser ablation. 

The spatial and size distributions of clusters in the ablation plume generated 

from the systems with lateral sizes of 20 and 100 nm are shown in Figures 78 and 79, 

respectively. Generation of vapor atoms and small clusters containing less than 1000 

atoms, which corresponding to a radius of ~1.66 nm, can be reliably described even by 

the lateral size of 20 nm, showing the similar density distribution as in Figure 70 

predicted from the computational size of 400 nm. Note that in Figures 78 and 79, the 

resolution in density is 16 and 400 times smaller, respectively, compared to Figure 70, 

with detectable minimum density of 1 × 1015  cm-3 and 2.5 × 1016  cm-3 since the 

clusters are counted in a 100 nm-thick layer. For larger clusters/droplets with radius on 

the order of several even tens of nanometers, however, the lateral size of 20 nm is not 

sufficient to get statistically reliable information of their distributions. Although the 

cluster distribution predicted for the system size of 100 nm has a good agreement with 

the results from the system with lateral size of 400 nm, the comparable scale with the 

large clusters/droplets substantially limits its capability to provide statistically reliable 

representation of the composition and evolution of the ablation plume. Especially, for 

the large liquid droplet with radius exceeding 120 nm evolved from the ejected layer 

close to the target, only the simulation with 400 nm lateral size is able to eliminate the 

effect of periodic boundary conditions. 
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Figure 78. Density plots showing spatial and size distributions of clusters in the ablation plume 

at 600 ps (a) and 1500 ps (b) after laser irradiation. The results are predicted from the TTM-

MD simulation of laser ablation of a bulk Ag target with lateral dimension of 20 nm irradiated 

by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. The density distributions with 

respect to the distance from the initial target surface are shown for individual atoms and clusters 

consisting of up to 1000 atoms. To enable a clear comparison with the results from the larger-

scale (400 nm) simulation, the color scales are the same as in Figure 70, but cluster density 

below 2.5×1016 cannot be resolved. 

The probability distributions of clusters as a function of their size in the system 

with lateral sizes of 20 nm and 100 nm are plotted in Figures 80 and 81, respectively. 

The power law exponents for atomic clusters have good quantitative agreement with 

that predicted in the system with 400 nm size. However, the power law exponent 

predicted for large clusters, -1.65 at 600 ps and -1.09 at 1500 ps, generated in the system 

with 20 nm lateral size is smaller than the values obtained for other system sizes. This 

underestimation of the rate of probability decay of finding clusters with increasingly 

larger size, especially at the time of 1500 ps, can be related to the generation and 

stabilization of the numerous liquid spalled layers characteristic in the small system, 

where the periodic boundary conditions applied on the lateral directions play an 

important role. Indeed, the cluster distributions in the ablation plume are consistent for 

the system sizes of 100 nm and 400 nm. 
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Figure 79. Density plots showing spatial and size distributions of clusters in the ablation plume 

at 600 ps (a, b), 1500 ps (c, d), and 3000 ps (e, f) after laser irradiation. The results are predicted 

from the TTM-MD simulation of laser ablation of a bulk Ag target with lateral dimension of 

100 nm irradiated by a 100 fs laser pulse at an absorbed fluence of 3000 J/m2. In (a,c,e), density 

distributions of individual atoms and clusters consisting of up to 1000 atoms with respect to the 

distance from the initial target surface are shown. In (b,d,f), density distributions are computed 

for all components of the plume, by counting the clusters/droplets with similar radius within a 

0.5 nm range of difference. To enable a clear comparison with the results from the larger-scale 
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(400 nm) simulation, the color scales are the same as in Figure 70, but cluster density below 

1×1015 cannot be resolved. 

 

Figure 80. Cluster size distribution in the ablation plume generated at the time of 600 ps (a), 

1500 ps (b), and 3000 ps (c) after laser irradiation. The results are predicted from the TTM-MD 

simulation of laser ablation of a bulk Ag target with lateral dimension of 20 nm. The laser pulse 

duration of 100 fs and the absorbed fluence of 3000 J/m2 are the same as in Figure 73. The 

green, blue, and black lines are power law fittings of the data points in three regions that 

correspond to the 2-5 atom clusters, clusters consisting of 6-25 atoms, and larger clusters. The 

corresponding power-law dependences are indicated in the plots. The gray regions between 100 

and 50000 atoms indicate the range of cluster size used for fitting in the large cluster regime. 

 

Figure 81. Cluster size distribution in the ablation plume generated at the time of 600 ps (a), 

1500 ps (b), and 3000 ps (c) after laser irradiation. The results are predicted from the TTM-MD 

simulation of laser ablation of a bulk Ag target with lateral dimension of 100 nm. The laser 

pulse duration of 100 fs and the absorbed fluence of 3000 J/m2 are the same as in Figure 73. 

The green, blue, and black lines are power law fittings of the data points in three regions that 

correspond to the 2-5 atom clusters, clusters consisting of 6-25 atoms, and larger clusters. The 

corresponding power-law dependences are indicated in the plots. The gray regions between 100 

and 50000 atoms indicate the range of cluster size used for fitting in the large cluster regime. 

6.6 Summary 

In this section, a large-scale TTM-MD simulation with system size of 400 nm 

are performed for a Ag target irradiated by a femtosecond laser pulse in the regime of 

phase explosion. The computational results provide detailed information on the 
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mechanisms responsible for the explosive decomposition of the target surface into 

mixture of vapor atoms and small clusters, ejection of larger liquid droplets, and the 

formation of frozen nanospikes. The short laser pulse duration creates conditions of 

stress confinement, where the relaxation of the laser-induced photomechanical stresses 

leads to the nucleation, growth, and coalescence of numerous voids in the melted 

subsurface region of the irradiated target, forming a complex structure of 

interconnected liquid. Further evolution of this transient liquid structure results in the 

formation, elongation, and eventual breakdown of multiple liquid bridges that produces 

a surface morphology with several nanospikes with length ranging from tens of 

nanometers to ~ 300 nm, as well as ejection of liquid layers that will evolve into large 

spherical droplets with diameter even exceeding ~240 nm. The high thermal 

conductivity combined with the strongly localized laser energy deposition leads to rapid 

cooling during the resolidification process following the laser heating and transient 

melting of the surface region of the target. In addition, the breakdown of the bridges by 

~5.5 ns interrupts the connection between the remaining target and the top layer, which 

serves as the “heat reservoir” supporting the quasi-steady-state heat flow in the bridges, 

leading to fast cooling in the top part of the nanospikes. Rapid solidification proceeding 

under the conditions of strong undercooling involves competing processes of epitaxial 

regrowth of the crystal part of the bulk target, and homogeneous and growth of new 

crystallites, defining the complex nanocrystalline structure of the nanospikes. 

Investigation of the nanostructure of the frozen nanospikes reveals a high density of 

stacking faults, twins, and a mixed fcc/hcp structure produced from the cross-nucleation 

of hcp phase on the close-packed faces of the growing fcc crystallites. 

Detailed analysis of the composition in the ablation plume uncovers a spatial 

segregation of clusters of different sizes, with only vapor atoms and small clusters 

present in the front of the plume that expand with velocity exceeding 3000 m/s. The 

medium-size clusters are distributed in the middle of the plume, with flow velocity of 

~2000 m/s. Large droplets containing more than 0.1 million atoms are found closer to 

the bulk target with increasing size and move with velocity below 1500 m/s. The overall 
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cluster composition of the ablation plume is characterized by cluster size distribution 

exhibiting power law exponents, which are different for different regimes of cluster size. 

This characteristic suggests different origins for the small and large clusters in laser 

ablation. The majority of individual atoms and small clusters are released in the 

explosive decomposition of strongly superheated surface region of the target. However, 

the large clusters and liquid droplets are formed as a result of disintegration and 

coarsening of the transient interconnected liquid structure. Despite of the small number 

of large clusters/droplets, they contribute a large fraction of the total mass of the ejected 

plume. 

The sensitivity of computational predictions to the size of the system is 

examined by comparing the results from the large-scale simulations with two additional 

simulations performed for small lateral dimensions, 20 nm × 20 nm and 100 nm ×

100 nm, of the computational system. For the system with lateral size of 20 nm, which 

is much smaller than the characteristic sizes of the voids and ejected liquid droplets, 

various artificial size effects are resulted, such as easy spallation due to the self-

interaction of large voids across the periodic boundary conditions, or layered structure 

of the ablation plume, where large droplet acquire the form of thin films rather than 

spherical droplets. Significantly limited size of this computational system, compared to 

the characteristic distance between the nanospikes (~100 nm), also prevents a realistic 

representation of the surface morphology. The composition of the ablation plume and 

modification of the surface morphology, predicted from the simulation for the large 

system with 400 nm lateral size, can be partially captured by the computational size of 

100 nm, but lacking statistically sufficient information. 
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7. Summary of the dissertation 

The rapid and highly localized energy deposition by short pulse laser irradiation 

have facilitated a number of applications for laser processing and fabrication of 

materials. Continuous advancement of the laser-based techniques, however, requires a 

fundamental understanding of the phase and structural transformations under the 

conditions of laser-induced strong electronic, thermodynamic, and mechanical 

nonequilibrium. In this dissertation, simulations of the materials response to laser pulse 

are performed for a broad range of irradiation conditions, from surface melting and 

resolidification to collective material ejection, providing physical insights into the 

processes responsible for laser-induced phase transformations, generation of crystal 

defects, and modification of the surface morphology. The computational studies are 

conducted by a hybrid TTM-MD model combining the classical molecular dynamics 

method with a continuum description of the laser interaction with the target, or by an 

advanced continuum model designed and parameterized based on the information from 

atomistic simulations. The key results obtained in this study are summarized below.  

Multiscale modeling investigation of the effects of laser parameters on the 

production of point defects and amorphous structure in Si in the course of laser-

induced melting and resolidification 

First, the non-equilibrium phase and structural transformations under conditions 

of undercooling, which can contribute to the modification of microstructure in a laser 

processed Si target, are investigated in a series of atomistic simulations. A transition 

from the liquid phase to a low-density amorphous structure, manifested by remarkable 

changes in the structural and thermodynamic properties, is revealed at ~ 0.71 Tm. In the 

undercooling regime above the amorphous transition temperature, MD simulations of 

a crystal-liquid coexistence system predict the steady-state propagation of the 

solidification fronts with velocity depending on the undercooling level. At the rapidly 

advancing solidification front, formation of high density of vacancies, interstitials, 

dislocations, and twin boundaries is uncovered. Based on the results from MD 

simulations, a theoretical description of the temperature dependence of the crystal-
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liquid interface velocity and the concentration of different types of point defects (single 

interstitials, single vacancies, and di-vacancies) produced at the solidification front is 

developed. This information, combined with the threshold temperature for the 

formation of stable amorphous structure, are used to help design and parameterize an 

advanced continuum-level model that is capable of describing the kinetics of 

solidification and point defects in a laser processed Si target. 

Based on the multiscale computational approach where atomistic simulations 

inform the large-scale continuum models, the irradiation regimes leading to the 

formation of amorphous region with different shapes in the surface region of a Si target 

are established. 1D continuum simulations are performed for different laser parameters, 

identifying the fluence thresholds for the onset of amorphous formation in the course 

laser laser-induced melting and resolidification. The range of fluence leading to the 

formation of amorphous structure broadens for shorter laser pulse or wavelength, which 

facilitates amorphization through faster cooling rate. The shape of the amorphous 

region formed in irradiated target surface, commonly observed in earlier experiments, 

is reproduced by 2D continuum simulations performed under a broad range of 

irradiation conditions on the experimental time- and length-scales. The mechanisms 

responsible for the formation of an amorphous region at the laser spot center, or a ring-

shaped amorphous region are uncovered, and the effects of laser fluence, pulse duration, 

and spot diameter on the amorphous morphology are revealed. 

Finally, informed by the types and concentrations of point defects produced at 

the solidification front from atomistic simulations, the ability of the advanced 

continuum model to provide quantitative description of the generation and evolution of 

point defects in laser irradiated Si target is demonstrated. Generation of high density of 

interstitials and vacancies in the transiently melted and resolidified surface region by 

nanosecond laser irradiation is revealed. The average concentration of both interstitials 

and vacancies in the resolidified region is found to be dependent on laser fluence, which 

is related to the MD prediction of the dependence of point defect density on 

undercooling levels that can be realized at the solidification front. The effect of fluence 
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on the concentration of laser-induced point defects is validated by experimental 

measurements. Additional continuum simulations are performed by irradiating the 

laser-processed Si target with subsequent low power laser pulses below the melting 

threshold. The elimination of the laser-induced supersaturated point defects through 

post laser annealing, by providing sufficient heating for defects diffusion and 

recombination without conducting surface melting, is confirmed. The effect of laser 

parameters, including fluence, pulse duration, and number of pulses, on the mitigation 

of point defects is evaluated. This study provides guidance for controlling material 

microstructure and improving device performance through optimization of laser 

parameters as well as conditions of thermal annealing after laser processing. 

Comprehensive study of the mechanisms responsible for the generation of crystal 

defects at the rapidly propagating solidification front 

The mechanisms responsible for the generation of crystal defects, featuring high 

density of vacancies, dislocations, stacking faults, and twin boundaries, by short pulse 

laser irradiation in the regime of melting and solidification are revealed through large-

scale TTM-MD simulations of Ni and Ni-based alloys (Ni50Fe50, Ni80Fe20, and 

Ni80Cr20). The decrease in the thermal conductivity and strengthening of the electron-

phonon coupling due to the intrinsic chemical disorder in the Ni-based alloys, compared 

to pure Ni, are demonstrated to cause a more localized heating of the surface, stronger 

laser-induced stresses, and lower threshold of melting and spallation. The relaxation of 

laser-induced stresses, leading to the generation of a strong unloading tensile wave that 

interacts with the melting front, is found to play an important role in generation of 

dislocations. Indeed, two mechanisms of dislocation formation are uncovered from the 

large-scale TTM-MD simulations, suggesting that dislocations can be either formed 

during propagation of the rough solidification front (as demonstrated in the Ni target), 

or emitted at the crystal-liquid interface by the strong unloading tensile stress (as 

predicted in the Ni50Fe50 target). 

The generation of high density of vacancies, exceeding the equilibrium values 

at the melting temperature by about an order of magnitude, in the course of laser-induce 
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melting and resolidification is interpreted on the basis of MD simulations, where 

propagation of solidification fronts under well-controlled undercooling and pressure 

conditions is investigated. Detailed analysis of the vacancy behavior at the advancing 

crystal-liquid interface suggests that vacancies are generated as “errors” in the process 

of buildup of the crystal structure, which can either jump to the liquid or finally be 

trapped behind the solidification front. Thus, the concentration of vacancies is strongly 

correlated with the vacancy mobility and solidification velocity. A comprehensive, 

fundamental understanding of the vacancy formation at the propagating solidification 

front is developed through MD simulations for bcc Cr, fcc Ni and Ni-based alloys. The 

significance level of concentration of the non-equilibrium vacancies, and its 

dependence on material properties, crystallographic orientations of the solidification 

front, and temperature and pressure conditions are explored. For Ni and Ni-based alloys, 

the effect of undercooling level and lateral stress on the density of vacancies generated 

in the course of rapid solidification is revealed, and used to explain the results of TTM-

MD simulations. The suppression of vacancy generation in the Ni-based alloys 

compared to pure Ni is confirmed, which is attributed to a combined effect of enhanced 

vacancy mobility and slower solidification velocity, validating their promising 

candidacy for nuclear energy applications. 

Atomistic simulations enable detailed analysis of the atomic configuration of 

the vacancies generated in the Ni-based alloys. The preference of vacancies for a Fe-

rich local environment in the Ni-Fe solid-solute alloys is shown in both TTM-MD 

simulations of the laser irradiated targets and MD simulations of the crystal-liquid 

coexistence systems. According to the MD predictions of the vacancy formation energy, 

which is calculated for each possible configuration of the first neighbor shell 

surrounding the vacancy site, a pronounced energetic preference of vacancies to be 

surrounded by more Fe atoms (less Ni atoms) is demonstrated. A theoretical equation 

for the distribution of number of Ni atoms in the first neighbor shell is developed, 

considering the binomial distribution biased on the vacancy formation energy, and well 

explains the results from the atomistic simulations. Furthermore, large-scale MD 
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simulations of vacancy migration at fixed undercooling conditions are performed, 

providing a detailed analysis of the evolution of vacancy configuration from the random 

atomic arrangement to the energetically favorable Fe-rich environment. This study 

demonstrates an example of how the crystal defects can produce atomic-scale chemical 

heterogeneities in the single phase solid-solution alloys. 

Atomistic simulations revealing the processes responsible for the laser-induced 

formation of microbumps on bilayer films observed in experiments 

The experimental observations of microbump formation on Ag-Cu bilayer films 

deposited on a silica glass substrate irradiated by a femtosecond laser pulse are 

interpreted by atomistic simulations. The quasi one-dimensional TTM-MD simulations 

are performed aiming at providing physical insights into the thermodynamic driving 

force responsible for the laser-induced material removal and redistribution. In the Ag 

on Cu bilayer film, the confinement of the deposited energy in the underlying Cu layer, 

due to its much stronger electron-phonon coupling compared to Ag, leads to preferential 

heating and melting, and buildup of high compressive stress in the subsurface layer. 

The relaxation of the laser-induced compressive stresses provides driving force for the 

expulsion of the top Ag layer from the film target, by means of intra-layer cavitation 

and photomechanical spallation. The spallation of the Ag layer, which can be elastically 

resisted by the surrounding cold material at the periphery of the laser spot, is related to 

the formation of Ag microbumps observed in experiments. Further increase of the laser 

fluence leads to the onset of explosive decomposition of the Ag layer and expulsion of 

the underlying Cu layer, the latter process is assisted by the release of vapor at the 

substrate-Cu interface due to strong superheating near the critical temperature. The 

computational predictions of decomposition of the Ag layer, ejection, and eventually 

decomposition of the underlying Cu layer, with increasing laser fluence, coincide with 

the experimental observations of breaching of the Ag microbump, formation, and 

breaching of the Cu microbump, respectively. 

In the Cu on Ag bilayer system, the rough surface morphology instead of 

formation of Cu microbumps is explained by partial spallation of the top Cu layer under 
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conditions of strong confinement of the laser energy deposition. At high fluence, partial 

spallation and eventual explosive decomposition of the underlying Ag layer are related 

to the formation and breaching of Ag microbumps in experiments, respectively. While 

the quasi one-dimensional TTM-MD simulations cannot fully capture the three-

dimensional dynamics of the formation of microbumps, computational predictions of 

the threshold fluences for microbump formation and breaching have a reasonable 

agreement with the experimental results. 

Large-scale simulations of laser-induced generation of the ablation plume and 

modification of surface morphology in the regime of phase explosion 

A record-size atomistic simulation of femtosecond laser ablation of a Ag target 

is performed in the regime of phase explosion, using a lateral size of 400 nm for the 

system consisting of 2.8 billion atoms. The large size of the computational system 

enables realistic representations of the liquid droplets generated in the ablation plume 

and the modification of surface morphology. Detailed analysis of the ablation plume 

reveals a spatial segregation of clusters and droplets of different sizes at different 

positions in the plume. Vapor atoms and small clusters in the front of the expanding 

plume are originated to an explosive decomposition of the target surface, which is 

melted and overheated to the temperature for phase explosion by sufficiently high laser 

energy deposition. The generation of large clusters and droplets is found as a result of 

hydrodynamic evolution of a transient interconnected liquid structure, which is 

attributed to the nucleation, growth, and coalescence of subsurface voids driven by the 

relaxation of laser-induced thermoelastic stresses.  

The elongation, shrinking, and breakdown of the liquid bridges connecting the 

ejected layers with the bulk target leads to the formation of the surface nanospikes. 

Detailed analysis of the structure of the frozen nanospikes reveals nanocrystalline 

structure featuring high density of stacking faults, twin boundaries, and mixed region 

of hcp/fcc structure in each grain. The key processes defining the various shapes and 

nanocrystalline structures of the nanospikes, including hydrodynamic evolution of the 

liquid bridges, rapid solidification under conditions of strong undercooling, cross-
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nucleation of metastable hcp phase on close-packed faces of growing fcc crystallites, 

etc. are uncovered. 

By comparing the results from the TTM-MD simulations performed for the 

system lateral sizes of 20 nm, 100 nm, and 400 nm, the sensitivity of computational 

predictions of the dynamics of ablation plume and modification of surface 

microstructure to the system size is examined. A characteristic scale of more than 100 

nm is uncovered for the surface features induced by laser ablation, including the size of 

large liquid droplets and spacing between nanospikes. Strong size effects are revealed 

in the computational system with 20 nm lateral size, where several artificial 

characteristics, such as easy spallation of liquid layers and the layered structure of the 

ablation plume, are observed. The simulation performed with a system lateral size of 

100 nm is demonstrated to be able to adequately describe the composition of the 

ablation plume and formation of nanospikes. However, the evolution of the spalled 

layer into a large liquid droplet with radius exceeding 120 nm (diameter exceeding 240 

nm), as well as statistically sufficient analysis of the large clusters/droplets and the 

nanospikes, can only be realized in the system with 400 nm lateral size. 

Effect of material properties on the laser-induced modification of surface 

microstructure/morphology 

In this dissertation, computational studies of short pulse laser irradiation have 

been performed for a variety of materials including semiconductors, pure metals, and 

alloys. Some features of the modification of surface microstructure/morphology are 

revealed as general characteristics of the laser-induced non-equilibrium processes and 

can be generalized to other materials. In particular, formation of high density of point 

defects at the rapidly advancing solidification front has been demonstrated in Si, Cr, Ni, 

and Ni-based alloys, highlighting the general mechanism of the generation of 

supersaturated point defects in the course of laser-induced melting and resolidification. 

Quantitative results on the types and concentrations of point defects, however, 

are strongly material dependent. For example, both interstitials and vacancies are 

observed in Si, whereas the metal systems only exhibit pronounced density of vacancies, 
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which can be attributed to the difference in the density of liquid and crystal phases. In 

addition, the vacancy formation in the Ni-based alloys is significantly suppressed 

compared to pure Ni, which can be explained by a combined effect of higher vacancy 

mobility and, in the case of the Ni-Cr alloy, lower solidification velocity. 

Although the evolution of the ejected plume and the formation of surface 

nanospikes induced by laser ablation in the regime of phase explosion have only been 

investigated in the Ag target, similar characters of the plume segregation effect, and the 

shape and nanocrystalline structure of the nanospikes have been revealed in earlier 

studies for other materials. The effect of materials properties such as surface energy and 

viscosity is manifested in the difference in the shapes, size, and spacing of the surface 

features. 

Future directions 

The continuum model for laser-induced formation of amorphous structure and 

generation of point defects, developed for Si in this dissertation, is limited to laser 

pulses longer than the characteristic time for electron-phonon coupling. For ultrashort 

pulse laser irradiation, as in the case of metal targets discussed in Sections 4-6, two 

temperature model accounting for the laser excitation of electrons, heat transfer by free 

carriers, and collision between electrons and phonons is required. In contrast to metals, 

laser interaction with semiconductors involves significantly more complex processes, 

such as laser excitation of valance band electrons, Auger recombination, ambipolar 

diffusion, and non-thermal phase transformations induced by strong excitation of 

electrons. Despite of various experimental works on the formation of amorphous phase 

by femtosecond or picosecond laser pulses, computational study of this process is 

limited. Based on the recently developed two temperature model, the melting, cooling, 

resolidification, and amorphization processes in the Si target irradiated by ultrashort 

laser pulses will be investigated. 

The Ni-Fe alloy with ordered L10 structure has attractive magnetic properties. 

However, synthesis of the L10 ordered phase is challenging, since the driving force for 

the disordered A1-to-L10 ordering only exists at low temperature, where atomic 
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rearrangements are significantly hindered. The generation of high density of vacancies 

in the surface region that experiences transient laser melting and resolidification, as 

discussed in Section 4, can substantially enhance atomic diffusion and may activate the 

ordering transformation at low temperature. This non-thermal activation of atomic 

rearrangements by laser-induced vacancies opens up new possibilities of forming L10 

ordered phase. Atomistic simulations in this dissertation have revealed the preference 

of vacancies for a Fe-rich local configuration, indicating special paths for vacancy 

diffusion in the Ni-Fe alloys. To evaluate the feasibility of activating A1-to-L10 

ordering transformation by vacancy-assisted atomic diffusion, the migration energy of 

vacancies, and the level of vacancy supersaturation required to induce ordering 

transformations within reasonable time period will be investigated.   
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