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Short pulse laser irradiation has the ability to bring material into a state of strong 

electronic, thermal, phase, and mechanical non-equilibrium and trigger a sequence of structural 

transformations leading to the generation of complex multi-scale surface morphologies, unusual 

metastable phases and microstructure that cannot be produced by any other means. High 

resolution and accuracy of laser-induced modification of material properties makes this 

technique indispensable for practical applications; however, better theoretical understanding of 

fundamentals of laser interaction with matter, non-equilibrium processes caused by ultrafast 

energy deposition, generation of crystal defects, and modification of surface morphology under 

highly non-equilibrium conditions created by the laser irradiation is vital for further advancement 

of laser-based processing methods. 

In this work, a combination of large-scale atomistic simulations and theoretical analysis 

is used to reveal the mechanisms responsible for the laser-induced generation of crystal defects 

and the sensitivity of the structural modifications to the target crystallographic orientation, which 

is reported in experimental studies. The peculiarities of melting and solidification occurring 

under conditions of strong superheating/undercooling as well as the relaxation of intense laser-

induced thermal stresses are found to result in emission of dislocations from the melting front, 

formation of dislocations during crystal growth, generation of growth twins and high 

concentration of vacancies. The effect of the choice of interatomic potential on the results of 

atomistic simulations of short pulse laser processing is illustrated by considering high-

temperature properties of Ti predicted by nine potentials suggested in literature for this metal. 

Spatial confinement by a solid transparent overlayer in short pulse laser processing is revealed to 

suppress of the generation of unloading tensile waves in the irradiated target, leading to 

suppression of photomechanical spallation and cavitation, decrease of the maximum melting 

depth, and reduction or elimination of the emission of dislocations from the melting front. The 

stabilizing effect of the overlayer prevents complete melting near the interface and facilitates 

formation of a thin layer of slightly misoriented grains. Apart from the microstructure 

modification, large-scale atomistic simulations have provided insights into the mechanisms of 

laser-induced sub-surface cavitation and photomechanical spallation, and suggested a novel 
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mechanism of the generation of Laser-Induced Periodic Surface Structures (LIPSS) in the phase 

explosion regime. 

The relaxation of laser-induced stresses on the scale of entire laser spot is accompanied 

not only by generation of crystal defects and ablation but also by formation of intense bulk and 

surface acoustic waves (SAWs) that are shown in recent experimental studies to affect surface 

processes at atomic/molecular level. This observation is surprising since there is a large 

mismatch between the typical SAWs frequency and characteristic vibrational modes of atoms 

and molecules on a surface. A plausible explanation of this phenomenon is suggested by the 

results of our study of acoustically activated surface diffusion and desorption of small clusters. 

We have found that nonlinear wave evolution accompanied by generation of high frequency 

harmonics capable of direct coupling with vibrational modes of surface species is largely 

responsible for the acoustic activation of surface diffusion and desorption of atomic clusters. 

Moreover, atomistic simulations performed for graphene on a catalytic Cu substrate demonstrate 

and explain an acoustically-activated motion of graphene sheets on the substrate. 
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The emergence of ultrashort pulse lasers has opened up new opportunities for high-

precision processing of a wide range of materials, including dielectrics, semiconductors, and 

metals, enabling numerous applications in fields ranging from micromachining to photonics and 

life sciences [1-3]. The ability of ultrashort lasers to confine energy deposition in small regions 

of irradiated targets, usually tens to hundreds of nanometers in depth and microns to tens of 

microns in diameter, makes it possible to perform selective material modification and, at the 

same time, provides unique opportunities for investigation of material behavior and properties 

under extreme conditions of strong electronic excitation, rapid heating and cooling, and ultrafast 

mechanical deformation. A hierarchy of intertwined processes triggered by ultrashort laser pulses 

in metals, dielectrics, and semiconductors [2,4] is schematically illustrated in Figure 1 [5]. The 

laser-induced processes can be roughly separated into three groups, highlighted by different 

colors in the figure, namely, laser excitation of optically active electronic states in the irradiated 

material and the initial ultrafast processes occurring in response to the electronic excitation 

(yellow), rapid nonequilibrium phase transformations triggered by the energy transfer from the 

excited electrons to atomic vibrations (green), and the subsequent cooling and solidification of 

the surface region of the irradiated target (turquoise). 

In semiconductors and dielectrics, a high concentration of free electrons promoted across 

the bandgap by laser excitation may lead to non-thermal phase transformations induced by 

transient modification of interatomic bonding [6,7]. Meanwhile, the excited electrons in 

semiconductors and dielectrics, as well as conduction band electrons in metals, are capable of 

effective laser energy absorption, which may bring the material to plasma states or even produce 

a Coulomb explosion due to the electron emission and charging of a surface region of a dielectric 

target [8]. The hot electrons then conduct energy deeper into the irradiated target and, on the 

picosecond time scale, thermalize with the lattice through electron−phonon coupling [9]. The 

energy transfer from electrons to lattice vibrations can lead to rapid heating with rates exceeding 

1014 K/s, resulting in homogeneous melting [10,11] or even formation of a supercritical fluid 

[12]. The lattice heating leads to the rapid melting and resolidification, spallation, ablation, and 

generation of crystal defects occurring on the time scale of hundreds of picoseconds to 

nanoseconds. Depending on the laser fluence and material properties, the laser-induced processes 
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may include complex hydrodynamic motion and material redistribution in the surface region of 

the irradiated target [13-16] as well as generation of unusual microstructure in the subsurface 

region [17]. 

 
Figure 1. Typical pathways of energy dissipation and phase transformations following the excitation of a 
material by an ultrashort laser pulse. Note: ns, nanosecond; ps, picosecond; fs, femtosecond. Adapted 
from Ref. [5]. 

In particular, the interaction of the laser-induced compressive stresses with the free 

surface of the irradiated sample can result in the generation of a tensile wave sufficiently intense 

to cause the formation subsurface voids. The growth and percolation of the voids may lead to the 

separation and ejection of a top layer from the target. Analogous to the term “spallation,” 

commonly used to describe the dynamic fracture that results from the reflection of a shock wave 

from the back surface of a sample, material ejection driven by the relaxation of laser-induced 
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stresses is commonly referred to as photomechanical spallation (admittedly, “cavitation” would 

be a more appropriate term when the photomechanical processes take place in the melted part of 

the target). Further increase in the laser fluence above the spallation threshold results in the 

separation and ejection of thinner layers and/or multiple droplets from the target, and, at a 

sufficiently high laser fluence, induces a transition to a different ablation regime commonly 

referred to as “phase explosion” or “explosive boiling.” In this regime, the melted surface region 

of the irradiated target is overheated above the limit of thermodynamic stability of the liquid 

phase [18-20], leading to a rapid decomposition of the overheated melted material into a mixture 

of vapor and liquid droplets. An explosive release of vapor, rather than the relaxation of 

photomechanical stresses, provides the main driving force for the collective ejection of the 

overheated surface region of the target in the regime of phase explosion. In the case of ablation 

by longer laser pulses, in the absence of stress confinement, spallation is not activated, and 

explosive boiling is the mechanism responsible for the direct transition from the regime of 

surface melting and evaporation to the phase explosion [6,20]. 

The extreme temperature and pressure conditions created by the rapid laser energy 

deposition may cause generation of unusual metastable phases [21-23] as well as complex 

surface morphology [3,24-26] produced in the course of photomechanical spallation [27,28] or 

explosive decomposition of superheated material into a vapor-droplet mixture [18-20]. When the 

temperature drops below the equilibrium melting point, resolidification starts. In metals, strong 

laser energy localization combined with large thermal conductivity results in high cooling rates 

of up to 1012 K/s [17,29], which bring the material into a state of strong undercooling. The 

ultrahigh rates of laser-induced cooling and the resulting resolidification, combined with the 

generation and relaxation of strong compressive stresses generated by the fast laser heating of the 

absorption region [27,28], create conditions for the formation of unusual metastable phases and 

unique material microstructures that are difficult if not impossible to produce by any other 

processing methods. In particular, metallic glass formation in systems not previously considered 

as glass formers has been demonstrated in ns- and ps-pulse laser quenching [29,30]. Recent 

examples of exotic phases produced by lasers include a dense body-centered-cubic Al phase [21] 

and new tetragonal polymorphs of silicon [22] formed through ultrafast confined 

microexplosions generated by fs laser pulses tightly focused inside a sapphire (�-Al2O3) crystal 

and at the interface between a transparent amorphous silicon dioxide layer (SiO2) and an opaque 
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crystalline Si substrate, respectively. An unusual amorphous carbon phase featuring a large 

fraction of sp3-bonded carbon and a propensity for nano-/microdiamond nucleation has been 

generated by nanosecond laser treatment of amorphous carbon films [23].  

Generation/annealing of crystal defects, grain refinement, formation of metastable 

structures, such as recently reported polyicosahedral structures [31] and growth twinning [32], 

strongly impact surface properties such as optical reflectivity, hardness, wear and corrosion 

resistance as well as enhanced catalytic activity, potentially impacting the use of the treated 

materials [33-38]. In addition, high cooling rate creates conditions for rapid quenching and 

freezing of the transient liquid structures generated in laser spallation or ablation [31,39] leading 

to formation of complex multilevel surface morphology. Short pulse laser-induced modification 

of a surface morphology provides unique opportunities for many practical applications with 

examples including tuning the surface wetting properties from superhydrophilic [40] to 

superhydrophobic [41], and even superwicking, making water and other fluids to move uphill, 

against the gravity forces [42], fabrication of black (strongly enhanced broadband absorption) 

[43] or colored (wavelength-selective reflection) metals [44], as well as strong enhancement of 

photoelectron and thermal emission from surfaces [45]. 

The continuous progress in the advancement of laser applications is increasingly relying 

on thorough theoretical understanding of laser-induced processes that control the structural and 

phase transformations responsible for material modification, selective removal and/or transfer. 

Experimental diagnostics capable of resolving the laser-induced processes on femto-/picosecond 

time-scales and simultaneously on sub-micrometer length-scales, however, are currently limited 

to specific systems and irradiation conditions [46-48]. Even with the advancement of existing 

and the development of new time-resolved diagnostic methods, the experimental probing alone is 

unlikely to completely uncover the relationships between numerous processes involved in laser-

matter interactions, which take place simultaneously or sequentially with overlap in time and 

space. Numerical simulation of processes occurring in laser-irradiated materials is an 

indispensable tool for understanding the complex phenomena of laser-materials interactions, 

especially when materials are driven far out of electronic, thermal, and mechanical equilibrium 

[5,49].  
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The relaxation of laser-induced stresses on the scale of entire laser spot is accompanied 

not only by generation of crystal defects and ablation but also by formation of intense bulk and 

surface acoustic waves (SAWs), Figure 2. One important feature of SAWs is that they can 

propagate along a thin surface layer of a substrate with little dissipation and transfer energy far 

from the laser spot. This characteristic of SAWs has been utilized in many practical applications, 

including signal processing [50], chemical sensing [51,52], nondestructive evaluation of 

mechanical properties [53,54], and microscale manipulation of fluid flow in microfluidics 

devices [55,56]. Moreover, a number of recent experimental studies indicate that SAWs may 

affect surface processes at atomic/molecular level. In particular, SAWs and bulk waves have 

been shown to enhance catalytic activity in heterogeneous catalysts [57-65], induce structural 

transformations and changes in surface morphology [65-72], desorb atomic clusters and 

molecules from surfaces [65-72], and guide surface diffusion [73,74]. These observations are 

unexpected and surprising as there is a large mismatch between the relatively low frequencies of 

SAWs, typically less than 100 MHz, and the vibration frequencies characteristic for individual 

atoms and molecules on the surface, on the order of 1 THz. Therefore, a detailed theoretical and 

computational study is needed to make sense of these surprising observations and to provide 

convincing explanation of the mechanism of acoustic activation of surface processes. 

 

Figure 2. Schematic illustration of 
acoustic activation of surface processes 
by acoustic pulses generated in laser 
irradiation in addition to surface 
morphology and microstructure 
modification. Adopted from Refs. 
[75,76]. 

The primary goal of this dissertation is to elucidate the processes and mechanisms 

responsible for modification of surface microstructure/morphology and acoustic activation of 

surface processes in short pulse laser irradiation. A brief description of the computational models 
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used in this dissertation, newly developed methods, and procedures used to calculate particular 

properties of material in atomistic simulations is provided in Section 2. The subject of this work 

consists of three interrelated parts: (1) laser-induced modification of subsurface microstructure, 

(2) laser-induced modification of surface morphology, (3) acoustic activation of surface 

processes, discussed in Sections 3, 4 and 5, respectively. Section 3 first discusses the effect of 

crystallographic orientation of an irradiated target on emission of dislocations in short pulse laser 

processing, proposes a novel mechanism of dislocation generation during crystal growth, 

describes the origin of vacancy supersaturation, elucidates the mechanism of growth twins 

formation observed in experimental study by our collaborators, and provides an extensive 

theoretical an computational analysis of growth twinning. Next, the effect of interatomic 

potential on results of atomistic simulations of short pulse laser irradiation is illustrated, and a 

number of high temperature properties of Ti interatomic potentials are computed. Finally, the 

effect of a spatial confinement by a solid transparent overlayer on microstructure produced in 

laser processing is analyzed, and the final microstructure is compared with one obtained for 

irradiation in vacuum and in presence of a liquid overlayer. Section 4 discusses two topics: 

fundamentals of photomechanical spallation and mechanism of generation of Laser-Induced 

Periodic Surface Structure (LIPSS) in the phase explosion regime. Section 5 is focused on 

revealing the mechanisms responsible for acoustic activation of surface processes. In particular, a 

series of continuum level simulations is first completed to assess the efficiency of Surface 

Acoustic Wave (SAW) generation in nonablative regime of laser irradiation. Next, an atomistic 

approach for modeling of free propagation of SAWs is designed and used for a detailed analysis 

of intrinsic features corresponding to linear and nonlinear evolution of SAW. Before our study, 

the method of molecular dynamics (MD) has never been applied for description of free 

propagation of SAWs, and prior works were limited to either periodic shaking of surface to 

produce a wide spectrum of bulk and surface waves [77] or displacing a thin layer of material 

[78] according to the analytical solution [79]. The newly designed approach has helped us to 

reveal the crucial role of nonlinear wave evolution in enhancement of surface diffusion of small 

clusters observed in experiments. The nonlinear sharpening of the SAW profile corresponds to 

the generation of high frequency harmonics, which are able of directly couple with natural 

vibrational modes of these clusters. This explanation is also demonstrated to be valid for 

acoustically activated desorption. Finally, the SAW induced motion of graphene sheets on Cu 
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substrate is demonstrated and explained. This dissertation then concludes with a summary and 

suggestions for future work in Section 6.  
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Abstract: Computer simulations and theoretical analysis of laser-materials interactions 

are playing an increasingly important role in the advancement of modern laser technologies and 

broadening the range of laser applications. The small size of the laser modified zone as well as 

ultrashort time scales of the investigated processes makes experimental investigation of defect 

formation during ultrashort laser irradiation extremely difficult and underlines the increasingly 

important role of computer modeling in providing a reliable physical interpretation of ex situ 

characterization of the microstructure [17,32,80].  

The highly non-equilibrium nature of the processes induced by short pulse laser 

irradiation as well as atomic resolution required for accurate description of defect generation and 

evolution without prior assumptions suggest atomistic modeling as an indispensable and 

consummate tool for investigation of microstructure and surface morphology modification 

during ultrafast laser processing [17,81-84]. Moreover, molecular dynamics (MD) method opens 

unprecedented opportunities for investigation of the influence of intense SAWs on atomic level 

processes, such as diffusion, desorption, catalytic activity, and structure modification. 

Meanwhile, the high computational cost of atomistic simulations limits the spatial and temporal 

scales accessible in the modeling. Thus, computationally cheaper continuum-level or coarse-

grained models, capable to describe entire irradiated spot and surrounding material, are necessary 

for mapping the atomistic predictions to the experimental conditions. 

���� � ¡¢£¤ £¥ ¢¡¦§¨¤
2.1.1. Atomistic modeling of laser irradiation of metals 

This subsection provides an overview of a hybrid computational model combining a 

continuum-level description of the laser excitation and subsequent relaxation of the conduction 

band electrons in metals with the classical MD method capable to describe rapid non-equilibrium 

melting, cavitation in liquid, spallation, solidification under conditions of deep undercooling, and 

generation of a high density of crystal defects in a course of this process. The basic concepts of 

the model are summarized below. 
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Method of molecular dynamics (MD) 

Classical molecular dynamics (MD) method is a computational technique describing 

process under the study by tracking motion of individual atoms, molecules, or coarse-grained 

particles in the system [85,86]. The temporal evolution of a system of interacting particles is 

defined by solving the system of classical equations of motion: 

©ª «¬®¯«°¬ ± ²³́ ± µ ¶·¸®¹º®¬º»º®¼½¶®¯          (2.1), 

where ©ª and ¾¿ª are the masses and positions of particles, ²³́ is the force acting i from other 

particles, and ÀÁ¾¿ÂÃ ¾¿ÄÃ Å Ã ¾¿ÆÇ is the energy of interparticle interactions in the system with N 

particles. After setting the initial conditions, such as initial positions and velocities, solution of 

Eq. 2.1 provides a set of trajectories that describes the evolution of the system and its 

thermodynamic parameters. 

In our study, 7-th order predictor-corrector algorithm [87] (k = 8) is used for integration 

of equations of motion. The algorithm includes two stages: prediction of the system state on the 

next time step and correction based on the evaluated value of forces. For each particle positions, 

velocities, and values of k-2 higher order derivatives are tracked and at each “prediction” stage 

are updated according to the following equation (Taylor expansion): 

ÈÉªºÊ°ËÌ°Í ± Î ÏÐÊÐÑÒÐÓÊ Ô ÈÉªºÐ°           (2.2), 

ÈÉªºÊ ± ÌÕÖ
Ê×
«Ø®¯«°Ø  , 

where ÙÚ is the time step, and ÏÐÊ are the binomial coefficients. After the coordinates ÈÉªºÛ ± ¾¿ª are 

updated, the interparticle forces are calculated for the next configuration, and the error is 

computed as: 

ÙÈÉª°ËÌ° ± ÜÝÞ°ËÌ°ß
Äà¯ ÙáÄ µ ÈÉªºÄ°ËÌ°Í          (2.3). 

The corrected values of ÈÉªºÊ at the next time step are computing with using filter values Ïª: 
ÈÉªºÊ°ËÌ° ± ÈÉªºÊ°ËÌ°Í â ÏªÙÈÉª°ËÌ°          (2.4). 

The optimal values of Ïª are summarized in Table 1 for a number of values k and p, which 

represents the order of derivative used to compute the error term. In particular, for MD p = 2 
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since when force is evaluated the second derivative is used for computing the error. When 

system is initialized, the values of higher order derivatives are set to be zero. 

Table 1. The values of ãä  for Gear predictor-corrector algorithm. Adapted from Ref. [87]. 

p k C0 C1 C2 C3 C4 C5 C6 C7 

1 

3 5/12 1 1/2      

4 3/8 1 3/4 1/6     

5 251/720 1 11/12 1/3 1/24    

6 95/288 1 25/24 35/72 5/48 1/120   

7 19087/60480 1 137/120 5/8 17/96 1/40 1/720  

8 5257/17280 1 49/40 203/270 49/192 7/144 7/1440 1/5040 

2 

4 1/6 5/6 1 1/3     

5 19/120 3/4 1 1/2 1/12    

6 3/20 251/360 1 11/18 1/6 1/60   

7 863/6048 665/1008 1 25/36 35/144 1/24 1/360  

8 1925/14112 19087/30240 1 137/180 5/16 17/240 1/120 1/2520 

3 

5 1/4 1/2 5/4 1 1/4    

6 3/80 19/40 9/8 1 3/8 1/20   

7 221/5040 9/20 251/240 1 11/24 1/10 1/120  

8 2185/46368 863/2016 95/96 1 25/48 49/336 1/48 1/840 

4 

6 1/30 1/10 1 5/3 1 1/5   

7 16/630 3/20 19/20 3/2 1 3/10 1/30  

8 11/630 221/1260 9/10 251/180 1 11/30 1/15 1/210 

Despite the basic idea of MD is quite simple, various optimization techniques must be 

applied to make the simulation computationally feasible. In particular, computing all vs. all 

interactions in a system has åæçÄè complexity, and using a potential cutoff together with a 

neighbor list (Verlet list) [88], cell list, or combination of these algorithms is needed to reduce 

the complexity to åæçè [85,89]. In addition, tabulation of force table, using of half list of 

interactions [85], and advanced multiple time step integration algorithms [90] as well as usage of 

features of modern hardware and capabilities of parallel computing enable further extension of 

temporal and special limits accessible in atomistic simulations. However, even with the above-

described optimizations, the computational cost of atomistic simulations remains relatively high, 

Figure 3. The typical system sizes and duration of simulations accessible in MD are on the scale 
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of hundreds of nanometers and nanoseconds, and usually only a small part of an experimental 

system can be simulated. 

 
Figure 3. Schematic illustration of spatial and temporal scales accessible in atomistic simulations. The 
scales accessible through large scale parallel computing are illustrated by dashed blue line. Adapted from 
Ref. [91]. 

Under conditions when the analytical (continuum-level) description of spatially confined 

laser ablation is hindered by the complexity and highly nonequilibrium nature of laser-induced 

processes, the molecular dynamics computer simulation technique can serve as a useful 

alternative approach, capable of providing atomic-level insights into the laser-induced processes. 

The main advantage of the MD technique is that no assumptions are made on the processes or 

mechanisms under study. The only input in the MD model is the interatomic interaction potential 

that defines the equilibrium structure and thermodynamic properties of the material. The 

interatomic potentials are typically designed via ab-initio calculation and fitted to reproduce 

basic material properties of interests. Once the interatomic potential is chosen and initial 

conditions are defined, the MD trajectories (positions and velocities) are obtained through 

numerical solution of the equations of motion for all atoms in the system without any further 

assumptions. This advantage makes MD an ideal technique for exploring non-equilibrium 

processes and revealing new physical phenomena. However, as pointed out in Section 3.4, since 
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all material properties are hidden within the interatomic potential, it may be very simple to obtain 

erroneous results in an MD simulation, and in particular cases computing of material parameters 

and knowledge of their effect on the simulation may be needed for interpretation of MD 

predictions. 

Two temperature model (TTM) 

 

Figure 4. Three distinguished relaxation 
phases of optically excited electrons in 
metals: (a) photon absorption, (b) 
electron-electron relaxation is completed, 
and (c) electron-phonon relaxation is 
completed. Adapted from Ref. [92]. 

The energy of a short laser pulse couples mainly to electrons of the irradiated material. In 

metals, the presence of conduction band electrons enables the direct absorption of laser energy 

by electrons undergoing collisions with nuclei (i.e., by inverse bremsstrahlung). This process is 

followed by electron-electron equilibration proceeding within 10s of femtoseconds [92]. Before 

electron-electron equilibration, the absorbed energy is redistributed by excited electrons in a 

ballistic regime [92,93]. Studies targeted at the revealing the ultrafast dynamics of 

nonequilibrium electrons in metals under ultrashort pulse laser irradiation [94,95] demonstrate a 

stepwise shape of the electron density distribution in the vicinity of the Fermi level with the step 

size multiple to the photon energy, éê, immediate after laser irradiation. However, the shape of 

the distribution changes to the equilibrium Fermi-Dirac distribution after several tens of 

femtoseconds. At the next stage the evolution of the system is governed by heat diffusion in the 

electron system and by equilibration of hot electrons with phonons on the picosecond time scale. 

At this stage the system has two distinct temperatures: electron and phonon temperatures. In 
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literature the phonon temperatures is commonly referred as lattice temperature. The above-

described stages are schematically illustrated in Figure 4. 

Two-temperature model (TTM) [9,96] has been proposed as a simplified approximation 

accounting for the absorption of laser energy, two temperature stage resulted by laser irradiation, 

electron heat conduction to the bulk of the target, and rapid heating of lattice through the 

electron-phonon collisions. The model is represented by two coupled heat diffusion equations for 

electronic and phononic subsystems: 

ëÏì
¶íî¶° ± ïðñìïòìó µ ô Ô æòì µ òõè â ö

Ïõ ¶í÷¶° ± ïðñõïòõó â ô Ô æòì µ òõè
        (2.5), 

where òì  and òõ are the temperatures of the electronic and phononic (lattice) subsystems; Ïì  and 

Ïõ are the electron and lattice heat capacities; ñì , ñõ , and ô are the electron and lattice thermal 

conductivity and the electron-phonon coupling parameter, and ö is a source term describing 

energy deposition through laser irradiation. The energy attenuation with depth, z, is described 

according to Beer-Lambert law, and the Gaussian temporal shape of the laser pulse, which is a 

good approximation for femtosecond laser pulses, is assumed: 

ö ± ÄøùúûüõÊÄüýþ ÿ�� �µ��� Ô �°þ�
Ä� Ô ì�� ���"�         (2.6), 

where   is the pulse duration computed as full width at half maximum (FWHM), !Û is the 

absorption depth computed as a sum of the optical absorption depth and ballistic depth, !Û ±
!#�° â !% , and �&%� is the absorbed laser fluence, which is approximated as �&%� ± æ� µ �è�Û in 

this dissertation in the case of comparison with experimental conditions. �Û is the incident laser 

fluence, and � is the reflectivity coefficient. More accurate description of reflectivity with 

accounting for the temporal evolution of the electron temperature may be provided through 

Drude model [49]. In particular, this method has been used in one of our recent studies to 

estimate absorbed energy for irradiation of Au target in water environment [97]. However, as 

pointed out in the supplemental materials to Ref. [97], the uncertainty resulted by the choice of 

the ballistic depth results in variation of the absorbed laser fluence for a given incident fluence in 

a wide range, which can be eliminated only with using an explicit description of the ballistic 

electron transport based on the solution of Boltzmann transport equation for electrons [98]. 
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Therefore, in all reported simulations we use absorbed rather than incident fluence. Also when 

!Û and   become comparable or smaller that the size of the mesh and time step used in the 

simulation, which is the case for continuum-level simulations reported in this dissertation and for 

Cr with !Û ± 	�� nm. Therefore, the integral form of Eq. 2.6 should be used: 

ö ± �&%� Ô ì
)ÄüõÊÄ�Þ°Ë«°ß þ* +Ñì
)ÄüõÊÄ�° þ* +
Ä«° Ô ì�� ��� Ñì������ ���

,      (2.7), 

where � is the mesh size, $á is time step, and ÿ¾� is error function. In all simulations all pulses 

shifted by 2.5  to insure complete absorption of energy corresponding to a given value of  �&%�. 
In early TTM based simulations ô was approximated as a constant, and Ïì  as ÏìÛòì 

[92,99,100]. However, later studies with explicit consideration of the density of states for 

particular materials have provided more accurate temperature dependent values of Ïì  and ô 

[101], which are used in our study. Several approximations to describe the dependence of the 

electron thermal conductivity, ñì , on the electron and lattice temperature are described in Ref. 

[102]. In our study, the electron thermal conductivity is taken similarly to Ref. [101] as ñì ±
�ÜÄÏì - '( , where �Ü  is the Fermi velocity. The collision frequency of free electrons is 

approximated via the sum of electron-electron and electron-phonon scattering rates as  -ÑÂ ±
 ìÑìÑÂ â  ìÑ�,ÑÂ ± .òìÄ â /òõ  [101]. The value of the coefficient A can be estimated based on free 

electron model [103]. The coefficient B can be set as a constant or described as a function of the 

lattice temperature and the materials phase state, so that the experimental temperature 

dependences of thermal conductivity of the solid and liquid under conditions of electron-phonon 

equilibrium are reproduced in the simulation. Lattice thermal conductivity ñõ  is usually neglected 

in simulations based on TTM model since for metals ñì  exceeds ñõ  by one or two orders of 

magnitude. However, in some specific cases such as heat diffusion near metal-dielectric interface 

phononic heat capacity may prevail within several nanometers from the interface, especially for 

metals with weak electron-phonon coupling as pointed out in Section 3.6. 

Hybrid TTM-MD model 

Although the MD method is capable of providing detailed information on the 

microscopic mechanisms of laser ablation, several modifications have to be made in order to 

apply the classical MD for simulations of laser interactions with metals. In particular, a realistic 

description of the laser coupling to the target material, the kinetics of thermalization of the 
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absorbed laser energy, and the fast electron heat conduction should be incorporated into the MD 

technique. These processes can be accounted for by incorporating the MD method into the 

general framework of the two-temperature model (TTM) [9,96] commonly used in the 

simulations of short pulse lase interactions with metals.  

The idea of the combined TTM-MD model [39,102,104] is schematically illustrated in 

Figure 5 and is briefly explained below. TTM is used to describe absorption of laser energy by 

electrons with following energy redistribution and equilibration with phonon system at 

picosecond time scale. To overcome the limitations of this continuum level approach in 

description of ultrafast phase transformations, morphology changes, and microstructure 

modification, the top part of the irradiated target, where these processes take place, is simulated 

with classical molecular dynamics model, which replaces the equation for lattice. Meanwhile, the 

temperature evolution in the remaining part of the target is described with TTM approach. The 

size of this part, 0112, is selected to be 2-5 3m to ensure negligible temperature change at the 

bottom of the system. At the interface between TTM-MD and TTM parts a heat conducting 

pressure wave transmitting boundary condition [105,106] is applied to ensure non-reflecting 

propagation of the laser-induced stress wave from the MD region of the computational system to 

the bulk of the target. The size of TTM-MD part, 0112425, is selected to ensure that its bottom 

part remains solid throughout the simulation. 

 

Figure 5. A schematic representation of a 
hybrid TTM-MD approach. A snapshot 
from a simulation reported in Section 3.6 is 
used to represent the hybrid part. A 
nonreflecting boundary condition is 
illustrated by dark gray rectangle at the 
interface between TTM-MD and TTM parts. 
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The system of TTM equations is integrated simultaneously with MD, and MD domain is 

decomposed into cells according to the mesh used in TTM. The three-dimensional solution of the 

diffusion equation for Te is used in simulations of laser spallation and ablation, where the 

dynamic material decomposition may result in lateral density and temperature variations. The 

size of the cells in our simulations is selected to be 1-1.5 nm in z direction and 4-6 nm in lateral 

directions. The energy exchange between electron subsystem in TTM and MD part is described 

by adding extra contribution to the force acting on each atom [102]: 

©ª «¬®¯«°¬ ± ²³́ â 6©ª7¿ª°,          (2.8), 

6 ± Â
ÊÎ ô8-ìõõ Ô 9òìÒ µ òõ-ìõõ:ÊÒÓÂ Î ©ª97¿ª°,:ÄÆª;        (2.9), 

òõ-ìõõ ± Î ©ªæ7¿ªíèÄÆª 'ñ<æç-ìõõ µ �è(         (2.10), 

where 8-ìõõ is the cell volume, òõ-ìõõ is the local lattice temperature computed for each cell, 7¿ª°, is 

the thermal velocity of the atom defined as 7¿ª°, ± 7¿ª µ 7¿-, 7¿ª is the actual velocity of atom i, and 

7¿- is the velocity of center of mass of a cell which the atom i belongs to. Since explicit Euler 

algorithm is used to solve TTM equations, the maximum time step is limited: Ùáíí= >
?���@�ÄÏì ñì( . High thermal conductivity of metals results in maximum Ùáíí= to be in a range 

of 0.01-0.1 fs, which one-two orders of magnitude smaller that the time step used in MD, 1-5 fs. 

Therefore, each MD step corresponds to n TTM steps. The expansion, density variation, and, at 

higher fluences, disintegration of the irradiated target predicted in the MD part of the model are 

accounted for through the corresponding changes of the parameters of the TTM equation for 

electron temperature.  Cells containing less than 10% atoms are disabled. Liquid and crystal 

regions produced in the simulations of ultrafast melting and solidification are identified with 

local order parameter described in more details in Ref. [102]. 

As pointed out above, the most severe limitation of MD is huge computational cost that 

limits spatial and temporal scales of the simulation and does not allow to model entire laser spot. 

The processes occurring at the scale of laser spot can then be evaluated through a “mosaic” 

approach based on combining the results of a series of atomistic simulations with periodic 

boundary conditions in lateral directions performed for a range of local fluences chosen from the 

laser beam profile [39], Figure 6. However, this approximation may fail when lateral material 
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and energy redistribution play an important role, for example in the case of LIPSS formation 

discussed in Section 4.2  

 
Figure 6. The integral visual picture of melting, generation of subsurface voids and material ejection 
from an Al target irradiated by a 100 fs laser pulse. The laser beam has a Gaussian spatial profile with a 
peak absorbed laser fluence of 2050 J/m2, as shown in the bottom part of the figure. The representation of 
the laser-induced processes at the scale of the whole laser spot is based on a “mosaic approach”, where 
snapshots from individual TTM-MD simulations taken at the same time of 150 ps after the laser pulse are 
aligned with locations within the laser spot that correspond to the values of local fluence used in the 
simulations, as shown by the thin vertical and horizontal dashed lines. The atoms in the snapshots are 
colored by their potential energy, from blue for low energy atoms in the bulk of the target to red for the 
vapor-phase atoms. The red dots connected by the red line mark the location of the melting front. The 
thicknesses and locations of the top void-free layers are shown by black bars for simulations performed in 
the spallation regime and, in the case of the lowest fluence of 650 J/m2, just below the spallation 
threshold. For two local fluences, 650 and 900 J/m2, the locations of the melting front and the void-free 
layers are marked without showing the corresponding snapshots. The velocities of the top void free layers 
at 150 ps are provided in the figure. Adapted from Ref. [39]. 
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Computational representation of the transparent overlayer 

Two different methods developed in this work for representation of the transparent 

overlayer are illustrated in Figure 7. In both implementations, the properties of fused silica are 

used in parameterization, and the overlayer is assumed to be sufficiently thick to ensure that the 

pressure wave generated in the overlayer due to the laser energy absorption by the metal target 

does not reflect from the top surface of the overlayer and come back to the metal-overlayer 

interface during the time of the simulation. For a 10 µm thick overlayer and the speed of sound 

of 5900 m/s in fused silica [107], it takes more than 3 ns for the reflected wave to reach the 

interface. In the irradiation regimes considered in this work (from the threshold for surface 

melting up to several times the threshold), the time scale of laser-induced structural and phase 

transformations does not exceed several nanoseconds, and the reflected pressure wave would not 

affect the transformations for overlayers with thickness on the order of tens of micrometers. 

In the first method, illustrated in Figure 7a, the overlayer is not represented with atomic 

resolution but introduced through a dynamic acoustic impedance matching boundary condition 

that accounts for the displacement of the metal overlayer interface in response to the thermal 

expansion and phase transformations occurring in the surface region of the metal target. The 

dynamic boundary condition in this case takes the form of an imaginary plane that interacts with 

the Ag atoms through the Lennard-Jones (LJ) potential defined as a function of the distance 

between an Ag atom and the imaginary plane. The imaginary plane moves in response to forces 

acting on it from the Ag atoms as well as an additional force ²ÆA< that mimics the elastic 

response of the overlayer to forces acting from the side of the metal target. This additional force 

is proportional to the instantaneous velocity 7 of the imaginary plane and acts in the opposite 

direction, ²ÆA< ± µBö7, where S is the surface area of the interface and Z is the acoustic 

impedance of the overlayer material. For the silica overlayer, the acoustic impedance is 

calculated as B ± CDªE¬FDªE¬ , where CDªE¬ ± 2200 kg/m3 and FDªE¬ ± 5900 m/s are the 

experimental values of density and speed of sound in fused silica [107]. The mass assigned to the 

imaginary plane is equal to the total mass of Ag atoms in a single (001) atomic plane and the 

equation of motion is solved for the plane together with the integration of the equations of 

motion for all the atoms. 
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Figure 7. Schematic sketches of two alternative computational setups designed for simulations of laser 
interactions with a Ag target covered by a transparent overlayer.  In both setups, the top layer of the Ag 
target with thickness of GHHIJIK is represented by the atomistic TTM-MD model, whereas the heat 
conduction in the deeper part of the substrate is simulated with TTM equations solved in the region with 
thickness of GHHI. The transparent overlayer is represented by a dynamic imaginary plane in (a) and by a 
model adapting an atomistic MD description of a part of the overlayer adjacent to the Ag target in (b).  
The dynamic pressure-transmitting boundary conditions are applied at the bottom of the TTM-MD region 
and, in (b), at the top of the MD part of the overlayer to mimic non-reflective propagation of laser-
induced pressure waves through the boundaries. In both setups, the partial propagation of the laser-
induced pressure wave into the silica overlayer and the work of adhesion between the overlayer and the 
Ag film are reproduced. Adapted from Ref. [108]. 

The parameters of the LJ potential describing the interaction between a Ag atom and the 

imaginary plane are fitted to reproduce the experimental value of the work of adhesion between 

the Ag substrate and silica overlayer as well as the local stiffness under uniaxial compression at 

the interface defined by an arithmetic average of the elastic constant LMM for FBD EAM Ag 

(LMM N 124 GPa, Ref. [107]) and fused silica (LMM N 76.6 GPa, calculated from experimental 

values of longitudinal wave velocity and density, Ref. [107]). The work of adhesion for Ag-silica 

interface at 773 K, OPQR N 0.43 J/m2 (Ref. [109]) is used to fit the value of the LJ parameter 

defining the energy scale of the potential, S. This parameter is chosen so that the energy of the 
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Ag-silica interface, TUVÑDªE¬ , satisfies the following definition of the work of adhesion: W&«, ±
TUV â TDªE¬ µ TUVÑDªE¬ , where TUV ± 0.72 J/m2 is the energy of free (001) surface of Ag 

calculated at 773K for the FBD EAM potential and TDªE¬ ± ? since the energy of the imaginary 

surface of silica after separation from Ag is zero. The parameter defining the length scale of the 

potential, X, is then chosen to reproduce the local stiffness to uniaxial compression, ÏÂÂ, as 

described above. The fitting yields the following parameters of the LJ potential: X = 2.42 Å and Y 
= 0.224 eV. 

While the representation of the overlayer by the method based on the imaginary plane 

provides a computationally efficient description of the partial reflection of the laser-induced 

pressure wave from the metal-silica interface and reproduces the experimental work of adhesion 

between the metal substrate and silica overlayer, this method is not free of limitations. In 

particular, the boundary condition can only reproduce the elastic response of the overlayer, and 

no plastic deformation or melting of the overlayer is allowed. Moreover, in the simulations 

performed under irradiation conditions leading to the transient surface melting and 

resolidification of the metal target, the imaginary plane is observed to promote nucleation of hcp 

(hexagonal close packed) and fcc (face centered cubic) crystallites with close packed 

crystallographic planes oriented parallel to the imaginary plane. 

In order to relax the assumption of an ideal “indestructible” overlayer, an alternative 

method, illustrated in Figure 7b, is developed. In this method, a part of the overlayer adjacent to 

the metal target is simulated with an atomistic MD method. In the present work, we do not 

attempt to provide an accurate description of the silica structure and silica-Ag interfacial 

structure, as such description would necessitate the use of a reactive force field that would 

substantially increase the computational cost of the simulations. Instead, the silica substrate is 

simulated as an fcc crystal with atoms interacting through LJ potential. The parameters of the LJ 

potential, X = 4.41 Å and Y = 0.237 eV, and the atomic mass of 113.5 Da are chosen so that the 

values of the elastic constant, ÏÂÂ ± 75 GPa, melting temperature, Tm = 1825 K, and density, 

CDªE¬ ± 2200 kg/m3 of the model material are in a good agreement with experimental values for 

fused silica (ÏÂÂ ± 76.6 GPa, Tm = 1938 K, CDªE¬ ± 2200 kg/m3, Ref. [107]). 

The cross-interaction between the atoms in the overlayer and Ag is also described by the 

LJ potential. The LJ parameter X is chosen so that the equilibrium interatomic distance for the 
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cross-interaction would be an arithmetic average of the ones in the substrate and the overlayer. 

Similarly to the case where the overlayer is represented by an imaginary plane (described above), 

the LJ parameter Y is fitted to the work of adhesion for the Ag-silica interface at 773 K, W&«, ±
0.43 J/m2, Ref. [109]. With the calculated surface energies of TUV ± 0.72 J/m2 and TDªE¬ ± 0.39 

J/m2, the parameter Y is chosen to reproduce the energy of the Ag-silica interface, TUVÑDªE¬ ±
TUV â TDªE¬ µW&«, ± 0.68 J/m2. The fitting yields the following parameters of the LJ potential 

for the Ag-silica cross-interaction: X = 3.53 Å and Y = 0.111 eV. 

The size of the part of the overlayer represented with atomistic resolution, Z=[ in Figure 

7b, is 100 nm in simulations performed at absorbed laser fluences of 900 and 1000 J/m2, and 200 

nm at 3000 and 6000 J/m2. In contrast to the metal substrate, where the heat transfer is 

dominated by the electrons and is reproduced with the TTM equations, the vibrational heat 

transfer in the glass overlayer is treated directly by the MD model. The value of the thermal 

conductivity of the model overlayer material, k = 0.85 Wm-1K-1, is calculated from the evolution 

of the temperature profiles predicted in a non-equilibrium MD simulation of a 411 nm long 

system with an initial temperature of 300K and a temperature of 1000K fixed at one end of the 

system. The conductivity of the model material is comparable to the experimental one for fused 

silica, 1.38 Wm-1K-1, Ref. [107]. The characteristic length of thermal diffusion in the simulated 

overlayer on the timescale of the simulation, á�ªà ± 1 ns, is Z°, ± \�]íá�ªà ±  57 nm, where 

]í ± ñ^F_ ~ 1.7×10-6 m2/s is the thermal diffusivity, k is the thermal conductivity, F_ ± '� is 

the heat capacity, and R is the ideal gas constant. Therefore, for Z=[ ± 100 – 200 nm, Z°, `
Z=[ and the heat transfer through the upper boundary of the computational system in Figure 7b 

is neglected in the simulations. A pressure transmitting boundary condition [105,106], similar to 

the one applied at the bottom of the TTM-MD region of the metal target, is applied to the top 

monolayer of the fcc crystal representing the MD part of the overlayer. 

2.1.2. Atomistic modeling of SAW propagation 

A brief description of the MD model developed for the first atomistic simulations of free 

(nonlinear) propagation of SAWs is provided below. The following subsections discuss the 

general idea of the computational method developed for the atomistic simulations of free 

propagation of nonlinear acoustic waves, the constraints imposed on the choice of parameters of 
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the computational setup by the peculiarities of the nonlinear SAWs, and the method used to 

generate the waves. 

Computational “synchrotron” for atomistic simulations of nonlinear acoustic waves 

The general idea of the computational method developed for simulation of the wave 

profile evolution during the propagation in a nonlinear medium is illustrated in the schematic 

shown in Figure 8. From the first sight the schematic resembles a synchrotron for particle 

acceleration. Drawing on this analogy, the generation of the initial wave at the source in the 

computational “synchrotron” corresponds to the particle injection in the real synchrotron, the 

gradual evolution of the wave profile and shock formation during the propagation away from the 

source corresponds to the particle acceleration by the magnetic field, and the material 

modification by the shock wave generated in the computational “synchrotron” corresponds to the 

ejection and utilization of the accelerated particle in applications. This general setup depicted in 

Figure 8 is utilized in our work in simulations of both bulk and surface acoustic waves. The 

implementation of each of the three components of the computational “synchrotron” is briefly 

outlined below. 

 
Figure 8. Schematic representation of the interactions between different components of the proposed 
computational “synchrotron” approach to simulation of the generation of SAWs, their nonlinear 
propagation and structural modification of the surface region (see description in the text). 

[1] “injection”: Depending on the purpose of the simulation, a continuous sinusoidal wave with 

a given frequency or a wave packet representing a SAW pulse generated by an external optical or 

electromechanical stimulus can be generated in the MD computational system at the start of the 

simulation. As explained in a subsection below, the generation of the wave packets or periodic 
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waves can be done by assigning instantaneous displacements and velocities to all atoms in the 

system according the corresponding solutions of continuum-level equations derived for the 

corresponding linear (harmonic) SAWs or bulk wave. 

[2] “synchrotron”: Once the initial wave is generated, the gradual evolution of the wave profile 

during the propagation in a nonlinear medium can be simulated in a computational setup 

adopting periodic boundary conditions in the direction of the wave propagation. In the case of a 

periodic wave, the length of the computational system in this direction must be multiple of the 

wavelength. This approach makes it possible to perform analysis of the long-term evolution of 

the wave profile without the need for extending the size of the computational system to match 

the distance covered by the wave. Since periodic boundary conditions are applied along the 

direction of the wave propagation, the increasing time in the simulation corresponds to the 

linearly increasing distance from the source of the wave under typical experimental conditions. 

The non-linear sharpening of the wave and the generation of a shock front can leads to the onset 

of an active SAW energy dissipation, as discussed in Section 5.2. While the energy deposition 

due to the wave dissipation can be offset by maintaining a constant temperature throughout the 

substrate with a specially designed thermostating procedure, any irreversible structural material 

modification or “damage” caused by the propagating wave would immediately render the 

“reuse” the damaged material in the “synchrotron” mode of the simulation impossible. 

[3] “ejection”: When the strain magnitude at the shock front, increasing due to the nonlocal 

nonlinearity of SAWs [110-112], reaches the levels sufficient for generation of irreversible 

material modification, the realistic modeling of the wave propagation through the pristine 

material away from the source can no longer be done with periodic boundary conditions applied 

in the direction of wave propagation. In this case, the periodic boundary conditions should be 

switched off and, if needed, new material could be added and equilibrated in front of the 

propagating wave. In order to extend the time-scale of the simulations and avoid the linear 

increase of the number of atoms in the system with simulation time, the material behind the 

propagating acoustic pulse can be removed, so that the MD computational system of a fixed size 

remains stationary in the reference frame of the moving front of the wave. This approach is 

similar to the “moving window” technique [113] that has been successfully applied in 

investigations of bulk shock waves in gases [114], liquids [115] and crystals [116-118], as well 

as in the analysis of detonation front instabilities [119]. Note that the addition of new material 
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and the “moving window” approach are only needed when the long-term evolution of the wave 

after the damage is produced is of interest. In many cases, when the conditions for the onset of 

surface damage and the nature of surface modification are of interest, the simulation can be 

completed before the wave front reaches the outer boundary of the computational system. This 

scenario is exemplified by a simulation discussed in Section 5.2 performed for strongly nonlinear 

regime, where a gradual evolution of a SAW in the computational “synchrotron” produces a 

shock wave that are sufficiently strong to cause the generation of several zones of localized 

plastic deformation in the surface region of the substrate. 

Details of MD computational setup 

The main goal of the simulations reported in this subsection is to explore, using the 

general computational approach outlined in the previous section, the new opportunities provided 

by the atomistic modeling in the investigation of linear and nonlinear propagation of SAWs. The 

computational systems considered in the simulations, therefore, are chosen to be simple but 

representative of different classes of real materials. In particular, the simulations will be 

performed with two pairwise interatomic potentials that reproduce materials with positive and 

negative values of the parameter of local nonlinearity [120] (e.g., metals and fused silica, 

respectively), so that qualitatively different evolution of the wave profile (e.g., compression and 

extension of a SAW pulse for metals and silica, respectively) could be studied. 

The material with positive value of the parameter of local nonlinearity is described by the 

common Lennard-Jones (LJ) potential, with parameters X and Y defining the length and energy 

scales of the interatomic interactions and a cutoff function [121] used to ensure that the 

interactions vanish at a cutoff distance of rc = 3X. The negative value of the parameter of local 

nonlinearity are reproduced, somewhat counterintuitively, by a harmonic pair potential 

(considered between nearest neighbors) with the equilibrium interatomic distance and the force 

constant (second derivative of the potential function at the equilibrium distance) matching those 

of the LJ potential. For a one-dimensional (1D) chain of particles interacting via a harmonic 

(parabolic) potential, the dependence of the elastic energy density on strain is also ideally 

parabolic. Consequently, the propagation of waves in the 1D chain is perfectly linear and does 

not result in the generation of higher frequency harmonics or other nonlinear effects. In a bulk 

three-dimensional (3D) crystal described by the harmonic pair potential, however, the 

anharmonic quadratic terms in the stress-strain dependence do appear due to purely structural 
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reasons and the sign of these terms is opposite to the one in the material described by the LJ 

potential. Namely, the tensile deformation leads to the effective stiffening of the material 

described by the harmonic potential while the material softens if the LJ potential is used. This 

contrasting behavior makes it possible to perform an initial exploration of the effect of the sign 

of the acoustic nonlinearity on the evolution of SAW profiles with simple and computationally 

efficient pairwise potentials. For results produced with LJ potential, all the physical quantities 

are presented in reduced units scaled by the LJ length and energy parameters, a and S, and the 

atomic mass m. In particular, the time, velocity, and temperature are expressed in units of 

b N cdef gh iM fj , k N e bh N cg dh iM fj , and T = S/kB, respectively, where kB is the Boltzmann 

constant. Otherwise, real units are used. 

 

Figure 9. The dependence of lmm strain on 
nmm for a crystal described with LJ (green) 
and Harmonic (red) potentials. Linear 
dependence of strain on stress is outlined 
with a dashed line. 

The MD simulations are performed for a computational system shown schematically in 

Figure 10. It represents a surface region of a substrate with fcc crystal structure and (001) 

crystallographic orientation of the surface. The periodic boundary conditions are applied along x 

and y directions, parallel to the free surface of the substrate. In the direction of the SAWs 

propagation, the minimum system size, Lx, is defined by the spatial periodicity of the simulated 

SAW and varies between 12 and 1200 fcc unit cells (18.6a to 1860a) in simulations with 

corresponding values of SAW wavelength. The constraint on the minimum size of the 

computational system in the y direction, parallel to the front of the propagating SAW, is imposed 
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by the use of the periodic boundary condition, which requires the size of the system to be at least 

twice larger than the cutoff distance of the interatomic interaction potential, i.e., cy rL 2> . To 

minimize the computational time, Ly is chosen to be close to the minimum value, Ly = 7.8a, 

which corresponds to 5 fcc unit cells. 

 

Figure 10. The schematic representation of the 
computational system used in the simulations of 
free propagation of SAWs. The color shows an 
instantaneous distribution of kinetic energy in the 
field of an initial sinusoidal SAW propagating in 
the direction of x -axis. The blue and red colors 
correspond to low and high values of the kinetic 
energy. 

The choice of the depth of the computational system, Lz, and the type of the boundary 

conditions suitable for the bottom of the simulated system requires particular attention. In 

contrast to earlier MD simulations of SAWs [77,78,122], where the close-to-sinusoidal wave 

profiles are generated and maintained through dynamic boundary conditions applied at [77,122] 

or very close [78] to the surface, the simulations of free nonlinear wave propagation require the 

dynamic representation of much deeper part of the substrate. The elastic field of a SAW decays 

exponentially into the bulk of the substrate (oscillations superposed on the exponential envelope 

may appear in anisotropic crystals) and the energy carried by the SAW is largely concentrated 

within a surface layer with a thickness on the order of the SAW wavelength λ . One may expect, 

therefore, that a depth of the MD simulation system exceeding one or two wavelengths would be 

sufficient for reproducing the unperturbed propagation of the SAW in an infinitely thick 

substrate. The first MD simulations performed for systems with λλ 42 −=xL , however, reveals 

a rather strong influence of the finite depth of the computational system on the wave 

propagation, even though the wave energy density decreases at these depths down to less than 

74 1010 −− −  of that at the upper surface. 
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Figure 11. Contour plots showing the evolution of the kinetic energy in MD simulations of SAWs 
propagating in two systems of the same depth of Lz = 2o but different boundary conditions applied at the 
bottom of the computational system, free boundary in (a) and rigid boundary in (b). The horizontal axis 
shows the distance passed by the wave, which is linearly related to the time of the simulation. The vertical 
axis represents the depth under the surface where the initial wave is generated at the start of the 
simulation. The color corresponds to the kinetic energy per atom averaged over one SAW wave period 
and surface subdomains with one fcc unit cell in x direction and 4 fcc unit cells in z direction. The 
simulations are performed for SAWs with wavelength of o = 155p, strain amplitude of e0 = 8×10-5, and 
zero temperature of the substrate. Periodic energy exchange between the dynamically coupled SAWs 
propagating along the two free surfaces of the system is observed in panel (a) and schematically outlined 
by red arrows, while no such energy redistribution is seen in panel (b), where the rigid boundary 
condition is applied at the bottom.  

In the simulations where the free boundary condition is used at the bottom of the 

computational system, a strong linear coupling between the upper and the bottom surfaces is 

found to create an effective channel of linear energy exchange between the SAWs propagating 

along the upper and bottom surfaces. As a result, the wave energy is periodically transferred 

from one surface to another in a manner similar to the energy exchange between two coupled 

identical oscillators, as can be seen in Figure 11a. For the sample thickness of Lz = 2q, the period 

of the energy exchange corresponds to the distance of about 39q covered by the wave. Certainly, 

the efficiency of coupling between the SAWs propagating along the two surfaces can be reduced 

by increasing the sample thickness, leading to the increase in the energy exchange period. This 

effect is illustrated in Figure 12, where different rates of the energy leakage from the original 

waves generated in the top surface regions to the waves induced at the bottoms of the 
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computational systems are shown for different values of Lz equal to 2r, 3r, and 4r. Despite the 

marked decrease in the rate of the energy exchange with increasing depth of the system, 

however, the raise of the bottom wave amplitude on the time scale of the simulation is still 

significant at Lz = 4r and, eventually, all the energy of the original wave will be fully transferred 

to the energy of the wave propagating along the opposite side of the system. 

 

Figure 12. The dependence of the 
amplitudes of the SAWs induced near the 
free bottom surfaces of computational 
systems with different depths, Lz, equal to 
2s, 3s, and 4s. All three simulations are 
performed for SAWs with wavelength of s 
= 155t, strain amplitude of e0 = 8×10-5, 
and zero temperature of the substrate. The 
curve for Lz = 2s corresponds to the panel 
(a) in Figure 11. These examples illustrate 
the reduction in the rate of energy 
exchange between the SAWs propagating 
along the upper and bottom surfaces of the 
substrate. They also show that even with 
the relatively weak coupling between the 
two waves at Lz = 4s, the cumulative 
energy exchange may be rather efficient. 

A simple and radical solution to the problem of the energy leakage from a SAW 

propagating along the top surface of a computational system of finite size is to apply the rigid 

boundary condition at the bottom of the computational system, thus eliminating the possibility of 

the excitation of the second SAW. Indeed, as shown in Figure 11b, the application of rigid 

boundary condition results in a complete disappearance of the energy leakage from the SAW 

propagating along the top surface region of the computational system. The elimination of the 

resonant coupling to the bottom surface of the system, however, does not mean that the 

computational setup with the rigid boundary condition is free of artifacts introduced by the finite 

depth of the system. In particular, one of the important consequences of the finite depth of the 

system (with either rigid or free boundary conditions applied at the bottom) is the appearance of 

extra frequency dispersion. Indeed, since the characteristic depth of the SAW energy localization 

is proportional to the wavelength, the presence of the opposite boundary has different effect on 

waves of different frequencies. It is well known that, for nonlinear wave transformation, the 
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phase mismatch between the interacting harmonics in a dispersive media can drastically change 

the resultant wave profile. In particular, an efficient generation of co-propagating higher 

frequency harmonics is prevented, and no shock fronts are formed in dispersive optical materials. 

It should be verified, therefore, that the depth of the system is sufficiently large for preventing 

the introduction of strong dispersion and ensuring a realistic representation of the propagation of 

SAW on a substrate of infinite depth. To revel the effect of the depth of the computational cell 

on the wave propagation and generation of higher-frequency harmonics, three simulations are 

performed for the same SAW with r = 155X and different depth of the computational system, Lz 

equal to 2r, 3r and 4r. The evolution of the second harmonic of the wave, shown for the three 

simulations in Figure 13, demonstrates a substantial effect of the depth for the transition from 2r 

to 3r, while the results predicted with 3r and 4r are almost identical. 

 

Figure 13. The evolution of the 
second harmonic of the surface 
acoustic wave for the depth of the 
rigid bottom equal to 2u (red dashed 
line), 3u (green solid line), and 4u 
(blue dash-dot line). The wavelength 
is 155t, strain amplitude of e0 = 
2×10-5, and zero temperature of the 
substrate. This plot demonstrates 
rather significant difference between 
the cases 2u and 3u, while the 
evolution of the second harmonic is 
almost the same for 3u and 4u system 
depth. 

Based on these observations, and given the fact that the increase in depth of the simulated 

system leads to the corresponding increase in the computational cost of the atomistic simulations, 

the depth of 3r and the rigid boundary condition at the bottom of the computational system are 

chosen in this work as a reasonable compromise between the minimization of the artifacts related 

to the finite depth of the system and ensuring computational efficiency the simulations.  

Generation of SAWs 

It is known that sufficiently good understanding of the behavior of a running initially 

sinusoidal surface wave is important for understanding more complex cases. On the other hand, 
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consideration of an initially sinusoidal wave makes it possible to exclude unnecessary 

computational costs by applying periodical boundary conditions to a system with horizontal size 

precisely corresponding to the wave length of the fundamental harmonic. To create an initially 

sinusoidal SAW in the sample, it is desirable to ensure the distribution of the displacements and 

velocities of the particles in the initial moment 0=t  as close as possible to the actual 

distribution for a running harmonic wave with the chosen frequency. Any other initial 

distribution would correspond to the excitation of a wide spectrum of spatial and frequency 

harmonics propagating in both (left and right) directions in the form of both SAWs and bulk 

waves.  

The derivation of the solution of wave equation for surface waves is based on an 

approach suggested in Ref. [123]. In particular, the solution for surface waves is written with 

assuming unknown imaginary direction of wave propagation defined based on the boundary 

condition imposed on the surface. Such an approach significantly simplifies the derivation of the 

solution for anisotropic media. Below we provide a derivation of a solution for Rayleigh wave 

propagating in a cubic crystal along the direction [100] in the plane (001), for which an 

analytical form is known from a previous study [78], and in a cubic crystal along the direction 

ð���Éó in the plane Á���Ç, which is more complicated and has not been reported in literature. Out 

of a variety of SAWs, we consider only Rayleigh wave solution for which displacement within 

the wave occurs in a plane perpendicular to the surface and parallel to the wave propagation 

direction.  

For anisotropic medium the wave equation is written in the following form with using 

Einstein notation: 

C ¶¬v¯¶°¬ ± FªÐõà ¶¬vw¶xy¶x÷           (2.11), 

where C is density, zª  is displacement along a particular coordinate axis �ª , and FªÐõà is a 

stiffness tensor. The solution of the equation for a SAW can be written as: 

zÐ ± .Ðÿ��ð{ñ Ô æ�ÂF|}~Â â �ÄF|}~Ä â ��F|}~� µ Fáèó      (2.12), 

where F|}~Â and F|}~Ä define the direction of propagation of the wave on the surface; F|}~� 

defines a complex angle of the wave propagation perpendicular to the surface; F and ñ is speed 
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of the wave and spatial angular frequency; and .Ð  is the wave amplitude. Therefore, after 

substitution of Eq. 2.12 in Eq. 2.11 we obtain: 

ñÄ.à9FªÐõàF|}~ÐF|}~õ µ �ªàCFÄ: ± ?        (2.13). 

In the following calculations we use F|}~Â ± �, F|}~Ä ± ?, F|}~� ± È, and CFÄ ± �. 

100: For a wave propagating along the direction [100] in the plane (001) Eq. 2.13 is written as: 

ñÄ.à �
ÏÂÂ â ÈÄÏ�� µ � ? ÈæÏÂÄ â Ï��è

? æ�â ÈÄèÏ�� µ � ?
ÈæÏÂÄ â Ï��è ? Ï�� â ÈÄÏÂÂ µ �

� ± ?    (2.14), 

were ÏÂÂ, ÏÂÄ, and Ï�� are three nonzero components of stiffness tensor in a cubic crystal. This 

gives a system of equations with respect to unknown amplitudes. The condition of non-trivial 

solution is that the determinant is equal to zero: 

$ÿá �
ÏÂÂ â ÈÄÏ�� µ � ? ÈæÏÂÄ â Ï��è

? æ�â ÈÄèÏ�� µ � ?
ÈæÏÂÄ â Ï��è ? Ï�� â ÈÄÏÂÂ µ �

� ± ?     (2.15). 

This condition can be split into two: æ�â ÈÄèÏ�� µ � ± ?, which gives a solution for a shear 

wave propagation along the surface and polarized in �Ä direction, and: 

æÏÂÂ â ÈÄÏ�� µ �èæÏ�� â ÈÄÏÂÂ µ �è µ ÈÄæÏÂÄ â Ï��èÄ ± ?     (2.16), 

which has four solutions for waves with exponentially decreasing amplitude at µ� and â�: 

ÈÂºÄº�º� ± ��Ñ%�ü%¬Ñ�&-Ä&           (2.17), 

� ± ÏÂÂÏ��, � ± ÏÂÂæÏÂÂ µ �è â Ï��æÏ�� µ �è µ æÏÂÄ â Ï��èÄ, F ± æÏÂÂ µ �èæÏ�� µ �è 
For waves propagating in a solid half space at z > 0 we select two roots with positive 

imaginary part. The total solution is written as a superposition of solutions corresponding to 

these roots: 

zÐ ± Î .Ð̧Ê½ÏÊÿ��ð{ñ Ô æ�Â â ÈÊ�� µ FáèóÄÊÓÂ        (2.18). 

.ÄÂ  and .ÄÄ are equal to zero for a Rayleigh wave solution. Out of seven remaining constants only 

five are independent, and one of them corresponds to the wave amplitude, �Û. Therefore, we set 

the following values .Â̧Â½ ± .�̧Â½ ± �Û, .�̧Â½ ± TÂ, .�̧Ä½ ± TÄ, ÏÂ ± �, ÏÄ ± Ï, where: 
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TÊ ± µ �ØÞ�¹¬Ë���ß�¹¹�Ø¬ÑA            (2.19). 

The values of the remaining constants, Ï and �, are calculated based on the boundary condition 

(zero stress at a free boundary): 

�ª� ± Fª�õà ¶vw¶x÷ �x�ÓÛ ± ?          (2.20), 

Ï ± µ �¹¬Ë����¹�¹�¹¬Ë����¬�¬           (2.21), 

TÂ â TÄÏ â ÈÂ â ÈÄÏ ± ?          (2.22). 

Numerical solution of Eq. 2.22 allows to derive the value of �. In the earlier work by Stoneley 

[79], Eq. 2.22 is simplified to a cubic equation, which can be solved analytically: 

æ�µ � Ï��( èæ�µ ÏÂÄÄ ÏÂÂÄ( µ � ÏÂÂ( èÄ ± �ÄæÏÂÂ µ �è ÏÂÂ�(       (2.23). 

111: Analytical expressions for the displacement and velocities in the Rayleigh wave available in 

literature [79,124] are limited by �??�� surface for cubic and orthorhombic and �???�� surface 

for hexagonal crystals. Therefore, to have an ability to study Rayleigh wave propagation on 

����� surface we have derived a corresponding solution of the wave equation and a numerical 

procedure for wave generation. For the case of (111) surface, the stiffness tensor is rotated prior 

applying Eqs. 2.11and 2.13 to have �� perpendicular to the surface and �Â parallel to ð���Éó. The 

stiffness tensor in this case is modified, and its nonzero components are calculated as: 

ÏÂÂ� ± ÏÄÄ� ± æÏÂÂ â ÏÂÄ â �Ï��è �(   

Ï��� ± æÏÂÂ â �ÏÂÄ â Ï��è '(   

ÏÂÄ� ± æÏÂÂ â @ÏÂÄ µ �Ï��è �(   

ÏÂ�� ± æÏÂÂ â �ÏÂÄ µ �Ï��è '(   

Ï��� ± Ï��� ± æÏÂÂ µ ÏÂÄ â Ï��è '(   

Ï��� ± æÏÂÂ µ ÏÂÄ â Ï��è �(   

ÏÂ�� ± µÏÄ�� ± µÏ��� ± µæÏÂÂ µ ÏÂÄ µ �Ï��è�� �(        (2.24), 

which leads to the following equation for existence of a nontrivial solution: 
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$ÿá �
ÏÂÂ� â �ÏÂ�� â ÈÄÏ��� µ � ? ÏÂ�� â ÈæÏÂ�� â Ï��� è

? Ï��� µ �ÏÂ�� È â ÈÄÏ�� µ � ?
ÏÂ�� â ÈæÏÂ�� â Ï��� è ? Ï��� â ÈÄÏ��� µ �

� ± ?  (2.25). 

It is noticeable that on (111) surface Rayleigh wave solution exists only for propagation in ð���Éó 
and ð�É�É�ó directions. Moreover, since ÏÂ��  is not equal to zero, wave profile does not have a 

mirror symmetry with respect to the direction of wave propagation that, as shown both in 

experimental studies [125,126] and by our simulations, affects nonlinear evolution and formation 

of a shock front. 

Solution of Eq. 2.25, similar to the previously considered case, can be split into shear 

wave polarized along �Ä and Rayleigh wave solution with motion in æ�ÂÃ ��è plane. The second 

one results in the following equation: 

æÏÂÂ� â �ÏÂ�� â ÈÄÏ��� µ �èæÏ��� â ÈÄÏ��� µ �è µ 9ÏÂ�� â ÈæÏÂ�� â Ï��� è:Ä ± ?   (2.26), 

which can be rewritten as: 

�È� â �È� â FÈÄ â $È â ÿ ± ?         (2.27), 

� ± Ï��� Ï��� , � ± �ÏÂ�� Ï��� , F ± ÏÂÂ� Ï��� µ ÏÂ��Ä µ �ÏÂ�� Ï��� µ �æÏ��� â Ï��� è, 
$ ± µ�ÏÂ�� æÏÂ�� â �è, ÿ ± ÏÂÂ� Ï��� µ ÏÂ��Ä µ æÏÂÂ� â Ï��� è� â �Ä. 
Solution of this equation produces four values of È, two with positive and two with negative 

imaginary part. For waves propagating in a solid half space at z > 0 we select two roots with 

positive imaginary part and write the total solution with using Eq. 2.18. Using the same notation 

as in the (100) case, the unknown constants are calculated as: 

TÊ ± µ �¹�� Ë�Ø)�¹�� Ë���� +���� Ë���� �Ø¬ÑA           (2.28). 

Ï ± µ �¹�� Ë���� �¹�¹�¹�� Ë���� �¬�¬           (2.29), 

and the value of � is computed based on iterative solution of the following equation:  

ÏÂ�� æ�â Ïè â Ï��� æTÂ â TÄÏ â ÈÂ â ÈÄÏè ± ?       (2.30). 

As an example, Rayleigh wave solutions for (001) and (111) surfaces are plot in Figure 

14. The oscillating behavior of the profile is resulted by crystal anisotropy and is not present in 
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isotropic solids. Also, the plot illustrates that the structure of the wave may strongly be affected 

by the orientation of the substrate. The SAWs are incorporated into MD system by adding an 

extra displacement and velocities, calculated as time derivatives of displacements, to a 

thermalized system. Positions of atoms in the ideal crystal are used for evaluation of 

displacements for each individual atom. After wave is incorporated to the system, free dynamics 

simulation allows tracking evolution of the wave and its effect on surface species, as discussed in 

Sections 5.2 and 5.3. 

 
Figure 14. The dependence of x (red) and z (green) components of displacement on depth at x = 0 and t = 

0 for Rayleigh wave solution on ����� surface ����� direction and ����� surface  ��¡¢£ direction. ¤¥ is 
the wave amplitude, and o is the wavelength. 

¦§¦§ ̈ ©ª«¬ª®¯°±²±° ®©³±°´
Despite the above-described advantages of MD in description of highly non-equilibrium 

processes induced by short pulse laser irradiation in description of surface morphology and 

microstructure modification, the high computational cost of atomistic simulations limits the 

spatial and temporal scales accessible in the modeling. Thus, computationally cheaper 

continuum-level models, capable to describe entire irradiated spot and surrounding material, are 

necessary for mapping the atomistic predictions to the experimental conditions. Also, these 

models are vital for quick evaluation of the physical conditions reached for a particular setup.  
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2.2.1. TTM model with accounting for kinetics of melting and solidification 

The data on the kinetics of melting and resolidification processes and the conditions for 

the onset of growth twinning in Section 3.2 obtained in the atomistic simulations are 

incorporated into the conventional TTM model adopted for a quick evaluation of the laser 

fluence dependence of the thickness of the surface layer affected by the growth twinning. The 

equations of TTM model are solved using the backward (implicit) Euler algorithm based on 

block tridiagonal matrix inversion. 

The motion of the solid−liquid interface is described by the following equations: 

«µ¶«° ± 8øæòøè ± · 8ø9òæ�Ã áè:�æ�èÛ̧ $�        (2.31), 

öø ± 8øæòøèÙ¹
�æ� µ ºøè          (2.32), 

�æ�è ± Â
üÄý»¬ ÿ�� �µ x¬

Ä»¬�          (2.33), 

where ºø is the position of the solid-liquid interface, 8ø is the velocity of the interface, òø is the 

lattice temperature at the interface, L is the size of the computational system set to ensure that the 

interface is covered by the integration, Ù¹
 is the heat fusion of the target material öø is the 

energy source term added to TTM equation for the lattice temperature to account for the heat 

released or absorbed due to movement of the solid−liquid interface, �æ�è is the Gaussian 

function that approximates the Dirac delta function defining the position of the interface, and ¼ is 

the thickness of the interface taken to be 2 nm. 

The temperature dependence of the velocity of the liquid-crystal interface is described by 

the Wilson-Frenkel expression [127]: 

8ø ± 8Ûÿ��æµ½&¾& ñ<ò( èð�µ ÿ��æµÙ¿_æòè¾& ñ<ò( èó      (2.34), 

where 8Û is a prefactor, ½& is the activation energy per unit volume, Ù¿_ ± ¿_õ µ ¿_� is the free 

energy difference between the liquid and solid phases per unit volume, ¾& is the atomic volume 

of the solid phase at the equilibrium melting temperature òà, and ñ< is the Boltzmann constant. 

The value of Ù¿_ is approximated as Ù¿_ À Ù¹
æ�µ ò òà( è. It has been shown that Eq. 2.34 

provides an adequate description of the velocity of crystallization front in fcc metals down to 

Á0.6Tm [128,129], i.e., in the range of temperatures realized in the simulations of laser melting 

and resolidification [17,104]. As an example, we put velocities of solidification computed in MD 
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for three low index (100), (011), and (111) orientations of the solid-liquid interface with using Ni 

EAM potential [130]. The fitting parameters 8Û and ½& (Eq. 2.34) are summarized in Table 2. To 

account for the fast homogeneous melting of crystals superheated above Á1.2Tm [11,131], the 

regions of the target where the lattice temperature exceeds 1.2Tm are set to undergo instantaneous 

melting. 

 

Figure 15. The velocity of solid-liquid 
interface at different levels of undercooling in 
Ni described by EAM interatomic potential 
[130]. Three low index (100), (011), and (111) 
orientations of the solid-liquid interface are 
considered. The fitted curves with parameters 
from Table 2 are plot by solid lines. Since 
growth twins are generated in Ni (111) for 
solidification at undercooling level below 
0.87Tm (Sections 3.2 and 3.3), which reduces 
the velocity of solidification, the line is 
extended only to 0.9Tm. 

Table 2. The parameters of curves fitted in Figure 15 with using Eq. 2.34. 

 Ni, 100 Ni, 011 Ni, 111 
v0, m/s 6450 6130 5550 
Ea, eV 0.340 0.382 0.400 

In addition to the estimation of the depth of the region affected by growth twinning in 

Section 3.2, the above-described model is successfully used to study thermodynamic conditions 

produced in laser irradiation of Fe60Al40 alloy and predict the spatial extend of a region with 

magnetic disordered phase in our study of phase-change magnetic memory [132,133], not 

reported in this dissertation. 

2.2.2. 2D thermoelasticity model 

The fast rate of energy deposition in short pulse laser processing applications may result 

not only in the rapid melting and resolidification of a surface region of an irradiated target but 

also lead to the generation of strong stresses within the absorption region. The laser-induced 

stresses are particularly high in the regime of stress confinement [27,28,104,134], when the time 

of the laser heating (defined by the laser pulse duration, Âp, or the time of the electron-phonon 



 
 

37 
 

equilibration, Âe-ph, whichever is longer) is shorter than the time required for the mechanical 

relaxation (expansion) of the heated volume, Âs ~ Lp/Cs, where Cs is the speed of sound in the 

target material and Lp is the effective depth of the laser energy deposition. The relaxation of the 

initial compressive stresses generated by the laser energy deposition can result in the emergence 

of an unloading tensile component of the stress wave that is sufficiently intense to cause the 

formation subsurface voids [17,135-138] or separation of a surface layer from the target in a 

process commonly called photomechanical spallation [27,28,104,134] (Section 4.1). At lower 

laser fluencies, the relaxation of laser-induced stresses in the vicinity of a free surface of the 

target can result in the co-emission of longitudinal, shear, and surface acoustic waves (SAWs) 

that can be utilized in many practical applications, including nondestructive evaluation of 

mechanical properties and surface defects [53,139,140], acoustic desorption [67-69,71,72], and 

acoustic activation of surface diffusion [73,74,78]. 

The computational description of the dynamic evolution of thermoelastic stresses and the 

emission of stress waves can be described in the framework of the thermoelasticity model [141-

145], which combines thermal model based on heat diffusion equation and thermoelastic wave 

equation: 

Ï�C ¶í¶° ± Ãñ°,Ãò â ö µ ~¸òÏªªàÊ ¶¬vw¶°¶xØ        (2.35), 

C ¶¬v¯¶°¬ ±
¶»¯y¶xy ± ÏªÐàÊ Ä ¶¬vw¶xy¶xØ µ �àÊ~¸ ¶í¶xyÅ        (2.36), 

�ªÐ ± ÏªÐàÊ Æ¶vw¶xØ µ �àÊ~¸æò µ òÛèÇ  (2.37), 

where T, Ï�, C, ñ°,, ui, �ªÐ, ~¸, and ÏªÐàÊ are temperature, heat capacity, density, thermal 

conductivity, displacement, stress tensor, linear thermal expansion coefficient, and stiffness 

tensor, respectively. ö is a source term describing laser interaction with mater. The transient 

heating/cooling induced by adiabatic compression/expansion of the material during the wave 

propagation is accounted for by including an additional source term in the form of 

µ~¸òÏªªàÊ ¶¬vw¶°¶xØ to the heat diffusion equation, Eq. 2.35. In literature, the stress tensor is 

commonly formulated for the case of isotropic material [143,145]: 

�ªÐ ± �ªÐ! Ô �¶vÈ¶xÈ�â É Ô �¶v¯¶xy â
¶vy¶x¯� µ '�ªÐ/~¸æò µ òÛè      (2.38), 
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where Ê = B – 2G/3 and Ë = G are Lamé constants, B and G are bulk and shear moduli of the 

material. This formulation of the thermoelasticity model is suitable for the description of an 

irradiation process not only in Cartesian but also in cylindrical coordinates [145]. The Eq. 2.38, 

however, is not valid for description of highly anisotropic materials, e.g., single crystal silicon, 

where the description provided by Eqs. 2.35-2.37 has to be applied. 

Eq. 2.36 is solved using an Explicit Euler method with Ì ± ÏÂÂÙáÄ CÙ�Ä ± ?��( . Despite 

implicit schemes are not limited by using Ì > ?��, they introduce strong numerical dispersion 

and require special consideration in 2D/3D cases. For the thermal part (Eq. 2.35) Explicit Euler 

or Alternating Direction Implicit (ADI) algorithms are used depending on the condition Í ±
ñ°,Ùá Ï�CÙ�Ä ` ?��@( . ADI algorithm is slightly slower than explicit Euler but allows 

performing simulations with Í ± �@ µ @? that accelerates overall simulation. Implicit 

formulation of a free boundary condition suggested in Ref. [146] is used and provides a stable 

solution for all range of elastic parameters. 

The above described model is applied in Section 5.1 to study the efficiency of SAWs 

generation in thermoelastic regime. As discussed in Sections 5.3 and 5.5, sufficiently strong 

SAWs are capable to enhance surface diffusion and result in motion of graphene sheets. Despite 

irradiation in high fluence regime is demonstrated experimentally to produce very strong, up to 

10-2 strain amplitude [120], surface acoustic waves, the efficiency of SAWs generation in 

thermoelastic and non-ablative regimes is typically considered as low. However, the regimes 

below the damage threshold are attractive for practical applications since the target can be 

irradiated repeatedly to generate not only one SAW pulse, but a sequence of pulses, which can be 

used for activation of surface processes. 

The capabilities of the thermoelasticity model, implemented in our study, are illustrated 

in Figure 16, which provides a snapshot of laser-generated elastic waves in a silica glass plate. 

The simulation is performed for an absorbed fluence of 10 J/cm2, a laser spot diameter of 21 Îm, 

and the characteristic absorption depth assumed to be 10 Îm based on the depth of grooves 

observed in experiments. This simulation is motivated by an intriguing experimental observation 

of the spatial distribution of laser-induced damage in a silica glass plate undergoing laser cutting 

[147]. This study demonstrates the generation of damage lines on the rear surface of the plate, 

which are located not directly underneath the laser spot but at ~37° degree angle. The rear 
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surface damage is attributed in Ref. [147] to the interaction of a shear wave emitted from the 

irradiated spot and a surface Rayleigh wave generated due to reflection of a longitudinal wave 

from the rear surface. To verify this hypothesis, thermoelasticity modeling of the generation of 

stress waves in a silica glass substrate is performed in Cartesian coordinates for a two-

dimensional geometry. Laser-induced heating of the target triggers generation of a variety of 

acoustic waves that interact with the free surfaces of the silica glass plate and create a complex 

dynamic pattern of transient stresses within the plate, as depicted in Figure 16. The calculations, 

however, do not support the original explanation of the rear surface damage suggested in Ref. 

[147], as the reflection of the longitudinal waves from the bottom surface of the plate does not 

produce Rayleigh waves of any significant magnitude. Therefore, an alternative explanation of 

the experimental observations is needed. 

 
Figure 16. Generation of elastic waves in a silica substrate irradiated by a laser pulse at 10 J/cm2. The 
energy density (a), hydrostatic stress (b), and Von-Misses stress (c) are plotted for a time of 25 ns after the 
laser pulse. In (a), the longitudinal and shear waves are schematically outlined by black and blue lines, 
respectively. Rayleigh waves, longitudinal compressive, longitudinal tensile, and shear waves generated 
by rapid laser heating are marked as RW, L1, L2, S, respectively. Shear waves emitted due to interaction 
of L1 and L2 waves with top and bottom free surfaces are marked as S1, S2, S1´, S2´. By the time of 25 
ns, L1 and L2 waves are already reflected from the bottom free surface and propagate upwards. The 
thermal stresses generated by laser heating cannot be completely relaxed by the material expansion 
towards the free surface and, therefore, are still present in the vicinity of the irradiated area. Adapted from 
Ref. [49]. 
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2.3.1. Langevin non-reflecting boundary condition 

In MD simulations of laser interaction with a bulk target, the region of the target that can 

be represented with atomic resolution is typically small and does not exceed several hundreds of 

nanometers. The propagation of laser-generated stress waves from the region of the laser energy 

deposition to the bulk of the target can be effectively mimicked with utilization of so-called non-

reflecting boundary (NRB) conditions [105,106]. This approach, however, is only applicable for 

simulation of non-reflecting propagation of planar [32,39,81] or spherical circular [82,148] 

waves. For a system that cannot be expected to have a planar wave front, in particular in the case 

of spatially modulated laser energy deposition considered in a work discussed in Section 4.2, the 

traditional NRB is inapplicable. To model the non-reflecting propagation of the nonplanar 

pressure wave, we designed an alternative formulation of NRB based on the Langevin equation, 

which is briefly descried below.  

The basic idea of NRB is to ensure the absorption of incoming elastic waves through the 

application of an external dumping force to boundary atoms, ²ÆA< ± µBö&7, where B is the 

acoustic impedance of the target or substrate material, ö& is the effective area per each boundary 

atom, and 7 is the velocity of atoms perpendicular to the boundary. In the traditional NRB 

[39,81,105] all atoms move together, and the atomic velocities and forces are averaged over all 

boundary atoms. In contrast, to model non-reflecting propagation of a wave with a nonplanar 

front, we can treat motion of each boundary atom independently [106]. One difficulty with this 

approach, however, is that the application of the dumping force to each atom independently not 

only affects the collective atomic motion associated with the stress wave but also effectively 

dampens the thermal motion of the boundary atoms. Due to the strong cooling of the boundary 

region, this approach is only applicable under conditions where the temperature near the 

boundary is zero [106]. In order to minimize the computational cost of the simulations, however, 

it is preferable to limit the MD part of the model to a region where the laser-induced structural 

and phase transformations take place, while the heating and heat transfer that do not cause 

structural changes can be described at the continuum level. This requirement means that the 

temperature increase can be substantial at the location of the non-reflecting boundary. As a 

result, the velocity 7 corresponds not only to a coherent motion of the boundary layer but also to 

a thermal motion of individual atoms, which should not be damped. In order to compensate for 
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the loss of the thermal energy, the equation of motion for a boundary atom i can be expressed in 

a form similar to Langevin dynamics equation with the dumping constant Bö&: 

©«¬×¯«°¬ ± ²ª× µ Bö&7ª× â Øæáè         (2.39), 

ÙØæáèØæáÚèÛ ± �Bö&ñ<ò�æá µ áÚè         (2.40), 

where the boundary is assumed to be perpendicular to z direction, m is the atomic mass, 7ª× and 

²ª× are z components of the velocity of atom i and force acting on atom i, Ø is the a delta-

correlated stationary Gaussian process with zero mean and variance defined by the second 

equation, and T is the average temperature of the boundary atoms, which can be taken from the 

solution of the TTM equation at the location of the boundary. Note that, in contrast to NRB 

described in Refs. [39,81,105,106], the force ²ª× accounts for the interactions with all the 

neighboring atoms, not just the ones located further away from the boundary than the atom i. 

Therefore, in this case, ö& is defined as the total area of the boundary divided by the number of 

boundary atoms. Since a high value of dumping force may cause instability of the boundary, this 

value can be reduced by increasing the number of monoatomic layers included in the Langevin 

nonreflecting boundary (LNRB) layer, which reduces the effective atomic area ö&. In the 

simulation reported in Section 4.2, the LNRB thickness of three monoatomic layers is found to 

ensure stable behavior of the boundary condition. 

The results of testing of the performance of the LNRB are shown in Figure 17. The first 

test simulation is performed for a Cr system with dimensions of 4.1nm × 4.1nm × 19 nm 

described with EAM potential [81], periodic boundary conditions applied in lateral directions, 

free boundary used at the top, and the LNRB imposed at the bottom of the computational system. 

The system is equilibrated at 300 K prior to the test simulation. A strong plane compressive 

wave with magnitude of 19 GPa is generated at one end of a 19-nm-thick Cr slab by applying an 

800m/s extra velocity to a 1.5-nm-thick top surface layer. As can be seen from the contour plot 

shown in Figure 17a, the compressive wave propagates with relatively weak reflection, where 

the reflected wave remains within the range of ±1GPa. The reflection can be further minimized 

by introducing pressure dependence of the acoustic impedance B. The performance of the LNRB 

for nonplanar waves is illustrated in Figure 17b, where a sequence of pressure plots from the 

large scale atomistic TTM-MD simulation with a periodically modulated absorption pattern, 
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discussed in the Section 4.2, is shown. Overall, we can conclude that the modified formulation of 

the boundary condition provides an efficient and simple way to simulate nonreflecting 

propagation of nonplanar waves. 

 
Figure 17. The results of testing the LNRB performance in a simulation of a nonreflecting propagation of 
an 18-GPa-strong compressive planar wave (a) and in a TTM-MD simulation of laser ablation described 
in Section 4.2, where a nonplanar wave is generated (b). In (a), a free boundary condition is applied at the 
top of the system, at z = 0, and the LNRB is initially located at z = 19 nm. In (b), the horizontal dashed 
line shows the initial position of the surface of the irradiated Cr target, and the LNRB is located at z = 87 
nm. In both panels, the arrows show the direction of the pressure wave propagation. Adapted from Ref. 
[149] 

2.3.2. Calculation of a step free energy 

This subsection is focused on the calculation of free energy of steps on �ÜÜÜ� surface of 

FCC crystal that is an important parameter for estimation of the density of growth twins during 

crystal growth discussed in Section 3.3. 

Capillarity waves method for step free energy calculation 

The basic approximation of step free energy, which is used in several publications to 

calculate the probability of nucleation [150-152], is a product of a surface free energy by the 

spacing between (111) planes: 

Ý N Þé            (2.41) 

More accurate consideration of the geometry of the steps [153] suggests that the step free energy 

can be approximated as Ýß N àÞMáá â ÞMMM ãäh å æ çá and Ýß N çáÞMMM ãäh  for �èÜéÜé� and �ÜÜéê� 
steps respectively, were ÞMáá and ÞMMM are the free energies of (100) and (111) surfaces, which in 

our case can be considered as a solid-liquid interface free energies. For small anisotropy of 
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surface free energy, where 100γ  and 111γ  are approximately equal, this estimation gives 0.52T� 

and 0.71T�. However, a direct measurement of a step free energy for silicon [154] suggests 

about an order of magnitude difference between the measured value and the simple estimation 

based on Eq. 2.41. Since the probability of nucleation has exponential dependence on the step 

free energy, for correct description of the nucleation process it is vital to use a reliable value of 

step free energy. 

The method of step free energy calculation suggested in this section is based on the 

capillarity wave approach that, in the case of 2D interface, gives an accurate value of solid liquid 

interface free energy [155-157]. The basic idea of this method is decomposition of the interface 

roughness as a set of harmonics which contribute ñ<ò^� to the total energy based on the 

equipartition principle. The energy of each harmonic depends on the wavelength and interface 

stiffness, and thus, the interface energy can be calculated based on the Fourier spectrum of the 

interface roughness. In the case of 1D interface similar analysis can be done to obtain the step 

free energy. First, we consider a circular interface with small fluctuations. The energy increase 

due to the presence of fluctuations can be expressed as: 

Ù½ ± · ëæìèÆ\ð¾ÚæìèóÄ â ð¾æìèóÄ µ ¾ÛÇ$ìÄýÛ À Â
Ä� · ëæìèð¾ÚæìèóÄ$ìÄýÛ   (2.42), 

where ëæìè is step free energy, 0r  is the initial radius of the interface, ¾æìè and ¾Úæìè is the 

distance and its derivative between the interface and the origin, which can be expressed in terms 

of Fourier amplitudes: 

¾æìè ± Î ¾ÊÿªÊíÊ   and  ¾Ê ± Â
ÆÎ ¾9ìÐ:ÿÑªÊíyÐ        (2.43). 

Thus, the energy increase is: 

Ù½ À Â
Ä� · ëæìèî{�Î ¾ÊÿªÊíÊ îÄ$ìÄýÛ ± ïÞÄýß¬

Ä¸ Î �Äð¾ÊðÄÊ      (2.44), 

were ë is the average step free energy, L is the total interface length. Based on the equipartition 

principle: 

Äï
¸ ñÄ�ÄÙð¾ÊðÄÛ ± ÒòíÄ            (2.45), 



 
 

44 
 

the final expression can be derived: 

�ÄÙð¾ÊðÄÛ ± Òòí¸�ïý¬            (2.46). 

This equation is in agreement with the result obtained in ref. [158], where a radial deviation from 

the mean perimeter is mapped to a straight interface with fluctuations that also implies smallness 

of fluctuations. 

If the shape of the 1D interface between solid and liquid is not circular, and the 

fluctuations are not small, as demonstrated in Figure 18 and Figure 19f, the above approximation 

is not valid anymore, and more general approach should be considered. For an arbitrary 

parametric contour a shape can be decomposed into orthonormal basis based on the Elliptic 

Fourier transform [159]: 

�æ�è ± Î .ÊF|} �ÄýÊõ¸ �Ê â /Ê}{� �ÄýÊõ¸ �  

óæ�è ± Î ÏÊF|} �ÄýÊõ¸ �Ê â ]Ê}{� �ÄýÊõ¸ �        (2.47), 

where l is the cumulative length along the curve, and .Ê, /Ê, ÏÊ, ]Ê are Elliptic Fourier 

coefficients that are calculated by the following formulas: 

.Ê ± ¸
ÄÊ¬ý¬ Î

xôÑxô�¹õôÑõô�¹Ò�ÓÂ ÆF|} �ÄýÊõô¸ �µ F|} �ÄýÊõô�¹¸ �Ç  

/Ê ± ¸
ÄÊ¬ý¬ Î

xôÑxô�¹õôÑõô�¹Ò�ÓÂ Æ}{� �ÄýÊõô¸ �µ }{� �ÄýÊõô�¹¸ �Ç  

ÏÊ ± ¸
ÄÊ¬ý¬ Î

õôÑõô�¹õôÑõô�¹Ò�ÓÂ ÆF|} �ÄýÊõô¸ �µ F|} �ÄýÊõô�¹¸ �Ç  

]Ê ± ¸
ÄÊ¬ý¬ Î

õôÑõô�¹õôÑõô�¹Ò�ÓÂ Æ}{� �ÄýÊõô¸ �µ }{� �ÄýÊõô�¹¸ �Ç      (2.48), 

where ��, ó�, �� are x, y coordinates and cumulative length of the curve at the point p. An 

example of a contour decomposition based on the Elliptic Fourier transform is shown in Figure 

19; higher harmonics add new features to the shape of the contour. The length increase 

introduced by n-th harmonic can be calculated numerically based on the formula: 

Ù�Ê ± · ö\��Ä â ó�Ä µ\æ�� µ �Ê� èÄ â æó� µ óÊ�èÄ÷ Äý«õ¸Û̧      (2.49),  
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Figure 18. A representation of a shape of the contour based on 1, 2, 5, 10, 20, 50, 100 and 200 harmonics 
of Elliptic Fourier transform. This contour corresponds to a step on solid-liquid (111) interface extracted 
from the modeling at the melting temperature. 

The energy increase introduced by n-th harmonic is then a product of the length increase by the 

step free energy. Thus, based on the equipartition principle: 

øùú N Ýûøüýþ N ÿ�1f            (2.50), 

This formula provides a way to calculate the step free energy for step lines with arbitrary shape. 

If the magnitude of higher harmonics is small, the shape of the contour is approximately is 

circular, and Eq. 2.49 gives the result predicted in Eq. 2.46. For convenience, Eq. 2.47 can be 

rewritten in the following way to make the calculation more compact: 

&c'i N ( L�ú)��c,' - '�úiú   

.c'i N ( L�ú)��à,' - '�úåú          (2.51), 

where ' N è/,ü 0h , and L�ú, L�ú, '�ú, '�ú are the new coefficients which can be expressed in 

terms of 0ú, 1ú, Lú, 2ú. If the amplitude of higher harmonics is small, the Eq. 2.49 can be 

approximated in the same manner as Eq. 2.44: 

øüú 3 ,f 4 ���� ��ý��ú����������� ��ý��ú�������������� 5'f�á 3 �f�ú��f� àL�úf -L�úf å    (2.52) 
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and thus: 

Òòí¸�ïý¬ ± �ÄÙÏxÊÄ âÏõÊÄ Û ± �ÄÙð¾ÊðÄÛ         (2.53). 

Thereby the general approach can reproduce the Eq. 2.46 if the deviation of the contour shape 

from a circle is small. 

Extraction of step lines 

The formalism described in the previous subsection provides a method of step free 

energy calculation based on the shape of step lines. However, this approach requires extraction 

of step lines from a sequence of MD snapshots that is done based on the algorithm described in 

this subsection. The steps of the algorithm are illustrated in Figure 19. The first step is extraction 

of monoatomic (111) layers that are located in the vicinity of solid-liquid interface. This 

extraction is performed based on the atomic number density distribution along the direction 

perpendicular to the interface. The distribution is obtained based on dividing the MD sample into 

layers of thickness 0.01 nm with following counting atoms in each layer and normalizing the 

value based on the average density of solid. The noise is reduced by a Gaussian blur filter with X 

equal to 0.02 nm. The distribution obtained for a particular MD snapshot is plot in Figure 19a. 

Based on the figure, in the liquid part the density is almost constant, but the solid part includes 

alternating regions of high and low density, which correspond to atomic (111) layers. Near the 

interface a transition behavior is observed: the amplitude of these oscillations decreases, and the 

density approaches the constant value. Thus, the extraction of the monoatomic layers can be 

done based on the local minima of the density distribution. The examination of the density 

distribution starts in the liquid part with following motion in the direction of solid. The extraction 

of layers begins when the density in the local minimum drops below 0.85. The following local 

minima are considered as boundaries between monoatomic layers which are extracted until the 

density in a local minimum drops below 0.015. The extracted layers are separated by lines in 

Figure 19a. 

The next step is demarcation of solid and liquid within one monoatomic layer which is 

done based on the 2D angular order parameter: 

 Ò ± � ÂÆÈÎ ÿ�ªHÈyÐ �Ä           (2.54), 
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where çÒ is the number of nearest atoms within the layer, aÒÐ  is the angle between the vector 

connecting k-th and j-th atom, and [10] direction. The value of cutoff distance is chosen equal to 

0.35 nm which lies between the first and the second nearest neighbor shells. The parameter has 

the maximum value when the angel between each neighbor and [10] direction is multiple to 	/6 

that corresponds to the ideal triangular lattice. The value of the local parameter is averaged 

among nearest neighbors to reduce the thermal noise as suggested in Ref. [160]: 

 ³ÉÉÉ ± Â
Æ¯yËÂ 9 ª â Î  ÐÐ :          (2.55). 

Figure 19b shows a monoatomic layer colored based on the value of the local order parameter. 

Atoms with order parameter below 0.45 are considered as a part of liquid, otherwise they are 

recognized as a solid. Further reduction of thermal noise is achieved by assuming that atoms of 

solid/liquid cannot have less than three solid/liquid nearest neighbors, otherwise the atom is set 

as a liquid/solid. The enlarged view of the system after blanking atoms of liquid is shown in 

Figure 19c. Clusters of solid/liquid with the size less than 8 atoms are not taking into 

consideration in the further analysis. Points of solid-liquid 1D interface are put in the middle 

between nearest neighbors recognized as solid and liquid and depicted in the plot as blue dots. 

The next part of the algorithm solves the problem of connection the interface points into 

lines which is done based on the Amenta reconstruction algorithm [161] that can be described by 

the following way. When a Delaunay triangulation is applied to the union of the original set of 

points and the Voronoi diagram vertexes that are used as an approximation of medial axes, the 

edges connect the original set of points to form segments of the reconstructed curve (the crust). 

This Delaunay triangulation is shown in Figure 19d, and the reconstructed curve is presented in 

Figure 19e. At this stage the major part of the points is connected by the correct way, however, 

there are several parts of the curve that are not reconstructed properly. The last part in the line 

extraction algorithm is correction of the errors in the line reconstruction that includes several 

steps applied sequentially: removing lines connecting two triple points (points with 3 edges), 

removing dangling points (points with 1 edge) in the vicinity of triple points, transforming triple 

points to a dangling points and regular points (points with 2 edges) by deleting the longest edge, 

removing short lines with the length less or equal to 5 segments, connecting two nearest dangling 

points if the distance between them is less than 3 nm. The final interface lines, after correction 
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the errors, is shown in Figure 19f. The suggested algorithm performs extraction of step lines 

from a sequence of MD snapshots that allows to accomplish automatic data acquisition and 

collect significant statistics for the further analysis. The parameters of the algorithms are adjusted 

for Ni and may require fine turning for other materials. 

 
Figure 19. The algorithm of steps extraction. (a) Normalized atomic number density distribution which is 
used for extraction of monoatomic (111) layers. The arrow points out the layer that is used as an example 
in the following plots. (b) A monoatomic (111) layer colored based on the 2D angular order parameter. 
The gradation of the color from red to blue corresponds to the range of this parameter between 0 and 1. 
(c) Enlarge part of Figure 19b outlined by a black square. The atoms with the order parameter below 0.45 
are considered as a liquid and blanked. Blue dots are put in the middle point of each pair of neighboring 
atoms recognized as a solid and liquid. These interface points are used to reconstruct the 1D interface 
between solid and liquid which is considered as a step. (d) Delaunay triangulation of the point set that 
combines interface points (blue) and Voronoi diagram vertexes (red) produced by these points. (e) Results 
of Amenta reconstruction which is performed based on the Delaunay triangulation (Figure 19d). The 
reconstructed interface lines connect the interface points. The errors in the interface reconstruction are 
outlined by red circles. (f) The interface lines after correction of the errors. 
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Calculation of the Step Free Energy 

A framework described in the two previous subsections is applied to calculate step free energy of 

Ni. An atomistic simulation was performed at the melting temperature during 200 ps to collect 

the information about the equilibrium solid liquid-interface. The snapshots are saved every 4 ps 

and used for step lines data acquisition with applying the extraction algorithm described in the 

previous subsection. Only closed contours with the length above 20 nm are considered in the 

further analysis. The shape of each contour is decomposed based on the Elliptic Fourier 

transform (Eq. 2.47 and 2.48), and the contour length increase introduced by each harmonic is 

calculated based on Eq. 2.49. Figure 20 shows the averaged contour length increase based on the 

harmonic wavelength which is calculated for the entire output produced in the MD simulation. 

Based on the equipartition principle the length increase should be the same for each harmonic. 

The small values at short wavelengths may be explained by inaccuracy in the line extraction. 

Thus, the average value of the contour length increase, which is shown by a dashed line in the 

plot, is calculated for harmonics with wavelength between 10 and 30 nm and equal to 1.03 nm. 

The increase in the density of harmonics per unit change in the wavelength with decrease of the 

wavelength is considered during this averaging by introducing weights.  

 

Figure 20. The dependence of an average 
step length increase produced by a certain 
Elliptic Fourier transform harmonic on the 
wavelength of this harmonic. The dashed 
line depicts the average value calculated for 
harmonics with wavelengths from 10 to 30 
nm. 

 Calculation of the step free energy based on Eq. 2.50 gives the value 0.071 eV/nm. To 

make a comparison with the estimation based on Eq. 2.41, the solid-liquid interface free energy 

is calculated based on the capillarity waves method [155-157]. The acquired values are 0.356 and 
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0.351 J/m2 for TÂÛÛ and TÂÂÂ respectively, thus, the predicted value of ë is 0.46 eV/nm. This 

more than 6-fold discrepancy is in agreement with the comparison done for silicon in Ref. [154], 

which reports more than order of magnitude difference between the estimated and measured 

values of ë. The reason of so small value of step free energy may be resulted by underestimation 

of the entropic contribution in Eq. 2.41. As pointed out in Ref. [154], step free energy and 

interface free energy are not directly related, and at roughening temperature the step free energy 

drops to zero while the interface free energy remains finite. 

��
� ��¨¥¨� £¡Ô ¡�¢� §Õ£�¨ �Õ¡�§Õ £§¤ £Ô��
2.4.1. The temperature dependence of vacancy concentration 

In order to assess the significance level of the concentration of vacancies generated at the 

rapidly propagating solidification front, the equilibrium values of vacancy concentration as a 

function of temperature are estimated based on the Arrhenius expression: 

�ì� ± ÿ�� �µ I�ÞíßÒòí �           (2.56), 

where ¿
æòè ± ¹
æòè µ òö
æòè is the change of Gibbs free energy associated with forming a 

vacancy. The vacancy formation enthalpy ¹
æòè in Ni described by Mishin [130] and Cr 

described by Johnson [81] EAM potential is calculated in a series of NPT simulations as the 

enthalpy difference between systems with and without vacancies. The obtained temperature 

dependence of enthalpy of vacancy formation is fitted to the following equation: 

¹
 ± ¹
Û â .òÄ â /ÿÑ��í          (2.57) 

as shown by the red lines in Figure 21. Based on the fitting parameters ¹
Û, ., /, and Ï, which 

are summarized in Table 3, the entropy and free energy of vacancy formation can be expressed 

in the form: 

¿ ± µò · JÞíß«íí¬  , ö ± µ �¶I¶í�K         (2.58), 

¿
 ± ¹
Û µ òö
Û µ .òÄ µ <í
� ÿÑ��í         (2.59), 

ö
 ± ö
Û â �.ò â /æòÑÂ â ÏÑÂèÿÑ��í        (2.60). 
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Since Eq. 2.57 is written in a form that does not account for the low temperature behavior 

of entropy, the condition of zero entropy at 0 K cannot be used to derive the value of the 

integration parameter ö
Û. Instead, we use the concentration of vacancies at the melting point 

computed by Miao He in atomistic simulations performed for a large crystal system with 

thickness of 10 nm. Periodic boundary conditions are applied in the lateral directions, and two 

free surfaces are created perpendicular z. The simulation is performed at constant lateral size and 

temperature Tm, and the free surfaces acts as sources and sinks of vacancies. After around 20 ns 

the number of vacancies in the crystal reaches the equilibrium value. This equilibrium vacancy 

concentration, �ì�íà, is applied in Eq. 2.56 along with ¹
 at Tm obtained from Eq. 2.57, to 

calculate the entropy of vacancy formation at the melting temperature, thus the parameter ö
Û can 

be estimated from Eqs. 2.59 and 2.60. It should be pointed out that the dependence of the 

vacancy formation entropy on temperature in Eq. 2.60 is valid for temperatures exceeding the 

Debye temperature, and require spatial consideration in the low temperature range. Thus, ö
Û 
should not be confused as the entropy of vacancy formation at zero temperature. 

After fitting of all the parameters in Eqs. 2.57-2.60, the equilibrium vacancy 

concentration is calculated as a function of temperature from Eq. 2.56, as illustrated in Figure 21. 

Comparison of these values with the concentration of vacancies generated during solidification 

under conditions of deep undercooling confirms that the rapid propagation of solidification front 

produces the concentration of vacancies exceeding the equilibrium value at a particular 

temperature by 1-2 orders of magnitude (Section 3.1). Meanwhile, in the vicinity of the melting 

temperature, due to extremely small velocity of solidification front and high mobility of 

vacancies, the vacancy concentration is reduced towards the equilibrium value at melting 

temperature. 



 
 

52 
 

 
Figure 21. The enthalpy, free energy, entropy of vacancy formation, and the equilibrium concentration of 
vacancies at different temperatures for Ni (a) and Cr (b). The concentration of vacancies predicted based 
only on the enthalpy of vacancy formation at 0 K, �!¥, is shown by a dash line. The fitting parameters are 

summarized in Table 3. 
 

Table 3. Fitting parameters used in Eqs. 2.57-2.60 to describe the temperature of vacancy formation 
enthalpy, entropy, and free energy in Ni and Cr. 

 6"á [eV] 7"á [kB] 0 [eV/K2] 1 [eV] L [K] ,#$1% 

Ni 1.57 1.93 3.06×10-8 306 12690 3.3×10-4 

Cr 2.01 2.94 3.33×10-8 48.4 13140 2.9×10-3 

2.4.2. Surface tension calculation 

In our study, surface tension is computed with Test Area Method (TA) [162], which is 

based on free energy perturbations. Following the derivation from Ref. [163], the difference in 

Helmholtz free energy of two systems (0) and (1) can be expressed as: 

ø8á*M N 8M â 8á N â9+:ü,c;M ;áh i N â9+:ü, <=Q>?#�@�4AB ÿ�1j �
=Q>?#�@�4AC ÿ�1j �D   (2.61). 
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The configuration energy ÀÂ can be considered as a perturbation of the configuration energy ÀÛ, 
i.e. ÀÂ ± ÀÛ â ÙÀ, where ÙÀ is a difference in the potential energy of two systems. Therefore, 

the free energy difference can be expressed based on a canonical average of ÙÀ: 

Ù²ÛEÂ ± µñ<ò��Ùÿ��æµÙÀ ñ<ò( èÛÛ        (2.62). 

Turning our attention back to the calculation of surface free energy, Ref. [162] has 

suggested using a pair of symmetric perturbations preserving the total volume of the system, i.e. 

increase/decrease of the interface surface area by Ù. combined with decrease/increase of the 

system length perpendicular to the interface by �Ù.: 

T ± �¶Ü¶U�ÆFí À ÌÜ�G¹ÑÌÜ�G�¹ÄÌU   

T ± µÑÒòíÄÌU ð��Ùÿ��æµÙÀÛEÂ ñ<ò( èÛÛ µ ��Ùÿ��æµÙÀÛEÑÂ ñ<ò( èÛÛó   (2.63). 

The sampling is performed in NVT coexistence system composed of liquid and vapor 

with periodical boundary conditions applied in all three directions. The lateral size, parallel to the 

liquid-vapor interface, is chosen to be equal to approximately 4 nm in all our simulations. The 

thickness of the liquid part is chosen between 6 and 12 nm to make sure that two interfaces are 

not affected by each other, which correspond to 4000-8000 atoms. The MD setups for these 

simulations are prepared in the following way. A liquid system is created by rapid hitting to the 

temperature 1.5-2 Tm followed by cooling to the melting point and volume equilibration along z 

axis at constant pressure and temperature for 50 ps. After the liquid system is generated, it is 

expanded along z-direction to 25 nm to create an empty volume, which during the following 

equilibration is filled in by vapor. On the next step, the system is heated/cooled to the destination 

temperature within 300-600 ps (depending on the temperature difference), the equilibration of 

vapor takes approximately 200 ps. The data acquisition is performed during the following 5 ns 

MD run, and a canonical ensemble is created with utilization Nose-Hoover chain thermostat 

[80]. The values of ÙL are collected every 0.1 ps and averaged according to Eq. 2.63 to evaluate 

the value of surface tension at a particular temperature. The error bar is estimated as a standard 

deviation of the mean assuming that an independent atomic configuration is generated every 5 

ps. The relative change of the surface area in perturbations is chosen to be 2×10-4. 



 
 

54 
 

2.4.3.Critical point calculation 

A critical point of a material is a crucial parameter for description of the material 

behavior under conditions where formation of a supercritical fluid takes place. However, 

calculation of critical point in MD is not a straightforward task and requires reconstruction of a 

liquid-vapor coexistence curve (binodal line). In our study, we use a series of NVT liquid-vapor 

coexistence simulations to calculate the equilibrium densities of vapor and liquid phases in the 

temperature range starting from ~0.6 to 0.9 Tc. The typical setup used in the simulations is shown 

in Figure 22a. The MD system preparation procedure is the same as one described in the 

previous subsection for surface tension evaluation. To obtained the density profile we divide the 

entire system into 0.1 Å thick layers and count the number of atoms in each layer with following 

averaging during the 5 ns data acquisition run. As an example, the final density profile for Ti 

EAM potential (MUA3) [164] is depicted in Figure 22a. The value of vapor and liquid densities 

are calculated by averaging the data points corresponding to these phases. 

Figure 22. (a) The system setup used in calculation of the critical point and the density profile obtained 
for MUA3 potential at 104 K. (b) The liquid and vapor densities calculated for Ti EAM potential (MUA3) 
[164], solid lines depict fitted curves. 

When the above procedure is applied for a range of temperatures, a set of points 

corresponding to liquid-vapor coexistence is produced. On the next step the sum and difference 

of vapor and liquid densities are fitted according to the dependencies predicted from 

renormalization group theory, as described in Ref. [165,166]: 

cMN â MOi è N 0ác:P â :ih Q - 0Mc:P â :iQ�R       (2.64), 

cMN - MOi è N MP - 1Mc:P â :ih          (2.65), 



 
 

55 
 

where A0, A1, B1, critical temperature Tc, and critical density Sc are fitting parameters, T critical 

exponent is equal to 0.326, and U exponent of correction to the scaling is equal to 0.54. Figure 

22b shows liquid and vapor densities and the fitted curves for Ti EAM potential as an example. 

When the critical temperature and density are found, critical pressure Pc is computed in a 

separate NVT simulation performed at the critical point. 

Given the difficulty of liquid-vapor interface stabilization in vicinity of the critical point, 

the calculations are performed for temperatures below 0.9 Tc. More accurate calculation of the 

critical point may be performed with utilization of NVT Plus Test Particle Method proposed in 

Ref. [166]. In this method, simulations are performed not for coexistence but for a single phase 

system, and the coexistence equilibrium densities are calculated by matching the chemical 

potential of liquid and vapor phases. Since no difficulties with interfaces present in this 

approach, points in the direct vicinity of the critical point can be extensively probed, even at the 

temperature 0.9995 Tc [166], that provides a superior accuracy. However, this approach requires 

performing several simulations to reconstruct chemical potential lines at each temperature point. 

In addition, the accuracy of this method is reaching the point where the effect of system size 

plays a role, and simulations with several systems have to be performed to push the accuracy 

limit. Thus, acquisition of each temperature point requires performing tens of MD simulations 

that inclined us to use less accurate coexistence method: otherwise thousands of simulations 

would be required to calculate the critical points for the all Ti potentials considered in Section 

3.4. 

2.4.4.Melting point calculation 

Knowledge of the melting point is essential for analysis of computational results, such as 

understanding kinetics of homogeneous melting or investigation of microstructure generated in 

resolidification. Thus, in our work the melting point is calculated for several interatomic 

potentials, in particular Section 3.4 reports results for a number of Ti potentials. The melting 

temperature is calculated in coexistence free dynamics simulations with utilizing the concept 

described in Ref. [160]. The flowing iterative procedure is applied. First, after an expected 

melting temperature, Tm0, is picked, a crystal with corresponding lattice parameter is generated 

by equilibration of the system in NXT ensemble for 30 ps under zero stress with periodic 

boundary conditions applied in all directions. For simulations reported in Section 3.4 the system 
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size is approximately 4.4 nm × 4.4 nm × 44 nm for BCC (43940 atoms) and 4.1 nm × 4.2 nm × 

43 nm for HCP phases (40320 atoms). After the crystal is generated, it is heated up to 

approximately 1.1-1.15 Tm0 within 20 ps with constant system dimensions along 2 directions (x 

and y) and zero stress applied along the third one (z-direction). Zero stress condition allows 

avoiding generation of pressure waves when a free boundary condition is imposed on the next 

step.  

The created system is used for a free dynamics simulation with free boundary imposed in 

z-direction and constant system size along x- and y-directions. Overheating and presence of free 

boundaries creates 2 melting fronts propagating from the boundaries, cooling the system down 

and driving it to the equilibrium. It is important to maintain a constant system size along lateral 

direction instead of keeping constant zero pressure since solid-liquid interface tension creates 

additional stresses resulting in artificial compression/tension of the system if pressure control 

condition is imposed. The initial overheating is chosen (1) to be sufficient to melt 30-50% of the 

system and (2) to be below the onset of homogeneous melting. The total time of the simulation is 

chosen 6250 ps to ensure complete equilibration and collection of statistically reliable data. First 

750 ps are excluded for the system equilibration, while during the following 5500 ps values of 

the instantaneous system temperature are collected for further averaging. If the system is 

completely melted or stay solid, another value of the expected melting temperature is picked, 

otherwise the average temperature is used as a new value of the expected melting temperature, 

and the iteration repeated again. When the difference between the expected melting temperature 

and the average temperature is less than 5 K the iterative procedure is stopped. We have chosen 

æ��É�É?è solid-liquid interface orientation rather than (0001) in HCP samples to avoid 

complications in melting/resolidification process that in the second case proceeds through 

subsequent nucleation of steps on closed packed planes followed by their motion and can be 

sucked at the different temperature than the melting point. 

The above described procedure provides a simple, accurate, and robust method of melting 

temperature evaluation, which is applied in our study for a number of potentials, in particular for 

Ti potentials Table 6 in Section 3.4. An accuracy of the procedure is examined by comparison of 

our results evaluated for MUA1 potential with values of melting temperature provided in Ref. 

[164], where another procedure based on a series of constant temperature coexistence 

simulations is applied [167]. The listed values, 1765±1 K for HCP and 1918±1 K for BCC 



 
 

57 
 

phases, are in an excellent agreement with our results, 1766.2 K for HCP and 1917.8 K for BCC 

phases. The standard error of the melting temperature evaluation in our method, estimated from 

the averaging procedure, is less than 0.1 K that is one order of magnitude smaller than in Ref. 

[164]. There can be systematic errors, which are more difficult to consider, resulted, for instance, 

by presence of temperature gradients inside the sample or a slight inaccuracy in determining the 

initial lateral dimensions of the system. Nevertheless, a simple estimation shows that temperature 

equilibration requires only hundreds of picoseconds, and the melting temperature only slightly 

depends on lateral compression since it does not create a volumetric pressure. Thus, the effect of 

those factors is relatively weak, and results of subsequent iterations converge to almost the same 

value.  

Another advantage of the proposed approach is the number of simulations which need to 

be performed in order to calculate the melting temperature. The procedure described in Ref. 

[167] requires tens of simulations to accurately reproduce the dependence of the solid liquid 

interface velocity near the melting point. However, our procedure requires only 2-3 iterations to 

complete, and results of the first iteration give the value of melting temperature within ~1 K 

from the final value calculated in subsequent iterations even if the assumed Tm0 is off by ~100 K. 
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Abstract: In short pulse laser irradiation of metals the absorbed energy is localized within 

thin, tens to hundreds of nanometers, subsurface layer before is transferred to lattice vibration on 

the picosecond time scale. Rapid heating with the rate exceeding 1014 K/s leads to homogeneous 

melting of localized surface or internal regions of the target and generation of strong 

compressive stresses, which can reach 10s of GPa for heating under conditions of spatial 

confinement as discussed later. In addition, very localized energy deposition produces sharp 

temperature gradients leading to rapid quenching of the transiently melted material. In strongly 

absorbing materials such as metals or semiconductors, a combination of shallow depth of the 

laser energy deposition with high thermal conductivity of the irradiated material can lead to 

cooling rates approaching and even exceeding 1012 K/s [17,29]. The cooling rates can be even 

higher, in excess of 1013 K/s [82], when the laser energy deposition is confined not only within 

the thin surface layer of the irradiated target, but also in the lateral dimensions, creating 

conditions for even faster two- or three-dimensional heat transfer from the absorption region. 

The ultrahigh rates of laser-induced cooling and the resulting resolidification, combined 

with the generation and relaxation of strong compressive stresses generated by the fast laser 

heating of the absorption region [27,28], create conditions for the formation of unusual 

metastable phases and unique material microstructures that are difficult if not impossible to 

produce by any other processing methods. In particular, this section considers emission of 

dislocations as a result of relaxation of initial thermal stresses and reveals the effect of target 

crystallographic orientation on this process (Section 3.1). Next, generation of dislocations during 

solidification under conditions of deep undercooling is analyzed and explained (Section 3.1). In 

addition to formation of dislocations, our study has demonstrated formation of growth twins 

confirmed by our experimental collaborators (Section 3.2). Thorough theoretical and 

computational analysis has revealed the mechanism of growth twinning (Section 3.3). Next, we 

look into details on the effect of interatomic potential on the microstructure predicted in short 

pulse laser processing and provide several specific examples (Section 3.4). Finally, the effect of 

a spatial confinement by a solid transparent overlayer on microstructure produced in laser 
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processing is analyzed (Section 3.5), and the final microstructure is compared with one obtained 

for irradiation in vacuum and in presence of a liquid overlayer (Section 3.6). 

Ï��� XÒ§ §��§¥  ¡� ¥ÕY¤ �¨¨¡ÓÕ��Ò£¥ ¡Õ£§Ô � £¡Ô ¡Ô ¨�¤§ÕZ£Ô¦¥§¦ Ó§Ô§Õ� £¡Ô ¡�
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Abstract: The results of the large-scale atomistic simulations confirm the significant 

influence of the crystal orientation on the formation of sub-surface defects and provide detailed 

information on the defect configurations generated in (100), (011) and (111) targets. In the case 

of (001) surface, no emission of dislocations is observed when the resolved shear stress reaches 

the maximum value. The emission of dislocations from the solid-liquid interface and formation 

of stacking faults, however, takes place in targets with (011) and (111) surface orientations, with 

the latter exhibiting the highest density of dislocations activated in 3 different ����� slip planes 

and interacting with each other to produce complex dislocation reactions. These results are in a 

good qualitative agreement with experimental observations and are explained based on resolved 

shear stress analysis performed for different dislocation systems. In addition to the prompt 

dislocation emission during the dynamic relaxation of laser-induced stresses, the generation of 

dislocation loops and other crystal defects is also observed in the slower process of 

resolidification of the transiently melted surface regions of the irradiated targets. Based on the 

analysis of the defects generation during advancing the solid-liquid interface, the new 

mechanism of dislocation and vacancy clusters formation is proposed. Overall, the results of the 

simulations clarify the mechanisms responsible for the laser-induced generation of crystal 

defects and explain the sensitivity of the structural modification of metal surfaces to the 

crystallographic orientation of irradiated targets. 

Introduction 

Laser-induced surface modification is widely used in numerous modern processing and 

fabrication techniques including surface hardening, annealing, and alloying [168-172]. The 

enhancement of surface properties is achieved by microstructure and composition modification 

of the thin surface layer. Particularly, generation/annealing of crystal defects, grain refinement, 

formation of metastable structures such as recently reported polyicosahedral structures [31], and 

growth twinning [32] strongly affect the mechanical properties of the material. The shallow 

depth of the laser energy deposition and a steep temperature gradient produced by ultrashort laser 
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pulses allow very selective microstructure modification within a layer with thickness from tens 

to hundreds of nanometers [173-176]. High resolution and accuracy of laser-induced 

modification of material properties makes this technique indispensable for practical applications; 

however, better theoretical understanding of fundamentals of laser interaction with matter, non-

equilibrium processes caused by ultrafast energy deposition, and generation of crystal defects 

under these highly non-equilibrium conditions is vital for further advancement of laser-based 

processing techniques. 

Resent experimental studies of laser irradiation of polycrystalline Ni targets, reported in 

Ref. [177], have demonstrated a very strong effect of the crystallographic orientation of grains on 

the microstructure modification and generation of defects in the subsurface region of the target. 

To reveal the mechanisms responsible for the laser-induced generation of crystal defects and 

explain the sensitivity of the structural modification of metal surfaces to the crystallographic 

orientation of irradiated targets, we performed a serious of large-scale atomistic simulations of 

laser irradiation of Ni targets with (100), (011), and (111) surface orientation. In this section we 

explain the effect of target crystallographic orientation on dislocation emission and defect 

generation during crystal regrowth based on the results of large-scale atomistic simulations and 

the theoretical analysis of the maximum resolved shear stresses built during laser irradiation. The 

modeling confirms the strong effect of the crystal orientation on the microstructure modification 

and provides an important insight into the mechanisms of the microstructure evolution. 

Computational setup 

The effect of a target crystallographic orientation on laser-induced generation of crystal 

defects is studied in a series of large scale atomistic simulations performed with a hybrid 

atomistic-continuum model [102] (Section 2.1.1), which combines a continuum level description 

of laser excitation and subsequent relaxation of the conduction band electrons based on two 

temperature model (TTM) [9,96] with classical Molecular Dynamics (MD) approach to simulate 

highly non-equilibrium  processes of ultrafast phase transformations (melting and 

resolidification) and microstructure modification. The computational setup used in the 

simulations of laser irradiation is schematically illustrated in Figure 23. The top 150 nm of the 

target, where active generation of defects takes place, is represented by a TTM-MD model. The 

simulations are performed for single crystal targets with (100), (011), and (111), surface 

orientations. The system size in lateral directions (perpendicular to the surface) is about 100 nm 



 
 

61 
 

× 100 nm, and periodic boundary conditions are applied in these directions. The systems consist 

of 162, 153, and 150 million atoms for (100), (011), and (111) targets, respectively. This system 

size is sufficient enough to eliminate the effect of periodic boundary condition on the process of 

dislocation emission. In particular, as demonstrated later, the distance between emitted 

dislocations is much smaller than 100 nm. At the bottom of the TTM-MD part, a pressure wave 

transmitting, heat conducting boundary condition [106] is applied to ensure a nonreflecting 

propagation of a laser-induced pressure pulse and a heat transfer into the bulk of the target, 

where the heat conduction is described by classical TTM equations. Before running the 

simulations, MD systems were equilibrated for 70 ps at the temperature 300 K. 

 

Figure 23. Schematic sketch of the computational setup 
used in the MD simulations of laser irradiation. The top 
part of the system is represented by TTM-MD model, 
whereas the temperature evolution in the deeper part is 
described by TTM equations. At the bottom of the TTM-
MD region pressure wave transmitting boundary is 
imposed. The background corresponds to the snapshot of 
MD part in the simulation with (111) target orientation at 
50 ps. The atoms are colored based on the local crystal 
structure environment: blue, green, and red colors 
correspond to FCC, HCP and unidentified local crystal 
structure environment, respectively. With this coloring 
scheme, a single green layer and a double green layer 
represent a twin boundary and a stacking fault in the FCC 
structure. Unidentified atoms correspond to liquid, solid-
liquid interface, dislocation cores, and point defects. 

The interatomic interaction in the MD part is described by the Embedded Atom Method 

(EAM) potential in the form proposed by Mishin and parametrized for Ni [130]. This potential is 

fitted to the experimental values of lattice parameter, elastic constant, and vacancy formation and 

migration energies. In addition, this potential provides a more accurate [130,178], in respect to 

other available Ni potentials, description of stacking fault and twin boundary energy, which are 

important for accurate description of emission and evolution of partial dislocations, and 

generation of growth twins. The microstructure produced in atomistic simulations is analyzed 
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with the crystal structure analysis tool [179,180], which is capable to determine atomic local 

crystal structure environment and extract dislocation lines.  

The laser irradiation of a material is described through a source term included in the TTM 

equation for electrons that reproduced laser excitation of conduction band electrons. The 

absorbed laser fluence is 600 J/m2, which is slightly above the melting threshold; pulse duration 

is 50 fs. The source term reproduces a Gaussian temporal profile, shifted by 125 fs to ensure 

complete absorption of laser energy, and exponential intensity attenuation with depth according 

to Beer-Lambert law with optical absorption depth 14.5 nm assumed for Ni at the wavelength 

800 nm [181]. A complete set of Ni parameters used in TTM is provided elsewhere [32]. 

To study generation of crystal defects under controlled conditions, additional atomistic 

simulations are accomplished with smaller computational cell, 29 nm × 29 nm × 66 nm, which 

consists of 4.6 million atoms. The initial system configuration is composed of 11 nm single 

crystal solid part surrounded by liquid. The solid and liquid parts of the systems were 

thermalized independently and combined together to create a system with flat solid-liquid 

interface. Periodic boundary conditions are applied along lateral directions, and outer surfaces of 

liquid are kept free to ensure pressure relaxation during resolidification. The simulation 

demonstrating the mechanism of vacancy formation is performed at 0.8 Tm (the melting 

temperature is 1701 K [182]). The lateral size of the system is chosen to fit the equilibrium 

lattice constant at 300 K, which corresponds to the conditions built during laser irradiation when 

the material does not have enough time to relax in lateral directions. A series of simulations 

targeted at the investigation of the concentration of vacancies generated by solidification under 

conditions of deep undercooling are performed with laterally relaxed systems. 

Thermodynamics of laser irradiation and evolution of the microstructure 

The fast rate of energy deposition by short laser pulses leads to ultrafast heating, 

homogeneous melting, and generation of compressive stresses. As an example of the laser-

induced processes followed by laser irradiation, let us consider temperature and pressure 

evolution in a bulk Ni (100) target shown in the form of contour plots in Figure 24. During the 

laser irradiation, the laser energy is first absorbed by conduction band electrons and then 

transferred to phonons during the electron-phonon equilibration, which occurs on the picosecond 

time scale. Fast electron-phonon relaxation in Ni leads to confinement of the thermal energy in 

approximately top ~50 nm layer of the target that leads to the strong overheating of the material 



 
 

63 
 

reaching 1.27Tm (the melting temperature Tm = 1701 K [182]). This overheating exceeds the 

limit of thermodynamic stability found to be ~(1.20 – 1.25) Tm for Au [102,183], Ag [17], Ni 

[11,102,104,184], as well as Ni-Fe and Ni-Cr solid solution alloys [185]. Therefore, a massive 

homogeneous nucleation of liquid regions inside the top 20 nm superheated crystal layer occurs 

within the time interval between 10 and 20 ps. Ultrafast melting significantly cools the top part, 

and at approximately 50 ps, when the temperature near the solid-liquid interface drops below the 

melting point due to the heat conduction to the bulk, resolidification process starts. Comparison 

of the results of simulations with different target orientations demonstrates almost the same 

values of the maximum melting depth, temperature, compressive and tensile stresses in all 

considered cases that is not surprising since target orientation does not affect thermodynamic 

properties of the material. However, since the speed of solidification front strongly depends on 

the interface orientation [128], the time of complete resolidification is very different and equal to 

400, 490 and 720 ps for (100), (011), and (111) targets, respectively. 

The ultrafast heating leads not only to homogeneous melting of the top part of irradiated 

surface but also to generation of compressive stresses. The laser-generated stresses are 

particularly high in the regime of stress confinement [27,28,134], when the time of the laser 

heating (defined by the laser pulse duration,  �, or the time of the electron–phonon equilibration, 

 ìÑ�,, whichever is longer) is shorter than the time required for the mechanical relaxation 

(expansion) of the heated volume, i.e., ©��b �Ã  ìÑ�,c > Z�^Ï�, where Ï� is the speed of sound 

in the target material and Z� is the effective depth of the laser energy deposition. With Âe-ph [ 10 

ps [186], Lp [ 50 nm [187], and Cs [ 5080 m/s [188], the condition for a partial stress 

confinement is satisfied, and the laser heating leads to the buildup of high compressive stresses 

in the surface region of the target, Figure 24b. Relaxation of the stress by expansion of the 

material toward the free surface creates a tensile wave which follows the compressive one 

(Figure 24b). Rapid homogeneous melting of the surface region adds to the compression as the 

molten material has a higher specific volume, as can be seen for a secondary spike in the 

compressive stresses upon melting in Figure 24b. The strong pressure gradient drives the 

emission of an intense compressive wave propagating into the bulk of the target, while the 

expansion of the material towards the free surface creates an unloading tensile component of the 

stress wave that follows the compressive one (Figure 24b).  The tensile stresses associated with 
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the unloading wave can induce emission of dislocations from the solid-liquid interface 

[49,83,189] as well as cavitation in the molten part of the target followed by photomechanical 

spallation [27,28,134] (Section 4.1) for higher laser fluence. 

 
Figure 24. Contour plots of temporal and spatial evolution of temperature (a,c) and pressure (b,d) in a 
bulk Ni target irradiated by a 50 fs laser pulse at an absorbed laser fluence of 600 J/m2, which is slightly 
above the melting threshold. Black line outlines the solid-liquid interface; solid and dashed black arrows 
in (b) show the direction of propagation of compressive and tensile stress waves. 

Following the initial dynamic relaxation of the laser-induced stresses, the pressure in the 

molten part of the target quickly relaxes down to zero. The thermoelastic stresses in the 

crystalline part of the target, however, cannot completely relax by uniaxial expansion in the 

direction normal to the free surface, while the lateral expansion of the heated part of the target is 

constrained by the surrounding cold material. Thus, when the tensile wave propagates though the 
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hot material, strong shear stress can be generated in some slip systems followed by emission of 

dislocations, as discussed in the next subsection. In addition, some residual quasi-static 

compressive stresses are present below the crystal-liquid interface in Figure 24b and remain in 

the target after complete resolidification of the surface region (Figure 24d), until it is cooled to 

the original temperature. 

 
Figure 25. Snapshots of atomic configurations generated after irradiation of Ni (100) target. Atoms with 
FCC local crystal structural environment are blanked to expose the defect structures. The remaining 
atoms are colored by their local crystal structural environment: green and red colors correspond to HCP 
and unidentified local crystal structure environment, respectively. With this coloring scheme, a single 
green layer and a double green layer represent a twin boundary and a stacking fault in the FCC structure. 
Unidentified atoms correspond to liquid, solid-liquid interface, dislocation cores, and point defects. The 
resolidification process is completed by 450 ps after the laser pulse, and the top 3.5 nm surface layer is 
blanked in all snapshots to expose the underlying defect structure in the snapshot shown for 400 ps, where 
the surface roughness of ~1 nm is observed. 

Ultrafast melting and resolidification as well as strong thermal stresses leads to 

generation of crystal defects and modifies the microstructure of the irradiated target, as depicted 

in Figure 25. Surprisingly, during first 50 ps, when a tensile wave is generated and the resolved 

shear stress reaches the maximum value, there is no emission of dislocations. However, the last 

snapshot shows presence of dislocations (green ribbons outlined by red) that suggest nucleation 

of dislocations during resolidification. The detailed description of the mechanism of dislocation 

formation during crystal growth, proposed in the current work, is provided in a subsection below. 
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In addition, solidification under the condition of deep undercooling creates a strong vacancy 

supersaturation, as depicted by numerous red dots in Figure 25. 

The evolution of microstructure in (011) Ni target is depicted in Figure 26. In contrast to 

the previous case, numerous Shockley partial dislocations are emitted at the initial stage in two 

slip planes. The energy cost of stacking fault formation during expansion of dislocation loops is 

compensated by the work done by the external stresses. However, at later time the stress drops 

down during relaxation and cooling the material, and, thus, stacking faults become unstable. The 

minimum shear stress that leads to expansion of stacking faults can be estimated from the energy 

balance:  � À Tí �( , where Tí is the twin energy, h is the spacing between ����� planes. For the 

EAM potential used in the MD simulation Tí \ 68 mJ/m2 [130], and h \ 2.07 Å at the melting 

temperature. These values give approximately 0.3 GPa that is reached at approximately 40 ps 

leading to shrinking of stacking faults and emission of trailing partial dislocations to cancel the 

stacking faults. At the moment 300 ps only split dislocations remain in the system. It is 

noticeable that dislocations formed during resolidification have vertical arrangement and 

correspond to the set of slip planes that are not activated during the emission of dislocations at 

the initial stage. The configuration of dislocations formed during crystal growth is discussed in a 

subsection below. At approximately 300 ps, dislocations reach the bottom of the computational 

cell and stop; however, it does not affect the microstructure evolution in the top part of the target 

and cannot be avoided without significant increase of the system size and, thus, the 

computational cost of the simulation. 

The results for (111) Ni target are shown in Figure 27. For this target orientation, 

numerous partial dislocations are also emitted at the initial stage in three slip planes when the 

resolved shear stress reaches the maximum value. Similar to (011) target orientation, at the later 

time when the stress drops down, the stacking faults either retreat back of form split dislocations. 

Since emission of dislocations takes place in three slip planes, the generated dislocation network 

is more complicated than in the previous case and numerous dislocation reactions are observed. 

At approximately 200 ps dislocations reach the bottom of the computational cell, but, as 

mentioned above, it does not affect the microstructure evolution in the top part and cannot be 

avoided without significant increase of the computational cost.  
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Figure 26. Snapshots of atomic configurations generated after irradiation of a (011) target. The coloring 
scheme is the same as in Figure 25. The resolidification process is completed by 500 ps after the laser 
pulse, and the top 3.5 nm surface layer is blanked in all snapshots to expose the underlying defect 
structure in the snapshot shown for 500 ps, where the surface roughness of ~1 nm is observed. 
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Figure 27. Snapshots of atomic configurations generated after irradiation of a (111) target. The coloring 
scheme is the same as in Figure 25. The resolidification process is completed by 720 ps after the laser 
pulse, and the top 3.5 nm surface layer is blanked in all snapshots to expose the underlying defect 
structure in the snapshot shown for 700 ps, where the surface roughness of ~2 nm is observed. 

One noticeable effect, which is only present in (111) Ni target, is formation of high 

density of twin boundaries at the final stage of resolidification process. According to Figure 27, 

at the initial stage, from 50 to 200 ps, the resolidification process proceeds through epitaxial 

regrowth of crystal. However, when the temperature near the solidification front drops below 

~0.86 Tm, the defect structure of the resolidified region is changed abruptly, and, as shown in the 

last three snapshots in Figure 27, numerous coherent twin boundaries, ]3 �ÜÜÜ�, are formed in 

planes parallel to the (111) solid-liquid interface. The comparison of this nanotwinned structure 

with experimental results and detailed description of the mechanism of growth twinning during 
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solidification under the condition of deep undercooling are provided in Sections 3.2 and 3.3 in 

Ref. [32,150]. 

The final configuration of dislocations after complete resolidification in Ni targets with 

(100), (011), and (111) surface orientation is demonstrated in Figure 28. The plots shows 

presence of two types of dislocations: perfect dislocations split into two partials and prismatic 

dislocation loops composed of Frank partial, Stair-rod, and Shockley partial dislocations. In 

(100) target the major part of dislocations is located in the top 20 nm layer, the region affected 

by melting, because the dislocations are generated only during resolidification. When the 

distance between the ends of the dislocation reaches the critical value, the dislocation loop starts 

expanding under the residual thermal stresses. This critical distance may be estimated based on 

Z- À �~¿�  (  [190], where G is shear modulus of the material, b is Burgers vector, Â is the 

resolved shear stress, ^ is the numerical constant with typical value 0.5 – 1.5. By taking the 

maximum resolved shear stress in slip systems for perfect dislocation generated by residual 

thermal stress equal to 0.6 GPa in (100) target, the value of Lc can be estimated as approximately 

60 nm, which in a reasonable agreement with onset of the dislocation loop expansion shown in 

Figure 28a. In the target with (011) surface orientation, the density of dislocations is higher than 

in the previous case, and since dislocations are emitted at the initial stage of laser irradiation, 

they present both in the deeper part of the target and in the top region affected by melting. Also 

this plot clearly illustrates the vertical arrangement of dislocation formed during resolidification. 

In the case of (111) surface orientation (Figure 28c), dislocation are also present both in the top 

and deeper part of the target. However, the most noticeable feature is an extremely high density 

of dislocations in the top region affected by melting, which is equal approximately to 5×1017 m-2. 

As discussed above, this region contains high density of growth twin boundaries, and since 

incoherent twin boundaries are formed by Shockley partial dislocations, numerous dislocations 

are recognized during the crystal structure analysis. 
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Figure 28. The final configuration of 

dislocations in Ni (100) target at 400 ps (a), 

(011) target at 500 ps (b), and (111) target at 

720 ps (c). 

 

Effect of crystallographic orientation on emission of dislocations 

Relaxation of laser-induced thermal stresses, as described above, is accompanied by 

generation of a tensile wave, which propagating through a solid-liquid interface leads to active 

emission of partial dislocations in targets with (011) and (111) surface orientations. Meanwhile, 

no dislocations are generated (100) target at the initial stage. This section provides an 
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explanation of the effect of crystallographic orientation on emission of dislocations based on the 

values of the resolved shear stress in FCC slip systems estimated theoretically and measured in 

simulations. 

Theoretical approximation of the resolved shear stress 

Emission of dislocations takes place when a resolved shear stress in a particular slip 

system reaches the critical value. Slip in FCC crystal structure occurs along close packed planes, 

�ÜÜÜ�, in the direction ûÜÜêþ èh  for perfect and ûÜÜèþ èh  for Shockley partial dislocations [190]. 

Figure 29 illustrates the slip systems for each considered surface orientation. Each �ÜÜÜ� plane 

has 3 slip directions for perfect dislocations, which correspond to close packed directions marked 

on the plot by arrows, and 3 directions for Shockley partial dislocations. 

 
Figure 29. A schematic sketch of slip systems in FCC targets with (100) (a), (011) (b), and (111) (c) 
surface orientation. The colored planes represent arrangement of close packed planes in a FCC target, the 
vectors show close packed directions. 

During ultrafast laser irradiation, material is expanded uniaxially along the direction 

perpendicular to the surface (z direction). The relaxation of the lateral stresses takes much longer 

time since the typical size of the laser spot is significantly larger than the depth of the region 

where laser energy is deposited. In the following analysis, the values of resolved shear stresses 

created during laser irradiation are estimated based on a simplified ideal system that is tensed in 

the z direction under the condition of zero strain in lateral directions. Since volumetric 

compression does not create shear stresses, the zero level of strain can be shifted to subtract the 

initial thermal strain. 
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The value of stress can be calculated based on the Hook’s law [190], �ªÐ ± ÏªÐàÊÿàÊ, 

where ÏªÐàÊ  is the stiffness tensor, �ªÐ and ÿªÐ are the stress and strain tensors. Since uniaxial 

compression of a cubic crystal affects only normal components of the stress tensor keeping other 

components equal to zero, the final set of equations for a target with (100) surface orientation 

can be written in the fallowing way: 

ë
�xx ± ÏÂÂÿxx â ÏÂÄÿõõ â ÏÂÄÿ×× ± ÏÂÄÿ
�õõ ± ÏÂÄÿxx â ÏÂÂÿõõ â ÏÂÄÿ×× ± ÏÂÄÿ
�×× ± ÏÂÄÿxx â ÏÂÄÿõõ â ÏÂÂÿ×× ± ÏÂÂÿ

        (3.1), 

where e is the strain applied in z direction. The values of the resolved shear stress can be 

calculated by projection of the strain tensor on a particular slip system: 

 ± �ªÐ Ô F|}æÌªÊè Ô F|}9ÌÐ«:          (3.2), 

where ÌªÊ and ÌÐ«  are angles between i direction and slip system normal n, and j direction and 

slip direction d. Based on Figure 29a, for a target with (001) surface orientation all slip planes 

are identical. Since Xxx and Xyy are equal, and [mn0] is perpendicular to z axis, the resolved shear 

stress in all slip planes in [mn0] direction is equal to zero. The shear stress in other slip systems 

for perfect dislocations is the same and equal to: 

 �ì
ì-°ÂÛÛ ± æ�×× µ �xxè ��(           (3.3). 

For slip systems corresponding to partial dislocations, there are also two cases: 

 �&°ª&õÂÛÛ ± 9��×× µ �xx µ �õõ: '��( ± ��æ�×× µ �xxè '( ± � �ì
ì-°ÂÛÛ �'(    (3.4). 

 �&°ª&õ�ÂÛÛ ± æ��xx µ �xx µ �××è '��( ± æ�×× µ �xxè '��(       (3.5). 

Only the absolute value of shear stress is important, the sign shows the direction of the shear and, 

thus, dropped in Eq. 3.5. Since  �&°ª&õ�ÂÛÛ `  �ì
ì-°ÂÛÛ `  �&°ª&õÂÛÛ , only partial dislocations can be 

emitted in the direction [mn2]. When the resolved shear stress reaches the critical value in a 

particular slip system, emission of dislocations prevents further increase of the stress and limits 

emission in other slip systems. By combining Eqs. 3.1 and 3.4, the maximum value of the 

resolved shear stress reached in (100) target can be estimated as: 

 �&°ª&õÂÛÛ ± ��æÏÂÂ µ ÏÂÄè Ô ÿ '(          (3.6). 
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 The equations for stresses generated in a target with (011) surface orientation can be 

derived by rotation of the stiffness tensor to the new coordinate system: 

Ïª�Ð�à�Ê�� ± ÏªÐàÊ Ô F|}æÌªª�è Ô F|}9ÌÐÐ�: Ô F|}æÌàà�è Ô F|}æÌÊÊ�è     (3.7), 

where Ìªª� , ÌÐÐ� , Ìàà� , and ÌÊÊ�  are angles between axes of the old and new coordinate systems. 

The final equations for (011) target orientation can be written as following: 

de
f�xx ± ÏÂÂÿxx â ÏÂÄÿõõ â ÏÂÄÿ×× ± ÏÂÄÿ
�õõ ± ÏÂÄÿxx â �¹¹Ë�¹¬ËÄ���Ä ÿõõ â �¹¹Ë�¹¬ÑÄ���Ä ÿ×× ± �¹¹Ë�¹¬ÑÄ���Ä ÿ
�×× ± ÏÂÄÿxx â �¹¹Ë�¹¬ÑÄ���Ä ÿõõ â �¹¹Ë�¹¬ËÄ���Ä ÿ×× ± �¹¹Ë�¹¬ËÄ���Ä ÿ

    (3.8), 

For this target orientation there are two pairs of identical slip planes. In the first pair (green and 

yellow planes in Figure 29b), the maximum resolved shear stress is reached for partial 

dislocations in the directions ð���ó and ð�É��ó: 
 �&°ª&õÛÂÂ ± ��æ�×× µ �xxè '( ± ��æÏÂÂ â �Ï�� µ ÏÂÄè Ô ÿ �(      (3.9). 

In the second pair (red and blue planes in Figure 29b), the maximum resolved shear stress is 

reached for partial dislocations in the directions ð���ó, ð���ó, ð�É��ó, and ð�É��ó: 
 �&°ª&õ�ÛÂÂ ± ��9�õõ µ �xx: '( ± ��æÏÂÂ µ �Ï�� µ ÏÂÄè Ô ÿ �(      (3.10). 

 The equations for stresses generated in a target with (111) can derive similar to (011) 

case by rotation of the stiffness tensor (Eq. 3.7): 

dg
e
gf�xx ± �¹¹Ë�¹¬ËÄ���Ä ÿxx â �¹¹Ë��¹¬ÑÄ���� ÿõõ â �¹¹ËÄ�¹¬ÑÄ���� ÿ×× ± �¹¹ËÄ�¹¬ÑÄ���� ÿ
�õõ ± �¹¹Ë��¹¬ÑÄ���� ÿxx â �¹¹Ë�¹¬ËÄ���Ä ÿõõ â �¹¹ËÄ�¹¬ÑÄ���� ÿ×× ± �¹¹ËÄ�¹¬ÑÄ���� ÿ
�×× ± �¹¹ËÄ�¹¬ÑÄ���� ÿxx â �¹¹ËÄ�¹¬ÑÄ���� ÿõõ â �¹¹ËÄ�¹¬Ë����� ÿ×× ± �¹¹ËÄ�¹¬Ë����� ÿ

  (3.11). 

In the case of (111) target orientation the resolve shear stress in (111) plane (yellow plane in 

Figure 29c) is zero for all slip directions; other three planes are identical. The maximum shear 

stress is reached for partial dislocations in directions ð���ó, ð���ó, ð���ó in æ�É��è, æ��É�è, 
æ���Éè planes, respectively: 

 �&°ª&õÂÂÂ ± ���æ�×× µ �xxè 	( ± ��Ï�� Ô ÿ 	(        (3.12). 
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 The EAM Ni potential used in the in the current work have the following values of elastic 

constants: C11 = 241.3 GPa, C12 = 150.8 GPa, C11 = 127.3 GPa [130]. Thus, the values of 

resolved shear stress produced by e strain in z direction under the condition of zero strain in 

lateral directions can be calculated as:  �&°ª&õÂÛÛ À ��_ÿ,  �&°ª&õÛÂÂ À `��'ÿ,  �&°ª&õ�ÛÂÂ À '`�_ÿ, 

 �&°ª&õÂÂÂ À `?�`ÿ. Despite the values of the elastic moduli are temperature dependent, a slight 

variation of the obtained values of the resolves shear stresses does not change the overall picture. 

The predicted values of the resolved shear stresses for the considered systems are in a good 

agreement with the microstructure evolution discussed in the previous subsection. In the case of 

(100) target orientation, the resolved shear stress has the lowest value that suggests no emission 

of dislocations. For a target with (011) orientation, the stress is about twice larger in æ���è and 

æ�É��è (green and yellow planes in Figure 29b), which, indeed, correspond to emission 

dislocations, as shown in Figure 26. In other planes the resolved shear stress is much lower, and 

dislocations are not emitted. For a target with (111) surface orientation, the stress has also high 

value in 3 identical slip planes, æ�É��è, æ��É�è, æ���Éè which correspond to emission of 

dislocations in Figure 27. Thus, the simple analysis of shear stresses generated in slip systems is 

capable to provide an insight into dependence of dislocation emission on the target 

crystallographic orientation. 

Emission of dislocations during laser processing 

The evolution of the resolved shear stress during laser irradiation in the slip system where 

the stress reaches the maximum value is shown in Figure 30 for 3 considered surface 

orientations. The maximum value of the resolved shear stresses are 1.73, 1.73, and 2.00 GPa for 

(100), (011), and (111) surface orientations, respectively. The comparison of these values leads 

to a contradiction: the maximum shear stress in (011) target is approxinatly the same as in (100); 

however, in the last case dislocations do not nucleate at the initial stage, Figure 25. In addition, 

in the vicinity of the solid-liquid interface, where dislocations are emitted due to the lower 

nucleation barrier, the values of the resolved shear stress are substantially lower in (011) case 

compared with (100) target. 
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Figure 30. Contour plots showing spatial and temporal evolution of resolved shear stress in Ni (100) (a), 
(011) (b), and (111) (c) for a slip system where the resolved shear stress reaches the maximum value, and 
emission of dislocations is observed. The black solid curve separates the melted region from the solid 
part. 

 

 
Figure 31. (a) The evolution of the maximum value of a resolved shear stress within 5 nm from the solid-
liquid interface in Ni (100) (red squares), Ni (011) (green circles), and Ni (111) (blue diamonds) for a slip 
system where the resolved shear stress reaches the maximum value, and emission of dislocations is 
observed. The temperature near the interface in Ni (100) is shown by a black line. (b) Snapshots of atomic 
configurations generated at 20 ps after laser irradiation. The coloring scheme is the same as in Figure 25. 
Active emission of Shockley partial dislocations is observed only in (011) and (111) targets. 

This puzzle can be resolved by recalling that emission of dislocations is a thermally 

assisted process. The critical shear stress required for emission of dislocations rapidly drops with 

the temperature increase [191]. Thus, dislocations are formed only when the temperature near the 

interface is sufficiently high. Figure 31a shows the evolution of temperature and resolved shear 
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stresses near the interface. At the time between 7 and 20 ps, the resolved shear stress in (011) and 

(111) cases is substantially larger than in (100) target, and it would reach even higher value if 

there was no relaxation by emission of dislocations, as shown in Figure 31b. At the later stage, 

when the temperature near the interface drops down during ultrafast melting, dislocations are not 

emitted in (100) target even if the shear stress reaches 1.6 GPa. 

The analysis of the resolved shear stress generated under the uniaxial expansion, which is 

performed in the previous subsections, suggests approximately twice stronger response of (011) 

and (111) targets on the same deformation. Thus, during expansion of the target, the resolved 

shear stress is always higher in (011) and (111) cases. When it reaches the critical value, 

dislocation emission starts, and further increase of the stress is suppressed. Since in (111) target 

dislocations are generated in 3 slip systems, dislocation reactions impede growth of the 

dislocation loops. Thus, the shear stress in the target with (111) orientation reaches higher value 

than in (011) case. In (100) target, stronger expansion of the material is required to achieve a 

sufficiently high value of shear stress that requires longer time, and as a result the maximum 

values of the shear stress is reached only at the moment 28 ps, when the top part of the target is 

melt, and the temperature is too low for dislocation emission.  

Generation of dislocations during crystal growth 

The discussion of the microstructure evolution during laser processing in a subsection 

above has revealed several interesting questions. First, in the case of (100) surface orientation, 

dislocations are not emitted initially when the resolved shear stress reaches the maximum value 

but generated later during resolidification. Second, in the case of (011) target the dislocations 

formed during crystal growth have vertical arrangement, which is different from the arrangement 

of dislocations emitted at the initial stage. This subsection describes the mechanism of 

dislocation generation during crystal growth and discusses the effect of the target orientation of 

the configuration of dislocations formed during resolidification. 

Generation of dislocations in Ni (100) 

Analysis of atomic configurations generated during laser irradiation of Ni (100) targets at 

the moment 50 and 100 ps shows absence of dislocations. The first dislocations appear at the 

time 150-200 ps, Figure 25, and grow forming the configuration shown in Figure 28a. Tracking 

the dislocation evolution suggests that the dislocations are generated not by diffusion and 
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aggregation of vacancies but directly near the solid-liquid interface. To understand the 

mechanism of dislocation formation, the interface roughness is compared with the configuration 

of defects generated in the target to the moment 200 ps. The results of the comparison, shown in 

Figure 32, demonstrate a strong correlation: partial dislocations nucleate only in troughs. Also, 

the concentration of vacancies is lower in the elevated parts colored by red compared with 

deeper parts colored by green and blue. 

 

Figure 32. Correlation of formation of 
vacancies and dislocations with surface 
elevation. This plot can be considered as 
a view from bulk to the interface region 
at 200 ps after laser irradiation. The 
solid-liquid interface is colored based on 
the elevation: gradation from red to blue 
corresponds to 5 nm. Vacancies are plot 
as dark spots; partial dislocations are 
represented by large dark regions that 
are outlined by white dashed ellipses. 
The concentration of vacancies is 
smaller in elevated parts colored by red 
in comparison with deeper parts colored 
by green and blue. Dislocations also 
nucleate only in troughs. 

Figure 33 illustrates evolution of the solid-liquid interface roughness after laser 

irradiation, compared with values estimated from the interface stiffness based on the capillarity 

wave theory and results of atomistic simulations under controlled conditions. Ultrafast melting 

creates a very rough interface containing numerous troughs, as shown in Figure 32. At the 

beginning of resolidification, the roughness slightly decreases; however, it remains 

approximately twice higher compared with the atomistic modeling of resolidification with 

initially flat interface. Besides this very rough interface generated by ultrafast melting, the 

roughness of the solid-liquid interface during resolidification is always larger compared with the 

equilibrium value even for simulations with initially flat interface, which can be explained by 

pinning the interface by defects formed during advancing the interface. Moreover, as shown in 

Figure 34, the temperature increase due to the interface motion has biased profile: the average 

temperature in front of the solid-liquid interface (liquid fraction in a range 0.5-0.9) is lower 
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compared to the value behind the interface (liquid fraction in a range 0.1-0.5). Since in the 

temperature range 0.75-1.0 Tm the velocity of the solid liquid interface increases with the 

temperature decrease Figure 15, the temperature difference near the interface leads to a growth 

instability, which results in faster growth of elevated parts compared with deeper ones. 

 

Figure 33. The evolution of the standard 
deviation of solid-liquid interface elevation 
(red) in (100) Ni target after laser irradiation. 
The values are compared with the results 
obtained in atomistic simulations at constant 
temperature 0.8 Tm with initially flat solid-
liquid interface. The green line show the 
result of a simulation with the system size in 
lateral directions equal to the equilibrium 
size at 300 K, which corresponds to absence 
of lateral material relaxation in the 
simulations of laser irradiation. The blue line 
corresponds to the simulation with relaxed 
material in lateral directions. The dashed line 
depicts the interface roughness expected at 
the melting point which is calculated based 
on the interface stiffness.   

 

 

Figure 34. The temperature profile in 
the vicinity of the solid-liquid interface 
in the modeling of laser irradiation of 
Ni (100) target at 200 ps. The red and 
green lines show the temperature and 
the fraction of liquid, respectively. The 
solid black line depicts the position of 
the interface (liquid fraction is 0.5), 
dashed lines outlines the region with 
the fraction of liquid in the range 0.1-
0.9. 

To reveal the origin of the connection between defect generation and the interface 

roughness, the formation of defects is studied in additional small scale atomistic simulation 

under controlled conditions with initially flat solid-liquid interface. The snapshots of atomic 
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configurations that demonstrate formation of a cluster of vacancies are shown in Figure 35. The 

deeper part of the interface, formed by fluctuations, propagates slower and at some point is 

pinned. When the solid-liquid interface passes this part, it is sealed. Since the density of liquid is 

less than for solid, the isolated part corresponds to a cluster of 41 vacancies, which after 

rearrangement creates a prismatic dislocation loop depicted in Figure 36. This loop can be 

represented as a Frank dislocation loop partially split into Stair-rod and Shockley partial 

dislocations. 

 
Figure 35. Formation of a cluster of vacancies during resolidification in a small scale atomistic 
simulation performed under controlled conditions at 0.8 Tm. The snapshots are plot with 10 ps time 
interval; each snapshot represents an enlarged cross section of the cluster with the box size 8 by 10 nm. 
The coloring scheme is similar to Figure 25, but atoms with FCC local crystal structure environment are 
not blanked but shown by blue color. 

 

 

Figure 36. A prismatic dislocation loop formed 
after rearrangement of a cluster of 41 vacancies 
depicted in Figure 35. The atomic snapshot 
corresponds to the time 140 ps after the last 
snapshot in Figure 35. The coloring scheme is 
the same as in Figure 25. The right part of the 
figure shows the schematic representation of the 
dislocation loop. Dislocations are colored based 
on the type: Shockley partials are green, Frank 
partials are yellow, Stair-rod are blue. Grey 
planes represent stacking faults. 
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In the modeling of laser irradiation, the solid-liquid interface is very rough and contains 

numerous troughs generated during ultrafast melting. Formation of a dislocation during 

resolidification is illustrated on the cross section of a trough, shown in Figure 37. Similar to the 

previous case, the deeper part of the interface moves slower. However, when the interface passes 

this part, it is sealed not ideally but with a missing plane that leads to formation of a stacking 

fault and generation of a Frank partial dislocation. This mechanism explains generation of 

dislocations during crystal growth in Ni (100) target. This Frank partial dislocation can be split 

into Stair-rod and Shockley partial dislocations to minimize the energy. The configuration of the 

dislocation at 200 ps is presented in Figure 38. 

 
Figure 37. Formation of a partial dislocation during resolidification of (100) target after laser irradiation. 
Each snapshot represents an enlarged cross section of the dislocation with the box size 8 by 10 nm. The 
coloring scheme is similar to Figure 25, but atoms with FCC local crystal structure environment are not 
blanked but shown by blue color. 

 

 

Figure 38. The configuration of 
dislocations in the snapshot 
depicted in Figure 37 at 200 ps. 
Dislocations are colored by their 
type. The triangulated area 
corresponds to liquid and clusters 
of vacancies. The cross section 
plane of Figure 37 is shown by 
green; the intersections of the plane 
with dislocations are marked by 
black circle, and intersections with 
stacking faults are shown by 
dashed lines. 

Advancement of the solid-liquid interface increases the length of the dislocations 

connected to the interface. To avoid a significant increase of the relative contribution of stacking 
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fault energy to the total energy during dislocation growth, the ends of dislocations connected by 

stacking faults should not significantly spread in lateral directions. Several dislocation loops that 

fulfil this condition and grow almost vertically are present in the final microstructure illustrated 

in Figure 28a. These loops consist of interacting Shockley partial and Stair-rod dislocations, 

similar to Figure 36, and can reach the length 5 nm in the vertical direction. Another possibility 

is formation of dislocation configurations where only perfect (or split dislocations) are connected 

to the solid-liquid interface. It can be achieved, for example, by splitting Frank partial dislocation 

into perfect and Shockley partial (Figure 38, perfect dislocation). After this rearrangement, the 

dislocations can grow with advancing the solid liquid interface without significant increase of the 

stacking fault area. The major part of the dislocations in Figure 28a has this configuration. 

 

Figure 39. A schematic sketch of the defect 
generation mechanisms. The plot shows a cross 
section of the system; arrows illustrate the process 
of solidification. A cavity generated during 
advancing the solid-liquid interface can be sealed 
forming a cluster of vacancies (1). Edges of a 
trough can be fold with a missing plane forming a 
stacking fault and generating a partial dislocation 
(2). The snapshots below illustrate the atomic 
configuration in each case; the coloring scheme is 
the same as in Figure 35. 

Summing-up the results presented in Figure 35 and Figure 37, the mechanism of defects 

generation during crystal growth can be described as a sequence of steps that are outlined in 

Figure 39. Deeper parts of the solid-liquid interface, generated by ultrafast melting or formed by 

fluctuations, grow slower compared with elevated parts and sealed when the interface passes 

them. A cavity (1) can be ideally sealed creating a cluster of vacancies, which later may be 

rearranged into a dislocation loop or dissolve into individual vacancies. Edges of a trough (2) 

growing toward each other can be folded with a missing plane, especially if the material is 

laterally compressed. This process creates a stacking fault and generates a partial dislocation. 



 
 

82 
 

Folding with a missing plane is only possible for troughs due to their elongation. A cavity cannot 

be sealed with a missing plane that is consistent with results of small scale simulations with 

initially flat interface where only cavities are generated, and formation of clusters of vacancies 

takes place. The reported mechanism is different form classically described formation of 

prismatic dislocation loops by diffusion and aggregation of vacancies. 

Configuration of growth dislocations 

The arrangement of dislocations formed during crystal growth may be different from the 

configuration of dislocations emitted at the initial stage. For example, Figure 28b (011 target) 

shows that dislocations in the sub-surface part, which is affected by transient melting and 

following resolidification, have vertical arrangement in contrast to dislocations emitted at the 

beginning. Also, since in the case of (100) surface orientation (Figure 28a) the vertical 

orientation is not very pronounced as in the previous case, the configuration of growth 

dislocations is expected to depend on the target orientation. This subsection discusses the main 

factors affecting the growth of dislocations during resolididfication. 

Since dislocations cannot terminate inside a crystal, they grow with advancement of the 

solid-liquid interface. During this process, the total energy of a dislocation segment, which 

depends on the length and arrangement of the dislocation, is minimized. Arrangement of 

dislocations along close-packed directions is preferable since this configuration corresponds to 

the lowest energy of the dislocation core and allows splitting of a perfect dislocation into two 

Shockley partials. In the case of (011) surface orientation there is a close-packed direction 

perpendicular to the surface, as shown in Figure 29b, which allows both the length minimization 

and arrangement of dislocations along the close-packed direction. Thus, even if dislocations are 

emitted initially in æ���è and æ�É��è planes (green and yellow planes in Figure 29b), during 

resolidification dislocations do not continue grow in the direction they were emitted but change 

their orientation to a vertical one.  

In the case of æ�??è surface orientation, close-packed directions have either 0 or 45 

degree angle to the solid-liquid interface, as shown in Figure 29a. It leads to a competition 

between the vertical configuration corresponding the shortest dislocation length and arrangement 

along close-packed directions under the 45 degree angle to the interface, which decreases the 

energy of a dislocation and allows splitting into two partials for further energy minimization. As 
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shown in Figure 28a, some dislocation segments are arranged along close-packed directions and 

split. However, other segments are not split and have the arrangement close to the vertical one. 

Generation of vacancies 

Ultrafast energy deposition during laser processing results in not only ultrafast melting 

and resolidification of the top part of an irradiated target, building up a strong compressive and 

tensile stresses, and emission of dislocations, but also generates a high concentration of 

vacancies which can reach the level 10-3 of lattice cites. This subsection discusses the effect of 

the target crystallographic orientation on generation of vacancies. 

 
Figure 40. The concentration of vacancies (red) and divacancies (green) in Ni (100) target at 400 ps (a), 
Ni (011) at 500 ps (b), and Ni (111) at 720 ps (c), which correspond to the end of resolidification. 

The concentration of vacancies and divacancies in the irradiated targets after complete 

resolidification is shown in Figure 40. In the target with (100) surface orientation, ultrafast 

melting and following resolidification generates very high concentration of vacancies, which 

reaches 0.12% of lattice cites for vacancies and 0.024% for divacancies. The maximum 

concentration of vacancies in (011) and (111) targets are 0.048% and 0.068%, respectively. 

These concentrations are larger than the equilibrium vacancy concentration at the melting point, 

0.033%, and exceed the equilibrium vacancy concentration at ~0.8Tm, the temperature at the 

solidification front, by 1-2 orders of magnitude (Section 2.4.1). 

To estimate the characteristic vacancy diffusion path, we have computed the vacancy 

diffusion coefficient in a series of small-scale simulations with a single vacancy performed at 

different temperatures. The computed prefactor and the diffusion barrier are 1.48×10-5 m2/s and 

1.31 eV, respectively. Therefore, at the melting temperature the vacancy diffusion can be 

estimated as 1.9×10-9 m2/s that gives ~1 nm diffusion path on the time scale of 100 ps, and 
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vacancies almost do not move on the simulation timescale. Thus, in Figure 40 following regions 

with different vacancy formation mechanism can be identified: vacancies below the melting 

depth formed at the initial stage (1), and vacancies above the melting depth formed during crystal 

regrowth (2). In addition, in targets with (011) and (111) surface orientation vacancies at the 

depth grater 250 Å are mostly produced by dislocation climb (3). 

Formation of vacancies at the initial stage cannot be described by diffusion form the 

solid-liquid interface since the mobility of vacancies is very low: even at the temperature 1.3 Tm, 

the maximum temperature reached in the simulation, the diffusion coefficient can be estimated as 

1.5×10-8 m2/s. Thus, the vacancies below the melting depth must be generated as Frenkel pairs 

with following escape of interstitials, which have much higher mobility compared to vacancies, 

into the liquid as discussed in Ref. [81]. At the temperature close to the lattice stability limit, the 

lattice is significantly distorted, and Frenkel pairs can be formed with much lower barrier 

compared to a cold crystal. Since the concentration of defects formed by creation of a vacancy-

interstitial pairs in the vicinity of homogeneous melting onset can reach 10-3, Ref. [192] suggests 

formation of Frenkel pairs as the first stage of a homogeneous melting process: the point defects 

form clusters that growth rapidly and irreversibly if contain more than 10 atoms. At the end of 

homogeneous melting, remaining clusters of point defects can be clearly seen below the melted 

part of the target as shown in Figure 31b. Homogeneous melting rapidly cools the sub-surface 

part of the target, and remaining interstitials escape the solid part of the target leaving high 

concentration of vacancies in the region below the melting front. 

In contrast to the target with (100) surface orientations, in (011) and (111) cases the 

concentration of vacancies remains high even at the depth 250-300 Å, and several vacancies are 

present at the depth greater than 400 Å. These vacancies are generated by dislocation climb. As 

discussed in subsection above, numerous dislocations are generated in targets with (011) and 

(111) surface orientations at the time scale several tens of picoseconds. Since the dislocations are 

emitted in several slip planes, interaction of dislocations generates jogs which produce a tail of 

vacancies during following motion of dislocations as illustrated in Figure 41. In addition, 

dislocation reactions such as annihilation of dislocations on neighboring planes also generate 

vacancies. Figure 27 depicts several lines of vacancies produced by dislocations. 
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Figure 41. Formation of a tail of vacancies by 
motion of a dislocation with an atomic jog. The 
coloring scheme is the same as in Figure 25. 

 

 

Figure 42. The concentration of vacancies 
generated during resolidification under 
conditions of strong undercooling is investigated 
in a series of atomistic coexistence simulations 
of Ni system described by the EAM Mishin 
potential [130]. In contrast to results shown in 
Figure 40, the concentration of vacancies is 
computed based on the total number of missing 
atoms in a particular atomic plain, and 
vacancies, divacancies, and vacancy clusters are 
not distinguished. Three low index (100), (011), 
and (111) orientations of the solid-liquid 
interface are considered. We do not show the 
size of the error bar because it is comparable 
with the size of symbols representing each point. 
The equilibrium vacancy concentration at the 
melting point is marked by black square. 

During resolidification under the condition of deep undercooling, fast advancing the 

solid-liquid interface generates high concentration of vacancies. The effect of crystallographic 

orientation of the solid-liquid interface on the produced vacancy supersaturation in solidification 

under conditions of deep undercooling is assessed in a series of atomistic simulations of 

solidification under controlled conditions. Figure 42 shows the dependence of the vacancy 

concentration on temperature and crystallographic orientation. In the vicinity of the melting point 

the produced concentration of vacancies is close to the equilibrium vacancy concentration at the 

melting point, 0.033%, and increases with increasing the level of undercooling. Similarly to 

results of large scale TTM-MD simulations, the concentrations of vacancies produced in systems 

with (011) and (111) crystallographic orientations are similar and much lower to one produced in 

(100) target. Thus, the different concentration of the vacancies in TTM-MD simulations is the 

result of the interface orientation rather than specific conditions realized in simulations. 
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Connection to experiment 

The results of recent electron backscatter diffraction (EBSD) analysis of the 

microstructure of polycrystalline Ni targets irradiated by femtosecond laser pulses, reported in 

Ref. [177], demonstrate a strong effect of the crystallographic orientation of grains in the 

polycrystalline targets on the generation and accumulation of crystal defects in the surface 

region, Figure 43. The provided EBSD-generated band slop maps show very high degree of 

lattice distortion in the regions with (111) surface orientation which related by the authors to the 

high concentration of dislocations. 

 
Figure 43. Electron Backscatter Diffraction (EBSD) orientation map and band slope map reflecting the 
presence of defects in a polycrystalline Ni target irradiated by 50 fs laser pulses at incident fluence of 0.3 
J/cm2. The number of pulses applied to spots shown in each row is indicated at the top of the figure. The 
figure is adapted from Ref. [177]. 

The experimentally observed trend is in a good qualitative agreement with results of 

large-scale atomistic simulations of laser irradiation of Ni targets, reported in this paper. 

Modeling demonstrates very strong effect of the target crystallographic orientation on the 
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microstructure modification. As illustrated in Figure 28a, simulation predicts minor modification 

in (100) target, where dislocations only form during solidification. Since in (011) and (111) 

targets dislocations are emitted during initial relaxation of thermal stresses, they exhibit higher 

density of dislocations (Figure 28b and Figure 28c), especially (111) case. 

Formation of a layer with high density of growth twins during laser processing of a target 

with (111) surface orientation, discussed in Section 3.2, is compared with experimental results in 

Ref. [32]. At similar irradiation conditions as in the simulation, the experiment demonstrates 

formation of a 30 nm nanotwinned layer composed by 5-6 twinned domains. This result in a very 

good agreement with modeling, which predicts generation of a 15 nm nanotwinned layer 

composed by 4-5 twinned domains. As suggested in Ref. [32] and Section 3.2, the finial 

thickness of the twinned domains may be increased during motion of incoherent twin boundaries 

on the later time scale not included in the MD simulation. Formation of a nanotwinned layer for 

other surface orientations is not demonstrated both by the simulations and the experiment [32]. 

Summary 

In order to reveal the physical origin of the sensitivity of the laser-induced surface 

modification to the crystallographic orientation of irradiated surface, a series of large-scale 

atomistic simulations of femtosecond laser irradiation of Ni targets with (001), (011), and (111) 

surface orientations is performed. The results of the simulations do confirm the strong effect of 

the target orientation on the microstructure modification, observed experimentally [177], and 

provide a detailed description of the defect configuration generated for each surface orientation. 

The results of the resolved shear stress analysis performed for different slip systems 

explain absence of dislocation emission in the case of (100) target and confirm generation of 

dislocations in two slip planes in (011) and in three slip planes in (111) cases. The theoretically 

predicted value of the maximum resolved shear stress in (100) target is almost twice lower than 

in the case of (011) and (111) targets if the same strain is applied. This stronger response leads to 

faster growth of the shear stress and onset of dislocation emission in (011) and (111) targets 

before the temperature of the overheated material drops down during homogenous melting of the 

top part. In (100) target the maximum resolved shear stress is reached only when the temperature 

near the solid-liquid interface drops almost to the melting point that leads to higher critical shear 

stress required for dislocation emission. Therefore, in (100) case no dislocations are generated 

during the initial relaxation of thermal stresses. 
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In addition to the prompt dislocation emission during the dynamic relaxation of laser-

induced stresses, the generation of dislocation loops takes place during resolidification of the 

transiently melted top region of the irradiated targets. The simulation with (100) surface 

orientation demonstrates the strong correlation of the crystal defect generation with the solid-

liquid interface roughness: for instance, dislocations are formed only in troughs. Based on the 

analysis of crystal defect generation, the new mechanism of dislocation and vacancy clusters 

formation during advancing the solid-liquid interface is proposed. Due to the growth instability, 

deeper parts of the solid-liquid interface grow slower and can be sealed when the interface passes 

them. After sealing, a cavity creates a cluster of vacancies, which during the following evolution 

is either rearranged into a prismatic dislocation loop or dissolved. Edges of a trough can be 

folded with a missing plane that creates a Frank partial dislocation, which can be split into 

combination of Shockley partials Stair-rod dislocation. 

Highly non-equilibrium conditions built during laser irradiation leads not only to active 

formation of dislocations but also to generation of a high concentration of vacancies, which can 

reach the level 10-3. In the modeling, three mechanisms of vacancies formation are identified. 

First, overheating the material close to the lattice stability limit creates numerous pairs of 

vacancies and interstitials. Interstitials readily escape the solid part due to high mobility, creating 

a region with high concentration of vacancies right below the melting depth. Second, dislocation 

climb in the case of (011) and (111) surface orientation is a source of vacancies in the deeper part 

of the target. Last, fast advancing the solid-liquid interface under the condition of deep 

undercooling generates high concentration of vacancies in the region experienced transient 

melting during laser irradiation. Resolidification of a target with (111) crystal orientation under 

the condition of deep undercooling leads to generation of a high density of growth twins, which 

is discussed in more details in Section 3.2 and Ref. [32].  

The results of large-scale atomistic simulations predict minor modification of the 

microstructure for (100), moderate for (011), and strong for (111) target orientations that is in a 

good qualitative agreement with the available experimental data. Overall, the reported results 

clarify the mechanisms responsible for the laser-induced generation of crystal defects and 

explain the sensitivity of the structural modification of metal surfaces to the crystallographic 

orientation of irradiated surfaces. 



 
 

89 
 

Ï��� h§Ô§Õ� £¡Ô ¡� ÓÕ¡Ñ Ò  Ñ£Ô¤ £Ô ¨�¤§Õ £ÕÕ�¦£� £¡Ô ¡� Ð£ i���jk
Abstract: The structural changes generated in surface regions of single crystal Ni targets 

by femtosecond laser irradiation are investigated experimentally and computationally for laser 

fluences that, in the multipulse irradiation regime, produce sub-100 nm high spatial frequency 

surface structures. Detailed experimental characterization of the irradiated targets combining 

electron back scattered diffraction analysis with high-resolution transmission electron 

microscopy reveals the presence of multiple nanoscale twinned domains in the irradiated surface 

regions of single crystal targets with (111) surface orientation. Atomistic- and continuum-level 

simulations performed for experimental irradiation conditions reproduce the generation of 

twinned domains and establish the conditions leading to the formation of growth twin boundaries 

in the course of the fast transient melting and epitaxial regrowth of the surface regions of the 

irradiated targets. The observation of growth twins in the irradiated Ni (111) targets provides 

strong evidence of the role of surface melting and resolidification in the formation of high spatial 

frequency surface structures. This also suggests that the formation of twinned domains can be 

used as a sensitive measure of the levels of liquid undercooling achieved in short pulse laser 

processing of metals. 

Introduction 

High-precision machining of materials with ultrashort laser pulses [1,193,194] is a 

powerful enabling technology actively used in a broad range of applications in the fields of 

photonics, biomedical and life sciences [44,195,196]. The preparation and functionalization of 

material surfaces on the nanometer scale are of prime importance for the advancement of these 

applications. Micro and nanostructural changes strongly impact surface properties such as optical 

reflectivity, hydrophobicity, hardness, wear and corrosion resistance, potentially impacting the 

use of the treated materials [33-35]. Laser-induced surface modification is the result of material 

response to the extreme conditions of rapid highly localized heating and cooling created in the 

surface region of irradiated targets by ultrafast laser irradiation. Under multipulse exposition, 

high densities of crystal defects and subsurface voids can be accumulated during successive 

thermomechanical loading of the material leading to irreversible surface damage and ablation 

[17,81,197-202]. 
                                                 
1 Results of this work are reported in Ref. [32]. The experimental portion of this work is done by the group of Jean-
Philippe Colombier. 
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While single pulse irradiation can readily alter the surface topography, multiple-pulse 

irradiation can cause interference between the incident laser light and surface scattered 

electromagnetic waves, potentially involving surface plasmon excitation [203-206], thus giving 

rise to periodic modulation of surface morphology with periods close to the laser wavelength, 

known as Laser-Induced Periodic Surface Structures (LIPSS), or more accurately, Low Spatial 

Frequency LIPSS (LSFL) [204]. Further details on LIPSS are provided in Section 4.2. In 

addition, another kind of LIPSS with a periodicity significantly smaller than the laser 

wavelength, down to l [ r/10, can be produced. These surface structures are often referred to as 

High Spatial Frequency LIPSS (HSFL) and can be oriented parallel or perpendicular to the laser 

polarization [207,208]. The origin of such structures is much less understood and a number of 

alternative mechanisms have been proposed, including the coherent superposition of scattered 

and refracted waves [205], laser-induced surface plasma waves [209,210], surface oxidation and 

higher harmonic generation [211], surface self-organization [212], and coherent nanobubble 

formation in the subsurface region [136,213]. One general question of fundamental importance is 

whether the HSFL formation is essentially associated with phase transformations triggered by 

ultrafast laser irradiation. Since the contrast of HSFL is relatively weak, and the time of the laser 

melting and resolidification can be very short [104,214,215], the direct time-resolved probing of 

the laser-induced processes is difficult [214-217]. Nevertheless, a reliable interpretation to the 

results from ex situ analysis of laser-processed samples requires an improved understanding of 

the connections between the rapid highly nonequilibrium phase transformations and the ensuing 

surface modifications produced by the laser irradiation. In this subsection we combine 

experimental characterization of single crystal Ni targets irradiated in the regime where HSFL 

are produced with a thorough computational and theoretical analysis of laser-induced melting 

and resolidification processes. The generation of growth twin boundaries is found to be a clear 

indicator of the role of melting and a sensitive measure of the degree of undercooling reached at 

the solidification front in laser interactions with Ni (111) targets. 

Experiment Results 

The experimental portion of this work is done by our collaborators from the group of 

Jean-Philippe Colombier. A detailed description of experimental results is given in Ref. [32], and 

below we provide a brief summary relevant to discussion of computational results. Ni (111) 

surface is irradiated with 46 laser pulses at 1900 J/m2, level of incident fluence that, when 
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converted to the absorbed fluence using reflectivity of 0.7 [168], exceeds the melting threshold 

predicted in atomistic simulations. The scanning electron microscopy (SEM) image shows the 

formation of HSFL in the 5 3m wide central part of the laser spot. A two-dimensional FT 

spectrum analysis of the SEM images asserts the periodicity of the HSFL is m = 70−90 nm.  

 
Figure 44. Crystal structure modification in the central area of the laser spot on a Ni (111) crystal 
irradiated by 46 laser pulses at an incident laser fluence of 1900 J/m2. (a) EBSD map reflects the lattice 
distortions due to the presence of crystal defects (the greyer the larger are the distortions) and twins (red-
colored spots) in the central area of the laser impact. The white-colored zones in the center of the map are 
the areas where EBSD indexing was not possible. (b) n111o pole figure from EBSD indexed crystal 
orientations showing the projection of the original n111o axes (indicated by black circles) along with the 
new n111o axes appearing due to laser-induced growth twinning (indicated by red triangles). (c) 
Schematic representation of atomic structure in the vicinity of a twin boundary (left panel) and Kikuchi 
patterns obtained from nonirradiated surface (lower right panel) and a twinned region generated by laser 
irradiation (upper right red panel). The corresponding cube presentations of a fcc unit cell, with (111) 
planes highlighted and common [111] axis pointing out from the paper plane, are also shown next to the 
Kikuchi patterns for the original and twined crystals. Adapted from ref. [32]. 

The laser-induced generation of crystal defects is characterized with electron backscatter 

diffraction (EBSD) and illustrated in Figure 44a. At the center of the laser spot, an area with a 

diameter of 15 3m rendered with dark-gray color has a higher degree of lattice distortion. The 

localized white color coded areas in the central part of the laser spot are places without 

successful EBSD indexing, which is also related to the generation of crystal defects [177]. One 
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type of crystal defects that is prominently present within the irradiated area is the twin boundary. 

The twins are identified through EBSD indexing in the regions highlighted by the red color in 

Figure 44a. The EBSD p111q pole figure generated from the same surface region is displayed in 

Figure 44b, which sums up the orientation relationship between the lattice of original orientation 

and twinned lattice. The pole figure manifests clearly the projection of the twinned p111q axes in 

addition to the p111q axes of the original crystal. A schematic representation of the atomic 

arrangement in the vicinity of a twin boundary is provided in Figure 44c. The areas where the 

twinning is recorded with a sufficient intensity are highlighted by red color in Figure 44a. For 

EBSD indexation of twins, a substantial twinned volume is required to generate Kikuchi patterns 

typical of twinned domains, as shown in Figure 44c. 

Figure 45 shows high resolution TEM images on the central part of the laser spot. The 

bright field (BF) image (Figure 45a) gives an overview of the zone of interest. Figure 45b is the 

electron diffraction pattern generated from the HSFL and its subsurface region. It reveals the 

characteristic signature of twinning, with two sets of diffraction patterns emanating from the 

original lattice and twinned lattice. The yellow dashed-line oval highlights the common (111) 

diffraction spot shared between the two lattices, as illustrated in Figure 44. The diffraction spot 

æ''É�è is attributed to the original lattice and is enclosed by the green dashed-line oval. The new 

(twinning) diffraction spot æ?�Éè is outlined by the red dashed-line oval. The diffraction spots in 

Figure 45b are attributed exclusively to the Ni crystal, i.e., no signs of oxidation and formation of 

NiOx or Ni-related amorphous material are observed in this region. The three diffraction spots 

marked in Figure 45b are chosen to generate dark field (DF) images that are color-boxed (in 

yellow, green and red) and presented in Figure 45c-e, respectively. The DF image taken based on 

the common (111) diffraction spot (Figure 45c) appears as a matching pair to the BF image 

(Figure 45a). The æ''É�è DF image yields a full view of the bulk and six to eight rows of 

laminated epilayers of lattice with original crystal orientation grown parallel to the surface. In the 

æ?�Éè DF image, another six to eight complementary rows of laminated twin layers are revealed. 

These roughly equally spaced layers are 4-5 nm thick and add up to a total of about 30 nm thick 

surface region. In order to depict the spatial distribution of the epilayers and twins, a small 

central region is selected from Figure 45d and e (indicated by the dashed-line boxes), the two 

images of this region are superimposed and represented using false colors in Figure 45f. The 
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mechanisms responsible for the generation of the twinned structure will be elucidated below, 

with the aid of computational modeling. 

 
Figure 45. Results of detailed microscopy examination of the central area of irradiated spot. BF image 
(a). Selected area electron diffraction (SAED) showing two superimposed diffraction patterns: one 
highlighted by solid white lines with zone axis  ¡�r¢£ and diffraction spots indexed in nonitalic characters 
and another highlighted by thin dashed white lines with zone axis  r¢¡�£ and diffraction spots indexed in 
italic (b). Note the mirror symmetry with respect to the common (111) plane, i.e., the initial surface of Ni 
substrate. Selected diffraction spots (111), srr¢�t, and s�¡¢ut were used to obtain DF images shown in (c), 
(d), and (e), respectively. In (c), the bulk of the crystal, epilayers, and twinned domains can be identified. 
In (d), the bulk of the crystal and the epitaxial layers are revealed. In (e), the complementary details 
attributed to twinned domains can be seen. The thick dashed white lines in BF and DF images are visual 
guides outlining the surface region where the laser-induced twinning occurred. The areas marked by the 
green and red boxes in (d) and (e) are enlarged, superimposed and illustrated in (f). (f) False color image 
highlighting the spatial distribution of the epilayers (green) and twinned domains (red). Adapted from ref. 
[32]. 

Computational and theoretical analysis 

The mechanisms and kinetics of laser-induced melting and resolidification of Ni targets 

are investigated in atomistic and continuum-level simulations performed for irradiation 

conditions used in the experiments. A single-pulse irradiation is considered in the simulations to 
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evaluate the nature of material modification in one excitation−relaxation cycle. The atomic-level 

mechanisms responsible for the generation of subsurface microstructure in the course of rapid 

solidification of transiently melted surface regions are studied in a series of large-scale atomistic 

simulations, whereas a quick scan of the undercooling conditions created by the laser irradiation 

at different laser fluences is performed with a continuum model. The mechanisms of the 

experimentally observed generation of a high density of twin boundaries in the surface regions of 

single crystal Ni targets irradiated by femtosecond (fs) laser pulses are discussed in this section 

based on the results of large-scale atomistic simulations of laser interactions with Ni targets, 

theoretical analysis of the generation of growth twins in the course of rapid solidification under 

conditions of strong undercooling, and continuum-level modeling of laser-induced melting and 

resolidification of Ni targets at different laser fluences. 

Observation of laser-induced twinning in large-scale atomistic simulations. 

The general picture of the laser- induced melting and resolidification processes revealed 

in the three large-scale simulations using combined two-temperature model (TTM) and classical 

molecular dynamics method (MD) performed for Ni targets with (111) surface orientation. The 

details of the computational setup and the initial stage of laser irradiation are provided in Section 

3.1. One notable effect that is observed in the course of the epitaxial resolidification of the target 

with (111) surface orientation is the formation of a high density of coherent twin boundaries, v3 

�����, at the final stage of the solidification process. This effect is illustrated in Figure 46, where 

a series of snapshots of atomic configurations in the top 30 nm surface layers of the Ni (111) 

target are shown. The initial stage of the resolidification process, from 50 to 200 ps, proceeds by 

the epitaxial regrowth of the crystal, as illustrated by a snapshot shown for 100 ps after the laser 

pulse. The solidification proceeds simultaneously with increasing undercooling of the melted 

layer (red region in Figure 46), the velocity of the crystal-liquid interface increases, and a large 

number of vacancies (red dots) are left behind the solidification front. The green ribbons outlined 

by red lines in the bottom part of the snapshot correspond to 1/2p110q dislocations split into two 

Shockley partials (red lines) connected by stacking faults (green ribbons). These dislocations are 

emitted from the melting front during the dynamic relaxation of the laser-induced stresses, as 

discussed in Section 3.1. 
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Figure 46. Snapshots of atomic configurations generated in a TTM-MD simulation of a Ni (111) target 
irradiated by a 50 fs laser pulse at an absorbed fluence of 600 J/m2. Only the top 30 nm surface region of 
the irradiated target is shown in the snapshots. The atoms with local structural environment characteristic 
of fcc crystal structure are blanked to expose the defect structures. The remaining atoms are colored by 
their local structural environment, so that the green atoms have local structure characteristic of hcp 
crystals and red atoms belong to the liquid phase, make up dislocation cores, or surround point defects. 
With this coloring scheme, a single green layer and a double green layer correspond to a twin boundary 
and a stacking fault in the fcc structure, respectively. The resolidification process is completed by 720 ps 
after the laser pulse and the top 3.5 nm surface layer is blanked in all snapshots to expose the underlying 
defect structure in the snapshot shown for 720 ps, where the surface roughness of w2 nm is observed. 
Adapted from ref. [32]. 

The defect structure of the resolidified region changes abruptly when the temperature in 

the vicinity of the solidification front drops down to about 0.85Tm at about 180 ps after the laser 

pulse, and a large number of coherent twin boundaries appear in the planes parallel to the 

advancing (111) crystal-liquid interface. The twin boundaries (green layers parallel to the 

surface) can be seen in the snapshot shown in Figure 46 for 300 ps, and the region affected by 

twinning expands as the solidification front propagates toward the surface of the target. A clear 

view of multiple twin boundaries with a characteristic thickness of twinned domains on the order 

of several nm is provided in Figure 47, where the final microstructure of the top part of the 

resolidified target, shown without blanking the fcc atoms, and an enlarged view of a 

representative vertical cross-section of the surface layer are presented. 
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Figure 47. An alternative view of the 
last configuration (720 ps) of Figure 
Figure 46, in which the fcc atoms are 
shown and colored blue (a) and an 
enlarged view of a representative 
vertical cross-section of the surface 
layer of the resolidified target (b). 
Additional details of the color scheme 
are given in Figure 46 caption. The 
dashed line in (b) shows the altering 
orientation of atomic planes in the 
twinned domains. Adapted from ref. 
[32]. 

The flat islands of the coherent twin boundaries are connected with each other by 

incoherent twin boundary segments that remain relatively mobile after the complete 

solidification. One can expect that the motion of the incoherent twin boundaries would result in 

the disappearance of some of the smaller twinned domains upon further cooling of the surface 

down to the room temperature. Nevertheless, some of the twin boundaries can be expected to 

remain in the target as the mobility of the incoherent twin boundaries sharply drops with 

increasing thickness of the twinned domains [218]. To illustrate this point, the atomic 

configuration shown in Figure 47a has been annealed at 0.9Tm for 1.5 ns. This temperature is 

much higher than the 0.76 Tm recorded at the end of the resolidification process in the simulation 

of laser processing, which increases the mobility of incoherent twin boundaries (ITBs) and 

enables us to study the evolution of the crystal structure at a much shorter time scale. The initial 

system configuration produced by laser excitation, as well as snapshots taken at 0.5, 1, and 1.5 ns 

of the annealing simulation are presented in Figure 48. Since the mobility of ITBs strongly 
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depends on the thickness of twinned domains [218], the thin domains rapidly shrink during the 

first 500 ps, and only sufficiently thick domains remain and slowly evolve during the remaining 

1 ns. These twin domains will stay even if the annealing is performed for a longer time, which is 

consistent with experimental observations of twinned domains in laser processed targets. The 

thickness of the remaining twined domains, x10 nm, is also close to the experimentally reported 

values, Figure 45. Since during laser processing when ultrafast cooling takes place the 

temperature drops down to 0.61 Tm in less than 1 ns, relatively thin twinned domains, with 

thickness less than 10 nm, may be frozen in and remain after cooling the system down to the 

room temperature. 

 

Figure 48. Snapshots of atomic configurations 
generated after annealing a crystal structure 
produced in a TTM-MD simulation of a Ni (111) 
target irradiated by a 50 fs laser pulse at an 
absorbed fluence of 600 J/m2. Only the top 24.5 nm 
surface region was cut and annealed at 0.9 Tm. The 
atoms are colored based on the local crystal 
structure environment. Blue, green, and red colors 
correspond to FCC, HCP and unidentified local 
crystal structure environment, respectively. With 
this coloring scheme, a single green layer and a 
double green layer represent a twin boundary and a 
stacking fault in the FCC structure. Unidentified 
atoms correspond to dislocation cores, and point 
defects. The top 3.5 nm surface layer including 2 
nm surface roughness is blanked in all snapshots to 
expose the underlying defect structure. 

To make a direct connection to the experimental observation of twinning in the surface 

regions of the irradiated targets, the pole figures similar to the one shown in Figure 44b are 

calculated for the three targets that experienced laser melting and resolidification. The pole 

figures in Figure 49 show the projections of y111z directions for all fcc atoms in the top 20 nm 
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surface regions of the resolidified targets, with the y111z poles corresponding to the original 

y111z directions in the single crystal targets marked by circles. In the pole figure calculated for 

the target with (111) surface orientation, new y111z poles created by the growth twinning are 

clearly present and marked by triangles in Figure 49a. In contrast, only the original y111z poles 

are present in the pole figures calculated for targets with (100) and (011) surface orientations, 

Figure 49b and Figure 49c, indicating that no twins are introduced by laser-induced melting and 

resolidification of these targets. The computational predictions are in a good agreement with the 

experimental observation of the appearance of new poles associated with twinning for targets 

with (111) surface orientation, Figure 44b, and the absence of twinning in targets with (100) 

surface orientation. 

 

Figure 49. The {111| pole figures calculated for 20 nm top regions of Ni targets with (111), (100) and 
(110) surface orientations irradiated by 50 fs laser pulses at an absorbed fluence of 600 J/m2. All 
calculations are done after complete solidification of the irradiated targets. The {111| poles that 
correspond to the original single crystal are marked by circles and the new {111| poles generated by 
twinning are marked by triangles. The twinning is only observed for (111) surface orientation of the 
irradiated target. Adapted from ref. [32]. 

Mechanisms of growth twinning under conditions of strong undercooling 

In order to evaluate the conditions for the formation of }3 �ÜÜÜ� growth twins in the 

process of rapid solidification, a series or small scale simulations is performed under fixed 

temperature and zero pressure conditions for a 28 nm × 28 nm × 50 nm system containing, in its 

initial state, a 11 nm thick crystalline slab with two (111) surfaces surrounded by liquid. No 

twins are observed to form in the solidification process occurring under conditions of weak 

undercooling, at T > 0.86Tm. The formation of first twin boundaries is detected at T ~ 0.86Tm, 

and the density of the twin boundaries is increasing with decreasing temperature. The threshold-
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like condition for the onset of the generation of the growth twins and the decreasing size of the 

twinned domains with increasing undercooling can be explained by a simple thermodynamic 

model [150] that considers the advancement of the solidification front through the nucleation and 

lateral growth of two dimensional atomic islands on (111) terraces of the solid-liquid interface. 

This model is briefly outlined and applied to the epitaxial regrowth (111) Ni targets below. 

The nucleation of a new atomic layer on a (111) facet of the growing fcc crystal can 

produce one of the two possible stacking sequences of the close packed atomic planes, ABC 

sequence of the regular fcc structure and ABA sequence which, in turn, may lead to the 

formation of a twin boundary (ABACB sequence of planes) or a stacking fault (ABABCA or 

ABACAB for the intrinsic and extrinsic stacking faults, respectively) in the growing fcc crystal. 

Given the more than twice higher energy of the stacking faults as compared to twins [219], we 

can neglect the possibility of the appearance of stacking faults in the growth process and only 

consider the formation of twins. The change in the free energy due to the nucleation of a round 

atomic island of radius r with the fcc stacking sequence of the close packed planes can be 

expressed as  

Ù¿
--æ¾Ã òè ± �ñ¾T�°ì� µ ñ¾Ä�Ù¿_æòè        (3.13), 

where Ù¿_æòè is the free energy difference between the liquid and solid phases per unit volume, 

h is the spacing between ����� planes, and T�°ì� is the free energy per unit length of a step on a 

����� solid-liquid interface. When the nucleation results in the ABA stacking of the planes, the 

extra energy associated with the faulted stacking has to be accounted for in the free energy 

calculation and can be approximated by the energy of the twin boundary in a bulk crystal, T°�ªÊ. 

The energy of the circular nucleus in this case can be expressed as 

Ù¿°�ªÊæ¾Ã òè À �ñT�°ì� µ ñ¾Ä Ô æ�Ù¿_æòè µ T°�ªÊè      (3.14). 

It is apparent from the above equation that small values of undercooling, when Ù¿_ ` T°�ªÊ �( , 

the free energy is increasing for any radius of the nucleus, and no growth twins can be generated. 

Using the approximation of Ù¿_ À Ù��æ�µ ò òà( è, the critical temperature below which the 

twin boundaries can be formed in the solidification process can be estimated as 
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ò- À òà Ô �� µ ���¯ØÌJ�,�           (3.15). 

For the EAM potential used in the MD simulations of Ni [130], T°�ªÊ = 68 mJ/m2, heat of fusion 

Ù�� = 0.187 eV/atom = 2.59 × 109 J/m3, h = 2.09 Å at the melting point, and the value of Tc can 

be estimated to be 0.87Tm. An estimation based on experimental parameters of Ni, T°�ªÊ = 43 

mJ/m2 [130], Ù�� = 2.58 × 109 J/m3 [220], and h = 2.09 Å at T [ Tm [221], yields a comparable 

value of Tc = 0.92Tm. 

From the free energy expressions given by Eqs. 3.13 and 3.14, the activation barriers for 

the formation of the fcc and twinned nuclei can be obtained: 

¿
--� æòè À ý�û�îô¬,ÌI�Þíß, ¿°�ªÊ� æòè À ý�û�îô¬,ÌI�ÞíßÑ���¯Ø       (3.16). 

The relative probability of the nucleation of twin and fcc planes can then be expressed as the 

ratio of the corresponding nucleation rates: 

ø��¯Øø��� À ÿ�� ��I���� ÞíßÑI��¯Ø� Þíß��ù
Òòí � À ÿ�� �µ ý�û�îô¬ ���¯Ø�ùÒòí,ÌI�Þíß�,ÌI�ÞíßÑ���¯Ø��    (3.17). 

This equation suggests that the nucleation of twins starts when the temperature of the crystal-

liquid interface drops below Tc, and the probability of the twin formation increases with 

increasing undercooling. These conclusions of the theoretical analysis are in a good agreement 

with the results of TTM-MD simulations (Figure 46 and Figure 47), where the appearance of 

twin boundaries is only observed when the temperature drops below 0.85Tm and the twinning 

domains get thinner closer to the top surface of the target, where the solidification takes place 

under conditions of stronger undercooling. 

Laser fluence dependence of the solidification conditions and twinning 

To predict the dependence of the thickness of the surface layer affected by the growth 

twinning on laser fluence, a series of continuum-level simulations are performed with the TTM 

model enhanced with a description of nonequilibrium melting and solidification as Section 2.2.1. 

The material parameters in the TTM equation for the electron temperature are the same as in the 

TTM-MD model used in the simulations described above. The lattice heat conduction is 

neglected, and the lattice heat capacity is assumed to be constant and equal to 3.96 × 106 Jm−3K−1 

[220]. The values of parameters 8Û = 2270 m/s and ½& = 4.52 × 109 J/m3 (correspond to 0.326 
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eV/atom with ¾& = 11.55 Å3 obtained from MD simulations) are calculated by fitting Eq. 2.34 to 

the velocities predicted for (111) Ni interface in MD simulations performed under controlled 

temperature and pressure conditions in the range of temperatures from 0.65Tm to 0.95Tm. The 

simulations are performed for the values of absorbed laser fluence ranging from 500 J/m2, just 

above the threshold for surface melting, up to 1300 J/m2, close to the threshold for 

photomechanical spallation identified in TTM-MD simulations. 

 

Figure 50. Evolution of the melting depth 
and temperature at the liquid−crystal 
interface predicted in TTM calculations 
accounting for the kinetics of 
nonequilibrium meting/solidification. The 
curves on the plot correspond to 
simulations of Ni targets irradiated by a 50 
fs laser pulse at different values of 
absorbed laser fluence marked in the plot 
in units of J/m2. The lines are colored 
according to the temperature at the 
solidification front. The gray region 
outlined by the dashed line corresponds to 
the conditions of strong undercooling (T < 
0.87 Tm), when the growth twinning is 
predicted in the theoretical analysis and 
atomistic TTM-MD simulations. Adapted 
from ref. [32]. 

The results of the simulations are shown in Figure 50, where the evolution of the melting 

depth and temperature at the liquid-crystal interface are plotted for different laser fluences. The 

fast homogeneous melting, occurring on the time-scale of electron-phonon equilibration, is 

responsible for the initial jump of the melting depth and is followed by additional heterogeneous 

melting through the propagation of the melting front deeper into the bulk of the target at higher 

fluences. The melting is followed by resolidification of the target proceeding under conditions of 

increasing undercooling of the liquid-crystal interface below the equilibrium melting 

temperature. The fastest cooling and the maximum undercooling at the end of the resolidification 

process are realized close to the melting threshold, when the melting depth is comparable to the 

depth of the laser energy deposition and a steep temperature gradient is created at the liquid-

crystal interface by the end of the homogeneous melting process. The cooling rate and the 

maximum undercooling are decreasing with increasing fluence, with the temperature of the 
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liquid−crystal interface at the time it reaches the surface raising from its minimum of Á0.58Tm at 

600 J/m2 up to Á0.74Tm at 1300 J/m2. The overall picture of the fluence dependence of the 

melting and resolidification processes predicted in the TTM calculations is consistent with the 

earlier TTM-MD simulations performed for Ni targets [104], with small quantitative differences 

related to the differences in the parameters adopted in the two series of simulations. 

The condition for the onset of growth twinning, T = 0.87Tm, predicted theoretically and 

confirmed in the atomistic simulations, is marked in Figure 50 by the dashed line. The depth of 

the region affected by twinning (gray region in Figure 50) increases rapidly at laser fluences 

close to the melting threshold and shows signs of saturation as the laser fluence approaches the 

spallation threshold. Note that the decrease of the cooling rate and the levels of undercooling 

with increasing fluence suggest that the depth of the surface region affected by twinning may 

even shrink at higher laser fluences in materials with higher energies of twin boundaries, where 

Tc is lower, Eq. 3.15. Moreover, the weaker undercooling can be expected to result in the lower 

probability of the nucleation of twin boundaries, Eq. 3.17, thus increasing the average thickness 

of twinned domains at higher laser fluences. 

The computational results provide an explanation for the increase of both the region 

affected by twinning and the thickness of twinned domains with increasing laser fluence 

observed in experiments discussed earlier. Using reflectivity of 0.7 at laser wavelength of 800 

nm [168], the experimental incident laser fluences of 1900 and 3800 J/m2 can be converted to 

absorbed fluences of 570 and 1140 J/m2, respectively. The TTM calculations predict the 

maximum levels of undercooling at the end of resolidification of 0.58Tm and 0.71Tm at the 

absorbed fluences of 600 and 1100 J/m2, respectively, thus explaining the substantially larger 

thickness of the twined domains observed at the higher laser fluence. Moreover, the region 

affected by the growth twinning is predicted to be deeper at the higher fluence, which is also 

qualitatively consistent with the experimental observations. 

Further increase of the laser fluence beyond the spallation/ablation threshold results in 

removal of a hot surface material from the bulk target, leading to the increase in the cooling rate 

during the solidification of the remaining shallow melted region [104]. The two factors, namely, 

the drop in the depth of the melted region remaining after the ablation of the top layer of the 

target and the increase in the cooling rate, compete with each other in defining the final thickness 
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of the twinned region. The evaluation of the dependence of the layer affected by growth twinning 

on laser fluence in the ablation regime is ongoing and will be reported elsewhere. Irradiation 

with longer laser pulses, in the range of hundreds of picoseconds and nanoseconds, produces 

smaller temperature gradients and cooling rates during resolidification [222], and reduces the 

depth of the twinned region. Continuum level TTM calculations suggest that pulses longer than 3 

ns cannot produce a sufficiently strong undercooling for generation of growth twins in Ni (111) 

targets. 

Connections between transient phase transformations and generation of HSFL 

The clear experimental evidence of the laser-induced generation of a laminar subsurface 

structure composed of twinned domains and epilayers, combined with the mechanistic insights 

provided by the theoretical analysis and atomistic simulations, indicates that the growth twinning 

can be used as a sensitive “fingerprint” of the transient melting and resolidification induced in a 

fcc metal target/grain with ����� surface orientation by short pulse laser irradiation at laser 

fluences near the melting threshold. In the absence of growth twinning, the structural signatures 

of the transient melting and resolidification (e.g., generation of a high vacancy concentration in a 

Cr (001) target [81]) may be too weak to be detected in ex situ experimental characterization. We 

can conclude, therefore, that the growth twinning in fcc metal targets with ����� surface 

orientation provides the most clear marker of melting at laser fluences below the threshold for 

subsurface cavitation and spallation [17,104]. 

The generation of the subsurface twins in the irradiated Ni (111) targets correlates with 

the formation of HSFL in the multipulse irradiation regime. The HSFL are observed exclusively 

in the central part of the laser spot, where the subsurface twins are also present, suggesting a 

direct link between the transient melting and the formation of the HSFL. Despite the relatively 

small thickness of the layer experiencing laser melting and resolidification (the total thickness of 

the twinned domains and epilayers at the center of the laser spot measures about 30 nm), the 

HSFL with sub-100 nm periodicity are observed to grow entirely in the resolidified layer, with 

the peak-to-valley amplitude attaining 20 nm in the center. This observation suggests a 

substantial redistribution of the melted material in the course of repetitive laser melting and 

resolidification of the thin surface layer of the target. While the exact mechanisms driving the 

material redistribution remain the subjects of ongoing debates [136,205,207-213], the results of 

the present study suggest an important role of the laser-induced surface melting in the formation 
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of HSFL. The presence of a twinned domain in the off-center part of the laser spot, where no 

HSFL is observed, also suggests that the development of the surface roughness may rely on the 

melting depth exceeding a certain minimum level. Note that HSFL studied in the experimental 

part are formed at a laser fluence that is substantially below the spallation/ablation threshold, and 

generation of HSFL is not related to the material removal from the irradiated target. 

Summary 

The results of a combined experimental and computational study of the short pulse laser 

interaction with single crystal Ni targets reveal a direct connection between the laser-induced 

melting/resolidification and the formation of HSFL. The occurrence of melting is evidenced by 

the formation of nanoscale lamellar structures of interlaying twinned domains and epilayers in 

the surface regions of irradiated Ni (111) targets. Atomistic- and continuum-level simulations 

performed for the experimental irradiation conditions reproduce the generation of twinned 

domains in the course of the rapid solidification of the transiently melted surface regions of the 

irradiated targets. Theoretical analysis of the microscopic mechanisms of the solidification 

process yields the conditions leading to the onset of the growth twinning and establishes the 

connection between the degree of undercooling and the density of twins generated at the 

solidification front. The laser fluence dependence of the density and thickness of the twinned 

domains revealed in the experimental study is explained based on the results of continuum-level 

simulations of nonequilibrium laser-induced melting and resolidification. Both the thickness of 

twinned domains and the depth of the region affected by twinning are in a good quantitative 

agreement with the experimental results. In multipulse irradiation regime, the appearance and 

growth of sub-100 nm HSFL oriented parallel to the laser polarization is observed in the thick 

twinned domains in the center of the laser spot, highlighting the connections between melting, 

melt depth, and generation of HSFL. Overall, the results of experimental characterization of laser 

processed targets, combined with predictions of atomistic and continuum-level simulations, 

provide a clear evidence of an intrinsic link between the laser-induced melting and HSFL 

formation. 
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Abstract: Formation of growth twins during resolidification of Ni with (111) solid-liquid 

interface under the condition of deep undercooling, revealed in the previous section, is 
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investigated in details in a series of atomistic simulations. The mechanism of growth twinning is 

discussed based on the thermodynamics analysis of twin nucleation and growth. A method of 

step free energy calculation designed in Section 2.3.2 and applied for Ni have opened a door for 

the direct comparison of the results of Molecular Dynamics (MD) simulations with theoretical 

predictions. A threshold like behavior for onset of twin generation, which is described by the 

thermodynamics analysis, is well reproduced in the modeling. However, the density of twin 

boundaries at the end of resolidification is demonstrated to be several times smaller than 

theoretically predicted values. The analysis of the crystal structure evolution has demonstrated 

that the density of twin boundaries generated at the stage of nucleation and growth agrees well 

with the thermodynamics analysis. Though, the density significantly decreases during following 

incoherent twin boundaries (ITB) motion in de-twinning. 

Introduction 

Nanotwinned metals have demonstrated superior mechanical strength (1 GPa for copper 

and 6.5 GPa for steel) combined with high ductility (up to ~10% strain) [151,223-229], which 

are typically mutually exclusive but very desired for numerous applications. This enhancement 

of material properties is achieved by impeding dislocation glide by coherent twin boundaries 

(CTB), or �3 �����, and incoherent twin boundaries (ITB) [229-231] combined with mobility of 

ITB in de-twinning [232]. Moreover, nanotwinned metals in contrast to nanocrystalline materials 

have higher electrical conductivity [223,233], thermal stability [234], and fatigue resistance 

[235,236]. Several approaches such as generation of deformation twins by shock loading [237] 

and generation of high density of growth twins in a vapor and electrodeposition [151,238-240], 

which produce structures with sufficiently high twin density, have been reported. A recent study 

[32] has provided evidence of growth twins generation during propagation of ����� solid-liquid 

interface under condition of strong undercooling that is readily achieved in a short pulse laser 

processing of metals or ultrafast quenching [241]. 

Our study is focused on formation of growth twins during resolidification of deeply 

undercooled metals. The mechanism of growth twinning under these conditions has already been 

described based on a thermodynamics analysis of nucleation probability of twins in Ref. [150], 

however, this study provides a general discussion without putting material properties in the 

model to determine the density of twin boundaries. Also, the model has not been verified by 

experimental results or atomistic simulation. Meanwhile, our work reported in Ref. [32] and 
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Section 3.2, discusses MD simulation of laser processing of a metal target and demonstrates a 

very good agreement between the thermodynamics prediction and the observed undercooling 

that corresponds to the onset of growth twining, though, the density of twins has not been 

estimated and compared. One of the main obstacles that did not allow a direct comparison of the 

twin density predicted by the theoretical model with results of atomistic simulations or 

experiments is difficulty of step free energy measurement. It is very important parameter of the 

model that can adversely affect the predicted concentration of twins since the nucleation 

probability has exponential dependence on the step free energy.  

In this section we provide a comparison of generation of growth twins during propagation 

of (111) solid-liquid interface in deeply undercooled Ni in atomistic simulations with the 

theoretical prediction based on the thermodynamics analysis. A method of step free energy 

calculations in MD simulation based on the capillarity wave approach is developed (Section 

2.3.2) and applied for Ni that opens a door for direct comparison of the theoretical model and 

MD simulation. The threshold like behavior for onset of twin formation is in a good agreement 

with the thermodynamics analysis. Notwithstanding, the density of twins generated in atomistic 

simulations to the moment of complete resolidification at the temperatures below 0.86 Tm is 

appeared to be several times smaller than theoretically predicted value. The following analysis of 

the crystal structure evolution reveals the important role of de-twinning, which significantly 

decreases the density of twin boundaries, in formation of the final crystal structure and confirms 

correctness of the thermodynamics prediction at the stage of nucleation and growth. Annealing 

of the nanotwinned crystal further supports the role of de-twinning and suggests that the final 

crystal structure generated under conditions when twins form is significantly affected by the 

thermal activation of de-twinning. 

Computational setup 

The resolidification of deeply undercooled Ni targets is investigated in a series of 

atomistic simulations. The system setup is illustrated in Figure 51a. The initial system 

configuration is composed of a solid (111) precursor with the thickness 54 monoatomic (~11 nm) 

planes surrounded by liquid. The total length of the systems in the direction perpendicular to the 

solid-liquid interface is approximately 50 nm. The lateral sizes of the system are approximately 

28 nm, which are adjusted to fit the equilibrium lattice constant at the simulation temperature. 

Periodic boundary conditions are applied along lateral directions. The liquid and solid parts of 
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the systems are thermalized independently and combined together to create solid-liquid 

interfaces. Outer surfaces of the liquid parts are kept free to allow volume relaxation during 

resolidification. The total number of atoms in each simulation is ~3.4 million. The interatomic 

interaction is described based on EAM Ni potential [130]. This potential provides more accurate, 

in respect to other available Ni potentials [178], description of stacking fault and twin boundary 

energies, which are crucial for modeling of growth twinning. The simulations are performed in 

the temperature range 0.65-1.0 Tm with the temperature step 0.05 Tm; the melting temperature is 

1701 K [182]. The analysis of the crystal configuration generated during resolidification is 

accomplished by using the crystal structure analysis tool [179,180]. 

 
Figure 51. (a) The system setup used in MD simulations. The background corresponds to the side view of 
a system configuration at 300 ps and the temperature 0.76 Tm. The atoms are colored based on the local 
crystal structure environment. Blue, green, and red colors correspond to FCC, HCP and unidentified local 
crystal structure environment, respectively. With this coloring scheme, a single green layer and a double 
green layer represent a twin boundary and a stacking fault in the FCC structure. Unidentified atoms 
correspond to liquid, solid-liquid interface, dislocation cores, and point defects. The material which 
corresponds to the solid part of the initial system is outlined by white dashed rectangle. (b) A schematic 
representation of formation of nuclei with FCC and HCP local stacking sequence on (111) surface during 
resolidification. 

Growth twinning: theoretical analysis and MD prediction 

As described in Section 3.2, the resolidification process of FCC crystal in the case of 

(111) solid-liquid interface can be described as a nucleation of monoatomic ledges on a (111) 

facet with following growth in the lateral directions. The nucleation of a new layer can produce 

one of the two stacking sequences of closed packed atomic planes: the atoms may be arranged in 

a regular FCC (ABC) stacking sequence or in a sequence typical for HCP stacking (ABA). In the 
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second case, the nucleation of the layer leads to formation of a twin boundary (ABACB sequence 

of planes) or a stacking fault (ABABCA or ABACAB for the intrinsic and extrinsic stacking 

faults, respectively). Since usually the stacking fault energy is more than trice large than the 

energy of a coherent twin boundary, in our analysis we consider only formation of twins. This 

process is schematically illustrated in Figure 51b and can be described based on the classical 

nucleation theory, Eqs. 3.13-3.17: 

ø��¯Øø��� À ÿ�� ��I���� ÞíßÑI��¯Ø� Þíß��ù
Òòí � À ÿ�� �µ ý�û�îô¬ ���¯Ø�ùÒòí,ÌI�Þíß�,ÌI�ÞíßÑ���¯Ø��  

Based on the MD modeling, during resolidification the solid-liquid interface is always 

rough, and nucleation is not a limiting process. Thus, the number of atoms with HCP local 

crystal structure environment is proportional not only to the relative probability of nucleation, 

but also to the growth rate. The velocity of a solid-liquid interface can be described by the 

Wilson-Frenkel expression [127], Eq. 2.34. By assuming the same prefactors and activation 

energies for HCP and FCC steps, the relative velocity of growth is expressed as (the notation is 

the same as in Eqs. 3.13-3.17): 

F���F��� ±
ÂÑìx�ÞÑ�ÌI�ÞíßÑ���¯Ø ,* ��ù Òòí* ß

ÂÑìx�ÞÑÌI�Þíß��ù Òòí* ß         (3.18). 

The value of the step free energy required for this analysis is computed in Section 2.3.2 

that allows direct comparison of the analytical prediction with MD results. Figure 52 illustrates 

the temperature dependence of the relative amount of HCP to the total number of atoms which is 

calculated based on the nucleation probability, Eq. 3.17 (red line), and corrected based on the 

growth velocity, Eq. 3.18 (green line). The value of Tc, which corresponds to onset of twin 

formation, can be estimated to be 0.87 Tm. Based on the plot, the number of atoms with HCP 

local crystal structure environment rapidly increases at the temperature below Tc and approaches 

0.5 at approximately 0.75 Tm. The correction based on the growth velocity (Eq. 3.18) decreases 

the number of the HCP atoms; however, it remains on the level of 0.3-0.4 in the temperature 

range 0.65-0.8 Tm. This result suggests that approximately every 3-d atomic layer forms a 

coherent twin or stacking fault. 
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Figure 52. A comparison of the theoretical 
prediction of the fraction of atoms with 
HCP local crystal structure environment 
with MD results obtained at the moment of 
complete resolidification. The red line 
depicts the fraction of atoms with HCP local 
crystal structure environment (coherent twin 
boundaries) calculated solely based on the 
nucleation probability. The green line 
represents the corrected HCP fraction after 
considering the growth speed. The 
theoretically predicted threshold of 
twinning onset is pointed by an arrow. The 
results of MD simulations are illustrated as 
black circles. 

The formation of growth twins described based on Eqs. 3.17 and 3.18 is evaluated in a 

series of MD simulations performed in a temperature range between 0.66 and 0.96 Tm. The 

relative number of atoms with HCP local crystal structure environment is depicted as black dots 

in Figure 52. The threshold like behavior described by Eq. 3.15 is well reproduced: the twines 

are generated only at the temperature 0.86 Tm and below. However, it appeared that at the 

moment of complete resolidification the relative number of atoms with HCP local crystal 

structure environment reaches only 0.08-0.1 in the temperature range 0.65-0.8 Tm. Moreover, it 

rapidly increases at ~0.82 Tm and stays approximately constant at the level 0.1 with increasing 

level of undercooling, which could be described neither by Eq. 3.17 nor Eq. 3.18 even if the 

matereal parameters are adjusted. For example, using larger step free energy to reproduce the 

relative number of atoms with HCP local crystal structure environment in the lower temperature 

region results in almost zero probability of twin nucleation at the temperature above 0.75 Tm. 

This result looks contradictive and surprising, however, further analysis, presented in the 

following subsection, demonstrates that the theoretical prediction, indeed, is in a good agreement 

with the modeling at the stage of nucleation and growth, but the density of twins drastically 

decreases during following motion of ITB. 
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Role of motion of ITB and de-twinning 

 

Figure 53. A side view of a system configuration 
at 400 ps and 550 ps which exposes motion of 
ITBs. The simulation is performed at 0.76 Tm, and 
the atoms are colored based on the local crystal 
structure environment. Blue, green, and red colors 
correspond to FCC, HCP and unidentified local 
crystal structure environment, respectively. With 
this coloring scheme, a single green layer and a 
double green layer represent a twin boundary and 
a stacking fault in the FCC structure. Unidentified 
atoms correspond to liquid, solid-liquid interface, 
dislocation cores, and point defects. The plot 
clearly demonstrates that the concentration of 
twin boundaries is the maximum near the solid 
liquid interface where they are generated. 
However, motion of ITBs leads to disappearance 
of small twinned domains at the later moment of 
time. 

 The comparison of theoretically predicted density of twin boundaries with results of 

atomistic simulations provided above has revealed a quantitative disagreement: the number of 

atoms with HCP local crystal structure environment, which correspond to twin boundaries and 

stacking faults, measured at the end of resolidification process is several times smaller than the 

prediction of the thermodynamics analysis (Figure 52). Further study of the evolution of the 

crystal structure has revealed the high density of twin boundaries in the vicinity of the solid-

liquid interfaces as depicted in Figure 53. However, a comparison of two sequential system 

snapshots illustrates substantial decrease in the number of twin boundaries at the later moment of 

time, when the interface moves away. Numerous thin twinned domains generated during 

resolidification shrink or merge forming thick domains by motion of ITB, which are represented 

by arrays of Shockley partial dislocations and thus colored by red. Ref. [218] suggests that thin 

ITB are very mobile: atomistic simulation done for aluminum and copper at 300 K and zero 

external stress provides the velocity of ITB on the order of 1000 m/s for twin thickness of 3 and 

on the order of 100 m/s for twin thickness of 6 monoatomic layers. Since the mobility of ITB 

depends on the stacking fault energy [218], which have similar values for EAM Al used in the 

paper and for the currently used EAM Ni, this data suggests that twined domains with thickness 



 
 

111 
 

~6 atomic layers should shrink or merge at the time scale 100 ps at the temperature 300 K. At 

high temperature even thicker twinned domains can be affected since motion of twinned 

dislocations is described as an Arrhenius activated process. The data provided by Ref. [218] 

predicts very strong dependence of the ITB mobility on the twinned domain thickness and thus 

suggests that thick twined domains are not affected by de-twinning. 

 Nucleation of CTB followed by motion of ITB is illustrated in Figure 54 for one 

particular monoatomic (111) layer. The evolution of a fraction of atoms with HCP local crystal 

structure environment in respect to the total number of HCP and FCC atoms in this monoatomic 

layer is presented in Figure 55. At 300 ps after beginning of the simulation, when solid-liquid 

interface passes the illustrated layer, both FCC phase and CTB nucleate and grow. During first 

25 ps the fraction of HCP atoms is fluctuating in the range 0.41-0.49 that is in a good agreement 

with the thermodynamics analysis accomplished in the previous subsection, which at the 

temperature 0.76 Tm predicts 0.45 based on the nucleation probability and 0.30 with considering 

the correction due to the growth speed. At 325 ps the growth process is almost completed, and 

the following evolution is governed by motion of ITB. The snapshots at later moments of time 

depict shrinking small twinned domains which are outlined by red line corresponding to 

twinning dislocations. At 350 ps the major part of twinned domains generated initially 

disappears, and the fraction of HCP atoms drops to 0.27. The remaining domains slowly shrink 

during the next 100 ps, and at 450 ps only one twinned domain remains and stays until the end of 

the simulation. The fraction of atoms with HCP local crystal structure environment drops to 

approximately 0.02 and remains almost constant during the last 75 ps of the simulation. The 

effect of ITB motion on the crystal structure is further illustrated by annealing of a crystal 

configuration produced at the end of resolidification in the modeling of laser irradiation of (111), 

as discussed in Section 3.4. 
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Figure 54. Nucleation and growth of FCC (blue) and HCP (green) nuclei on (111) surface followed by 
motion of ITB at the later stage when the solid liquid interface goes away at about 325 ps. The snapshots 
correspond to the top view of the MD system cut and show the same atomic layer. The simulation is 
performed at 0.76 Tm, and the labels represent the time in picoseconds. The atoms are colored based on 
the local crystal structure environment. Blue, green, and red colors correspond to FCC, HCP and 
unidentified local crystal structure environment, respectively. Unidentified atoms correspond to liquid, 
solid-liquid interface, dislocation cores, and point defects. At the initial stage the amounts of HCP and 
FCC atoms are approximately equal, however, at the later stage the major part of coherent twins 
disappears during the motion of ITB. 

 



 
 

113 
 

 

Figure 55. The evolution of the fraction of 
atoms with HCP local crystal structure 
environment (coherent twin boundaries) to the 
total number of FCC and HCP atoms in the top 
(111) monoatomic layer depicted in Figure 54. 
The insertion shows the normalized atomic 
density function at the initial stage of nucleation 
of solid (300 ps), the moment when the solid-
liquid interface passes the layer (325 ps), and 
when the interface is 4-5 monolayers away 
from the layer (350 ps). The position of the 
layer is depicted by blue rectangles. 

Summary 

The mechanism of high density CTB formation during propagation of (111) solid-liquid 

interface under conditions of strong undercooling is studied both theoretically and 

computationally. A simple thermodynamics analysis describes generation of twins as a result of 

nucleation and growth of monoatomic ledges with a wrong stacking sequence of (111) planes 

that eventually produces twins and stacking faults. The analysis is general enough to be 

applicable for variety of materials; however, the current study is focused on Ni. The 

thermodynamic analysis has revealed the threshold like behavior for formation of twines that is 

well supported by the atomistic simulations where twins are not observed at small undercooling. 

A step free energy, which is a vital parameter in the thermodynamic description of the nucleation 

process, is calculated for EAM Ni [130] based on the capillarity wave method designed and 

described in details in the current paper. 

The comparison of the theoretical prediction with the crystal configuration produced in 

MD simulations at the end of resolidification has revealed a quantitative discrepancy which 

cannot be avoided by adjustment of the parameters used in the thermodynamic analysis. Further 

investigation has demonstrated that nucleation and growth of twins agrees well with the 

theoretical prediction, while the final crystal structure is not only affected by the nucleation of 

twins but also by subsequent motion of ITB that leads to merging or shrinking thin twinned 

domains. This de-twinning process significantly reduces the density of twin boundaries and 
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decreases the fraction of atoms that belong to CTB to less than 0.1. Thick twinned domains are 

not affected by the de-twinning since the mobility of ITB is strongly depends on the domain 

thickness. Since the motion of twinning dislocations is thermally activated process, twinned 

domains with a small thickness can remain in a sample if the resolidification takes place at low 

temperature. Therefore, ultrafast cooling rate achievable in short pulse laser irradiation suggests 

ultrashort pulse laser processing as a tool for surface modification capable to create a high 

density of twin boundaries. Also, a vapor deposition at low temperature, when formation of 

twins is described by the same thermodynamics model as during resolidification [151,152], can 

be applied to grow layers with very high density of twin boundaries. 

Ï�
� ���§¥  ¡� £Ô §Õ� ¡¢£¥ �¡ §Ô £�¨ ¡Ô�� Õ§¤¨ ¤
Abstract: Molecular dynamics simulation technique is a superior tool capable of 

providing atomic-level insights into the investigated processes. The main advantage of the MD 

technique is that no assumptions are made on the processes or mechanisms under study, and the 

only input in the MD model is the interatomic interaction potential that defines the equilibrium 

structure and thermodynamic properties of the material. However, this advantage is also the 

major drawback of MD technique since even very sophisticated interatomic potentials are not 

capable of reproducing all variety of material properties, and mostly only low temperature 

properties are examined in fitting procedure. In this section we provide several specific examples 

of how choice of the interatomic potential affects the computational predictions, and which 

parameters should be considered when potential is selected for description of laser-induced 

microstructure and surface morphology modification. 

Evaluation of EAM Ti potentials for simulation of high-temperature behavior: melting, 

surface tension of the melt, and critical point 

In this section we draw attention to the effect of high temperature material properties 

predicted by Embedded Atom Method (EAM) interatomic potentials parametrized for Ti on the 

accuracy of description of high temperature material behavior in atomistic simulations. The 

overview of a number of popular Ti EAM interatomic potentials is provided, and the advantages 

and drawbacks of these potentials are assessed based on the available in literature low 

temperature properties. A brief methodology of melting temperature, surface tension of melt, and 

critical point calculation is revisited and applied to examine in the first time high temperature 
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properties of a number of Ti EAM potentials. Finally, the effect of these parameters is revealed 

in a series of atomistic simulations contrasting the microstructure produced in rapid solidification 

and the dynamics of overheated material decomposition. 

Introduction 

Titanium and its alloys are extensively used for aerospace and marine applications, in 

industry and medicine due to an excellent combination of high strength to density ratio, 

corrosion and fatigue resistance, ability to withstand extreme temperature, and biocompatibility 

[242-249]. In addition, Ti-based alloys are attractive functional materials since they exhibit shape 

memory effect as well as unique physical properties such as pre-transformation behaviors 

enriched by various martensitic transformations [250].  

Molecular Dynamics (MD) simulations provide a unique capability to study 

microstructure modification, phase transformations, shape memory behavior, and fatigue of Ti at 

the atomic level [251-255]. To utilize MD approach for modeling Ti and its alloys, a number of 

interatomic interaction fields have been developed [164,256-262] that in most cases are fitted to 

reproduce low temperature properties of Ti such as lattice parameter and cohesive energies of the 

ground state, elastic constants, and properties of point defects since they are relatively easy to 

measure and to fit. However, higher temperature properties such as the melting point or phase 

diagram are considered in the fitting procedure only in a limited number of studies 

[164,261,262].  

Meanwhile, accurate reproduction of high temperature behavior by interatomic potentials 

is crucial for a number of practical cases. Particularly, atomistic study of martensitic phase 

transformations in Ti is not possible until the interatomic potential can provide an accurate 

representation of the phase diagram. Other examples of high temperature applications of 

interatomic potentials include atomistic modeling of laser processing or ion bombardment. 

Particularly, recent large scale atomistic simulations of laser irradiation of metals have revealed 

mechanisms of microstructure and surface morphology modification [17,31,32,39], and 

nanoparticle generation [263,264]. 

Since there is a number of practical applications of interatomic potentials that require 

reproduction of high temperature behavior, it is important to have understanding of the effect of 

high temperature material properties, reproduced by interatomic potentials, on results of 
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atomistic simulations. In the current article, first, we provide a methodology of high temperature 

material properties evaluation in MD simulations that, in contrast to properties calculated at zero 

temperature, requires sophisticated and thorough procedure. Next, we apply this methodology to 

examine high temperature properties predicted by a number of Ti interatomic potentials. Finally, 

to draw attention to the effect of these properties on the accuracy of atomistic computational 

predictions, we provide examples comparing microstructure and surface morphology 

modification predicted with a number of Ti potentials. Despite these examples are focused on 

laser-mater interactions, their conclusions are valid for other applications exhibiting high 

temperature material behavior. Particularly, we show the effect how microstructure produced in 

rapid solidification depends on the ability of interatomic potentials to reproduce particular phases 

of Ti and transformations between them. Also, we show the effect of high temperature material 

parameters on dynamics of material decomposition. 

EAM potentials for Ti 

In the current section we provide an overview of a number of EAM Ti potentials. EAM 

potentials are widely used for description of metallic systems due to their relatively low 

computational cost and capability to reproduce environmental dependence inherent for metallic 

bounding. However, despite a considerable success in reproduction of properties of metals, EAM 

potentials lack angular dependent interactions that may be essential in the case of d-metals 

having a significant contribution of covalent bonding. Particularly, EAM potentials have 

difficulties in reproduction of high stacking fault energy in FCC and HCP structures as well as 

solid-solid phase transitions, which are crucial for Ti. Despite some of these difficulties are 

overcome in the recently developed by Mendelev et al. EAM Ti potential [164], a number of 

modified EAM (MEAM) potentials, accounting for angular dependence of interatomic 

interactions, have been designed for Ti system [260-262]. 

Table 4 summarizes cohesive energy, lattice parameters, elastic properties, point defect 

formation energies, free surface and stacking fault energies calculated at zero temperature for a 

number of EAM and MEAM Ti potentials. We list interstitial formation energy, free surface and 

stacking fault energies only for one particular configuration since our purpose is providing a 

characteristic value for each interatomic potential, and additional details can be found in papers 

introducing these potentials. The first seven columns correspond to EAM potentials, following 
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three columns list properties of MEAM potentials, and the last column provides a comparison 

with experimental values or results of DFT calculations. 

Table 4. Properties of �-Ti (HCP) phase at zero temperature: cohesive energy, lattice parameters, elastic 
moduli, vacancy and octahedral interstitial formation energies, energies of (0001) free surface and I2 
stacking fault. The values are taken from papers describing the potentials. 
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Ec [eV] 5.346 5.247 5.404 4.850 4.853 4.855 4.855 4.831 4.873 4.867 4.85 [265] 
a [Å] 2.947 2.949 2.951 2.9511 2.959 2.922 2.922 2.931 2.945 2.922 2.951 [266] 
c/a 1.597 1.593 1.589 1.5851 1.591 1.633 1.633 1.596 1.591 1.506 1.587 [266] 

C11 [GPa] 161 160 165 1781 1801 184 195 174 170.1 170.0 176.1 [267] 
C12 [GPa] 80 70 88 741 87.31 78.5 73.7 95 80.4 95.5 86.9 [267] 
C44 [GPa] 53 54 58 511 51.4 41.7 48.1 58 42.1 40.4 50.8 [267] 
C13 [GPa] 86 70 83 77 76.7 67.3 60.9 72 74.8 72.4 68.3 [267] 

C33 [GPa] 169 165 166 1911 217 179 207 188 187.1 190.4 
191 [268] 

172.5 [267] 
C66 [GPa] 40 45 39  46.4    44.8  44.6 [267] 
Ef

v [eV] 2.74 1.78 1.73 1.83 1.43 1.49 1.48 2.24 1.79 1.46 1.97 [269] 
Ef

O [eV] 2.30 2.17 2.23  3.07  3.45 2.64 4.51  2.13 [269] 
Es

[0001] [mJ/m2] 13802 19202 22602 1725 993   1470 2144 2032 2048 [270] 
ESF

I2 [mJ/m2] 257 236 236 56 64   170 213  259 [270] 

1These values are slightly different from results of later studies [271]  
2The Ref. [164] includes a misprint, and the suggested values are not corrected from meV/Å2 to mJ/m2 

All listed potentials are capable of reproducing relatively accurate values of the lattice 

parameter and elastic moduli of �-Ti. Potentials that are referred as Johnson1 and Jonson2 are 

ones of the first EAM potentials developed for Ti [258]. Despite these potentials account only for 

interactions with the first nearest neighbors, they can relatively accurately reproduce a number of 

Ti properties listed in the table. However, lack of a cutoff function deteriorates energy 

conservation in MD simulations. Also, since only interactions with the first nearest neighbors are 

considered, the potential is not able to reproduce not only various phases of Ti but also 

differentiate between HCP and FCC phase. 

The abovementioned drawbacks are addressed in development of Ackland interatomic 

potential [257]; however, the surface energy and especially the stacking fault energy, predicted 

by this potential, are strongly underestimated. Thus, the threshold value of stress corresponding 

to emission of dislocations and formation of twins is also underestimated, and in MD simulations 

of plasticity the predicted density of dislocations and twin boundaries has to be larger than the 
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expected value for real Ti. In addition, low surface energy calculated at zero temperature 

correlates with surface tension of melt, thus the cavitation threshold in liquid in simulations with 

this potential is significantly decreased that facilitates material removal in simulations of laser 

ablation, as shown below in this section. The problem of low surface energy is fixed in the 

potential referred in the table as Mishin [256], which is also capable of reproducing the accurate 

value of the vacancy formation energy. However, the issue with strongly underestimated 

stacking fault energy remains in simulations with this potential. 

Recently developed by Mendelev at al. EAM potentials [164], referred as MUA1, 

MUA2, and MUA3, provide a great improvement in description of both point and planar defect 

energies. In addition, this is only EAM potentials listed in the table that are capable to reproduce 

formation not only �-Ti (HCP) but also high temperature T-Ti (BCC) phases. The first potential, 

MUA1, is fitted to reproduce the melting point and the temperature of �- T phase transition. The 

other two potentials are fitted to reproduce the energy of point defects and can be used for 

simulation of radiation damage. All these potentials can predict an accurate value of stacking 

fault energy that suggests applicability of these potentials for simulation of plasticity. In addition, 

the surface energy is also well reproduced for MUA2 and MUA3 potentials. Discrepancy of C33 

elastic modulus is resulted by fitting the potentials to the value predicted in a DFT calculation 

that is lower than the experimental measurement. One of the drawbacks of MUA potentials is 

slightly higher cohesive energy compared with the experimental value. Also, even MUA1 

potential predicts formation of T-Ti phase, it has difficulties in reproduction of T-� martensitic 

phase transformation when the temperature decreases, as noticed below in this section. 

Difficulties in description of Ti properties by EAM potentials are resulted by angular 

dependent contribution to the interatomic bonding resulted by d-electrons. Thus, several MEAM 

potentials, explicitly accounting for this angular dependence, have been proposed. KLB potential 

[260] is capable of providing a significant improvement in description of Ti properties listed in 

the Table 4, only the interstitial formation energy is significantly overestimated. However, this 

potential is unable to reproduce high temperature T-Ti phase. 

Development of KGN MEAM potential [262] has allowed to model martensitic phase 

transitions in Ti and Ni-Ti alloys in addition to a relative accurate description of Ti properties. 

However, besides �-Ti and T-Ti phases, the phase diagram of Ti includes a high pressure �-Ti 
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(hexagonal) phase [261], and KGN potential is unable to properly reproduce �-Ti phase and 

martensitic phase transitions that includes this phase. Finally, HLTRW MEAM potential [261] is 

fitted to completely reproduce Ti phase diagram including �-Ti, T-Ti, and �-Ti phases as well as 

martensitic phase transitions between them. However, reproduction of stacking faults and free 

surface energies is worse compared with other listed MEAM potentials. 

Beside accuracy of representation of material properties, selection of interatomic 

potential is also dictated by the computational cost, which is summarized in Table 5. The 

computational cost of EAM potentials, if they are tabulated, is dictated by a number of neighbors 

to be processed during force calculation, which is proportional to the number of atoms inside a 

sphere of radius Rcut (a cutoff distance of a particular potential). The expected value of 

computational cost, estimated as the volume of a sphere of radius Rcut, is in a good agreement 

with the computational cost obtained from test simulations. The computational cost of MEAM 

potentials is more difficult to estimate, and we list only the value obtained from a test simulation 

with HLTRW potential. 

Table 5. Computational cost. The time per iteration is normalized based on MUA1 potential. 

 Rcut [Å] 
time per 
iteration 

(expected) 

time per 
iteration 

(test) 
MUA1 [164] 6.9 1.0 1.0 
MUA2 [164] 6.9 1.0 1.0 
MUA3 [164] 6.9 1.0 1.0 
Mishin [256] 5.19 0.43 0.44 

Ackland [257] 5.09 0.40 0.39 
Johnson [81] 6.16 0.71 0.74 

Johnson1 
[258] 

3.95 0.19 0.21 

Johnson2 
[258] 

3.95 0.19 0.21 

HLTRW 
[261] 

5.5  2.0 

Based on the Table 5, from the MD code efficiency point of view EAM potentials are 

more preferable than MEAM, since HLTRW potential is twice slower than MUA1 and 

approximately 4 times slower than an EAM potential with the same cutoff distance. Thus, 
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MEAM are feasible for using mostly in study of martensitic phase transformations and in cases 

where reproduction of Ti phase diagram is crucial. MUA potentials, based on the Table 4, can 

accurately reproduce plasticity and point defect generation with lower computational cost than 

more accurate MEAM potentials. Meanwhile, Mishin potential is about twice computationally 

cheaper than MUA potentials and thus is feasible for using in simulations where computational 

cost is the limiting factor or reproduction of microstructure is not the main focus. 

Melting properties of EAM Ti 

The following subsection presents results of melting temperature, heat of fusion, and 

volume change of melting calculations performed for a number of Ti interatomic potentials. In 

contrast to properties discussed in the previous sections and calculated at zero temperature, 

computing of high temperature material properties is more complicated task, and thus these 

properties are not often provided and even more infrequently are considered in fitting of 

interatomic potentials. Meanwhile, knowledge of the melting point may be essential in analysis 

of computational results, for example, understanding kinetics of homogeneous melting or 

investigation of microstructure generated in resolidification. Thus, we have performed 

calculation of melting properties, which are computed for the first time for Ti potentials listed in 

Table 6 besides MUA potentials. The details of the method used for computing the melting point 

are summarized in Section 2.4. 

Table 6. Melting properties (melting temperature, heat of fusion, and volume change of melting) 
calculated for BCC (�-Ti) and HCP (�-Ti) phases. 

 Tm,hcp [K] 
�Hm,hcp 

[eV/atom] 
�Vm,hcp  

[nm3/atom] 
Tm,bcc [K] 

�Hm,bcc 
[eV/atom] 

�Vm,bcc  

[nm3/atom] 

MUA1 [164] 
1766.2 
1765±1 
[164] 

0.143 3.64×10-4 
1917.8 
1918±1 
[164] 

0.130 4.16×10-4 

MUA2 [164] 
1277±1 
[164] 

0.124 4.46×10-4 
1322±1 
[164] 

0.097 4.08×10-4 

MUA3 [164] 
1189±1 
[164] 

0.122 5.39×10-4 
1210±1 
[164] 

0.083 3.96×10-4 

Mishin [256] 1533.5 0.153 7.01×10-4 1438.9 0.108 6.53×10-4 
Ackland [257] 1347.3 0.141 9.44×10-4 1238.2 0.108 7.54×10-4 
Johnson [81] 1580.6 0.144 8.75×10-4 1537.7 0.118 8.01×10-4 

HLTRW [261] 1830.5 0.122 9.39×10-5 1875.9 0.094 1.33×10-4 
experiment [107]    1941 0.1467  
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The calculated values are summarized in Table 6. We calculate the melting properties for 

both BCC (T-Ti) and HCP (�-Ti) phases since the equilibrium phase of real Ti at the malting 

point is T-Ti, but only minority of the listed potentials can reproduce the equilibrium phase, 

predicting �-Ti instead. The table shows that only MUA1 and HLTRW potentials can reproduce 

both presence of high temperature T-Ti and relatively accurate value of the melting temperature. 

MUA2 and MUA3 potentials also reproduce higher melting temperature of T-Ti compared with 

�-Ti; however, the melting temperature is much lower that the experimental value since these 

potentials are fitted to accurately describe point defects and plasticity [272]. Other potentials 

predict �-Ti as the stable phase at the melting point, and the melting temperature is 400-600 K 

below the experimental value. The heat of T-Ti to liquid phase transition is underestimated for 

both MUA1 and especially for HLTRW potentials; meanwhile, it is noticeable that the heat of 

fusion of �-Ti to liquid transition (at Tm,hcp) is approximately equal to the experimental heat of 

fusion. 

Surface tension of EAM Ti 

This subsection is focused on the investigation of the temperature dependence of the 

surface tension in liquid state calculated for a number of Ti EAM potentials. Despite several 

methods of surface tension calculation have been proposed [162,273], this property is evaluated 

very infrequently, and very often only for one particular temperature. A systematic study of the 

temperature dependence of interface tension of liquid-gas mostly is focused only on Lennard-

Jones (LJ) fluid [274], and no studies are performed for EAM potentials. Meanwhile, there is a 

number of applications where EAM potentials are utilized to model flow and decomposition of 

melt material, and values of the surface tension may be vital for interpretation of the 

computational predictions and following mapping the results to the experimental conditions, as 

discussed in subsections below.  

In our study, Test Area Method (TA) [162] is utilized to compute surface tension, which 

is based on a NVT liquid-vapor coexistence simulations performed to compute the free energy 

difference between the primary state and perturbed states, which have smaller and larger surface 

area. The details of these methods and parameters used in our simulations are summarized in 

Section 2.4.2. Values of surface tension are calculated in a range of temperature from 1500 K to 

~0.9 Tc and fitted with utilization of the following dependence: 
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�æòè ± �Ûæ�µ ò ò-�( è�         (3.19), 

which is suggested by the mean-field theory in the vicinity of the critical point [275]. ò-� is an 

estimation of critical temperature of critical temperature Tc based on the surface tension 

calculations. The asterisk is added to distinguish this estimation from one obtained based on 

fitting the binodal line in the next subsection. 

The results of fitting are summarized in Table 7 and plot in Figure 56. Even if Eq. 3.19 is 

proposed for description of temperature dependence in the vicinity of critical point, it provides a 

relatively accurate description even at low temperature, as shown in Figure 56. Only HLTRW 

potential requires splitting the dataset into two intervals for fitting, as listed in Table 7. Apart 

from MUA2 and MUA3, which have very low melting temperature, all listed potentials 

underestimate the surface tension at the melting point as well as the slop of the surface tension. 

Table 7. Surface tension (fitting parameters in Eq. 3.19 and the values at the melting point). 

 �0 [J/m2] Tc* [K] � �(Tm) [J/m2] -d�/dT(Tm)  
[mJ/m2K] 

MUA1 [164] 1.329±0.005 8070±20 0.98±0.01 1.02 0.16 
MUA2 [164] 1.895±0.004 10300±40 0.91±0.01 1.67 0.17 
MUA3 [164] 2.240±0.006 11690±30 0.96±0.01 2.02 0.18 
Mishin [256] 1.169±0.003 10340±40 1.07±0.01 0.98 0.12 

Ackland [257] 0.949±0.003 7130±30 1.07±0.01 0.76 0.14 
Johnson [81] 1.224±0.002 10440±10 1.03±0.04 1.03 0.12 

Johnson1 [258] 0.75±0.02 3790±70 1.05±0.06   
Johnson2 [258] 0.72±0.02 3760±60 1.12±0.07   

HLTRW (T < 9000 K) 
[261] 

1.393±0.004 10600±100 0.50±0.01 
1.26 

0.072 

HLTRW (T > 7000 K) 
[261] 

1.65±0.02 12320±80 0.84±0.02 
 

 

experiment [60]    
1.500 – 
1.525 

0.2 – 0.26 
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Figure 56. Dependence of surface 
tension on temperature for several 
representative Ti potentials from Table 
7. Solid lines depict fitted curves 
according to Eq. 3.19. Dashed curve for 
HLTRW Ti potential [261] depicts 
fitting according to parameters fitted for 
T > 7000 K. 

The expected value of the critical exponent Ë obtained from the renormalization group 

technique with applying hyperscaling relation is 1.26 [276] that is later confirmed 

computationally [277,278]. The values of Ë in Table 7, however, are lower than expected 1.26 

that may be explained by the fact that the Eq. 3.19 accurately describes the behavior of matter 

only near the critical point, and the low temperature behavior may alter from this dependence. As 

demonstrated by the example of HLTRW potential, the values of Ë for low and high temperature 

regions are different. For other considered potentials, however, this change Ë of is not strongly 

pronounced, and the data points can be accurately fitted with using only one set of parameters. 

More careful investigation of the behavior of Ë in the vicinity of the critical point would require 

calculation of the liquid-vapor interface tension at temperatures T > 0.9 Tc, which is more 

challenging due to the difficulty of stabilizing the interface, and may be a subject of a separate 

study. Also, the alternation from Eq. 3.19 may explain that the values of Tc*, critical temperature 

expected from the surface tension fitting, are lower compared with critical point calculations 

performed in the next subsection based on the binodal line reconstruction (Table 8). This 

discrepancy is relatively small for the most considered potentials and lies almost within the error 

bar. However, for HLTRW potential the difference is more distinct and resulted by a stronger 

deviation of surface tension in low temperature region from the dependence described by Eq. 

3.19. 
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Critical point of EAM Ti 

A critical point of a material is a crucial parameter for description of the material 

behavior under conditions where formation of a supercritical fluid takes place. Particularly, 

critical pressure defines the onset and dynamics of the material decomposition, as discussed in 

the following section. However, calculation of critical point in MD is not a straightforward task 

and requires reconstruction of a liquid-vapor coexistence curve (binodal line). Thus, only a 

limited number of studies is focused on the critical point calculation, and their major part are 

performed for LJ potential [165,166,274,278,279]. Only several publications report result for 

EAM potentials [272,280]. 

Critical parameters of considered Ti potentials are computed with using the method 

described in in Section 2.4.3 and are summarized in Table 8. The values of critical temperature 

for listed potentials are broadly scattered in the range from 4030 to 13100 K. This range, in 

general, is in agreement with the available experimental estimations giving 5850 and 11790 K. 

Difficulties in experimental evaluation of a critical point of metals lead to the significant 

uncertainty. Using Eq. 3.19 with the experimental value of the surface tension and its slop at the 

melting point (Table 7) and Ë = 1.26 suggests a comparable temperature range from 9000 to 

11000 K. 

Table 8. Critical point for Ti EAM potentials. 

 Tc [K] �c [nm-3] Pc [MPa] 

MUA1 [164] 8160±20 15.5±0.1 101 
MUA2 [164] 10900±40 16.0±0.3 297 
MUA3 [164] 12050±40 15.7±0.1 359 
Mishin [256] 10580±40 12.3±0.4 200 

Ackland [257] 7210±30 12.5±0.9 72.3 
Johnson [81] 10540±20 12.3±0.3 199 

Johnson1 [258] 4050±20 12.5±0.3 46 
Johnson2 [258] 4030±20 11.7±0.3 46 
HLTRW [261] 13100±100 19.1±0.2 635 

experiment 
11790 [281] 
5850 [282] 

16.5 [281] 763 [281] 

The computed critical density for most of the potentials does not strongly deviate from 

the suggested value of real Ti. However, the critical pressure for all EAM potentials is 

substantially lower than the suggested experimental estimation, and only MEAM HLTRW 
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potential reproduces a comparable value. This result may suggest that EAM potentials have a 

difficulty in reproduction of high critical pressure, and explicit consideration of angular 

dependence of bonding may be essential for accurate reproduction of critical material behavior. 

Implications for high-temperature material behavior 

This subsection provides examples how high temperature properties reproduced by 

interatomic potentials affect results of atomistic simulations and explains implications of choice 

of the potential on high temperature material behavior. We focus on applications involving MD 

simulations of laser-material interactions; however, the reported conclusions are rather general 

and can be imposed to interpret results of other applications involving high temperature material 

behavior. We consider two regimes: (1) laser-induced melting and resolidification and (2) laser 

ablation accompanied by disintegration of the irradiated material. Mishin [256], Ackland [257], 

MUA1 [164], and HLTW [261] potentials are picked as representative examples since they 

provide a broad range of high temperature properties, including surface tension and the critical 

point, and demonstrate a different level of accuracy in microstructure reproduction. 

Computational model for simulation of laser-interactions with Ti: The laser interaction with 

mater is described in a framework of a hybrid atomistic − continuum model [102] that combines 

the classical molecular dynamics (MD) method with the continuum-level two-temperature model 

(TTM) [9]. A complete description of the TTM-MD model is provided elsewhere [39,102], and 

below we only outline the computational setup used in the simulations reported in this subsection 

The simulations are performed for single crystal Ti targets having (0001) surface 

orientation. The dimensions of the MD domain are approximately 4.1 nm × 4.1 nm × 135 nm 

that corresponds to 129 thousand atoms, and periodic boundaries are applied in lateral (x and y) 

directions. At the bottom of the atomistic part of the model, a pressure-transmitting [106], heat-

conducting boundary condition is applied to ensure non-reflecting propagation of the laser-

induced stress wave and heat transfer from the atomistic part of the computational system into 

the bulk of the target.  The irradiation of target by 100 fs laser pulse is represented through a 

source term added to the TTM equation for the electron temperature [102]. The source term 

simulates the excitation of the conduction band electrons by a laser pulse with a Gaussian 

temporal profile and reproduces the exponential attenuation of laser intensity with depth under 
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the surface according to Beer–Lambert law, with the optical absorption depth of 19.1 nm 

assumed for Ti at the laser wavelength of 800 nm [181]. 

The electron temperature dependences of the electron-phonon coupling factor and the 

electron heat capacity used in the TTM equation for the electron temperature are taken in the 

forms that account for the contribution from the thermal excitation from the electron states below 

the Fermi level [101]. Similar to Ref. [32], the temperature dependence of the electron thermal 

conductivity is described by the Drude model relationship, 3/),()(),( 2
leeeelee TTTCvTTK τ= , 

where )( ee TC  is the electron heat capacity, 2
v  is the mean square velocity of the electrons 

contributing to the electron heat conductivity, approximated in this work as the Fermi velocity 

squared, 2
Fv , and ),( lee TTτ  is the total electron scattering time, lee BTAT +=

2/1 τ . The value of 

the coefficient A (3.0×106 K-2s-1) is estimated within the free electron model. The coefficient B is 

described as a function of the lattice temperature, so that the experimental temperature 

dependences of thermal conductivity of Ti [283] under conditions of electron-phonon 

equilibrium are reproduced in the simulations. The analyses of microstructure structure and 

cluster size distribution are performed with utilization of OVITO tool [180,284]. The tables for 

Mishin, MUA1, and Ackland potentials are provided in Ref. [285]. 

Laser melting and resolidification: First, we will focus on a low laser fluence regime, which 

causes melting of the top part of the irradiated surface followed by resolidification, to expose the 

effect of Ti interatomic potentials on description of microstructure evolution. Figure 57 depicts 

the evolution of the fraction of melt in Ti targets irradiated at the absorbed laser fluence 400 

J/m2. The features of the generated microstructure are labeled in Figure 57 and exposed in more 

details in Figure 58 as atomic snapshots colored based on the local crystal structure environment. 
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Figure 57. The evolution of the fraction of molten material in Ti targets irradiated at the laser fluence 400 
J/m2. The laser irradiation is directed from the top, and the initial surface position is set to zero. White 
dashed line outlines the region with �-Ti phase. Since the fraction of melt is calculated based on the value 
of the local order parameter, atoms not corresponding to  -Ti phase with (0001) surface orientation may 
be recognized as liquid. Thus, these regions may have greenish or red color, and to avoid confusion we 
marked them explicitly. 
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Figure 58. Microstructure of Ti targets produced at 0.5 and 2 ns after laser irradiation. 29 nm long part of 
each target is cut to expose the variety structures labeled in Figure 57. Atoms are colored based on the 
local crystal structure environment: green – HCP, blue – FCC, yellow – BCC, red – unidentified. 

The predicted melting depth is almost the same for all considered potentials; however, the 

produced microstructure is very different. In the case of Mishin potential, melting follows by 

epitaxial regrowth and formation of numerous growth twins, stacking faults, and FCC layers 

when the temperature drops below 0.92Tm,hcp. The mechanism of growth twinning is the same as 

in the case of resolidification of FCC (111) targets, described in more details in Ref. [76] and 

Sections 3.2 and 3.3. Resolidification proceeds through subsequent nucleation and growth of 

close packed layers on HCP (0001) facet. Formation of a new layer can either produce a regular 

HCP arrangement of close packed planes or a sequence typical for FCC producing twins, 

stacking faults, or even an FCC (111) layers when undercooling is sufficiently strong. At very 

strong undercooling these two cases are almost equiprobable, and, thus, the upper part of the 

target is composed by randomly arranged closed packed planes. If the lateral size of the system is 
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larger than the typical size of two dimensional nuclei formed on HCP (0001) facet, generated 

twins will rapidly shrink in de-twinning process [218], and the final structure will be composed 

of several nanometer thick twinned domains, similar to Ref. [32]. If the target does not have any 

close packed plane parallel to the solid-liquid interface, resolidification will proceed through 

epitaxial regrowth of �-Ti phase. The above described picture of microstructure evolution is 

reasonable for materials that do not have additional phases in the phase diagram apart from HCP 

and liquid. However, as shown below, the presence of high temperature T-Ti phase in the phase 

diagram completely changes the generated microstructure. 

In the case of Ackland potential, similar to results predicted by Mishin potential, 

numerous growth twins and stacking faults are formed when the temperature drops below 

0.86Tm,hcp. However, since Ackland potential predicts lower value of the surface tension of melt 

than Mishin potential (Figure 56,Table 7), the spallation (or cavitation) threshold is lower, and 

the top part of the target is spalled. As discussed in Section 4.1, the cavitation threshold can be 

estimated from the classical nucleation theory and exhibits a strong dependence on the surface 

tension: 

( ) ( ) TkTTP Bcav /~ 3
σ          (3.20). 

This fact has to be considered during comparison of MD predictions with experimental results if 

the interatomic potential cannot reproduce the experimental value of the surface tension of melt. 

MUA1 potential makes one more step toward reproduction of a realistic microstructure 

due to the capability to describe formation of high temperature T-Ti phase. As shown in Figure 

57, initially resolidification proceeds through an epitaxial regrowth followed by cross-nucleation 

of T-Ti phase, when the temperature drops down to 0.85Tm,hcp, and formation of a 20 nm BCC 

layer (Figure 58). However, even after quenching the produced structure to 300 K, the 

metastable T-Ti phase does not transform into �-Ti. 

HLTRW potential is also capable to reproduce cross-nucleation of T-Ti phase when the 

temperature drops down to 0.87Tm,hcp followed by generation of 34 nm thick T-Ti layer. At the 

temperature ~0.60Tm,hcp the T-Ti region starts shrinking, and at ~0.55Tm,hcp the metastable T-Ti 

region experiences a martensitic phase transformation into �-Ti, forming several grains (Figure 

58). Small lateral size does not allow investigation of this martensitic transformation in details, 
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but the reported simulation provides evidence that HLTRW potential is capable to provide a 

realistic description of microstructure modification in laser irradiation of Ti targets. The 

microstructure generated in laser processing of Ti produced in a large scale atomistic simulation 

is discussed in the next subsection. From the list of considered Ti potentials only MUA1 and 

HLTRW potentials can reproduce formation of high temperature T-Ti phase, and only HLTRW 

potential is capable to reproduce the T-� martensitic phase transformation and, thus, have to be 

considered if martensitic phase transformations are crustal for simulated microstructure 

modification. 

Laser ablation: The next regime corresponds to much higher absorbed laser fluence, 1400 J/m2, 

leading to decomposition of the top part of the target. The evolution of temperature in the 

irradiated targets is illustrated in Figure 59. The maximum temperature is 1.4×104, 1.34×104, 

1.3×104, and 1.33×104 K for simulations with HLTRW, Mishin, MUA1, and Ackland potentials, 

respectively. According to Table 8, the listed temperature is above the critical point found for 

these potentials, and thus the top part of the target is decomposed into vapor and small clusters. 

Meanwhile, deeper parts of the target are spalled in regions where the generated tensile stresses 

reach the spallation threshold, which can be approximated with using Eq. 4.1.  

According to Figure 56, HLTRW potential shows a high surface tension of melt, which 

decreases slower with temperature compared to other potentials. Thus, the total ablation yield 

predicted by this potential is relatively low, and a substantial part of the material is ejected as 

vapor, as illustrated in Figure 60a. Mishin potential exhibits lower surface tension, which drops 

almost to zero at 10000 K. Therefore, in simulation with this potential spallation is more feasible, 

and the ablation yield is higher. The critical temperature of MUA1 and Ackland Ti is equal to 

approximately 8000 and 7000 K (Table 8), respectively, and thus surface tension of these 

materials drops to zero at lower temperature compered to Mishin Ti. Thereby, in simulations 

with MUA1 and Ackland potentials spallation is more pronounced that is in agreement with 

further increase of the ablation yield and formation of thick spalled layers in Figure 59c and 

Figure 59d. 
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Figure 59. The evolution of the temperature in Ti targets irradiated at the laser fluence 1400 J/m2. The 
laser irradiation is directed from the top, and the initial surface position is set to zero. The black line 
shows the position of the solid-liquid interface. 

Figure 60b illustrates the number of atoms in the ablation plume corresponding to 

clusters of different size. The plot demonstrates a clear correlation between the critical 

temperature (Table 8) and the cluster size distribution. For HLTRW and Mishin Ti, having a 

high value of critical temperature, the number of individual atoms in the ablation plume is high, 

and abundance of clusters is low compared with other considered potentials. While, in the 

simulations with MUA1 and especially with Ackland potentials, which have a lower value of 

critical temperature, the abundance of clusters is higher. 
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Figure 60. (a) Ablation yield of vapor, identified as atoms having less than six neighbors within the 
cutoff radius of the interatomic potential, (red) and residual species (blue). (b) The total number of atoms 
corresponding to clusters of different size. The cutoff distance used in the cluster analysis is 3.6 Å. 

Microstructure modification in Ti 

The analysis performed in the previous subsection has demonstrated that choice of the 

interatomic potential can adversely change the microstructure predicted in atomistic simulations. 

In particular, formation of high temperature BCC ¡-Ti phase is observed only in simulations with 

MUA1 and HLTRW potentials, and only the second potential can reproduce transformation of 

high temperature ¡-Ti phase into ¢-Ti phase when the temperature of the sample drops down. 

Small lateral system size of simulations reported above limits the ability of the model in 

predicting the final microstructure. Therefore, we ran an additional simulation with large system 

size of 103 nm × 102 nm × 70 nm and interatomic interactions described by HLTRW [261] 

potential. The absorbed laser fluence is 500 J/m2, and pulse duration is 200 fs. Other parameters 

of the computational setup are identical to simulations described in the previous subsection. 
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Figure 61. The evolution of temperature (a) and fraction of liquid (b) in Ti target irradiated at 500 J/m2 
absorbed fluence by 200 fs laser pulse. The laser irradiation is directed from the top, and the initial 
surface position is set to zero. In (a) molten part of the target is outlined by black dashed line. Since the 
fraction of melt is calculated based on the value of the local order parameter, atoms not corresponding to 
 -Ti phase with (0001) surface orientation may be recognized as liquid. Thus, these regions have greenish 
color.  

After laser irradiation, approximately 48 nm of material is molten to the moment of 200 

ps followed by solidification, Figure 61. Similar to irradiation of Ni (001) target discussed is 

Section 3.1, no dislocations are emitted initially during propagation of the tensile component of 

the laser-induced wave. Meanwhile, when solidification starts, several dislocations are generated 

during crystal growth. Their presence is demonstrated in Figure 62 in the bottom part of the 

system. Initially, solidification occurs through epitaxial regrowth of ¢-Ti. However, it is 

followed by cross-nucleation of ¡-Ti BCC high temperature phase at approximately 600 ps, 

when the temperature drops to ~0.89 Tm,hcp. Cross-nucleation of several ¡-Ti nuclei results in 

growth of independent columnar grains elongated along z-direction during crystal growth. 

Formation of grains of similar shape is demonstrated in Ref. [286]. The characteristic size of 

grains in lateral directions is approximately 20 nm, and length is 35 nm. The solidification is 

complete to the time 1000 ps, and during the following 700 ps ¢-Ti appears inside the grains and 

coexists with ¡-Ti, as demonstrated in Figure 62a. In contrast to small scales simulations, 

periodic boundary conditions do not limit emergence and growth of ¢-Ti, therefore the 

transformation occurs more gradually at higher temperature 0.69-0.81 Tm,hcp. 
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Figure 62. The microstructure produced by laser irradiation of Ti £����¤ at 500 J/m2 absorbed fluence 
and 200 fs pulse duration. Atoms are colored according to the local crystal structure environment. To 
illustrate the final microstructure, atoms having HCP (b) and both HCP and BCC (c) local structure 
environment are blanked to expose the final microstructure produced at 2000 ps. Approximately 2 nm 
surface layer is cut to expose the defect configuration. 
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To the time 2000 ps after laser irradiation, the high temperature ¥-Ti phase is transformed 

to �-Ti HCP phase, as illustrated in Figure 62a. During this process grains, formed initially, 

slightly shrink. Moreover, since �-Ti phase can form in several places within each ¥-Ti grain, 

additional grain boundaries are formed when these �-Ti parts meat each other. The resulting 

microstructure formed at the end of the simulation is illustrated in Figure 62. To depict the defect 

configuration, atoms with HCP and both HCP and BCC local crystal structure environment are 

blanked in Figure 62b and Figure 62c, respectively. Since HLTRW potential is capable to 

reproduce martensitic �-¥ phase transformation, a number of atoms and even atomic clusters 

have local BCC local crystal structure environment, shown by yellow, even at the time 2000 ps. 

Numerous grain boundaries generated after laser processing are depicted by red in Figure 62c. In 

addition, during recrystallization a number of coherent tween boundaries shown by blue are 

generated. 

Summary 

The aim of the work done in this subsection is drawing attention to the effect of high 

temperature material properties, which are usually ignored, on results of atomistic simulations. 

First, we have provided an overview of low temperature properties of a number of Ti EAM 

potentials and discussed their main advantages and drawbacks. Particularly, classical EAM 

potentials have a difficulty in reproduction of high stacking fault energy and solid-solid phase 

transitions. These difficulties are partially overcome in a newly developed MUA potentials 

[164]; however, description of martensitic phase transformations in Ti is still beyond capabilities 

of EAM potentials. Explicit consideration of an angular dependence of bonding in MEAM 

potentials drastically enhances the accuracy of material properties reproduction and allows 

description of martensitic phase transformations or even reproduction of full Ti phase diagram 

[261,262], including not only �-Ti and high temperature ¥-Ti but also high pressure ¦-Ti phase. 

However, the computational cost of MEAM potentials is several times higher than for classical 

EAM potentials, and thus they are feasible for usage in cases where martensitic phase 

transformations are playing the major role. 

Next, we focus on evaluation of high temperature material properties for a number of 

EAM Ti potentials. We have computed melting temperature, heat of fusion, and volume change 

of melting for both �-Ti and ¥-Ti phases in the first time. The procedure designed in our works 

provides a simple, accurate, and robust method of melting temperature evaluation: only several 
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simulations are required to achieve accuracy on the order of 0.1 K. Based on our results, among 

considered interatomic potentials only MUA EAM [164] and HLTRW MEAM [261] potentials 

are capable to reproduce presence of high temperature ¥-Ti phase in the phase diagram. 

Test area method has been applied to compute the surface tension of melt in the range of 

temperatures from 1500 K to ~0.9Tc. The calculated values are fitted based on the analytical 

dependence of surface tension on temperature predicted by mean field theory in a vicinity of the 

critical point. Our results demonstrate that for considered EAM potentials surface tension can be 

accurately approximated by this analytical dependence even at temperatures significantly below 

the critical point, and only HLTRW potential requires splitting the dataset into two intervals for 

fitting. However, the value of the critical exponent Î deviates from the analytical prediction since 

the considered temperature range is far from the critical temperature.  

Critical point is evaluated for a number of Ti potentials based on results of coexistence 

simulations targeted on the reconstruction of the binodale line. The found in MD values of 

critical temperature and density are in a relatively good agreement with the experimental 

estimation of the critical point. However, the critical pressure for the most of Ti EAM potentials 

is strongly underestimated, and only HLTRW MEAM potential, which includes explicit angular 

dependence of the interatomic bonding, reproduces a comparable value. 

Finally, we provide several examples of the effect of high temperature material properties 

on the microstructure and surface morphology modification predicted in atomistic simulations. 

We focus on applications involving MD simulations of laser-material interactions; however, the 

reported conclusions are rather general and can be imposed to interpret results of other 

applications involving high temperature material behavior. We have demonstrated how 

reproduction of the particular features of Ti phase diagram by interatomic potentials affects the 

microstructure modification in course of rapid melting and resolidification. Particularly, Mishin 

and Ackland potentials being unable to reproduce presence of high temperature ¥-Ti phase 

predict epitaxial regrowth accompanied by generation of growth twins. MUA1 potential predicts 

cross-nucleation of ¥-Ti phase and formation of a ¥-Ti layer, and only HLTRW potential is 

capable to reproduce the martensitic phase transformation of this layer into a polycrystalline �-

Ti, when the temperature decreases. 
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We have also assessed the effect of high temperature material properties predicted by Ti 

interatomic potentials on simulation of laser ablation. Surface tension of melt and the critical 

temperature strongly affect the predicted ablation yield, which varies by more than 4 times for 

considered potentials. In addition, we have demonstrated that chose of the interatomic potentials 

strongly affects the cluster size distribution in the ablation plume. 

When MD technique is utilized, it is always important to keep in mind that it is not an 

omnipotent tool, but only a technique that has its limitations. Results of atomistic simulations are 

not the inexorable truth but only a suggestion to a researcher who have to interpret them by 

answering the questions: what are the most important material properties determining the 

investigated process, how accurate interatomic potential reproduce those properties, and what is 

the effect of this inaccuracy on the predictions of atomistic simulations. 

Generation of Frank Kasper §-phase in Ni 

Despite EAM potentials are suitable for description of materials with metallic bonding, a 

substantial covalent contribution in transitional metals makes it difficult to reproduce certain 

properties and requires accounting for directional nature of bonds. In particular, since ideal HCP 

and FCC have the same number of neighbors in the 1-st and 2-nd nearest neighbor shell and the 

same distance to the shells, the interaction with the 3-rd nearest neighbors should be sufficiently 

strong to distinguish HCP and FCC structures without introducing angular dependent 

components, which complicates the potential and increase the computational cost of the 

simulation. The ability to distinguish the contribution from the 3-rd nearest neighbor is not only 

important to reproduce the equilibrium FCC vs. HCP phase but also to accurately describe 

stacking fault and coherent tween boundary energies, one of the key parameters responsible for 

microstructure modification. One of the way to address this problem proposed by Mishin and 

used by him in fitting several interatomic potentials for Ni, Al, Ti, Ag, Cu [130,256,287] is 

adding an oscillating component to the interatomic potential to amplify the contribution of the 3-

d and decrease the contribution of the 2-nd nearest neighbor shells, Figure 63e. 

Oscillating shape of the pair interaction function allows reproducing the nearly exact 

experimental values of stacking fault and twin boundary energies within EAM framework. 

However, this approach is shown to have an unexpected drawback. In our study of the behavior 

of Mishin EAM Ni potential [130] under condition of deep undercooling we have identified a 
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liquid-solid phase transition in systems cooled to 0.6Tm and below. As demonstrated in Figure 

63a, in the temperature range 0.65-1.0Tm the self-diffusion in liquid is described with an 

Arrhenius dependence with activation energy Eb = 0.683 eV. However, self-diffusion 

experiences a noticeable drop at 0.6Tm, and the diffusion barrier changes to 0.30 eV. This 

observation suggests a change of the structure. A visual analysis of the system (Figure 63c left) 

also suggests presence of an ordered structure; however, a crystal analysis tools such as OVITO 

[284] or DXA [179,180] are unable to recognize generation of any crystal structure. 

 

Figure 63. Temperature dependence of self-diffusion coefficient (a). Unit cell of Frank Kasper p-phase 
adapted from Ref. [288] (b). Top view on a system generated in undercooled Ni (left) and Frank Kasper 
p-phase (right) parallel to c-axis (c). The radial distribution function calculated for a system generated in 
undercooled Ni (red) and Frank Kasper p-phase (blue) computed at 0.6Tm (d). The dependence of a pair 
component of EAM potential (red), electron density (green), and effective pair potential [289] (blue) 
computed by C. Wu for Mishin EAM Ni potential [130] (e).  

The noticeable thing apparent from the radial distribution function depicted in Figure 63d 

by red is that the second peak is located at the distance more than 4 Å. Given the first peak at 

~2.5 Å, the second peak in FCC and HCP is located at 3.5 Å and 2.9 Å for BCC, respectively. 

Therefore, the generated structure has icosahedral ordering. The most similar structure to one 
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generated in the modeling is Frank Kasper (FK) X-phase as demonstrated by the top view in 

Figure 63c and by radial distribution function in Figure 63d. 

With using an approach suggested in Ref. [289], C. Wu have computed the effective pair 

potential under condition of constant average electron density Figure 63e that clearly 

demonstrates presence of oscillations. A recent study [290] demonstrates formation of different 

quasicrystal configurations for a one component system with particles interacting based on an 

oscillating pair potential, Table 9. Therefore, presence of oscillations can explain lower cohesive 

energy of the FK X-phase for Mishin interatomic potential compared with other Ni potentials. 

However, the cohesive energy of FCC is still lower than for FK X-phase, and, thus, generation of 

the icosahedral FK X-phase structure is largely defined by kinetic factors.  

Table 9. The cohesive energy and atomic volume of Frank Kasper t, FCC, and HCP phases. 

 Frank Kasper X-phase FCC HCP 
E0 (eV) V0 (Å

3) E0 (eV) V0 (Å
3) E0 (eV) V0 (Å

3) 
Mishin Ni [130] -4.4176 10.92 -4.4500 10.90 -4.4279 10.95 

FBD Ni [291] -4.3565 11.15 -4.4500 10.90 -4.4506 10.90 

Johnson Ni [81] -4.3666 11.21 -4.4500 10.90 -4.4307 10.99 

To sum up, an oscillating component of Mishin EAM Ni potential [130] introduced to 

provide an accurate description of stacking fault and twin boundary energies also stabilizes 

Frank Kasper X-phase. As a result, under conditions of deep undercooling the model material 

experiences not classical nucleation and growth of FCC phase observed for other EAM 

potentials [81,291] in the previous study [292] but formation of FK X-phase. Since presence of 

neither FK phases nor other quasicrystal phases is observed experimentally for single component 

metals, we conclude that this effect is artificial and resulted by oscillating component of the 

EAM potential introduced instead of angular dependent interaction. 

Ï�¨� � ¡¢£¤ £¥ ¤£¢¨� £¡Ô ¤ ¦Y ¡� ¤Ò¡Õ  �¨¤§ ¨�¤§Õ £Ô §Õ�¥ £¡Ô¤ Ñ£ Ò � ¢§ �¨  �ÕÓ§ 
Ô¦§Õ ¥¡Ô¦£ £¡Ô¤ ¡� ¤�� £�¨ ¥¡Ô�£Ô§¢§Ô  ©Y �  Õ�Ô¤��Õ§Ô  ¡ª§Õ¨�Y§Õ«

Abstract: The distinct characteristics of short pulse laser interactions with a metal target 

under conditions of spatial confinement by a solid transparent overlayer are investigated in a 

series of atomistic simulations. The simulations are performed with a computational model 
                                                 
2 Work reported in this section is done in collaboration with E.T. Karim. The results of the work are reported in Ref. 
[108]. 
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combining classical molecular dynamics (MD) technique with a continuum description of the 

laser excitation, electron-phonon equilibration, and electronic heat transfer based on two-

temperature model (TTM). The material response to the laser energy deposition is studied for a 

range of laser fluences that, in the absence of the transparent overlayer, covers the regimes of 

melting and resolidification, photomechanical spallation, and phase explosion of the overheated 

surface region. In contrast to the irradiation in vacuum, the spatial confinement by the overlayer 

facilitates generation of sustained high-temperature and high-pressure conditions near the metal-

overlayer interface, suppresses the generation of unloading tensile wave, decreases the maximum 

depth of melting, and prevents the spallation and explosive disintegration of the surface region of 

the metal target. At high laser fluences, when the laser excitation brings the surface region of the 

metal target to supercritical conditions, the confinement prevents the expansion and phase 

decomposition characteristic for the vacuum conditions leading to a gradual cooling of the hot 

compressed supercritical fluid down to the liquid phase and eventual solidification. The target 

modification in this case is limited to the generation of crystal defects and the detachment of the 

metal target from the overlayer. 

Introduction 

While the general mechanisms of short pulse laser melting, spallation, and ablation of 

metals in vacuum and in a background gas have been extensively studied experimentally, 

theoretically, and computationally, the effect of strong spatial confinement of the laser-induced 

processes by a solid transparent overlayer remains largely unexplored. The spatial confinement is 

realized when a metal target (a film or a bulk substrate) is covered by a transparent overlayer, 

and the laser irradiation is focused on the metal surface through the overlayer. This setup has 

been shown to be advantageous for a number of practical applications, from laser shock peening 

[293-296] to laser-induced forward transfer [297-299] and thin film patterning/scribing 

[300,301], and to the generation of high-quality surface nanostructures [302]. In particular, a 

substantial increase in pressure generated in laser ablation confined by a glass overlayer 

[293,294,303] has been utilized in material processing by laser-induced shock waves [293-296] 

and has enabled design of “exotic targets” with enhanced momentum transfer for laser 

propulsion applications [304]. Recently, the generation of periodic nanostructures by multiple 

beam interference has been reported for Ni and Si surfaces covered by optically transparent 400 

nm thick polymer layers [302]. A significant improvement in the quality of the nanostructured 
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surfaces, as compared to processing of bare surfaces, is observed and attributed to the 

suppression of the expansion and breakup of molten material as well as trapping of the ejected 

droplets by the overlayer. 

The analytical description and computer modeling of laser-induced processes under 

conditions of spatial confinement have been largely focused on thermodynamic analysis of the 

evolution of pressure exerted on the metal target by the vapor/plasma plume expansion and 

evaluation of the momentum transfer to the irradiated target [294,301,303,304]. In several recent 

numerical simulations of thin film removal by backside femtosecond pulse irradiation through a 

transparent substrate, the dynamics of the relaxation of thermo-elastic stresses and the 

mechanical deformation of the metal film are considered [141,296,305] and found to play the 

dominant role in the separation and ejection of the film fragments at laser fluences close to the 

ablation threshold [306]. The analysis of the effect of the spatial confinement on the kinetics and 

mechanisms of laser-induced phase transformation, as well as the structural modification of the 

metal target, however, is beyond the capabilities of the continuum-level finite difference [141] or 

finite element method [296,305] calculations. On the other hand, the atomistic molecular 

dynamics (MD) simulations, while more computationally expensive, have been shown to be 

capable of providing detailed information on the fast nonequilibrium structural and phase 

transformations induced by short pulse laser irradiation of thin films [11,28,183,307-310] and 

bulk targets [28,39,81,104,134,311-314] under vacuum conditions or in the presence of 

background gas [315]. 

Computational setup 

The laser interaction with the bulk Ag target is simulated with a model that combines the 

classical MD method with the two-temperature model (TTM) [9] that describes the evolution of 

lattice and electron temperatures by two coupled nonlinear differential equations and accounts 

for the laser excitation of the conduction band electrons, electron-phonon energy exchange, and 

electron heat conduction. A complete description of the TTM-MD model is given in Ref. [102] 

and Section 2.1.1, and below we only delineate the computational setup and provide the 

parameters of the model used in the simulations reported in this subsection. 

The interatomic interactions in the Ag target are described by the embedded atom method 

(EAM) potential in the form proposed by Foiles, Baskes, and Daw (FBD) [291]. A cut-off 
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function [316] is added to the potential to smoothly bring the interaction energies and forces to 

zero at interatomic distance of 5.5Å. Although the FBD EAM potential is fitted to low-

temperature values of the equilibrium lattice constant, sublimation energy, bulk modulus, elastic 

constants, and vacancy formation energy, it also provides a good description of high-temperature 

thermodynamic properties of Ag relevant to the conditions of laser-induced melting and ablation. 

In particular, the equilibrium melting temperature, Tm, determined in liquid-crystal coexistence 

MD simulations is 1139 K [317], about 8% below the experimental value of 1235 K [107]. 

Details on calculation of the spinodal line are provided in Section 4.1. 

The choice of the parameters of the TTM equation for the electron temperature of Ag is 

the same as in Ref. [317], where a more detailed explanation of the parameters is provided. The 

electron temperature dependences of the electron-phonon coupling factor and electron heat 

capacity are taken in the forms that account for the thermal excitation from the electron states 

below the Fermi level [101]. The temperature dependence of the electron thermal conductivity is 

described by the Drude model relationship, with parameters evaluated based on the free electron 

model and the experimental value of the thermal conductivity of Ag [317]. 

The irradiation of the target with a 10 ps laser pulse is represented through a source term 

added to the TTM equation for the electron temperature [102]. The source term simulates 

excitation of the conduction band electrons by a laser pulse with a Gaussian temporal profile and 

reproduces the exponential attenuation of laser intensity with depth under the surface. To account 

for the energy transport occurring before the thermalization of the excited electrons, the optical 

absorption depth, Lp = 12 nm at laser wavelength of 1 µm, is combined with the effective depth 

of the “ballistic” energy transport, Lp = 56 nm, roughly estimated here as a product of the Fermi 

velocity and the Drude relaxation time [318]. To ensure complete deposition of the energy of the 

10 ps laser pulses, the peak intensity of the Gaussian laser pulse is shifted to 25 ps from the 

beginning of the simulations. The absorbed laser fluence, Fabs, rather than the incident fluence is 

used in the discussion of the simulation results. 

As illustrated in Figure 7 and Figure 64, the atomic-level TTM-MD representation is used 

only for the top part of the Ag target, where the laser-induced structural modifications take place. 

The systems with different depth of the TTM-MD region, LTTM-MD, are used at different laser 

fluences, namely, LTTM-MD = 209 nm for Fabs = 900 J/m2 and Fabs = 1000 J/m2, LTTM-MD = 209 nm 
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for Fabs = 3000 J/m2, and LTTM-MD = 699 nm for Fabs = 6000 J/m2. The heat transfer in the deeper 

part of the target is described by the TTM equations for lattice and electron temperatures solved 

down to the depth of LTTM-MD + LTTM, with LTTM = 2.5 µm chosen to ensure the absence of any 

significant increase in the electron or lattice temperatures at the bottom of the computational 

domain by the end of the simulation. 

 
Figure 64. Schematic sketches of the computational setups used in MD simulations of laser interaction 
with metal targets in vacuum (a) and in the presence of an optically transparent solid (or liquid, as 
discussed in Section 3.6) overlayer (b). The top part of the target is represented by TTM-MD model, 
whereas the temperature evolution in the deeper part is described by TTM equations. Molecular dynamics 
representation is used for parts of the overlayers adjacent to the target, as shown by the blue rectangular 
parallelepiped in (b). At the bottom of the TTM-MD and on the top of the MD regions the pressure wave 
transmitting boundary conditions are imposed. The boundary conditions mimic the non-reflective 
propagation of laser-induced pressure waves in the Ag target and the overlayer, which are assumed to be 
sufficiently thick to ensure that any effects caused by the reflection of the waves from the outer surfaces 
of the target and overlayer can be neglected. Periodic boundary conditions are applied in the lateral 
directions, parallel to the surface of the target. The MD part is represented by atomistic snapshots reported 
in Section 3.6. Adapted from Ref. [319] 

The lateral (parallel to the surface of the Ag target or the interface with the overlayer) 

dimensions of the computational systems are 4.1 × 4.1 nm2, and the number of Ag atoms in the 

TTM-MD parts of the systems is 203 600 for LTTM-MD = 209 nm, 399 600 for LTTM-MD = 411 nm, 
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and 680 000 for LTTM-MD = 699 nm. The periodic boundary conditions are imposed in the lateral 

directions to reproduce the interaction of the atoms with the surrounding material. This approach 

is appropriate when the laser spot diameter is much larger than the depth of the laser energy 

deposition, so that any effects related to the lateral variations of the irradiation and thermal 

conditions can be neglected, and the simulated part of the system remains laterally confined by 

the surrounding material during the time of the simulation. At the bottom of the TTM-MD part 

of the model, a special pressure-transmitting [105,106], heat-conducting boundary condition is 

applied in order to avoid an artificial reflection of the laser-induced pressure wave and to account 

for the heat transfer from the surface region of the metal target, represented with atomic-level 

resolution, to the deeper part of the target, represented at the continuum level. The simulations 

are performed for systems with free metal surfaces exposed to the laser irradiation as well as for 

metal targets covered by thick transparent overlayers. The computational representation of the 

overlayer is described in Section 2.1.1. Before applying the laser irradiation, all systems are 

equilibrated at 300K for 200 ps. 

Thermal, stress, and spatial confinement in laser-materials interactions 

To reveal the effect of the transparent overlayer on laser-induced processes, two series of 

simulations, with and without the overlayer, are performed for a range of laser fluences that 

covers the regimes of surface melting, photomechanical spallation, and phase explosion in the 

absence of the overlayer. The presentation of the results of the simulations is preceded by a brief 

discussion of the concepts of thermal, stress, and spatial confinement. 

Before discussing the effect of the spatial confinement on the material response to the 

laser excitation, we would like to distinguish it from the thermal and stress confinement realized 

when the characteristic times of the redistribution of the absorbed laser energy by thermal 

conduction or stress waves are longer than the time of the temperature increase due to the laser 

energy deposition [27,28,104,134,320,321]. The condition for the thermal confinement, in 

particular, can be expressed as ©��9 �Ã  ìÑ�,: > Z-Ä �]í( , where  � is the laser pulse duration, 

 ìÑ�, is the characteristic time of the electron-phonon equilibration, Z- is the diffusive/ballistic 

penetration depth of the excited electrons before the electron-electron and the electron-phonon 

equilibration, and ]í  is the thermal diffusivity of the target material. The condition for the stress 
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confinement can be expressed as ©��9 �Ã  ìÑ�,: > Z-^Ï� , where Ï� is the speed of sound in 

the target material. 

In the simulations of Ag targets irradiated by 10 ps laser pulses,  � ± 10 ps,  ìÑ�, ± 8 ps 

(defined as the timescale of the exponential decay of the energy of the excited electrons due to 

the electron-phonon coupling), Z- ± 140 nm (defined as the depth where 63% of the total 

excitation energy is deposited by the time  ìÑ�,), ]í ± 1.47×10-4 m2/s (in the solid state near the 

melting temperature), and Ï� ± 3650 m/s, Ref. [107]), the conditions for both thermal and stress 

confinement are satisfied, and a buildup of both thermal energy and the thermoelastic 

compressive stresses can be expected in the regions of the laser energy thermalization during the 

laser pulse [28,39,81,104,134,314]. The conditions of the thermal and stress confinement have 

similar effect on targets with and without the transparent overlayer, thus suggesting that the 

initial levels of temperature and pressure generated in both cases are likely to be similar. 

In contrast to the thermal and stress confinement that define the initial temperature raise 

and pressure build up in the surface region of the irradiated target, the spatial confinement by the 

transparent overlayer is affecting the longer-term material response to the laser energy deposition 

and can have a significant effect on the laser-induced phase transformations, generation of 

crystal defects, surface damage, and material removal (ablation). The results of the atomistic 

simulations reported below are providing first detailed insights into the kinetics and mechanisms 

of the structural and phase transformations occurring under conditions of spatial confinement by 

a transparent overlayer. 

Melting and resolidifications under conditions of spatial confinement 

The effect of the spatial confinement on the processes of melting and resolidification 

induced by the laser energy deposition is illustrated in Figure 65, where the temperature and 

pressure evolution are shown for three simulations performed at the same absorbed laser fluence 

of 900 J/m2. For a bulk Ag target with a free surface, in the absence of the overlayer, this fluence 

is about 10% above the threshold for surface melting. The energy transfer from the excited 

electrons to the lattice leads to a rapid temperature increase in a surface region of the target, 

Figure 65a. The temperature exceeds the equilibrium meting temperature of the EAM Ag, Tm = 

1139 K at zero pressure, causing a rapid homogeneous melting of ~35 nm thick surface layer 

between 40 and 70 ps of the simulation time (15 and 45 ps after the time of the laser peak 
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intensity). The steep temperature gradient established in the surface region by the end of the 

electron-phonon equilibration leads to the cooling of the melted region and causes epitaxial 

resolidification. The velocity of the solidification front increases with increasing degree of 

undercooling below the melting temperature, and the front reaches the surface of the target by 

the time of ~1.1 ns. 

In the simulations performed for targets covered by an overlayer, Figure 65b and Figure 

65c, the melting is limited to a few small regions transiently appearing in the vicinity of the 

interface with the overlayer and disappearing by the time of 400 ps. In the simulation where the 

overlayer is represented by an imaginary plane, Figure 65b, the melting affects a thin (<4nm) 

layer adjacent to the interface with the overlayer and another region that appears through 

homogeneous nucleation at a depth of about 10 nm below the interface. A very similar transient 

melting is observed in the simulation with the atomistic representation of the overlayer, Figure 

65c, where two small melting regions transiently appear within 20 nm from the interface with the 

overlayer. The difference of these results from the much more extensive melting observed in the 

absence of the overlayer, Figure 65a, is surprising from the first sight, as the same initial 

temperature increase is caused by the laser energy deposition, and the temperature decrease is 

even faster in the case of free surface due to the rapid expansion of the surface region. To explain 

this difference, the evolution of the laser-induced pressure is considered below. 

As discussed above, the rapid increase of the lattice temperature in the simulations takes 

place under conditions of the stress confinement, and results in the buildup of strong 

compressive stresses in the surface region of the irradiated target. The generation of compressive 

stresses of similar strength can be seen in all pressure plots shown in Figure 65. The relaxation of 

the compressive stresses, however, proceeds differently with and without the confining 

overlayer. Without the overlayer, the expansion of the compressed material results in the 

generation of a strong tensile component of the stress wave that follows the compressive 

component in its propagation into the bulk of the target, Figure 65a. In the presence of the 

overlayer, however, the tensile component of the stress wave is largely suppressed, Figure 65b 

and Figure 65c. Since the acoustic impedance of the overlayer material is more than twice 

smaller than one of Ag, the relaxation of the initial laser-induced compressive stresses results the 

generation of both a compressive wave in the overlayer and a relatively weak unloading wave in 

the Ag target. 
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Figure 65. Temperature (left) and pressure (right) contour plots in simulations of a bulk Ag target 
irradiated by a 10 ps laser pulse at an absorbed fluence of 900 J/m2. The irradiated surface is free of 
confinement in (a) and is covered by a transparent overlayer in (b,c). The overlayer is represented by a 
dynamic imaginary plane in (b) and by an atomistic MD description of a part of the overlayer adjacent to 
the Ag target combined with a pressure-transmitting boundary condition in (b). The laser pulse has a 
Gaussian profile with the peak intensity reached at 25 ps from the beginning of the simulations and is 
directed along the y-axis, as shown by the red arrows in the left panels. The black curves separate the 
melted regions from crystalline parts of the Ag target. The red curves separate the atomistic (TTM-MD) 
and continuum (TTM) parts of the model representing the Ag targets. The yellow curves in (b) show the 
position of the Ag-overlayer interface represented by the dynamic imaginary overlayer. Adapted from 
Ref. [108]. 
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The suppression of the tensile component of the pressure wave by the overlayer has direct 

implications for the melting process. In the absence of the overlayer, the expansion of the surface 

region results in the tensile stresses and, concurrently, a transient temperature drop that can be 

estimated by considering the expansion as an isentropic process for which æ¬ ¬ò( èD ± ò~ F�(  

[11,102], where F� is the specific heat capacity per unit volume, and ~ is the volume coefficient 

of thermal expansion. At the same time, the equilibrium melting temperature is also affected by 

the negative stresses, with the variation of the melting temperature described by the Clapeyron 

equation, æ¬ò ¬( èà À Ù8à^Ùöà, where Ù8à and Ùöà are the volume change upon melting and 

the entropy of melting, respectively. Following an approach described in Ref. [102], the 

thermodynamic parameters of the FBD EAM Ag, Ù8à ± 0.81 cm3/mol, Ù¹à ±12350 J/mol, 

Ù¹à òà( ± 10.84 J/(mol K), as well as ~ ± 1.02×10-4 K-1 and F� ± 31.8 J/(mol K) = 2.85 J/(cm3 

K) for the solid phase at ò À òà and zero pressure have been evaluated based on the temperature 

dependences of volume and internal energy of liquid and solid phases at constant pressure. With 

these thermodynamic parameters, æ¬ò ¬( èà ± 74 K/GPa and æ¬ò ¬( èD ± 41 K/GPa for the 

solid phase close to the melting temperature and zero pressure. The steeper slope of the liquid-

crystal coexistence line compared to the isentrope for the solid phase, æ¬ò ¬( èà ® æ¬ò ¬( èD, 

typical for metals, suggests that the expansion of the target by the unloading wave facilitates 

melting despite simultaneously causing a transient cooling of the material. This explains why the 

partial suppression of the generation of the unloading wave also suppresses melting in the 

simulations of Ag targets covered by overlayers. 

An examination of the pressure contour plots in Figure 65 also reveals that, in all 

simulations, the propagation of the unloading wave takes place on a background of quasi-static 

compressive stresses related to the inability of the crystalline part of the target to completely 

relax the thermoelastic stresses through uniaxial expansion in the direction normal to the 

irradiated surface or metal-overlayer interface [28,81,104]. The compressive stresses are partially 

relaxed by the emission of dislocations from the melting front in the simulation with free surface, 

Figure 65a, where the depth of the dislocation propagation can be seen from the reduction of the 

compressive stresses in a region extending down to ~45nm below the melting front. The 

emission of the dislocations coincides with the propagation of the unloading wave through the 

melting front and is triggered by the shear stresses transiently created by the unloading wave in 
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the four different active ����� slip planes of the single crystal fcc target oriented along Ù�??Û 
direction [76]. Interactions between the Shockley partial dislocations propagating on different 

slip planes result in the generation of immobile dislocation segments and formation of stable 

dislocation configurations in the sub-surface region of the target. The much weaker unloading 

wave generated in the presence of the overlayer is incapable of inducing the dislocation 

emission, and no dislocations are observed in simulations illustrated in Figure 65b and Figure 

65c. 

The results obtained with two different representations of the overlayer, Figure 65b and 

Figure 65c, are very similar to each other. This similarity suggests that both approaches provide 

an adequate description of the effect of the overlayer on the target response to the laser excitation 

under irradiation conditions that leave the overlayer intact. At higher laser fluences, however, a 

part of the overlayer adjacent to the metal target can be expected to undergo transient melting 

and possible mixing with the melted metal. To provide a semiquantitative description of these 

processes, the atomistic representation of a part of the overlayer adjacent to the metal target 

Figure 65b is used in the higher-fluence simulations presented below. 

Suppression of laser spallation by the overlayer 

A moderate increase in the absorbed laser fluence from 900 J/m2 to 1000 J/m2 leads, in 

the absence of overlayer, to the transition from the regime of melting and resolidification of a 

surface region of the target to a separation of a melted layer from the bulk of the target, Figure 

66a. As discussed in a number of earlier papers, e.g., Refs. [28,39,104,134,314], the separation 

and ejection of the liquid layer (commonly referred to as spallation) is driven by the relaxation of 

the laser-induced stresses generated in the surface region of the target under conditions of stress 

confinement. The magnitude of both the compressive and tensile stresses increases with 

increasing fluence up to the spallation threshold, when the tensile stress exceeds the dynamic 

strength of the melted material leading to the nucleation, growth, and coalescence of multiple 

voids that eventually cause spallation of a liquid layer from the target. The spallation interrupts 

the heat flow from the hot surface layer to the bulk of the target and results in a rapid 

resolidification of the liquid part of the target left behind after the separation of the spalled layer. 

In the simulation illustrated in Figure 66a, the resolidification process is completed at ~550 ps 

after the laser pulse. Similarly to the lower fluence simulation discussed in the previous 
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subsection, the emission of dislocations from the melting front takes place at the time when the 

tensile component of the stress wave crosses the melting front. The plastic deformation partially 

relaxes the residual compressive stresses in ~40 nm surface region of the resolidified target. 

 
Figure 66.Temperature (left) and pressure (right) contour plots in simulations of a bulk Ag target 
irradiated by a 10 ps laser pulse at an absorbed fluence of 1000 J/m2. The irradiated surface is free of 
confinement in (a) and is covered by a transparent overlayer in (b). The laser pulse has a Gaussian profile 
with the peak intensity reached at 25 ps from the beginning of the simulations and is directed along the Y-
axis, as shown by the red arrows in the left panels. The black curves separate the melted regions from 
crystalline parts of the Ag target. The red curves separate the atomistic (TTM-MD) and continuum (TTM) 
parts of the model representing the Ag targets. Areas where the density of the material drops below 10% 
of the initial density of the solid Ag target are blanked in the plots. Adapted from Ref. [108]. 

Turning to the simulation of a Ag target covered by an overlayer, Figure 66b, the 

following effects of the spatial confinement can be observed: (1) the depth of the region affected 

by melting decreases from ~70 nm in Figure 66a to ~40 nm in Figure 66b as discussed in the 

previous subsection, (2) no dislocation emission from the melting front takes place, and (3) no 
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voids nucleate in the melted region and no spallation occurs. All of these effects can be attributed 

to the containment of the free expansion of the surface region of the target and the corresponding 

suppression of the tensile component of the stress wave. 

 

Figure 67. Pressure profiles at a depth 

of 100 nm below the surface of Ag 

targets in simulations performed with 

and without the transparent overlayer 

and illustrated by contour plots in Figure 

66. Adapted from Ref. [108]. 

The suppression of the tensile stresses is illustrated in Figure 67, where the evolution of 

pressure at a depth of 100 nm below the irradiated Ag surface is shown in the form of pressure 

profiles. Although the initial peaks of the compressive pressure are almost identical in the two 

simulations, with the maximum pressure reaching ~6.7 GPa at ~45 ps after the laser pulse, the 

pressure profiles diverge after ~70 ps. In the case of free surface, the unloading tensile 

component of the pressure wave, while weakened by the void nucleation and spallation in the 

region closer to the surface, is still clearly pronounced and reaches the maximum value of ~2 

GPa. In the presence of the overlayer, however, the pressure at this depth remains positive at all 

times. Following the initial dynamic relaxation of the laser-induced stresses, after ~250 ps, the 

level of pressure stays at an almost constant level that is slowly drifting from ~0.8 to 0.6 GPa 

during the time from 250 to 700 ps. As discussed in the previous subsection, this compressive 

pressure corresponds to the residual thermoelastic stresses that cannot relax by the uniaxial 

expansion of the crystal in the direction normal to the surface and are slowly decreasing due to 

the cooling by thermal conduction to the bulk of the target. 

Note that the level of the residual stresses in the simulation with free surface stays at a 

lower level of ~0.2-0.3 GPa until the time of ~530 ps, when it increases to the level similar to the 

one observed in the presence of the overlayer. The reduction of the compressive stresses can be 
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attributed to dislocations that propagate deeper than 100 nm during the initial relaxation of laser-

induced stresses and bring the stress state of the crystal closer to hydrostatic one. The partial 

dislocations retreat up to the depth of ~80 nm below the original surface during the time of 400-

600 ps, and the increase of the level of pressure at around 530 ps corresponds to the time when 

they cross the depth of 100 nm. 

In the absence of spallation, the resolidification process in the target covered by an 

overlayer takes about 1.25 ns, Figure 66b, the time comparable to that in the simulation of a 

target with free surface performed at a lower fluence of 900 J/m2, below the spallation threshold, 

Figure 65a. The melting turns into resolidification when the temperature of the liquid-solid 

interface drops below the melting temperature at ~150 ps, the solidification front accelerates with 

increasing supercooling and reaches its maximum velocity of ~65 m/s by the time of 1.1 ns. By 

this time, however, the temperature of Ag near the interface with the overlayer drops down to 

~0.7 Tm, triggering nucleation of new crystallites near the interface and leading to the rapid 

solidification of the strongly supercooled layer of Ag adjacent to the interface. The relatively 

small lateral size of the computational cell used in the simulations, however, does not allow for a 

reliable investigation of the nucleation and growth of new crystallites in the supercooled 

interfacial region of the target, and additional larger scale simulations targeted at analysis of this 

phenomenon are reported in the Section 3.6. 

Suppression of phase explosion by the overlayer 

Further increase of the laser fluence above the spallation thresholds leads to explosive 

decomposition of the surface region of the target into vapor, clusters, and small droplets, which 

correspond to the transition from spallation to the phase explosion regime. The contour plots 

shown in Figure 68a depict dynamics of material decomposition in a simulation performed at a 

fluence of 3000 J/m2, slightly above the threshold for this transition. The temperature plot 

exhibits a momentary (between 30 to 60 ps of the simulation, or 5 to 35 ps after the peak 

intensity of the 10 ps laser pulse) spike to the values exceeding the temperature of onset of 

explosive decomposition at zero pressure, ~3100 K, in the surface region with a depth of ~115 

nm, close to the depth of the initial laser energy deposition.  

The rapid cooling of this region proceeds through the expansion and decomposition of 

the material overheated above the limit of its thermodynamic stability into a mixture of liquid 
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droplets, atomic clusters, and vapor. The unloading wave, while partially suppressed by the 

compressive pressure generated by the explosive decomposition and expansion of the top layer 

of the target, still generates tensile stresses that exceed -1 GPa below the depth of ~140 nm. 

These tensile stresses induce cavitation of the superheated liquid deeper into the target and, 

similarly to the spallation discussed above, lead to the ejection of additional large droplets. 

 
Figure 68. Temperature (left) and pressure (right) contour plots in simulations of a bulk Ag target 
irradiated by a 10 ps laser pulse at an absorbed fluence of 3000 J/m2. The irradiated surface is free of 
confinement in (a) and is covered by a transparent overlayer in (b). The laser pulse has a Gaussian profile 
with the peak intensity reached at 25 ps from the beginning of the simulations and is directed along the y-
axis, as shown by the red arrows in the left panels. The black curves separate the melted regions from 
crystalline parts of the Ag target. Areas where the density of the material drops below 10% of the initial 
density of the solid Ag target are blanked in the plots. Adapted from Ref. [108]. 

In contrast to the explosive decomposition of a surface region discussed above, no phase 

separation is observed in a simulation performed at the same laser fluence for a target covered by 

an overlayer, Figure 68b. The initial temperature increase is similar to the one in a target with 
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free surface and brings the surface region to a supercritical state. Although the pressure from the 

hot metal pushes the overlayer up by 65 nm, the supercritical fluid remains confined by the 

overlayer. This confinement prevents the phase decomposition and fast cooling observed for a 

target with free surface and keeps the temperature and pressure of the surface region at high 

levels for a much longer time. Only by the time of 350 ps, the pressure in the interfacial region 

drops down to zero, and the expansion of the metal target turns into contraction as the interfacial 

region continues to cool down by thermal conduction to the bulk of the target. The contraction 

results in the formation of voids near the interface and eventual detachment of the metal target 

from the overlayer. In the absence of the phase explosion, which provides an efficient channel of 

fast cooling of the hot surface region of the target with free surface, the maximum melting depth 

is larger (270 nm vs 250 nm in the simulation with free surface), and the time needed for 

resolidification of the metal target is much longer. The emission of partial dislocations, though, 

is observed at this fluence both with and without overlayer. 

 

Figure 69. The evolution of temperature 
and pressure averaged over atoms that are 
initially located in the top 5 nm thick layer 
of the Ag target irradiated by 10 ps laser 
pulses at a fluence of 3000 J/m2 with and 
without the presence of a transparent 
overlayer. The black curve shows the 
temperature–pressure conditions (T*, P*) for 
the onset of the cavitation or phase 
explosion in the metastable liquid, 
calculated for the EAM Ag material as 
explained in Section 4.1. Adapted from Ref. 
[108]. 

An additional illustration of the effect of spatial confinement by the overlayer on the 

conditions experienced by the top layer of the metal target is provided in Figure 69, where the 

temperature-pressure trajectories are shown for material initially located within the top 5 nm 

layer of the target. In the simulation with free surface, the initial linear pressure temperature 

dependence characteristic of almost constant volume heating of the layer (stress confinement) 

gives a way to the pressure drop associated with the onset of free expansion of the top layer at 
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~25 ps. The relaxation of the laser-induced pressure and continued temperature increase makes 

the trajectory cross the solid curve that marks the temperature and pressure conditions for the 

onset of the explosive phase separation into liquid and vapor, T* and P*, determined as 

explained in Section 4.1. In the presence of overlayer, however, the expansion of the hot metal 

layer is limited and the pressure builds up to much higher levels. The expansion of the surface 

allowed by up to 65 nm upward displacement of the overlayer results in a pressure plateau at the 

end of the electron-phonon energy equilibration and leads to a hysteresis in the pressure-

temperature dependence, when the pressure decreases during the cooling of the interfacial region 

along the path that is almost parallel to the one of the heating stage but shifted to lower values of 

pressure for the same temperature. This hysteresis eventually leads to the detachment of the 

metal target from the overlayer when the pressure near the interface becomes negative after 

about 400 ps, when the temperature drops below 1800 K. 

The overall picture of the material response to the laser energy deposition with and 

without the overlayer does not change even when the laser fluence is doubled from 3000 J/m2 to 

6000 J/m2, Figure 70 and Figure 71. The much stronger laser excitation leads to higher 

maximum temperature and pressure, larger displacement of the overlayer, and higher melting 

depths of 455 and 415 nm with and without overlayer, respectively. The combination of the 

phase explosion and material expulsion due to the unloading wave leads to almost complete 

ejection of melted part of the target down to the depth of 385 nm in the case of the target with a 

free surface, Figure 70a. In the presence of the overlayer, the expansion of the metal brought to 

the supercritical state by the fast laser energy deposition is limited by the overlayer that 

maintains the high density and pressure of the supercritical fluid for hundreds of ps and prevents 

its decomposition into vapor and liquid droplets. The pressure exerted by the supercritical Ag 

pushes the overlayer by up to 137 nm by the time of 600 ps, when the pressure approaches zero 

level, Figure 70b. Similarly to the lower fluence simulation illustrated in Figure 68b, the cooling 

and contraction of the metal target lead to its detachment from the overlayer at around 800 ps, 

Figure 70b. The temperature of the metal near the interface is about 2500 K, more than twice 

above the melting temperature but below the stability limit for phase explosion. Due to the high 

temperature of the interfacial region, the detachment takes place at a relatively low negative 

pressure of about -0.11 GPa (this value is obtained by averaging from 700 to 800 ps over the top 

50 nm part of the metal target). 



 
 

156 
 

 
Figure 70. Temperature (left) and pressure (right) contour plots in simulations of a bulk Ag target 
irradiated by a 10 ps laser pulse at a fluence of 6000 J/m2. The irradiated surface is free of confinement in 
(a) and is covered by a transparent overlayer in (b). The laser pulse has a Gaussian profile with the peak 
intensity reached at 25 ps from the beginning of the simulations and is directed along the y-axis, as shown 
by the red arrows in the left panels. The black curves separate the melted regions from crystalline parts of 
the Ag target. Areas where the density of the material drops below 10% of the initial density of the solid 
Ag target are blanked in the plots. Adapted from Ref. [108]. 

The temperature-pressure trajectories shown in Figure 71 further illustrate the difference 

in thermodynamic conditions experienced by the material in the top surface layers of the two 

targets. While in both simulations, the strong laser excitation brings the layers into supercritical 

state, the evolution of the supercritical fluid is very different in the two cases. In the absence of 

overlayer, free expansion of the supercritical fluid releases the pressure and results in complete 

vaporization of the material. The supercritical fluid confined by the overlayer, on the other hand, 
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slowly cools down from the supercritical to the liquid state without crossing the line that 

corresponds to the explosive phase separation. 

 

Figure 71. The evolution of temperature 
and pressure averaged over atoms that are 
initially located in the top 5 nm thick layer 
of the Ag target irradiated by 10 ps laser 
pulses at a fluence of 6000 J/m2 with and 
without the presence of a transparent 
overlayer. The black curve shows the 
temperature–pressure conditions (T*, P*) 
for the onset of the cavitation or phase 
explosion in the metastable liquid, 
calculated for the EAM Ag material as 
explained in Section 4.1. Adapted from 
Ref. [108]. 

The observation that the maximum temperature of the top region reaches ~12 000K in the 

simulation with overlayer and ~11 000K without overlayer by the time of ~40 ps suggests the 

possibility of ionization of a fraction of Ag atoms. Indeed, estimations based on the Saha 

equation yields ionization fraction of about 1% at densities realized during the peak 

temperatures. The short time of the temperature spike (the temperature drops down to 9000K by 

80 ps and down to 6000K by 170 ps in the simulation with overlayer, where the cooling is 

slower) and the high density of the supercritical fluid indicate, however, that any effects related 

to the ionization and charge fluctuations [20] in the supercritical fluid are likely to have 

negligible effect on the material expansion and interaction with the overlayer under conditions 

considered in the simulations. 

The mechanisms responsible for the appearance, growth, and percolation of the 

interfacial voids leading to the detachment of the overlayer from the metal substrate are 

investigated in a large-scale atomistic simulation reported in Ref. [80]. The growth and 

coalescence of the interfacial voids results in the formation of liquid bridges connecting the 

overlayer and the metal substrate, whereas solidification of the transient liquid structures 

produced by the breakup of the liquid bridges may be responsible for the formation of the 

nanoscale roughness of the interfacial voids observed in experiments [80].  
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The effect of preexisting interfacial voids 

In contrast to the perfect metal–overlayer interface considered in the previous section, 

real experimental samples may contain small interfacial gaps or voids formed in the process of 

sample preparation. Moreover, the voids generated by prior laser pulses may affect the response 

of the target to irradiation by subsequent laser pulses in the multi-pulse irradiation regime. To 

investigate the effect of preexisting interfacial voids on the laser-induced processes, a simulation 

of a system with a 50-nm gap between the transparent overlayer and Ag substrate has been 

performed for a system irradiated at 4000 J/m2. 

The evolution of temperature, pressure and density in the irradiated system is presented in 

Figure 72. The presence of the void makes it possible for the hot metal region to expand and 

generate an unloading wave propagating from the interfacial region and initiating the material 

decomposition down to the depth ~180 nm. As a result, the initial stage of the material response 

to the laser excitation is similar to the one of a target with a free surface, when the top 

surface region undergoes an explosive decomposition into a mixture of vapor and small 

droplets while the generation of voids in a deeper and colder melted region is driven by the 

tensile stresses associated with the unloading wave [39,104,134]. In the present simulation, 

however, the collision of the ejected material with the overlayer interrupts the expansion of 

the ablation plume, converts the kinetic energy of directed motion of the plume into thermal 

energy, and creates highly energetic supercritical fluid with the maximum temperature and 

pressure values reaching 10 000 K and 8 GPa by the time of 70 ps. 

The pressure exerted by the hot supercritical metal pushes the overlayer up by ~100 

nm and launches a compaction wave that stops the material decomposition initiated by the 

unloading wave and leads to the collapse of all but the deepest subsurface voids generated in 

the course of the initial material expansion. Each of the collapsing voids generates a pressure 

pulse consisting of compressive and unloading/tensile components that can be seen in the 

pressure contour plot in Figure 72. The initial electronic heat transfer to deeper regions of the 

metal substrate combined with the fluid expansion and the energy loss on the mechanical 

work spent on displacing the overlayer (the latter can be estimated to be on the order of 400 

J/m2,which roughly corresponds to the thermal energy change upon cooling of a 50 nm Ag 

layer by ~2500 K) leads to a rapid cooling of the interfacial part of the metal substrate from 
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the supercritical state with temperature of ~104 K down to the regular liquid with a 

temperature of 2700 K by the time of 900 ps. 

 

Figure 72. Temperature, pressure 
and density contour plots 
obtained in a simulation of bulk 
Ag substrate covered by a 
transparent overlayer with an 
initial 50 nm thick gap between 
the overlayer and the Ag 
substrate. The Ag-overlayer 
target is irradiated by a 10 ps 
laser pulse at an absorbed laser 
fluence of 0.4 J/cm2. Areas where 
the density of the material drops 
below 10 % of the initial density 
of the solid Ag target are blanked 
in the plots. The black curves 
outline voids inside the material 
and separate the melted region 
from the crystalline part of the 
Ag target. The black dashed line 
shows the position of the Ag-
overlayer interface. Adapted from 
Ref. [80]. 

At 900 ps, the combined effect of the contraction of the rapidly cooled liquid Ag and 

an arrival of a weak tensile stress wave generated at the onset of the collapse of the last void 

(the maximum tensile stresses at the interface reach the level of about -50 MPa at 850 ps) 

results in the detachment of the metal substrate from the overlayer at the interface. Given the 

slower (~11 m/s) downward motion of the detached liquid layer as compared to the faster 

(~56 m/s) advancement of the solidification front, one can expect the solidification front to 
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reach the location of the void ~1.5 ns earlier. While the small lateral size of the 

computational system used in this simulation does not allow us to simulate the void capture 

and stabilization by the solidification front, such process has been observed in larger-scale 

simulations of laser interaction with an Ag target in vacuum [17]. Thus, the results of the 

simulation discussed above indicate that the presence of preexisting interfacial voids may 

facilitate generation of voids at some depth below the interface, as observed in experimental 

images in Ref. [80]. 

Summary 

The effect of spatial confinement on laser-induced structural and phase transformation in 

a metal target is investigated by contrasting the results of two series of simulations of short pulse 

laser interactions with a bulk Ag target. The metal target is covered by a thick transparent 

overlayer in one series of simulations and has a free surface in the other series. The simulations 

are performed with a combined atomistic-continuum TTM-MD model accounting for the laser 

excitation of conduction band electrons, electron-phonon equilibration, as well as electronic and 

phononic heat transfer in the metal target and the overlayer. The model is extended by 

incorporation of two alternative computational methods for representations of the transparent 

overlayer. In one method, the layer is represented by a dynamic acoustic impedance matching 

boundary condition designed to represent the partial propagation of the laser-induced pressure 

wave into the overlayer, as well as the work of adhesion between the metal and the overlayer. In 

the second method, a part of the overlayer is represented with atomic resolution, allowing not 

only to account for the elastic response of the overlayer but also to reproduce the plastic 

deformation, melting, and atomic mixing in the region of the overlayer adjacent to the hot metal 

target. Both methods are parameterized for Ag-silica system and show similar performance at 

low fluences, when no melting of the overlayer takes place. The second (atomistic) 

representation of the metal overlayer interface is used in the simulations performed at high 

fluences, when melting and atomic mixing take place on both sides of the interface. 

The simulations are performed for a broad range of laser fluences that, in the absence of 

overlayer, covers the regimes of melting and resolidification, photomechanical spallation, and 

phase explosion of the surface region of the metal target. At low fluences that correspond to 

melting and spallation of targets with free surfaces, the spatial confinement by the overlayer is 
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found to suppress the generation of the unloading tensile wave, decrease the maximum depth of 

melting, reduce or eliminate the emission of dislocations from the melting front, and prevent the 

cavitation and spallation in the surface region of the metal target. 

At higher fluences that bring the surface region of the metal target to the supercritical 

state, the confinement prevents the expansion and explosive phase decomposition of the surface 

region and leads to a gradual cooling of the hot and compressed supercritical fluid down to the 

liquid phase. This is in a sharp contrast with the material response to the same laser energy 

deposition under the vacuum conditions (free surface of the target), when the free expansion of 

the supercritical fluid results in a rapid cooling and phase decomposition into liquid droplets and 

vapor or complete vaporization of the top surface layer at higher fluences. The confinement of 

the superheated metal by the overlayer increases the maximum depth of melting and the time 

required for resolidification after the laser pulse. Moreover, the relatively long lifetime of the 

supercritical state sustained under conditions of spatial confinement results in a transient melting 

of a part of the overlayer exposed to the hot metal and atomic mixing between the overlayer 

material and metal within tens of nanometers from the interface. The simulations also suggest the 

possibility of detachment of the metal target from the overlayer during the rapid cooling and 

contraction of the surface region of the metal target. 
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Abstract: The effect of spatial confinement by a solid or liquid overlayer on short pulse 

laser-induced modification of subsurface microstructure is investigated in a series of large-scale 

atomistic simulations performed for Ag targets irradiated in the regime of melting and 

resolidification, below the thresholds for laser spallation and ablation. For Ag targets with free 

surfaces, the formation of a nanocrystalline region with random crystallographic grain 

orientation is observed under irradiation conditions leading to the generation of numerous sub-

surface voids that slow down the solidification process. When no voids are generated, the 

resolidification produces grains misoriented with respect to the bulk of the target by just several 

                                                 
3 Work reported in this section is done in collaboration with C. Shih and C. Wu. Results of this work are reported in 
Ref. [319]. 
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degrees and separated from each other by low angle grain boundaries or dislocation walls. The 

presence of a liquid or solid overlayer suppresses nucleation of sub-surface voids, provides an 

additional pathway for cooling through the heat conduction to the overlayer, and facilitates the 

formation of nanocrystalline structure in a region of the metal target adjacent to the overlayer. 

Moreover, the stabilizing effect of the solid overlayer may result in an incomplete melting of 

metal in the vicinity of the interface, making it possible for grains growing from the interface to 

retain “memory” of the target orientation and to produce nanocrystalline interfacial region with 

small misorientation of grains with respect to the bulk of the target. In all simulations, the 

nanocrystalline layers generated by laser processing of single crystal Ag targets are characterized 

by a high density of stacking faults, twin boundaries, and point defects produced in the course of 

the rapid resolidification. 

Introduction 

Laser processing of metal surfaces in liquid environment and in the presence of a solid 

overlayer has a number of distinct characteristics that may be beneficial for practical 

applications. The confining effect of optically transparent solid or liquid layers covering 

irradiated targets can alter the dynamics of material decomposition and ejection in the ablation 

regime [264,322-325], thus directly affecting the surface morphology of laser-modified targets. 

Moreover, the interaction of melted metal with an overlayer can contribute to cooling of the 

molten layer, thus creating conditions for stronger, as compared to laser processing in air or 

vacuum, undercooling and formation of highly nonequilibrium subsurface microstructure. 

Indeed, a number of experimental studies have demonstrated that the presence of liquid 

environment [326-334] or a solid overlayer [80,302,335] can have major impact on the 

morphology of laser-processed surfaces. The effect of the spatial confinement on the 

microstructure of the irradiated targets has also been demonstrated in laser shock peening 

experiments performed in the ablation regime [293,294,296]. 

More “gentle” microstructure modification at lower laser fluences, in the regime of 

melting and resolidification, however, has not been investigated in the presence of liquid or solid 

over-layers so far. For irradiation in vacuum or in air, the utility of short laser pulses for selective 

nanoscale engineering of subsurface microstructure has been demonstrated for various material 

systems. In particular, the formation of nanoscale twinned domains has recently been observed in 
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femtosecond laser processing of Ni and explained by the onset of growth twinning under 

conditions of strong undercooling realized in the course of the rapid resolidification of a 

transiently melted surface region [32] (Section 3.2). Even stronger undercooling of the melted 

region, sufficient to trigger massive nucleation of new crystallites and generation of 

nanocrystalline surface layer with high density of twin boundaries and stacking faults present in 

the nanograins, has been predicted in recent atomistic simulations of laser processing of Ag 

targets [17].The possibility of the generation of thin nanocrystalline layers with high density of 

twins is highly attractive, as such layers can exhibit an unusual combination of high strength and 

ductility [336-339], as well as enhanced catalytic activity [36,37] and tunable surface reflectance 

spectra [38]. The results of the simulations, however, suggest that the laser-induced generation of 

nanocrystalline layer on the surface of a pure Ag target is only possible in a narrow range of laser 

fluences close to the spallation threshold, when the generation sub-surface voids slows down the 

propagation of the resolidification front from the bulk of the target [17]. This leads to an 

intriguing question on whether the presence of liquid or solid overlayer could broaden the range 

of irradiation conditions that yield surface nanocrystallization and result in the formation of a 

nanocrystalline surface layer without the generation of sub-surface voids. 

In this section we investigate the specific mechanisms of overlayer-assisted surface 

nanostructuring by performing a series of large-scale atomistic simulations of short pulse laser 

irradiation of Ag targets in water environment and under confinement by a silica glass overlayer, 

and contrasting the results of these simulations to the ones obtained for similar irradiation 

conditions in vacuum. The main focus of the analysis of the simulation results is on revealing the 

irradiation conditions and mechanisms responsible for the generation of nanocrystalline surface 

layer and establishing the processes that control the structural characteristics of the 

nanocrystalline layer.  

Computational model 

The computational setups used in the simulations of laser interactions with bulk Ag 

targets in vacuum and in the presence of liquid or solid overlayer are discussed in Section 2.1.1 

schematically illustrated in Figure 64. In all simulations, the top part of the Ag target is simulated 

with a hybrid atomistic–continuum model [102] that combines the classical molecular dynamics 

(MD) method [85] with the continuum-level two-temperature model (TTM) [9]. The detailed 
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description of the model is provided in Section 2.1.1 and Section 3.5, and below we outline only 

the key parameters relevant to the simulations reported in this section. 

The system used in the simulation is schematically outlined in Figure 64. Since the goal 

of this study is to explore the possibility of laser-induced surface nanocrystallization, the 

irradiation conditions in all simulations are chosen to produce transient melting and 

resolidification of a surface region of the target. The simulations of laser interaction with Ag 

targets in vacuum are performed for two sets of irradiation parameters (laser pulse duration  � 

and absorbed laser fluence Fabs). The first set,  � = 100 fs and Fabs = 850 J/m2, corresponds to the 

formation of a porous sub-surface region covered by a nanocrystalline surface layer, as discussed 

in detail in Ref. [17]. The second set is performed with  � = 10 ps and Fabs = 900 J/m2 and results 

in the melting and resolidification of Á60 nm surface layer without nucleation of sub-surface 

voids. Dimensions of the computational systems in lateral directions are about 100 nm × 100 nm. 

The depth of the surface part of the Ag target represented with atomistic resolution, LTTM−MD in 

Figure 64, is 150 nm for the first set and 103 nm for the second set of irradiation parameters, 

which corresponds to 84.2 and 62.5 million Ag atoms, respectively (the lateral size of the 

computational cell used in the second simulation is slightly larger, 103 nm × 103 nm). The 

interatomic interactions are described by the embedded atom method (EAM) potential 

parametrized for Ag [291].  

The simulation of laser melting and resolidification in liquid environment is performed 

for irradiation parameters of  � = 100 fs and Fabs = 850 J/m2. These parameters are the same as in 

the first simulation in vacuum, making it possible to directly compare the results and elucidate 

the effect of the liquid environment on the material response to the laser excitation. The TTM-

MD part of the model has a depth of LTTM-MD= 200 nm and consist of about 114.8 million Ag 

atoms. The liquid environment above the Ag target is described by a combination of a coarse-

grained MD model parametrized for water [264,340,341] and a dynamic acoustic impedance 

matching boundary condition [108]. The coarse-grained MD model represents several water 

molecules by a single particle, which drastically increases the computational efficiency of the 

model. Despite the reduced, as compared to real water, number of dynamic degrees of freedom, 

the coarse-grained MD model enhanced by an advanced local heat bath approach [264,340,341] 

is capable of reproducing, at a semi-quantitative level, many of the relevant experimental 

properties of real water. In particular, the density and heat capacity are directly fitted to the 
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experimental values, while the speed of sound, bulk modulus, viscosity, surface energy, melting 

temperature, critical temperature, and critical density do not deviate from the experimental 

values by more than 25% [264]. The thickness of a part of water overlayer represented by the 

coarse-grained MD model is LMD = 300 nm, and the corresponding number of coarse-grained 

particles is 36.1 million. The dynamic impedance matching boundary condition based on an 

imaginary plane approach [108] is applied at the top of the coarse-grained MD region to ensure 

nonreflecting propagation of the pressure wave generated at the metal-water interface into the 

bulk of the water environment. This boundary condition mimics the response of an infinitely 

thick overlayer and is suitable for simulation of experimental conditions, where the reflection of 

the pressure wave from the outer surface of the water overlayer does not have any significant 

effect on processes occurring in the vicinity of the irradiated metal surface. 

The effect of the solid transparent overlayer on the microstructure modification is studied 

for irradiation parameters of  � = 10 ps and Fabs = 1000 J/m2. These irradiation conditions result 

in approximately the same melting depth as in the second simulation performed in vacuum, 

where the same pulse duration but a lower laser fluence of 900 J/m2 is used. The overlayer is 

represented by MD model with particles interacting with each other through Lennard-Jones 

potential fitted to approximately reproduce the elastic properties and melting temperature of 

fused silica glass. Similar to the liquid overlayer, the dynamic impedance matching boundary 

condition is applied at the top of the MD region to simulate nonreflecting propagation of the 

laser-induced pressure wave into the bulk part of a thick overlayer. Details of the implementation 

and parametrization of the computational description of the silica overlayer are providers in Ref. 

[108]. The initial sizes of the TTM-MD and MD computational domains are LTTM-MD = 103 nm 

and LMD= 103 nm, which corresponds to 62.5 million Ag atoms and 13.5 million “silica” 

particles, respectively. 
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Generation of nanocrystalline surface layer by laser irradiation in vacuum 

 
Figure 73. Snapshots of atomic configurations generated in TTM-MD simulations of laser irradiation of 
Ag targets in vacuum (a,b), in water environment (c), and in the presence of a solid silica overlayer (d). 
The laser pulse durations ²³ and absorbed laser fluences Fabs are indicated on the corresponding panels. 

Only the regions that correspond to the top 100 nm parts of the targets before the irradiation are shown in 
the snapshots. The boxes in (a) and (b) outline the initial position of the target before the irradiation, while 
boxes in (c) and (d) also include parts of the overlayers extending up to 50 nm from the original surface. 
The atoms are colored by their potential energies, with the scale from -2.84 eV (blue) to -2.64 eV (red) 
chosen to ensure that the crystalline parts of the targets are blue, the melted regions are green, and the free 
surfaces are red. Crystal defects, such as vacancies, dislocations, stacking faults, and grain boundaries, 
can also be distinguished as regions with elevated potential energy.  To reduce thermal noise in potential 
energies, the atomic configurations are quenched for 1-2 ps using the velocity-dampening technique. 
Adapted from Ref. [319]. 
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The effect of the liquid and solid overlayers on the ability of short pulse laser irradiation 

of metal targets to produce nanocrystalline surface layers is investigated by comparing results of 

the simulations performed in vacuum and in the presence of the overlayers. Computational 

predictions for irradiation in vacuum are described first and are followed by the results for laser 

processing in liquid environment and in the presence of a solid overlayer. 

The first simulation of laser-induced melting and resolidification of Ag target in vacuum, 

performed at  � = 100 fs and Fabs = 850 J/m2, has already been described in Ref. [17], and only a 

brief summary of the results is provided here. The snapshots from the simulation are shown in 

Figure 73a, where the atoms are colored by their potential energy, so that the melted and solid 

parts of the target can be easily distinguished. Laser excitation of the conduction band electrons 

followed by the rapid energy transfer from the hot electrons to the lattice through electron-

phonon coupling leads to the superheating and melting of an about 70-nm-deep surface region of 

the target within the first tens of picoseconds after the laser pulse. Due to the fast heat conduction 

to the bulk of the target, the temperature of the liquid-solid interface drops below the equilibrium 

melting temperature of the EAM Ag material, Tm= 1139 K, and the melting gives way to 

resolidification by Á75 ps. 

The melting and resolidification are occurring simultaneously with the generation and 

dynamic relaxation of laser-induced stresses that are illustrated in Figure 74a. The rapid 

temperature increase in the surface region of the target takes place under conditions of stress 

confinement [27,28,104,134] and results in a build-up of strong compressive stresses, as can be 

seen from Figure 74a. The relaxation of the compressive stresses in the presence of the free 

surface of the target results in the generation of an unloading tensile wave marked by dashed 

arrows in Figure 74a. The tensile stresses, shown by blue color in Figure 74, are sufficiently 

strong to induce cavitation in the lower part of the melted region, with the appearance of small 

cavities already apparent in the snapshot shown for 100 ps in Figure 73a. The cavities grow, 

coalesce, and are eventually trapped by the solidification front advancing from the crystalline 

part of the target. The movement of the front of the epitaxial solidification can be followed in 

Figure 75a, where the location of the front is shown by a black line. The presence of voids 

impedes the solidification front propagation, extends the time that the top surface layer of the 

target remains in the molten state, and contributes to the generation of increasingly deep 
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undercooling in the melted surface region. At about 1300 ps, when the surface temperature drops 

down to Á0.69 Tm, a massive nucleation of small crystallites is initiated throughout the deeply 

undercooled liquid region and results in the formation, within the next 400 ps, of a 

nanocrystalline layer with ultrafine grains featuring random crystallographic orientation and a 

high density of stacking faults and twin boundaries [17]. Similar to the solidification front 

propagation, the homogeneous nucleation of new crystallites leads to the release of the latent 

heat of melting and is reflected in a noticeable temperature increase in the surface region of the 

target, Figure 75a. 

 
Figure 74. Contour plots of the spatial and time evolution of pressure in TTM-MD simulations of laser 
irradiation of Ag targets in vacuum (a,b), in water environment (b), and in the presence of a solid silica 
overlayer (c). The targets are irradiated by 100 fs laser pulse at 850 J/m2 in (a) and (c), by 10 ps pulse at 
900 J/m2 in (b), and by 10 ps pulse at 1000 J/m2 in (d). The laser pulse is directed along the y axis from 
the top of the contour plots. The black curves separate melted and solid parts of the Ag targets. The 
dashed red curves in (b,c) show the position of the Ag-overlayer interface. The arrows schematically 
show the directions of the propagation of laser-induced pressure waves. The compressive waves, shown 
by the solid arrows, are generated by the fast laser heating of the surface regions of the targets and can 
partially propagate into the overlayers in (c) and (d), thus decreasing the amplitude of the unloading 
tensile waves shown by dashed arrows. In (b) and (d), the maximum intensity of the 10 ps laser pulse is 
reached at 25 ps. The snapshots from the simulations are shown in Figure 73. Adapted from Ref. [319]. 
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Figure 75. Contour plots of the long-term spatial and time evolution of temperature in TTM-MD 
simulations of laser irradiation of Ag targets in vacuum (a,b), in water environment (b), and in the 
presence of a solid silica overlayer (c). The targets are irradiated by 100 fs laser pulse at 850 J/m2 in (a) 
and (c), by 10 ps pulse at 900 J/m2 in (b), and by 10 ps pulse at 1000 J/m2 in (d). The laser pulse is 
directed along the y axis from the top of the contour plots. The temperature scale is normalized by the 
melting temperature of EAM Ag, Tm. The maximum temperature reached in the Ag target is 1.60 Tm in 
(a), 1.33 Tm in (b), 1.63 Tm in (c) and 1.49 Tm in (d). The black curves separate melted and solid parts of 
the Ag targets. The dashed red curves in (b,c) show the position of the Ag-overlayer interface. The 
vertical dashed lines in (a) and (c) mark the times when the nucleation of the first crystallites is detected 
in the undercooled surface regions of the Ag targets. The snapshots from the simulations are shown in 
Figure 73. Adapted from Ref. [319]. 

The observation of the formation of the nanocrystalline layer covering the porous 

subsurface region leads to a question on whether it is possible to induce surface 

nanocrystallization of the Ag target without the generation of sub-surface voids. To address this 

question, another simulation is performed with b@ = 10 ps and Fabs = 900 J/m2. The absorbed 

fluence of 900 J/m2 is above the spallation threshold for b@ = 100 fs, as has been demonstrated in 

Ref. [31], where the separation and ejected of a molten layer is observed. The use of a longer 10 

ps laser pulse, however, allows for a partial relaxation of thermoelastic stresses during the laser-
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induced heating and prevents the generation of voids. As can be seen from the snapshots shown 

in Figure 73b and the solidification curve shown in Figure 75b, the epitaxial solidification front 

proceeds all the way to the surface, and no nucleation of new crystallites is observed in the 

surface region. In the absence of voids impeding the propagation of the solidification front, the 

front reaches the surface faster, before the critical undercooling of 0.69 Tm required for the onset 

of massive homogeneous crystallization is achieved in the melted part of the target. 

Despite the absence of the nucleation of new crystallites, the microstructure of the 

resolidified surface region features a high density of the stacking faults and twin boundaries, 

which can be attributed to the highly nonequilibrium conditions of the rapid solidification, as 

well as the small energy of these defects in the EAM Ag material [342]. Moreover, several 

distinct surface domains misoriented with respect to each other by several degrees and separated 

by low-angle grain boundaries (dislocation walls) are also identified in the surface region, Figure 

76a. The formation of these domains can be explained by the rough morphology of the liquid-

crystal interface formed by the end of the rapid melting process. The melting proceeds on the 

same timescale the unloading wave develops and propagates through the melting front, leading 

to the emission of numerous partial dislocations from the melting front. The stacking faults left 

behind by the partial dislocations can be seen as green stripes appearing below the melting 

region in Figure 77a.The dislocation emission into the superheated part of the crystal facilitates 

nucleation of liquid regions at the defect sites and produces a mixed molten-crystalline structure 

at the melting front. Some of the crystalline regions in this mixed region are fully or partially 

surrounded by liquid and may undergo small stochastic rotations prior to merging into the 

continuous solidification front that can be seen at a later time in Figure 73b. The growth of the 

crystallites that are tilted with respect to the original crystallographic orientation of the target is 

responsible for the generation of the slightly misoriented domains/grains in the surface region of 

the target, Figure 76a. 
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Figure 76. Snapshots of atomic configurations generated at the end of resolidification process in TTM-
MD simulations of laser irradiation of Ag targets in vacuum (a), in water environment (b), and in the 
presence of a solid silica overlayer (c). The laser pulse durations ²³ and absorbed laser fluences Fabs are 

indicated on the corresponding panels. The top 1 nm layers of the targets are blanked to expose the 
underlying defect structures. In the upper panels, the atoms are colored by their local structural 
environment, so that the fcc and hcp atoms are blue and green, respectively, and the red atoms have 
unidentified local crystal structure environment. With this coloring scheme, the single and double green 
layers on a blue background correspond to twin boundaries and stacking faults in the fcc structure, 
respectively. Unidentified atoms belong to grain boundaries, dislocation cores, and point defects. In the 

lower panels, the atoms are colored by the smallest angle between one of the ´���µ directions of the 
original fcc lattice and a ´���µ direction in the corresponding grain. The blue to red color scale 
corresponds to misorientation angles ranging from 0° to 30°. Adapted from Ref. [319]. 
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Figure 77. The snapshot of atomic configurations of Ag target with free surface (a) and covered by a 
silica glass overlayer (b) taken at 100 and 300 ps after laser irradiation. The laser pulse durations ²³ and 

absorbed laser fluences Fabs are indicated on the corresponding panels. The coloring scheme is the same 
as in upper panels of Figure 76, but the red color is also used for molten Ag. The snapshots illustrate the 
presence of crystalline regions surrounded by liquid within the melting front in (a) and crystalline regions 
stabilized by the overlayer in (b). Adapted from Ref. [319]. 

Effect of liquid environment on surface nanocrystallization 

The results of the simulations performed for targets with free surfaces suggest that it is 

difficult to expect generation of a nanocrystalline surface layer on a (001) Ag target without the 

con-current formation of a sub-surface porous region that corresponds to an incomplete 

spallation conditions. This leads to the question on the possibility of using a liquid or solid 

overlayer that could suppress the generation of sub-surface voids, contribute to the cooling of the 

metal target, and facilitate the surface nanocrystallization. This possibility is explored in this 

section for a liquid overlayer parametrized for water. 

The large-scale simulation of laser interaction with a Ag target in liquid environment is 

performed with the same irradiation conditions as the first simulation in vacuum discussed 

above, where the generation of a nanocrystalline layer covering a porous sub-surface layer 

(Figure 73a) is observed. The snapshots from the simulation are presented in Figure 73c, while 

the pressure and temperature contour plots are shown in Figure 74c and Figure 75c, respectively. 
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Two notable effects, apparent from the visual inspection of the snapshots, are (1) the absence of 

the sub-surface voids in the molten part of the target and (2) the onset of the nucleation of new 

crystallites near the surface of the target at the final stage of the solidification process. These two 

effects are discussed next. 

The absence of the sub-surface voids can be explained based on the evolution of the 

laser-induced pressure illustrated in Figure 74c.The generation of the initial compressive 

pressure is defined by the electron-phonon equilibration and rapid heating of the surface region 

occurring under conditions of the thermal and stress confinement [27,28,104,134], and is largely 

unaffected by the presence of the liquid environment. This is reflected in almost identical 

compressive parts of the pressure contour plots in Figure 74a and Figure 74c. The formation of 

the unloading tensile component of the pressure wave, however, is significantly affected by the 

liquid environment. Since the acoustic impedance of water is much lower than that of Ag, the 

relaxation of the compressive pressure results in the generation of both a compressive wave 

emitted into the water and a weaker, as compared to the simulation with free surface (Figure 

74a), tensile wave propagating into the bulk of the Ag target, as schematically shown by solid 

and dashed arrows in Figure 74c. The reduced amplitude of the unloading tensile wave is not 

sufficient for the initiation of cavitation, which explains the absence of voids in the melted part 

of the target in Figure 73c. Note that the suppression of the nucleation of subsurface voids has 

also been observed in earlier MD simulations of short pulse laser interactions with Ag targets 

performed under stronger spatial confinement by a solid silica overlayer [108] (Section 3.5), 

while the reduction in the number of spalled layers was reported in hydrodynamic modeling of 

laser ablation of Al in water [325]. 

The suppression of the void nucleation has important consequences for the kinetics of 

resolidification of the melted region. While the melting time and the maximum melting depth are 

very similar in the simulations performed in vacuum and in water environment, as can be seen 

from the similarity of the black curves showing the location of the liquid-crystal interface in 

Figure 74a,c, the same black curves shown for a longer time in Figure 75a,c clearly demonstrate 

the diverging resolidification behavior. The appearance of sub-surface voids not only increases 

the effective path the solidification front has to cover before it reaches the surface but also 

decreases the velocity of solidification front [17] when it passes through the region with voids. In 

the simulation with water overlayer, Figure 75c, after the initial rapid apparent advancement due 
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to the solidification of a liquid-crystalline mixture formed by the end of the melting process 

(similar to those shown in Figure 77), the velocity of the resolidification front reaches a steady 

level of Á63 m/s. In contrast, in the simulation with free surface, Figure 75a, the velocity ofthe 

solidification front drops below 45 m/s when the front passesthrough the region with voids. 

The slowdown of the epitaxial solidification front by the subsurface voids extends the 

time that the top surface layer of the target remains in the molten state and allows it to reach a 

deeper undercooling. On the other hand, the reduced effective thermal conductivity of the porous 

sub-surface region slows down the cooling of the top layer. As a result, it takes about 1.3 ns for 

the top molten layer to cool down to 0.69 Tm, when a massive homogeneous nucleation of new 

crystalline Ag grains is observed, Figure 75a.In the presence of liquid environment, the surface 

cooling and the solidification front propagation proceed without the impediment from the voids, 

and the rapid nanocrystallization is initiated much earlier, at Á900 ps, Figure 75c. The nucleation 

and fast growth of multiple crystallites in the undercooled liquid region result in the formation of 

an about 18-nm-thick nanocrystalline surface layer with grains randomly oriented with respect to 

the crystallographic orientation of the Ag target. Similar to the targets with free surfaces 

discussed above, the rapid solidification under conditions of strong undercooling produces 

complex internal structure of individual grains characterized by a high density of stacking faults 

and twin boundaries, Figure 76b. 

In addition to the thermal conduction to the bulk of the Ag target, the interaction with 

water provides an additional pathway for cooling of the Ag surface region. The efficiency of this 

channel is limited by the rapid superheating of water adjacent to the hot surface of the metal 

target and the formation of a low-density supercritical water layer with poor thermal 

conductivity. As a result, the total amount of the thermal energy transferred to the water 

overlayer by the end of the simulation is only Á2% of the energy deposited by the laser pulse. 

Nevertheless, this channel of cooling of the metal surface may play an important role defining 

the microstructure of resolidified surface, as discussed for the case of solid overlayer in the next 

section. 

Effect of a solid overlayer on surface nanocrystallization 

The characteristic features of laser-induced modification of subsurface microstructure 

under conditions of spatial confinement by a solid transparent overlayer have both similarities to 
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and clear distinctions from the processing in a liquid environment discussed above. Similar to 

liquids, the presence of a solid overlayer can suppress the generation of tensile waves and 

contribute to the cooling of the transiently melted region of the metal target. Both of these effects 

can be stronger with a solid overlayer. The acoustic impedance (product of material density and 

speed of sound) of the overlayer can be much closer to the one of the metal target (e.g., it is only 

about twice lower for silica glass as compared to Ag), leading to an effective propagation of the 

compressive pressure wave into the overlayer and a weaker unloading wave generated in the 

metal target [80,108]. The higher thermodynamic stability of solid overlayers can be expected to 

keep the heat transfer from a hot metal surface to an overlayer uninterrupted by the formation of 

a layer of low-density vapor or supercritical fluid observed at the metal-liquid interface. 

Moreover, in contrast to a free surface or a surface covered by a liquid, which typically 

do not allow for heterogeneous nucleation of new crystallites, the interface between molten metal 

and over-layer can facilitate the heterogeneous nucleation if the condition of T�# ` Tõ# â T�õ is 

satisfied (T�#, Tõ#, T�õ are the interface free energies for solid metal − overlayer, liquid metal – 

overlayer, and liquid metal – solid metal interfaces, respectively). Depending on the interface 

free energies, an overlayer may even facilitate preferable nucleation and stabilization of 

metastable solid phases, as exemplified by the generation of a layer of metastable bcc Cu in MD 

simulations of laser melting and resolidification of Cu-Ag interface [317]. Moreover, an 

additional cooling due the heat transfer to the overlayer combined with the stabilizing effect of 

the low interfacial energy may result in an incomplete melting near the interface and regrowth of 

the melted part of the target from both the crystalline bulk and the crystalline metal layer or 

islands “survived” on the overlayer. The latter effect is observed in the simulation discussed 

below. 

The effect of a solid overlayer on the microstructure modifica-tion is illustrated by a 

simulation performed with  � = 10 ps and Fabs = 1000 J/m2. These irradiation conditions are 

chosen to ensure that the maximum melting depth in this simulation is similar to the one in the 

second simulation with free surface, where a lower absorbed fluence of 900 J/m2 is used. The 

need for the higher fluence was defined by the inhibiting effect the overlayer has on the melting 

process [108] (Section 3.5). For a target with free surface, the tensile stresses associated with the 

unloading wave reduce the crystal stability against melting [11] and assist in the propagation of 
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the melting front at the final stage of the melting process, Figure 74b. The unloading wave is 

significantly reduced in the presence of the overlayer, Figure 74d, and the maximum melting 

depth is approximately the same in the two simulations. Despite the similarity of the melting 

curves in Figure 74b and Figure 74d, the solidification process proceeds very differently in the 

two simulations. In the case of the free surface, a single solidification front propagates from the 

solid part of the target and sweeps the entire melted region, as can be seen from Figure 73b and 

Figure 75b. In the simulation with the solid overlayer, however, the solidification also proceeds 

from several areas adjacent to the overlayer, and the growing crystalline islands merge into the 

second solidification front that meets the one advancing from the bulk of the target at a depth of 

about 25 nm below the interface, Figure 73d and Figure 75d. 

The reason for the appearance of the second solidification front in this simulation is 

apparent from the inspection of a snapshot of an atomic configuration shown in Figure 77b for a 

time of 300 ps. The stabilizing effect of the overlayer makes it possible for several small islands 

of the original crystal to survive the thermal spike induced by the laser irradiation. These islands 

start growing immediately after the temperature of the molten Ag drops below Tm, without the 

need for any undercooling. As illustrated in Figure 76c, the final microstructure of the 

resolidified layer consists of nanograins with sizes in the range of 20–30 nm. The nanograins are 

slightly misoriented with respect to each other and the bulk of the target. The interfacial islands 

from which the nanograins grow largely retain the “memory” of the original crystallographic 

orientation of the tar-get and, similarly to the crystalline islands generated at the melting front 

(Figure 77a), are slightly misoriented due to the random statistical fluctuations during the 

melting and resolidification process. 

The temperature distributions shown in Figure 78 for a time of 100 ps further illustrate 

the reason for the survival of the crystalline islands near the overlayer. While cooling due to the 

heat transfer to the cold overlayer only affects an about 10-nm-thick layer of the metal target, 

Figure 78b, it is sufficient to prevent the complete melting of the layer. In the absence of the 

overlayer, Figure 78a, the temperature of the surface is the highest at the surface, as expected. 

The electron temperature shown in Figure 78 by blue lines deviates from the vibrational 

temperature (also called “lattice” temperature in TTM) due to the relatively weak electron-

phonon coupling in Ag [101]. In particular, the temperature drop by ~0.3Tm within 5-10 nm from 

the Ag-silica interface is mainly defined by the phonon thermal conductivity. The spatial scale of 



 
 

177 
 

a region affected by the phononic heat transfer can be estimated as ü@R¶·9@R¸¹, where 9@R is 

the phonon thermal conductivity and ¹ is the electron-phonon coupling factor. Within this 

region, the heat transfer by the phonon thermal conductivity is counterbalancing the energy 

transfer due to the electron-phonon coupling, thus creating a quasi-steady-state gap between the 

electron and phonon temperatures. The temperature gap and the spatial scale of the phononically-

cooled region are particularly large for metals with weak electron-phonon coupling. Note that a 

similar state of quasi-steady electron-phonon nonequilibrium can also be created at a rapidly 

advancing melting [184] or solidification [215] front, where the release or absorption of the 

latent heat of melting can produce a local temperature drop or spike that cannot be eliminated by 

the energy transfer from electrons due to the finite time of electron-phonon equilibration. 

 
Figure 78. The temperature distributions with depth at 100 ps after irradiation of a Ag target with free 
surface (a) and surface covered by a silica overlayer (b). The lattice and electron temperatures are shown 
by red lines/circles and blue lines/diamonds, respectively. The targets are irradiated by 10 ps pulses at 
absorbed fluences of 900 J/m2 in (a) and 1000 J/m2 in (d). The sharp temperature drop near the interface 
in (b) demonstrates the effect of the heat diffusion into the overlayer. Adapted from Ref. [319]. 

Finally, we would like to note that, although the temperature of the melted Ag stayed 

above the critical undercooling of 0.69 Tm required for the onset of massive homogeneous 

nucleation of new crystallites during the resolidification process, this does not mean that the 

homogeneous nucleation is not possible in short pulse laser processing of metal targets covered 

by a solid overlayer. On the contrary, when slightly higher laser fluence is applied in smaller-

scale simulations performed with the solid overlayer, the top part of the target is completely 
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melted, the second solidification front is not created, and the region of the target adjacent to the 

over-layer is readily undercooled down to the temperature required for the rapid homogeneous 

nucleation of new crystallites. Moreover, the cooling due to the heat conduction to the overlayer 

and the reduced free energy barrier for heterogeneous nucleation of new crystallites at the metal-

overlayer interface are the factors facilitating the nanocrystallization in the presence of the 

overlayer. The final microstructure in this case is expected to be similar to that observed in the 

simulation with a water overlayer, Figure 76b, i.e., instead of slightly misoriented grains, a layer 

of randomly oriented grains is likely to be formed. 

Summary  

The mechanisms responsible for modification of subsurface microstructure in short pulse 

laser processing of metal targets in vacuum, in liquid environment, and under spatial 

confinement by a solid overlayer are investigated in large-scale atomistic simulations. The 

simulations are performed in the regime of melting and resolidification, below the thresholds for 

laser spallation or ablation. 

For single crystal (001) Ag targets with free surfaces, the formation of a nanocrystalline 

region with random crystallographic orientation of nanograins is only observed under irradiation 

conditions leading to the generation of sub-surface voids in the transiently melted surface region 

of the target. The presence of voids slows down the propagation of the epitaxial resolidification 

front and creates the conditions for reaching the critical level of undercooling required for the 

onset of a massive homogeneous nanocrystallization. The generation of sub-surface voids can be 

avoided by reducing the laser fluence or increasing the laser pulse duration. When no voids are 

generated, however, the resolidification proceeds through the solidification front propagation 

from the bulk of the target, and the maximum undercooling of the melted surface is not sufficient 

for the activation of homogeneous surface nanocrystallization. Due to the rough morphology of 

the liquid-solid interface created by the rapid laser-induced melting, the resolidification in this 

case produces subsurface microstructure featuring grains that are slightly misoriented with 

respect to each other and are separated by low angle grain boundaries or dislocation walls. 

The presence of a liquid or solid overlayer suppresses the generation of strong tensile 

stresses responsible for the formation of sub-surface voids, provides an additional pathway for 

cooling through the heat conduction to the overlayer, and facilitates the formation of 
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nanocrystalline structure in a region of the metal tar-get adjacent to the overlayer. The higher 

acoustic impedance of the solid silica overlayer makes it more efficient, as compared to the water 

environment, in reducing the tensile stresses and extending the range of fluences that do not 

produce sub-surface voids or spallation. It is also found that the stabilizing effect of the solid 

overlayer may result in an incomplete melting of metal in the vicinity of the overlayer. In this 

case, the growth of the surviving crystallites from the metal-overlayer interface prevents the 

homogeneous nucleation of randomly-oriented crystallites and results in the formation of a 

nanocrystalline interfacial region with small grain misorientation. In all simulations, the 

nanocrystalline layers generated by laser processing of single-crystal Ag targets are characterized 

by a high density of stacking faults, twin boundaries, and point defects produced in the course of 

the rapid resolidification. The strong effect of the solid and liquid overlayers on laser-generated 

subsurface microstructure suggests a potential use of the overlayers in laser processing aimed at 

inducing surface nanocrystallization and achieving desired optical and mechanical properties of 

the surface. 

The general conclusions derived in this study from the simulations of laser interactions 

with Ag targets are also applicable to other metals and alloys, although quantitative aspects may 

be sensitive to specific properties of target materials. In particular, while the presence of liquid or 

solid overlayers can be expected to facilitate the formation of nanocrystalline surface structure in 

short pulse laser processing of various systems, the conclusion that nanocrystallization is not 

possible for targets with free surfaces without the formation of sub-surface voids is specific to 

the (001) Ag target and may not hold for a different material system or even different 

crystallographic surface orientations of the same target. 

Finally, we note that the nanocrystalline surface structures generated by short pulse 

melting and resolidification of one-component metal targets will have limited thermal stability 

and are likely to undergo grain coarsening beyond the timescale of simulations. In order to 

mitigate the grain coarsening and stabilize the nanocrystalline surface structures, the addition of 

appropriate alloying elements (solute) [343-345] during the laser synthesis can be a viable 

strategy from kinetic and thermodynamic perspectives. The solute atoms can preferably 

segregate to grain boundaries, thus reducing the free energy of nanocrystalline structures [346-

348] and acting as obstacles for grain boundary migration [349,350].  
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Abstract: The process of laser-induced removal of material from an irradiated target, 

commonly called laser ablation, is at the core of many practical laser-enabled applications, 

including high-precision cutting and drilling, surface nanostructuring, pulsed laser deposition of 

films and coatings, and generation of nanoparticles with narrow size distributions and well 

controlled compositions. In particular, a complex multiscale surface morphology created in short 

pulse laser processing is demonstrated to turn the surface wetting properties from 

superhydrophilic [40] to superhydrophobic [41] (and even superwicking, making water and other 

liquids to move uphill, against the gravity forces [42]), to fabricate black (strongly enhanced 

broadband absorption) or colored (wavelength-selective reflection) metals [44], and to enhance 

of photoelectron and thermal emission from surfaces nanostructured by femtosecond laser 

irradiation [45]. 

The ultrafast laser energy deposition in short pulse laser processing can result in a rapid 

melting and resolidification of a surface region of the irradiated target, as well as the generation 

of high transient thermal stresses. The stresses relax by driving expansion of the material toward 

the free surface and create an unloading tensile wave, which propagating through the melted 

surface region results in the nucleation, growth, and coalescence of multiple voids, and 

eventually leads to the so-called photomechanical spallation, i.e., complete separation and 

ejection of a molten layer. Numerous liquid bridges created on the surface during this process 

can be frozen by rapid resolidification and produce complex surface morphology. 

Further increase in the laser fluence above the spallation threshold results in the 

separation and ejection of thinner layers and/or multiple droplets from the target, and, at a 

sufficiently high laser fluence, induces a transition to a different ablation regime commonly 

referred to as “phase explosion” or “explosive boiling.” In this regime, the melted surface region 

of the irradiated target is overheated above the limit of thermodynamic stability of the liquid 

phase [18-20], leading to a rapid decomposition of the overheated melted material into a mixture 

of vapor and liquid droplets. An explosive release of vapor, rather than the relaxation of 

photomechanical stresses, provides the main driving force for the collective ejection of the 

overheated surface region of the target in the regime of phase explosion. 
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This section discusses two topics: fundamentals of photomechanical spallation and 

mechanism of generation of Laser-Induced Periodic Surface Structure (LIPSS) in the phase 

explosion regime. Consideration of spatial and temporal evolution of the free energy barrier for 

cavitation in starched liquid has allowed to define the region affected by nucleation and growth 

of voids. The developed criterion is verified against several large-scale simulations to provide an 

adequate description of the onset of cavitation in both the spallation and phase explosion 

regimes. In the second part, a large-scale simulation of LIPSS formation has revealed an 

interplay of material removal and redistribution in the course of spatially modulated ablation 

leading to generation of a Á100-nm-tall frozen surface protrusion, which is shown to be in a 

good quantitative agreement with the surface morphology observed in experimental study by our 

collaborator. In addition, the atomistic picture of the final configuration has allowed to look in 

details into microstructure of the surface region.  
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Abstract: The thermodynamic conditions defining the spatial extent of a subsurface 

region affected by the nucleation and growth of voids in photomechanical spallation of metals is 

investigated theoretically and in atomistic simulations. A theoretical analysis of cavitation in a 

surface region of a target melted by laser irradiation suggests a functional form for the 

temperature dependence of the cavitation threshold. A series of small-scale molecular dynamics 

simulations performed for Al, Ag, Cr, and Ni has revealed the minimum value of the free energy 

barrier that results in the onset of cavitation on the timescale of 10s of ps, which is a typical 

duration of transient tensile stresses produced by the unloading wave generated in the spallation 

regime. The predictive ability of the theoretical description is verified in a large-scale simulation 

of photomechanical spallation of a Ni target. The temporal and spatial evolution of the free 

energy barrier for the onset of cavitation under conditions of short pulse laser processing is 

shown to univocally describe the region where the nucleation of voids takes place. 

Introduction 

Short (femtosecond and picosecond) pulse laser processing and ablation of metal targets 

is widely used in modern applications ranging from high precision cutting and drilling [1,173] to 

surface nanostructuring [25,351,352] and generation of nanoparticles with narrow size 

distribution and well-controlled compositions [353-355]. In particular, highly non-equilibrium 
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conditions created by laser irradiation are capable of generation of complex multiscale surface 

morphology [24-26,352], unusual metastable phases [21,317,356], and microstructure 

[17,32,319] that cannot be produced by any other means. The surface modification by short laser 

pulses is often defined by processes induced by dynamic relaxation of laser-induced compressive 

stresses. The laser-generated stresses are particularly high in the regime of stress confinement 

[27,28,134], when the time of the laser heating is shorter than the time required for the 

mechanical relaxation (expansion) of the heated volume. The relaxation of the laser-induced 

compressive stresses near the free surface of an irradiated target results in the generation of an 

unloading tensile component of the stress wave propagating into the bulk of the target. The 

tensile stresses can cause nucleation of voids in the molten surface region of the target. The voids 

can subsequently collapse, be trapped by the resolidification process leading to surface swelling 

[17,135,357], or grow and coalesce leading to photomechanical spallation, i.e., complete 

separation and removal of the liquid layer [27,28,134]. Although these processes have been 

extensively studied in large-scale atomistic simulations [17,28,31,39,102,104,134,138,358-360], 

realistic description of the spallation process in continuum-level models remains challenging and 

requires special consideration. The onset of sub-surface cavitation in one-dimensional (1D) 

hydrodynamics simulations of laser spallation has been treated using the classical nucleation 

theory [361], as well as with Grady’s criterion [362] for spallation threshold based on the energy 

cost of void growth during the time of tensile loading [357]. The 1D nature of the models, 

however, makes it difficult to provide an adequate description of the initial stage of void 

nucleation and growth. 

Theoretical analysis based on the classical nucleation theory and atomistic modeling have 

provided important insights into conditions leading to the onset of the cavitation in an 

overstretched liquid and enabled estimations of the cavitation threshold and void nucleation rate 

[363-370]. Most of the atomistic simulations, however, are performed for systems described by 

Lennard-Jones interatomic potential, which is unable to accurately describe the behavior and 

properties of molten metals. Moreover, the temperature dependence of the cavitation threshold is 

neglected in most these studies, which are performed under conditions of constant temperature 

and constant total volume. Meanwhile, short pulse laser irradiation produces strong temperature 

and pressure gradients and rapidly changing thermo-mechanical conditions in the surface region 

of the irradiated target [39], which cannot be approximated without considering the temperature 
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dependence of the cavitation threshold. In this letter, we suggest a criterion for the onset of 

cavitation in a molten metal that accounts for the temperature dependence of relevant 

thermodynamic parameters.  The criterion is suitable for predicting the location and size of the 

subsurface region affected by laser-induced cavitation and the amount of spalled material. The 

analytical description is parametrized based on the results of atomistic simulations and verified 

against the predictions of a large-scale molecular dynamics (MD) simulation of laser spallation.  

Theoretical derivation of cavitation threshold 

The free energy change due to appearance of a cavity of radius R in a system under 

tension can be expressed as ¼¿ ± 8 â �., where  and � are the pressure in the system and 

the surface tension of liquid-vapor interface, 8 ± ñ��^' and . ± ñ�Ä are the volume and 

surface area of the cavity, respectively. Since the magnitude of pressure variations in a target 

irradiated under conditions of stress confinement is usually much larger than the saturated vapor 

pressure, _, in a wide range of temperatures above the melting point of a target material, the 

contribution of the vapor pressure is neglected here to simplify the analysis. Thus, we consider 

the regime of photomechanical spallation, when the dominant driving force responsible for the 

appearance of the voids or cavities is the dynamic relaxation of the laser-induced stresses (see 

Ref. [28] for the discussion of the terminology used for the description of this process). As the 

temperature approaches the critical point, however,  µ _  should be used in the free energy 

equation instead of , and the release of the vapor phase can drive the massive nucleation and 

growth of the vapor bubbles even in the absence of any negative/tensile pressure.  The conditions 

when the release of the vapor phase starts to make dominant contribution to the material 

decomposition and ejection correspond to the transition from spallation to phase explosion or 

explosive boiling.  

For a spherical cavity generated in the regime of photomechanical spallation, the critical 

radius and free energy barrier for the onset of the cavitation can be obtained from a condition of 

$Á¼¿Ç $�( ðA� ± ?, yielding �- ± µ�� (  and ¿Û ± ¼¿æ�-è ± ��ñ�� 'Ä( [363-370]. For a 

system under tension (P < 0), the rate of void nucleation can then be written as � ±
�Û½ÿ��æµ��ñ�� 'Äñ<ò( è, where ñ< and ò are Boltzmann constant and temperature. The 

prefactor �Û is a expressed in units of nuclei per second per cubic meter, and can be estimated as 

�Û À ñ<ò^�8& [367], where 8& is the atomic volume, and � is Planck’s constant. 
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For a typical metal, �Û is on the order �?�Ä [s-1m-3], and a more accurate consideration of 

the prefactor accounting for the number of surface atoms in the critical nucleus [367] increases 

�Û up to �?�� µ �?�� [s-1m-3]. According to a large-scale atomistic simulations of laser-induced 

spallation of Ag and Al targets [17,39], the propagation of the unloading tensile wave through a 

molten parts of the targets generates approximately 100 voids within a volume of about 100 × 

100 × 50 nm3 during 20 ps, which suggests a nucleation rate of �¾�?�� [s-1m-3]. To match this 

rate, the nucleation free energy barrier should reach the value of ¿Û°,¾�' ñ<ò, which gives the 

criterion for evaluation of the temperature dependence of the threshold tensile pressure for the 

onset of cavitation in short pulse laser spallation: 

°,Ä ± ~�ÁòÇ�^ñ<ò          (4.1), 

where ~ À ?�_ is estimated based on the nucleation rate in the photomechanical spallation 

regime observed in the atomistic simulations. The temperature dependence of surface tension of 

a liquid-vapor interface can be approximated as: 

�æòè ± �Ûæ�µ ò ò-( è�         (4.2), 

where �Û is a material dependent parameter, ò- is the critical temperature, and É can be 

approximated as 1.26 based on the value of surface tension critical exponent obtained using the 

renormalization group technique [371]. The experimental values of the surface tension at the 

melting point and the corresponding temperature slops are available for a wide range of materials 

[372,373]. In the following analysis, the values of ò-, �Û, and É are directly calculated in 

atomistic MD simulations performed with Embedded Atom Method (EAM) potential 

parametrized for Al [130], Ni [130], Ag [291], and Cr [81] using the test area method [162] and 

are summarized in Table 10. The corresponding temperature dependencies of surface tension are 

plotted in Figure 79. It should be noted that the obtained values of É are lower than the 

theoretical prediction and depend on the interatomic potential, which can be attributed to the fact 

that the dependence given by Eq. 4.2 is derived for temperatures in the vicinity of the critical 

point [371], whereas the data provided in Figure 79 is fitted for a broader temperature range.  
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Figure 79. Temperature dependence of 
surface tension calculated for Al, Ni, Ag, 
and Cr in a series of MD simulations (red 
symbols), and fitted to Eq. 4.2 (solid lines). 
The parameters of Eq. 4.2 obtained by the 
fitting are provided in Table 10. The error 
bars show standard deviation of the mean 
and are comparable with the size of the 
symbols. The values of equilibrium 
melting temperature calculated for the 
model materials described by EAM 
potentials are marked by vertical dashed 
lines. 

Table 10. Parameters of Eq. 4.2 calculated for Al, Ni, Ag, and Cr described by EAM potentials. 

 Tc [K] a0 [J/m2] 3 
Al 5800 0.910 1.07 
Ni 9170 1.61 1.11 
Ag 3380 0.573 1.19 
Cr 6140 1.41 1.24 

Cavitation threshold in MD 

The analytically derived criterion for the onset of cavitation, Eq. 4.1, is tested in a series 

of small-scale atomistic simulations performed for several cubic systems consisting of 4000 

atoms and described by different interatomic potentials. In each simulation, the tensile pressure 

is kept at a constant level and the temperature is gradually increased with a heating rate of 1 

K/ps. The onset of cavitation is identified by a rapid increase of the system volume. Figure 80 

illustrates the dependence of the cavitation threshold on temperature for Al, Ni, Ag, and Cr 

described by EAM potentials. The functional dependence given by Eq. 4.1 is able to describe the 

simulation results quite well with the proportionality coefficients ¿ equal to 0.61, 0.66, 0.85, and 

1.00 for Al, Ni, Ag, and Cr, respectively, which is close to the value of 0.7 obtained based on the 

theoretical consideration and the number of voids generated in large-scale atomistic simulations 

of spallation. The corresponding minimum free energy barriers for the onset of cavitation are 

27.7, 25.5, 19.7, and 16.8 kBT, for Al, Ni, Ag, and Cr model systems, respectively. These values 

of the free energy barrier are distributed around the value of 23 kBT obtained through the order of 
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magnitude estimation discussed above, and the deviation from the estimated value does not 

exceed 20% for all considered materials. The nonsphericity of voids was checked in an attempt 

to explain the variability of ¿. Analysis of the results of a series of atomistic simulations has 

suggested that the surface area of voids exceeds the area of the corresponding spherical voids by 

1.47, 1.70, 1.85, and 2.50 times for Al, Ag, Cr, and Ni, respectively. These values do not show 

direct correlation with the material dependence of the coefficient ¿, thus suggesting that this 

dependence cannot be explained by the difference in shapes of the voids alone. 

 

Figure 80. Temperature and pressure 
dependence of the cavitation threshold 
predicted for Al, Ni, Ag, and Cr in a 
series of MD simulations and fitted to an 
analytical function, Eq. 4.1, also provided 
in the plot. 

Photomechanical spallation 

To verify the applicability of the theoretical analysis discussed above, we perform a 

large-scale atomistic simulation of laser spallation of Ni target. The simulation is performed with 

a model combining the classical MD method with the two temperature model (TTM) [39,102]. 

This hybrid TTM-MD model is capable of describing the absorption of laser energy by 

conduction band electrons, electron-phonon equilibration, rapid non-equilibrium melting, 

cavitation in liquid, and spallation. The computational setup and parameters of the model are 

similar to those used in the simulations of laser-induced melting and resolidification reported in 

Ref. [32] and Section 2.1.1. Briefly, the atomistic part of the TTM-MD model consists of 162 

million atoms and represents the top 150 nm surface region of the target. In the lateral directions, 

parallel to the surface of the target, the dimensions of the computational systems are about 100 
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nm × 100 nm, and the periodic boundary conditions are applied. In the continuum part of the 

model, beyond the surface region represented with atomic resolution, conventional TTM 

equations [9], accounting for the electronic heat conduction and the energy exchange between 

the electrons and the lattice, are solved down to 2.5 Îm to ensure negligible temperature changes 

at the bottom of the computational domain during the time of the simulations. At the bottom of 

the atomistic part of the model, a pressure-transmitting, heat-conducting boundary condition is 

applied to ensure nonreflecting propagation of the laser-induced stress wave and heat transfer 

from the atomistic part of the computational system into the bulk of the target. The interatomic 

interactions between Ni atoms in the atomistic part of the model are described by the EAM 

potential [130]. The Ni target is irradiated by a 50 fs laser pulse at 1500 J/m2, which is above the 

threshold for photomechanical spallation. 

The temporal evolution of temperature and pressure in the irradiated target is illustrated 

in Figure 81a and Figure 81b. The fast laser energy deposition results in the generation of a 

strong pressure wave propagating from the surface to the bulk of the target, Figure 81b. When 

the tensile component of the pressure wave passes through the molten part of the target, the free 

energy barrier for cavitation drops down to a minimum value of ¾��` ñ<ò (Figure 81d), which 

is below the cavitation threshold value of �@�@ ñ<ò identified in a series of small scale 

simulations for Ni under well-controlled pressure and temperature conditions. This drop is 

sufficient to induce nucleation of multiple voids in the subsurface region of the target, at depth 

between 15 and 35 nm below the initial surface (see density contour plot in Figure 3c and an 

atomic snapshot shown for a time of 100 ps in Figure 81e). Both the time of the void nucleation 

and the spatial extent of the cavitation region are in a good quantitative agreement with the 

prediction of the theoretical model. In particular, the region where the voids nucleate is the one 

where the temperature dependent threshold tensile pressure is exceeded and the free energy 

barrier for the cavitation drops below the threshold value (outlined by the purple dashed line in 

Figure 81a-c). 
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Figure 81. (a-d) Contour plots of temporal and spatial evolution of temperature (a), pressure (b), density 
(c), and free energy barrier for the onset of cavitation (d) in a bulk Ni target irradiated by a 50 fs laser 
pulse at an absorbed laser fluence of 1500 J/m2, which is just above the spallation threshold. The black 
lines show the location of the solid-liquid interface. Purple dashed lines outline the region with free 
energy barrier below 25.5 kBT, where nucleation of voids is predicted theoretically and observed in the 
simulation. The region of void growth is outlined by black dashed lines in (c). (e) The spatial profile of 
lattice temperature (red), pressure (blue), and the free energy barrier (green) at the moment when the 
barrier reaches its minimum level. The scale of the free energy is from 20 to 50 kBT, and a part of the 
curve for the free energy barrier below the threshold of 25.5 kBT is shown by a thicker line. (f) An atomic 
configuration at a time of 100 ps, when the cavitation voids are clearly seen. The atoms are colored based 
on their potential energy, with blue color corresponding to solid, atoms colored light blue to green are in 
the liquid phase, and atoms colored orange and red are on the free surfaces. 

Following the nucleation, the voids grow, coalesce, and eventually percolate, leading to 

the separation/spallation of the top liquid layer from the bulk of the target. It is interesting to note 

that the depth where the free energy barrier reaches its minimum value, Figure 81d, and the voids 

nucleate, Figure 81c, does not coincide with the depth of the maximum tensile stresses are 

generated, Figure 81b,e. In fact, the depth where the maximum tensile stresses are observed is 

below the region where the theoretical cavitation threshold is reached, and no void formation is 

observed at this depth. While the tensile stresses are increasing with depth and reach their 

maximum value close to the liquid-solid interface, the temperature decreases with the depth, 
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leading to an increased ability of the material to support transient tensile stresses. The theoretical 

equation, Eq. 4.1, accounts for the interplay of these two factors and predicts the onset of the 

cavitation at an intermediate depth, where the free energy barrier reaches the sufficiently low 

values. This observation is consistent with the results of earlier MD simulations of 

photomechanical spallation of molecular targets [134,374], Ni [28,104], Cr [314,360], Al [39], 

and Ag [17,31]. 

 

Figure 82. (a) Contour plot of temporal and spatial 
evolution of free energy barrier for the onset of 
cavitation in an Al target irradiated by a 100 fs 
laser pulse at an absorbed laser fluence of 2000 
J/m2, which corresponds to phase explosion regime. 
The black line shows the location of the solid-
liquid interface. Purple dashed line outlines the 
region with free energy barrier below 27.7 kBT, 
where nucleation of voids is predicted theoretically 
and observed in the simulation. The region of void 
growth is outlined by black dashed line. (b) Atomic 
snapshots demonstrating nucleation and growth of 
voids. The atoms are colored based on their 
potential energy, with blue color corresponding to 
solid and liquid, and green to vapor. Figure 82b is 
adapted from Ref. [39]. 
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Note that the simple criterion defining the size of the cavitation region in laser spallation 

can also be used for evaluation of the maximum depth affected by cavitation at higher fluences, 

in the regime where the top layer of the target undergoes an explosive decomposition into vapor 

and small liquid droplets. While the magnitude of the tensile component of the laser-induced 

stress wave is reduced in this case by superposition with the compressive pressure wave 

generated by the phase explosion and ejection of material from the top layer [39,134], the tensile 

wave can still induce cavitation in a broad subsurface region. To illustrate the applicability of the 

cavitation criterion to this regime, we consider the results of an atomistic simulation reported in 

Ref. [39] for Al target irradiated by 100 fs laser pulse at 2000 J/m2, above the threshold for the 

phase explosion. The evolution of free energy barrier for the onset of cavitation and the 

propagation of the melting front in this simulation can be seen from Figure 82a. Following the 

laser excitation, the surface part of the target is rapidly heated and melted down to a depth of 

~200 nm. Propagation of a tensile wave through the molten material creates conditions for void 

nucleation in a region extended down to a depth of ~110 nm. The appearance of voids is 

confirmed by visual analysis of a sequence of atomistic snapshots adapted from Ref. [39] and 

provided in Figure 82b. In the snapshot shown for 50 ps, the voids are visible down to the depth 

of ~70 nm and are just starting to emerge in the underlying ~40 nm thick layer. This observation 

is consistent with application of the theoretical criterion for the onset of cavitation shown by the 

dashed line in Figure 82a. During the following evolution, the voids grow and coalesce, leading 

to a gradual decomposition of the foamy liquid structure into individual liquid droplets. The 

proposed cavitation criterion depends of the temperature dependence of the surface tension rather 

than on the material, therefore it is applicable not only for pure metals but also for alloys. 

Summary 

In summary, a criterion for the onset of cavitation in a molten metal is revisited, and a 

theoretical description of spallation is developed in terms of free energy barrier and void 

nucleation rate. The comparison of the number of voids generated in large scale atomistic 

simulations of short pulse laser ablation and the analytically evaluated nucleation rate has 

enabled formulation of the temperature-pressure conditions in a region of an irradiated target 

affected by the cavitation, °,Ä ± ~�ÁòÇ�^ñ<ò. The analytical description is parametrized based 

on the results of atomistic simulations performed for Ni, Cr, Al, and Ag, and is shown to be 

applicable for a wide range of temperature and pressure conditions. While the value of parameter 
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~ exhibits some material dependence, its variation is found to be less than 20% for all considered 

metals, and the value of 0.7 obtained analytically can be used for a reasonably accurate 

estimation of the spatial extent of the cavitation region. The results of large-scale atomistic 

simulations demonstrate the ability of the theoretical treatment to provide an adequate 

description of the onset of cavitation in both the spallation and phase explosion regimes. The 

cavitation criterion can be used to predict the onset of spallation in continuum-level models of 

laser-materials interaction. 
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Abstract: One of the remarkable capabilities of ultrashort polarized laser pulses is the 

generation of laser-induced periodic surface structures (LIPSS). The origin of this phenomenon 

is largely attributed to the interference of the incident laser wave and surface electromagnetic 

wave that creates a periodic absorption pattern. Although, commonly, LIPSS are produced by 

repetitive irradiation of the same area by multiple laser pulses in the regime of surface melting 

and resolidification, recent reports demonstrate the formation of LIPSS in the single-pulse 

irradiation regime at laser fluences well above the ablation threshold. In this section, we report 

results of a large-scale molecular dynamics simulation aimed at providing insights into the 

mechanisms of single-pulse ablative LIPSS formation. The simulation performed for a Cr target 

reveals an interplay of material removal and redistribution in the course of spatially modulated 

ablation, leading to the transient formation of an elongated liquid wall extending up to Á600 nm 

above the surface of the target at the locations of the minima of the laser energy deposition. The 

upper part of the liquid wall disintegrates into droplets while the base of the wall solidifies on the 

time scale of Á2 ns, producing a Á100-nm-tall frozen surface feature extending above the level 

of the initial surface of the target. The properties of the surface region of the target are modified 

by the presence of high densities of dislocations and vacancies generated due to the rapid and 

highly nonequilibrium nature of the melting and resolidification processes. The insights into the 

LIPSS formation mechanisms may help in designing approaches for increasing the processing 

speed and improving the quality of the laser-patterned periodic surface structures. 

                                                 
4 Results of this work are reported in Ref. [149]. 
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Introduction 

One of the remarkable capabilities of ultrashort (femto- and picosecond) polarized laser 

pulses is imprinting of light polarization direction on a material surface in the form of laser-

induced periodic surface structures known as LIPSS (see Refs. [375-377] and references therein). 

These structures are already used and have a potential to be applied in various fields, including 

control over surface wettability [378,379], enhancing light absorption [379], improving adhesive 

[380] and tribological [381] properties of surfaces, surface marking [382], controlled growth and 

migration of cells [383], etc. The origin of the universal phenomenon of LIPSS formation, 

observed on metals, semiconductors, dielectrics, and polymers irradiated at a broad range of laser 

wavelengths and pulse durations, is largely attributed to the interference of the incident laser 

wave and a surface scattered electromagnetic wave, thus creating a periodic pattern of the 

absorbed laser energy along the irradiated surface, as established by Sipe et al. for metals [203] 

and generalized to other materials by Bonse et al. [384]. The spatial period of this interference 

pattern defines the period of the produced surface structures, which for a free surface is 

approximately equal to the laser wavelength. A periodic (modulated) absorption of laser energy 

by electrons during the laser pulse is only the first stage of the LIPSS formation. This stage 

results in a modulation of the lattice temperature along the surface, which has been shown to 

preserve up to tens of picoseconds even on surfaces of metals with high thermal conductivity 

[385]. While such time scale is sufficient for triggering the material melting and ablation [104], 

the longer-term post-irradiation processes leading to the material redistribution and/or removal 

within/from the surface layer of the target must play a paramount role in the final imprinting of 

the LIPSS on the surface. 

Usually, LIPSS imprinting on material surfaces is performed by laser pulses with 

relatively low laser fluences, near or only slightly above the ablation threshold 

[375,376,382,384,386]. This requires dozens or even hundreds of laser pulses coupled to the 

same irradiation spot on the surface to produce the periodic surface relief. It was believed that an 

increase of the laser fluence well above the ablation threshold would result in disordering or even 

complete erasure of the periodic structures by the recoil pressure of the ablation plume. It was 

recently shown, however, that a well-pronounced LIPSS pattern can be imprinted with a single 

or very few laser pulses coupled to the same irradiated area at fluences well above the ablation 

threshold [387-389]. In particular, in Ref. [389] the high-quality LIPSS were generated on a 
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silicon surface by fast laser scanning with overlap of only 2–3 pulses per irradiation spot. The 

mechanisms of LIPSS formation in the regimes of developed ablation are not established yet. It 

was speculated [389] that periodic ablation, which replicates the laser energy absorption pattern, 

and material relocation due to recoil pressure of the ablation products could cause the periodic 

surface rippling. In this section, we report the results of a large-scale molecular dynamics 

simulation that suggest an alternative mechanism of the single-pulse ablative LIPSS formation, 

where the material redistribution in the lower part of the ablation plume plays an essential role in 

the formation of frozen surface protrusions in the regions of reduced laser energy deposition. 

Detailed structural analysis of the frozen protrusions reveals a high concentration of crystal 

defects that are likely to have important implications on the mechanical and chemical properties 

of the nanostructured surfaces. 

Computational setup 

The simulation reported in this section is performed with a hybrid computational model 

combining a continuum level description of laser excitation of conduction band electrons and 

following electron-phonon equilibration based on two temperature model (TTM) [9] with a 

classical molecular dynamics (MD) representation of the nonequilibrium dynamics of laser-

induced phase transformations and material decomposition. A complete description of the 

computational model is provided in Section 2.1.1 and elsewhere [39,102]. Below we only 

delineate parameters of the computational setup specific for the simulation reported in this 

section. 

A schematic representation of the computational system is illustrated in Figure 83. The 

initial dimensions of the TTM-MD domain are 260 nm × 43 nm × 87 nm, which corresponds to 

81 million atoms. The length of the system corresponds to the laser wavelength and is taken to be 

equal to the 4-th harmonic of the wavelength typically used in experiments since the 

computational cost of the atomistic simulation is high. The interatomic interactions are described 

by the embedded atom method (EAM) potential parametrized for Cr [81]. The potential provides 

a relatively accurate and computationally inexpensive description of Cr experimental properties, 

including lattice parameter, cohesive energy, elastic constants and their temperature dependence, 

melting temperature, and vacancy formation energy. The electronic heat transfer in the deeper 

part of the target, where no structural changes take place in response to the laser irradiation, is 
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described by the conventional TTM. The depth covered by the TTM is chosen to be 1 3m to 

ensure a negligible temperature change at the bottom of the computational system by the end of 

the simulation. Periodic boundary conditions are applied along x and y directions (parallel to the 

irradiated (001) surface of the target), a free boundary is used at the top surface of the target, and 

a novel Langevin Non-Reflecting Boundary (LNRB) condition, developed in this study and 

described in Section 2.3.1, is imposed at the bottom of the TTM-MD part. The LNRB condition 

ensures nonreflecting propagation of laser-induced non-planar pressure wave into the bulk of the 

target, mimicking the elastic response of an infinitely thick target. This approach is suitable for 

simulation of experimental conditions where the reflection of the pressure waves from the back 

surface of the irradiated target does not have any significant effect on processes occurring in the 

vicinity of the irradiated surface. After 250 ps, the dynamic relaxation of laser-induced stresses 

in the TTM-MD part of the system is completed, and the LNRB is replaced with a rigid 

boundary condition. Before laser irradiation, the system is thermalized at 300 K for 50 ps. 

 

Figure 83. Schematic representation of the 
computational setup used in the simulation of 
single-pulse ablative LIPSS formation. A snapshot 
from a simulation taken at 80 ps after the laser 
pulse is used as a background in the representation 
of the atomistic (TTM-MD) part of the model. The 
atoms in the snapshot are colored by their potential 
energies with the color scale explained in the 
caption for Figure 85. The black curve shows 
schematically the modulation of the laser energy 
deposition along the x direction, with the minimum 
at the center of the computational domain. The dark 
gray layer between the TTM-MD and TTM parts of 
the model represents the Langevin nonreflecting 
boundary described in Section 2.3.1. Adapted from 
Ref. [149]. 

The thermophysical properties of Cr entering the TTM equations are as follows. The 

electron heat capacity of Cr is approximated as L#c:#i N Þ:#  with Þ = 194 Jm−3K−2 [141,265]. 



 
 

195 
 

Constant values of the electron-phonon coupling factor, ô = 4.2×1017 Wm−3K−1 [390], and the 

lattice heat capacity in the TTM part of the model, Ïõ = 3.23×106 Jm−3K−1 [242], are assumed in 

the calculations. The temperature dependence of the electron thermal conductivity is 

approximated by the Drude model relationship, ÄìæòìÃ òõè ± 7ÄÏìæòìè Å  ìæòìÃ òõè '( , where 7Ä 
is the mean square velocity of the electrons contributing to the electron heat conductivity, 

approximated in this work as the Fermi velocity squared, 7ÜÄ, and  ìæòìÃ òõè is the total electron 

scattering time. The latter is defined by the electron-electron scattering rate, �  ìÑì( ± .òìÄ, and 

the electron-phonon scattering rate, �  ìÑ�,( ± /òõ, so that �  ì( ± .òìÄ â /òõ . The value of the 

coefficient . = 2.66×106 K−2s−1 is estimated within the free electron model [103]. Similar to Ref. 

[32], the coefficient / is described as a function of the lattice temperature and the phase state of 

the material, so that the experimental temperature dependences of thermal conductivity of Cr 

under conditions of electron-phonon equilibrium [283] are reproduced for both solid and liquid 

states. In particular, this description accounts for the two-fold drop of thermal conductivity as the 

temperature increases from 300 K to the melting point. 

The absorption of laser energy is represented through a source term added to the TTM 

equation for the electron temperature [102]. The source term has a temporal Gaussian profile 

corresponding to 200 fs pulse and accounts for the exponential attenuation of the deposited laser 

energy with depth. The optical absorption depth of Cr is equal to 9.6 nm at a wavelength of 258 

nm [181]. Similar to Ref. [385], the absorbed laser fluence is spatially modulated along the x 

direction to represent the periodic absorption pattern generated by the interference of the incident 

laser wave and surface electromagnetic wave. The period of the sinusoidal modulation is taken to 

be 260 nm, which matches the size of the computational domain in x direction. The maximum 

and minimum of absorbed fluences (at the boundaries and in the middle of the computational 

domain shown in Figure 83, respectively) are 2000 to 3000 J/m2, which corresponds to 20% 

modulation of the laser energy deposition with respect to the average level of 2500 J/m2. Such 

level of modulation of the absorbed laser energy is predicted to result from periodic generation 

of free carriers [391] in silicon, and is also expected for metals exhibiting a pronounced decrease 

of reflectivity with heating of the electron subsystem [392]. 
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Results and discussion 

The mechanisms of the single-pulse LIPSS formation in the regime of laser ablation is 

investigated in a large-scale TTM-MD simulation performed for a Cr target irradiated by a 200 fs 

laser pulse. The irradiation is assumed to produce a spatially modulated energy deposition with 

the average absorbed fluence of 2500 J/m2, which is approximately 70% above the phase 

explosion threshold for Cr target. 

 
Figure 84. The dynamics of material redistribution at the initial stage of the ablation process. Plots are 
colored based on the instantaneous density distribution, and arrows depict the relative magnitude of 
material flow (length/thickness of the arrows are scaled by the product of local density and velocity). Red 
color corresponds to solid, while orange, yellow, and green depict molten material. Adapted from Ref. 
[149]. 

The initial response of the Cr target to the modulated laser energy deposition is illustrated 

in Figure 84, where the evolution of density distribution and material flow are shown for the 

initial 100 ps after the laser pulse. Laser excitation and rapid electron-phonon equilibration lead 

to the heating of the top region of the target and induce an upward material expansion as early as 

5 ps. Since the absorbed laser fluence is lowest in the middle of the computational system and 

highest on the sides, the temperature and pressure gradients have lateral components and drive 

material rearrangement towards the center, as demonstrated by the deviation of the arrows 

showing the material outflow from the vertical direction. Meanwhile, at the bottom part of the 

system, smaller downward-pointing arrows are also inclined toward the center, signifying the 

nonplanar nature of the pressure wave propagating into the bulk of the target and highlighting the 
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need for the modified nonreflecting boundary condition applied at the bottom of the TTM-MD 

domain, Section 2.3.1. The successive density snapshots in Figure 84 illustrate the rapid 

expansion and decomposition of the material overheated above the limit of its thermodynamic 

stability. The higher vapor pressure generated at the periphery of the computational cell (the area 

of the higher energy deposition) drives the vapor and liquid droplets to the central part of the 

system, where a high-density region evolving into a liquid wall is generated. 

The formation of the liquid wall can be clearly seen in the snapshots of atomic 

configurations shown in Figure 85 for a longer time up to 2100 ps. The base of the liquid wall 

emerges from the foamy structure of interconnected liquid regions generated in the lower part of 

the ablation plume, while the upper part forms through the coalescence of small liquid droplets 

pushed toward the center by the lateral component of the vapor pressure gradient. Moving by 

inertia upward, the liquid wall elongates and becomes thinner. The wall reaches its maximum 

length of Á600 nm by Á1300 ps, when it starts to decompose into separate liquid droplets. 

Meanwhile, the rapid electron heat conduction to the bulk of the target undercools the molten 

surface region and causes the upward motion of the solid-liquid interface. The solidification front 

reaches the base of the liquid wall by Á500 ps, and the surface region of the target completely 

solidifies at 2100 ps, shortly after the last group of liquid droplets separates from the wall. As 

can be seen from Figure 85, the solidification of the lower part of the transient liquid wall leads 

to the formation of an elongated protrusion with the height of approximately 100 nm. Note that 

the amount of material removed from the trough area of the modified surface corresponds to the 

ablation depth of Á40 nm, and the frozen protrusion extends above the level of the original 

surface of the target. The latter computational prediction is consistent with experimental 

observations of Refs. [388,392], where the LIPSS pattern generated by single femtosecond pulse 

irradiation of Au has a characteristic shape of frozen wall-like structures similar to the ones in 

Figure 85. The simulation results demonstrate that the height and shape of the protrusion are 

defined by the competition between the disintegration of the liquid wall into droplets and the 

propagation of the solidification front. The latter accelerates with increasing undercooling of the 

crystal-liquid interface, reaches its maximum velocity of Á65 m/s when the temperature of the 

interface drops down to Á0.92 Tm by 300 ps, and stays close to this level until the end of the 

solidification process. 
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Figure 85. A sequence of atomistic snapshots demonstrating formation of a liquid wall in the ablation 
process followed by rapture of the wall and generation of a solidified protrusion. The snapshots show a 
part of the system with z coordinate ranging from -80 nm to 600 nm with respect to the location of the 
original surface marked by the dashed lines. The atoms in the snapshots are colored by their potential 
energy, with color scale ranging from -3.8 eV (blue) to -1.4 eV (red).  With this coloring scheme, dark-
blue regions correspond to the solid phase, light-blue and green represent liquid phase and free surfaces, 
and red atoms belong to the vapor phase. The dashed line outlines the initial position of the surface. 
Adapted from Ref. [149]. 

The computational prediction that the material redistribution in the lower part of the 

ablation plume is largely responsible for the generation of the frozen surface protrusions does not 

support the scenario of the LIPSS formation suggested in Ref. [389], where a combination of 

ablative material removal and redistribution of the molten material driven by the gradient of the 

ablation recoil pressure is suggested to be responsible for the formation of the periodic surface 

relief. The latter mechanism, i.e., the liquid flow along the surface of the target induced by the 

pressure gradient, is indeed observed in the simulation, as evidenced by small arrows in the 

molten (yellow/orange) part of the target in the snapshots shown for 25-100 ps in Figure 84. The 

contribution of this mechanism of material redistribution to the formation of the final frozen 

protrusion, however, is relatively small. To quantify this contribution, we calculated the total 

amount of liquid passed towards the central part of the system through vertical planes located at 
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positions of 80 and 180 nm along the x axis and at any depth larger than 40 nm, i.e., z -40 nm in 

Figure 84. This depth of 40 nm roughly corresponds to the ablation depth in the region of the 

maximum energy deposition. The total amount of the material redistributed through the liquid 

flow generated within the molten surface layer of the target is found to only account for about 

10% of the material in the protrusion (z > -35 nm) after complete solidification of the target. 

Decreasing the cutoff depth in the analysis of the liquid flow to 35 nm (z Æ 35 nm) yields a 

larger contribution of 17% to the protrusion. However, this increase is largely attributed to the 

displacement of liquid droplets partially attached to the surface and moving with a considerable 

speed towards the center of the computational system. 

 
Figure 86. SEM images of Cr (001) surface irradiated at 6000 J/m2 incident laser fluence (a,b), TEM of a 
cross-section demonstrating the shape of the produced surface protrusion (c), and the surface morphology 
predicted in atomistic simulation (d). The experimental portion of the work is done by I. Gnilitskyi. 

In Figure 86, the predicted surface morphology is compared with results of experimental 

study performed by I. Gnilitskyi. The target is irradiated by 200 fs laser pulse with 1030 nm 

wavelength at the 6000 J/m2 incident fluence averaged over the laser spot. With assuming 

constant reflectivity 0.63 [181], the absorbed laser fluence is 2200 J/m2, which is 50% above the 

phase explosion threshold. Laser irradiation produces a sequence of parallel lines with noticeable 
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periodicity. It should be pointed out that the spot is irradiated only by a single laser pulse, and 

spots do not overlap. Therefore, the produced absorption pattern is defined only by pretense of 

initial surface defects and roughness rather than by preexisting periodic motif. Meanwhile, the 

experiment clearly demonstrates of generation of LIPSS like structures in a single pulse 

irradiation regime. According to a TEM image in Figure 86c of a cross-section of surface feature 

depicted in the enlarged view in Figure 86b, the height and thickness of a produced surface 

protrusion in a very good agreement with the surface morphology predicted in the atomistic 

simulation. 

The predicted shape of the frozen protrusion is also similar to the shapes of LIPSS 

generated on Au surface by single femtosecond pulse irradiation [388,392] but is clearly distinct 

from the highly regular LIPSS produced by scanning Si surface by high repetition rate 

femtosecond laser pulses [389], where broad hills separated by narrow troughs are generated. In 

addition to the differences stemming from material-specific response to the laser excitation, the 

larger spatial modulation of the absorbed fluence may cause generation of a thicker liquid wall 

that could exhibit slower decomposition and more substantial flattening of the protrusion prior to 

the solidification. The partial overlap of the laser pulses, leading to the effective irradiation by 

several shots per spot, may also smooth the surface topology via re-melting the walls and 

relocation of the material driven by surface tension. Finally, the nonlinear nature of the laser 

energy absorption, particularly a drop of reflectivity at high electron temperatures, could also 

play a role by further sharpening the contrast between regions of higher and lower energy density 

deposition. As a result, instead of the sinusoidal modulation assumed in the simulation, the 

deposited laser energy may exhibit narrow spikes that could produce deep troughs in the 

resolidified surface. 

It is notable that the patterning associated with the material redistribution toward the 

regions of the minimum laser energy deposition is in contrast with the results of simulations and 

experiments where the protrusions induced by interference of two laser beams at lower fluences 

appear in the regions of the maximum laser energy deposition [393]. The interference technique 

implies much higher modulation amplitude of laser intensity along the material surface than in 

the present study, up to 50%. Although the electronic heat conduction should somewhat smooth 

the temperature profile on the temporal scale of the protrusion formation, in the irradiation 

regime investigated in Ref. [393] the extended regions between the absorption maxima remain 
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solid, thus confining the molten material. As a result, the lower-energy patterning is produced 

through melting and expansion of regions of the maximum energy deposition, where the 

generation of subsurface voids captured by rapid solidification [17] is responsible for surface 

swelling or formation of frozen surface features. In contrast, the material redistribution in the 

ablative surface patterning is driven by the pressure gradients in the initial ablation plume and 

results in a rapid density “inversion” in the ablation plume from the initial maxima above the 

higher energy deposition regions of the target to the material concentration and formation of the 

liquid wall in the regions above the minima of the energy deposition. 

 
Figure 87. Density evolution in the ablation plume generated in a simulation of spatially modulated 
ablation illustrated by Figure 84 and Figure 85. The plume density is expressed in units of number of Cr 
atoms per nm3 and is shown for a region extending from 1 to 3 Çm above the irradiated surface. 

While the density inversion happens within a few tens of picoseconds in the immediate 

vicinity of the surface and may be difficult to see from Figure 84, it is more apparent in the 

higher part of the ablation plume, where the density inversion from the regions above the 

maxima of the energy deposition to the ones above the minima is observed at a longer time scale 

of 400-500 ps. The material redistribution reflected in the modulation of density in the ablation 
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plume is illustrated in Figure 87, where the plume density is shown for a region extending from 1 

to 3 Îm above the irradiated surface. Initially, the plume density is higher in the regions located 

above the maxima of the laser energy deposition, while later the lateral vapor pressure gradient 

drives the material redistribution to the central part of the system, leading to the density inversion 

occurring between 400 and 500 ps. The maximum observed density contrast at a height of 1-1.5 

Îm above the target is approximately half of the maximum value that reaches 0.5% of the 

original density of solid Cr target. As time progresses, the plume becomes uniform and, by the 

time of 1 ns, any lateral density contrast disappears. 

Turning the attention to the internal structure of the frozen surface protrusion and the 

surrounding subsurface region, we note a high density of crystal defects generated in the course 

of laser-induced melting and resolidification. The distribution of crystal defects is visualized in 

three complementary images shown in Figure 88. The dislocation configurations can be seen in 

Figure 88a, where the atoms with elevated potential energy are shown, and the chains of such 

atoms correspond to dislocation cores. The dislocation types are identified with the dislocation 

extraction algorithm described in Ref. [180] and are shown in Figure 88b. Analysis of the 

dynamics of the dislocation generation reveals that they are not produced during the initial 

dynamic relaxation of laser-induced stresses, when the stresses partially relax due to the transient 

appearance of a high density of stacking faults along the ���?� planes [81]. The stacking faults 

are unstable and quickly disappear when the tensile stress wave leaves the surface region. The 

emission of the dislocations is then initiated at approximately 500 ps, when the solidification 

front reaches the base of the liquid wall, and the resolidified material gets an opportunity to 

expand laterally and generate shear stresses sufficiently strong for the emission of dislocations. 

The majority of dislocations have a Burgers vector � �Ù���Û( , although several segments of 

Ù���Û dislocations, produced by dislocation reactions, are also observed. The average density of 

dislocations in the subsurface region of the target included in the MD part of the computational 

cell is approximately 1015 m−2. 
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Figure 88. Three representations of the 
microstructure of the surface region of the 
irradiated Cr target at 2100 ps, after complete 
resolidification of the target.  In (a), dislocations 
and vacancy clusters present in and below the 
frozen protrusion are exposed by blanking the 
atoms with the potential energy below -3.94 eV 
(correspond to atoms with BCC local coordination 
and atoms surrounding single vacancies) and the 
remaining atoms are colored by their potential 
energy, with color scale ranging from -4.0 eV 
(blue) to -3.4 eV (red). In (b), dislocations 
identified with the algorithm of Ref. [180] are 
shown and colored by dislocation type. In (c), the 
distribution of vacancies and vacancy clusters is 
shown, with single vacancies marked by blue color 
while divacancies with two vacancies on the first 
and second nearest neighbor lattice sites with 
respect to each other marked green and red, 
respectively. The box outlines the shape of the 
original target before the laser irradiation. Before 
analysis, the system is quenched for 1 ps using the 
velocity-dampening technique. 

In addition to the dislocations, a very high concentration of vacancies and vacancy clusters is 

observed inside the frozen protrusion and in a subsurface region of the target, as shown in Figure 

88c. The concentrations of vacancies and divacancies in the part of the target that experienced 

the laser-induced melting and rapid resolidification are calculated to be approximately 0.21% 

and 0.017% of lattice sites, respectively. The high vacancy concentration is consistent with 

values of the vacancy concentration observed in earlier simulations of laser processing of Cr 

targets [81], and largely exceeds the equilibrium vacancy concentration at the melting point, 

which can be estimated to be approximately 10-4 of lattice sites. The rapid solidification 

proceeding under conditions of strong undercooling results in the generation of strong vacancy 

supersaturation, while the rapid (up to x1012 K/s [17,81]) cooling of the resolidified target does 
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not leave time for equilibration of the vacancy concentration. The estimated vacancy diffusion 

path is on the order of several nanometers during the rapid quenching of the resolidified surface 

region, and even the vacancies located close to the free surface can be “frozen” in the target. In 

addition to the vacancies generated in the course of the rapid solidification, in this region due to 

motion of dislocations is approximately 0.012% of lattice sites. 

Summary 

A large-scale molecular dynamics simulation is employed to study the mechanism of 

single-pulse LIPSS formation in the regime of strong ablation. The simulation of spatially 

modulated ablation induced by irradiation at an average laser fluence well above the threshold 

for the phase explosion reveals a complex interplay of material removal and redistribution 

leading to the formation of prominent surface features extending above the level of original 

surface of the target. The fast heating of Cr target by the laser pulse leads to an explosive 

decomposition of about 30-40 nm deep surface layer into a mixture of vapor and liquid droplets. 

Lateral pressure gradients in the plume generated by the spatially modulated laser ablation drive 

the vapor and liquid droplets to the regions located above the minima of the laser energy 

deposition at the target surface. The material redistribution leads to formation of a high-density 

region evolving into an elongated liquid wall extending up to Á600 nm above the surface of the 

target. The upper part of the liquid wall disintegrates into droplets, while the base of the wall 

solidifies on the time scale of Á2 ns, producing a Á100-nm-tall frozen surface feature. The shape 

and size of the produced surface protrusion is in a good quantitative agreement with results of 

experimental study. 

In contrast to earlier simulations of low-fluence laser processing through spatially 

modulated energy deposition by two interfering laser beams, where the frozen surface 

protrusions are generated in regions of the maximum energy deposition, the ablative laser 

patterning investigated in this work reveals a density “inversion” in the ablation plume, where 

the maximum plume density rapidly switches from the regions above the maxima to the ones of 

minima of the energy deposition due to an active lateral motion of the material. The results of the 

simulation also suggest that the material redistribution in the lower part of the ablation plume is 

playing the major role in the formation of the frozen protrusions, while the liquid flow in the 
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molten part of the target driven by the gradient of the recoil pressure makes a relatively small 

contribution to the LIPSS formation. 

The properties of the solid protrusions and adjacent regions of the target can be expected 

to be strongly affected by a high vacancy concentration produced through the rapid solidification 

under conditions of deep undercooling and predicted to exceed 10−3 of lattice sites. Moreover, 

the simulation demonstrates generation of a high density of dislocations, 1015 m−2, that can 

further modify the mechanical and chemical properties of the laser-processed surface. The 

insights into the LIPSS formation mechanisms may help in designing approaches for increasing 

the processing speed and improving the quality of the laser-generated surface structures. 
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Abstract: The relaxation of laser-induced thermal stresses, in addition to affecting surface 

morphology and microstructure, generates intense bulk and surface acoustic waves (SAWs), 

which are capable to influence processes on substantial distance from the laser spot. Apart from 

modifications at macroscopic scale, such as back spallation [394] or delamination of material at 

the rear side of the target due to reflection of a compressive wave, SAWs and bulk waves have 

been shown to affect surface processes at atomic/molecular level. In particular, experimental 

studies demonstrate acoustically activated desorption of molecules, atoms, and ions from 

surfaces [65-72], enhancement of surface diffusion of small atomic clusters [73,74], and increase 

of the rates and selectivity of heterogeneous catalytic reactions [57-65]. These observations are 

unexpected and surprising as there is a large mismatch between the relatively low frequencies of 

SAWs, typically less than 100 MHz, and the vibration frequencies characteristic for individual 

atoms and molecules on the surface, on the order of 1 THz.  

The work reported in this section is focused on resolving the long-standing question on 

the mechanisms responsible for the acoustic activation of surface processes and providing a 

guideline for developing techniques that fully utilize the benefits of the acoustic stimulus. 

Section 5.1 reports results of a series of continuum-level simulations targeted at the revealing the 

parameters of SAWs generated in nonablative laser irradiation regime. In Section 5.2 an 

atomistic approach designed for modeling of free propagation of SAWs is described, and the 

results of a detailed analysis of intrinsic features of linear and nonlinear evolution of SAW are 

presented. Before our study, MD method has never been applied for description of free 

propagation of SAWs. Next, the phenomenon of acoustic activation of surface diffusion of small 

clusters on a surface is investigated in a series of large-scale atomistic simulations (Section 5.3). 

Nonlinear sharpening of SAWs and the corresponding enrichment of the SAW spectra by high 

frequency harmonics, which are capable of reaching the cluster resonance frequencies and 

enabling an effective dynamic coupling between the SAW and the cluster vibrational modes, are 

found to be responsible for the efficient acoustic activation of surface mobility. In our further 

study, the direct coupling of high frequency harmonics of bulk waves is demonstrated to result in 

acoustic desorption of small clusters and graphene sheets (Section 5.4). Moreover, analysis of the 

interaction of SAWs with graphene sheets on Cu substrate has suggested the possibility of 
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acoustic activation of surface motion of large sheets of graphene (Section 5.5). The observation 

of importance of dynamic coupling for both acoustically activated diffusion and desorption 

suggests that the generation of high frequency harmonics in nonlinear wave propagation may be 

relevant to a variety of surface processes. 

¨��� �¡Ô £Ô¢ ¨§ª§¨ ¢¡¦§¨£ÔÓ ¡� ¨�¤§ÕZ£Ô¦¥§¦ Ó§Ô§Õ� £¡Ô ¡� ¤Õ��¥§ �¥¡¤ £¥Ñ�ª§¤
Laser irradiation is a common noncontact method for generating elastic waves in solids, 

which is capable of producing very strong SAWs with strain amplitude on the order of 10-2 [53]. 

Such strong waves, however, can be generated only at sufficiently high laser fluences, in the 

ablation regime. The efficiency of SAW generation in thermoelastic and non-ablative regimes is 

typically considered to be low [120]. However, the regimes below the damage threshold are 

attractive for practical applications since the target can be irradiated repeatedly to generate not 

only one SAW pulse, but a sequence of pulses, which can be used for activation of surface 

processes. In particular, as discussed in Section 5.3, the magnitude of surface diffusion 

enhancement is proportional to the number of acoustic pulses passing through the region of 

interest. The experimental study performed by our collaborator from the group of Dr. Helvajian 

suggests 19-fold enhancement for 100 Hz laser repetition rate. Moreover, estimations suggest 

that application of lasers with kHz repetition rate combined with circular movement of the laser 

spot around the observation region to avoid accumulation of heat may create an equivalent of 103 

K for surface diffusion under room temperature conditions. In addition, irradiation in the 

nonablative regime allows avoiding pollution of the surface by ablation products. 

As discussed in Section 5.3, nonlinear effects in the SAW-induced activation of surface 

processes are essential, and the SAWs should be sufficiently strong to form a shock front. Since 

shock front formation distance is inversely proportional to strain amplitude and the wave vector, 

Z�,#-Ò¾!^ÿ, for a typical laser spot with size on the order of 10 microns the required maximum 

strain should be approximately 10-4 to have a shock front formation on the length scale of 10 

centimeters. The absence of accurate experimental and computational data regarding the SAW 

amplitude generated in non-ablative regimes complicates interpretation of experimental results 

[73,74]. In addition, a study of the optimal parameters of laser-induced generation of SAWs can 

improve the efficiency and enable generation of stronger waves. 
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The temporal evolution of temperature and stress in the irradiated target is investigated 

with a thermoelasticity model discussed in details in Section 2.2.2. The problem is solved in 2D 

Cartesian coordinate setup with uniform temperature and zero strain assumed along the third 

direction. This setup is motivated by the use of rectangular laser spots produced by cylindrical 

lenses in experimental studies utilizing the laser-induced generation of SAWs 

[73,74,125,140,395,396]. Si (100) substrate is considered in the modeling, and the following 

parameters are assumed: elastic moduli LMM = 165.78 GPa, LMf = 63.94 GPa, LÊÊ = 79.62 GPa; 

density M = 2328 kg/m3; thermal conductivity k = 124 Wm-1K-1; heat capacity L@ = 702 Jkg-1K-1; 

linear thermal expansion coefficient ¿� = 2.49×10-6 K-1 [220]. High anisotropy of silicon makes 

isotropic approximation, commonly used in studies of laser-induced generation of stress waves 

[143,145], unrealistic. Therefore, we have developed a model that accounts for the strong 

dependence of the wave velocity on the propagation direction. The computational setup is 

schematically illustrated in Figure 89. Heat insulating boundary conditions are applied in all four 

directions, rigid boundaries are applied at the bottom, left, and right sides of the system, and free 

boundary is imposed at the top surface. The system size is selected so that the stress waves do 

not reach the rigid boundaries. The number of cells in x direction is 10000, and 5000 or 6000 

cells in y direction. The spatial resolution of the mesh is defined based on the size of the laser 

spot to ensure accurate description of the acoustic wave generation. The time step is set 

according to the procedure described in Section 2.2.2. 

 

Figure 89. Schematic illustration of the 
computational system used in 2D 
thermoelasticity modeling of laser irradiation 

 of Si substrate.
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First, we consider generation of surface waves under the experimental setup used to study 

activation of surface diffusion in Ref. [73], also discussed in Section 5.3. In particular, 6 ns laser 

pulse at 355 nm wavelength is focused into a rectangular laser spot of size 16 Îm (FWHM for 

Gaussian profile) along x direction and 5 mm in the direction perpendicular to the plain of the 

plot in Figure 89. The absorption depth and reflectivity at this wavelength are 9 nm and 0.58, 

respectively [181]. The spatial resolution of the mesh is 0.2 Îm, the time step is 18.4 ps, and the 

system size is 2 mm × 1.2 mm. The target is irradiated at 0.5 J/m2 absorbed laser fluence, and the 

maximum temperature reached in the target is 3000 K. 

 
Figure 90. An illustration of thermoelastic wave generation in laser irradiation of silicon under conditions 
described in Ref. [73]. The plot shows the energy density at 100 ns after pulse, and the longitudinal and 
shear waves are schematically outlined by black and yellow lines, respectively. Rayleigh waves (a type of 
SAW), longitudinal compressive, longitudinal tensile, and shear waves generated by rapid laser heating 
are marked as RW, L1, L2, S, respectively. Shear waves emitted due to interaction of L1 waves with the 
free surface are marked as S1. The thermal stresses generated by laser heating cannot be completely 
relaxed by the material expansion towards the free surface and, therefore, are still present in the vicinity 
of the irradiated area. 

The density of acoustic energy in Si target at 100 ns after laser irradiation is shown in 

Figure 90. Laser irradiation leads to generation of a variety of bulk and surface waves. Since 

for typical setups applied for laser-induced generation of SAWs [73,74,125,140,395,396] a 

cylindrical lens is used, the length of the laser spot in one direction is much longer than in 

another one. This feature explains applicability of 2D approach in our study and suggests that 
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only Rayleigh mode of SAWs is generated, while generation of other modes with nonzero 

displacement components parallel to the surface and perpendicular to the wave propagation, 

such as Love waves, is suppressed. Strains in the predicted SAWs lay in the range 

from -4.9×10-5 to 1.9×10-5 for Ë�� and from -1.5×10-5 to 2.0×10-5 for Ë�� components. The 

SAW amplitude of 4.9×10-5 results in formation of a shock front on the length scale of ~10 cm 

and supports the explanation of SAW activation of surface diffusion based on generation of 

high frequency SAWs harmonics provided in Ref. [73] and Section 5.3. However, under these 

irradiation conditions only about 10-5 of the deposited energy goes into the generation of 

acoustic waves, and about 0.77 of this energy corresponds to SAWs. In our study, we also 

examined the effect of the shape of the laser beam profile on the SAW generation. We found 

that a rectangular laser energy distribution profile along x axis (flat top laser beam) instead of 

a Gaussian one produces a higher 6×10-5 amplitude of the generated wave. Thus, we can make 

a conclusion that the sharpness of the energy distribution within the laser spot may affect the 

efficiency of the wave generation. 

 
Figure 91. The laser spot size dependence of the maximum amplitude (a) and the energy of the SAW 
per unit length of the wave front (b) of SAWs generated in simulations of laser irradiation of Si. The 
laser pulse duration 6 ns corresponds to the thermal diffusion length of 675 nm and wave propagation 
distance of 28 µm during the laser irradiation. 

To find the optimal set of laser parameters and absorption depth, laser-induced generation 

of SAW is explored under different conditions. Figure 91 depicts the dependence of wave 

amplitude and the wave energy on the laser spot size. According the study reported in Ref. [397], 

for a circular laser spot ùÌßÍ¶5f for small and ùÌßÍ¶5 for large diameter of the laser spot d 
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relative to the characteristic length of the SAW propagation during the time of the laser 

irradiation, d0. Similar analysis for a rectangular laser spot gives ùÌßÍ¶5f for small and 

ùÌßÍ¶)�,�Î for large laser spot size. At the distance smaller than the wavelength interference of 

a set of coherent point sources leads to square increase of the total intensity, while if the sources 

are separated by a distance comparable to (or larger than) the wavelength, the interference gives 

a constant value. At 5 Ï 5á SAW wavelength Ð is mostly dictated by the pulse duration and does 

not depend on the spot diameter. Meanwhile, at 5 Ñ 5á SAW wavelength is proportional to the 

spot size, Ò¶5. Since ùÌßÍ¶Ë��f Òf for SAWs, one can derive the following dependence of the 

wave strain amplitude on the spot size: 

ÓË��¶5ÔùÌßÍ¶5f çÎ 5 Ï 5á
Ë��¶54MÔùÌßÍ¶)�,�Î çÎ 5 Õ 5á        (5.1) 

The above dependence is in a good agreement with dependencies depicted in Figure 91. The 

maximum wave amplitude is reached at 5 3 5á and is equal to ~6.4×10-5. The profile of SAW 

pulse generated in laser irradiation is illustrated in Figure 92. 

 

Figure 92. The profile of nÖÖ strain of laser 
generated SAW pulse at free surface. The spot 
size is 8 Çm. 

 

The effect of pulse duration is studied in another series of simulations performed for 

pulse duration of 10 ps. We select this pulse duration for illustrative purposes, to demonstrate 

how three orders of magnitude reduction of the pulse duration affects the generation of SAWs. 

Though, the change of the concentration of conduction band electrons capable to affect the initial 

dynamics of energy redistribution for so short pulses is not accounted for [398]. The laser 

fluence is selected to be 0.02 J/cm2 that gives approximately the same maximum temperature in 

the target during laser irradiation as for previously considered case of a longer 6 ns pulse. A 

representative example of the energy density distribution in a target after laser irradiation is 
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shown in Figure 93 for a laser spot size of 400 nm at 191 ps after the laser irradiation. The values 

of strain in the SAWs lay in the range of -3.6×10-4 – 8.8×10-5 for Ë�� and -1.3×10-4 – 1.4×10-4 for 

Ë�� components. The fraction of the total energy that goes into the generation of acoustic waves 

is about 2.3×10-4 in this case, and approximately 11% of the total acoustic energy is carried by 

SAWs. The generated acoustic pattern is very similar to the one shown in Figure 90 for longer 

laser pulse; however, irradiation under conditions close to the stress confinement along vertical 

direction results in emission of more intense longitudinal waves propagating downwards. The 

application of a rectangular laser energy distribution profile along x axis leads to generation of 

more intense SAWs reaching 7.6×10-4 Ë�� strain amplitude. 

 
Figure 93. An illustration of wave generation in laser irradiation of silicon with 10 ps laser pulse at 0.02 
J/cm2 absorbed laser fluence. The laser spot size is set to 400 nm and has a Gaussian spatial profile along 
the x-axis. The plot shows the energy density at 191 ps after the laser irradiation, and the longitudinal and 
shear waves are schematically marked by black and blue lines, respectively. Rayleigh waves (a type of 
SAW), longitudinal compressive, longitudinal tensile, and shear waves generated by the rapid laser 
heating are marked as RW, L1, L2, S, respectively. 

The dependence of the SAW energy and amplitude on the laser spot size is depicted in 

Figure 94. Similar to the long laser pulse case considered above, two distinct regimes for small, 

5 Ï 5á, and large, 5 Ñ 5á, laser spots are present. In the first case, the SAW energy is 

proportional to the square of the laser spot size, and the maximum strain increases linearly with 

increase of the laser spot size. The maximum strain of 9.2×10-4 is reached for a laser spot size 

equal to 1.35á, characteristic length of wave propagation during the laser pulse. Additional 



 
 

213 
 

increase of the laser spot size is accompanied by slow decrease of the wave energy and decrease 

of the maximum strain according to Ë��¶54á×Ø. This dependence slightly deviates from Eq. 5.1 

that predicts Ë��¶54M, which may be a result of a substantial depth of heating with respect to 5á. 

Thus, the integral source cannot be considered as an infinitely thin plain of point sources, and 

three-dimensional distribution of point sources must be considered. 

 
Figure 94. The maximum amplitude of SAWs generated in laser irradiation of Si (a) and the energy of 
the SAW front per unit length (b) depending on the spot size. The laser pulse duration of 10 ps 
corresponds to the thermal diffusion length of 28 nm and SAW propagation distance of 47 nm during the 
time of the laser irradiation. 

 

 

Figure 95. The dependence of the SAW 
amplitude on the characteristic depth of laser 
energy deposition for irradiation by 8 ns laser 
pulse with laser spot size of 32 Çm. d0 = 28 µm 
is the length of SAW propagation during the 
laser pulse. 

To reveal the origin of an order of magnitude difference in the SAW amplitude generated 

in picosecond and nanosecond pulse irradiation, the effect of the energy absorption depth is 
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assessed in a series of simulations performed for 8 ns laser pulse and a width of a Gaussian laser 

pulse profile of 32 Îm. The laser fluence in each simulation is selected to ensure that the 

maximum temperature is the same as in our earlier simulations. For small depth of laser energy 

deposition relative to d0, the energy of the generated SAWs is proportional to !«ì�Ä , which leads 

to ÿxx¾!«ì�Ä . At large energy deposition depth, the energy of the emitted waves approaches a 

constant value that also suggests constant ÿxx since ½DUÙ¾ÿxxÄ !Ä. This prediction is in a good 

agreement with the dependence obtained in simulations and shown in Figure 95. In the above-

reported simulation for the short laser pulse setup, effective heat deposition depth is rdep [ 0.8d0 

that gives the maximum strain ~0.09%. For a longer laser pulse and 32 Îm laser spot, rdep [ 

0.8d0 gives the maximum SAW strain ~0.07%, which is close to the result obtained for three 

order of magnitude shorter laser pulse. The slight difference may be attributed to the temperature 

distribution: in one case the temperature profile is mostly generated by heat diffusion, while in 

another case the profile is produced by Beer-Lambert law assumed in the simulation of laser 

energy absorption. 

Based on the series of simulations performed in this section, we formulate the following 

conclusions on the optimal set of laser parameters (pulse duration, spot size, and absorption 

depth) for laser-induced generation of strong SAWs: 

1) The maximum amplitude of laser generated SAW can be achieved for the laser spot size 

comparable to the characteristic SAW propagation length during the laser irradiation, which 

is equal to the pulse duration multiplied by the SAW speed: $#�°ªà&õ¾��'$Û for $Û ± �DUÙ . 

2) The amplitude of SAW increases with increase of characteristic laser energy deposition depth 

and saturates at !«ì�¾�µ  $Û. 
3) If absorption depth is large, laser pulses with sharp spatial energy deposition profile (flat top 

laser beam) produces stronger SAWs. 

The first two rules can be explained based on the coherence of wave point sources as discussed 

in Ref. [397]. If the laser parameters are optimized, the maximum SAW strain amplitude in Si 

generated in the nonablative regime can reach ~0.1%, which is almost 20 times higher compared 

to the amplitude of waves generated with the setup used in the experimental study of SAW-

activated surface diffusion [73,74]. Meanwhile, the performed simulations have confirmed that 

SAWs generated under the experimental conditions are able to form a shock front at a distance of 
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~10 cm from the laser spot, which supports the explanation of SAW activation of surface 

diffusion based on the generation of high frequency SAW harmonics provided in Ref. [73] and 

Section 5.3. 
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Abstract: Results of molecular-dynamics (MD) simulation of nonlinear propagation of 

surface acoustic waves (SAW) are reported. The possibility of accounting for both linear and 

fully nonlinear (up to material damage) evolution of SAW field is an essential intrinsic 

advantage of the MD approach. Here, we describe the designed computational setup with 

justification of the choice of key parameters and present the obtained simulation results 

illustrating main features of the linear and nonlinear effects accompanying propagation of 

SAWs. In particular, the unusual character of spatial dispersion of SAWs and a number of 

specific features of nonlinear SAW evolution that are strongly distinct from their counterparts in 

bulk-wave propagation are pointed out. Good agreement of the MD data with some important 

features that have been predicted by the earlier known analytical models confirms reliability of 

the implemented MD approach. Compared with alternative methods of SAW description 

(analytical, finite-difference and other similar numerical methods), the developed MD approach 

opens unprecedented possibilities for investigation of influence of intense SAWs on diffusion of 

surface species (from individual atoms to clusters), interaction of SAWs with subsurface 

structural defects (dislocations, impurities and vacancies), as well as for detailed studies of 

interaction of SAWs with the substrate for material-characterization purposes. 

Introduction 

Surface acoustic waves (SAWs) are elastic waves that propagate along free surfaces of 

solid materials and are characterized by strain profiles exponentially decaying with depth under 

the surface. The research interest in SAWs is defined by their relevance to various natural 

phenomena, such as propagation of seismic waves generated by earthquakes in the Earth’s crust 

[399] or long-range communication among elephants [400], as well as by the rapid expansion of 

the area of practical applications of SAWs, currently encompassing nondestructive probing of 

mechanical properties and surface defects [53,125,139,140,401,402], signal-processing 

[50,403,404] and acousto-optical [405] devices, chemical sensing [51,52,406], micro-scale 
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manipulation of fluid flow, biomolecules, and nanoparticles in microfluidics devices 

[55,56,407,408], and “atomization” of liquid samples for mass spectrometry analysis [409-411]. 

Some of the applications, such as the analysis of the crack nucleation and evaluation of 

fracture strength of brittle materials [53,125,140,401] are relying on nonlinear evolution of SAW 

profiles leading to the formation of shock fronts and associated increase in the peak stress values. 

The nonlinear transformation of laser-generated SAW pulses has been shown to facilitate the 

removal of sub-micron particles in surface cleaning [412], whereas the enrichment of the SAW 

spectra by high frequency harmonics due to the nonlinear acoustic effects has recently been 

shown to enable dynamic coupling and acoustic activation of molecular level processes, such as 

surface diffusion of small atomic clusters [73]. 

In general, the nonlinear sharpening of the SAW profiles and shock formation are 

proceeding through up-conversion of the initially excited frequency components, which has 

much in common with similar nonlinear effects observed for bulk waves. The nonlinear 

transformation of SAWs, however, has certain features that are unique and are not typical of bulk 

waves. In particular, due to the direct relation between the SAW wavelength and the 

characteristic depth of the strain field localization, the nonlinear frequency up-conversion results 

in increasing strain energy concentration near the surface. This, in turn, can produce a noticeable 

raise in the strain magnitude in the vicinity of the developing shock fronts [110,111,396,413-

415], which is not observed in nonlinear propagation of bulk elastic waves. Therefore, the 

propagation of strong SAWs exhibits a number of physical features that cannot be elucidated 

based on straightforward analogies with well-developed theoretical descriptions of nonlinear 

propagation of bulk waves. 

In view of the specific features of SAWs, a number of continuum-level theoretical and 

numerical approaches have been developed for treating the nonlinear effects in SAW 

propagation. In particular, the approaches based on multiple scale perturbation method [416-

424], solution of the evolution equation with slowly varying wave profile method [425,426], and 

Hamiltonian formalism [110,111,396,413-415,427] applied either in the frequency domain using 

a system of equations for interacting harmonics [110] or in the form of an evolution equation for 

the SAW profile in time domain [111,415] have been developed to describe the variation of 
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different harmonic constituents and the overall evolution of SAW profiles in isotropic 

[111,396,413,415-421,426,427] and anisotropic elastic solids [414,422-425]. 

The continuum-level numerical and theoretical investigations have significantly advanced 

the understanding of the nonlinear evolution of SAWs. It has been demonstrated, in particular, 

how the variation of different harmonic constituents leads to the distortion of the wave profile 

and formation of a shock front in the lateral (parallel to the surface) component of the velocity 

and, correspondingly, lateral strain. A number of peculiarities of the nonlinear sharpening of 

SAWs have been revealed, including a significant difference between the profiles for the lateral 

velocity (exhibiting shocks) and vertical velocity (that forms spikes rather than shocks) [110], as 

well as cusping of the wave profile near the shock front, with the peak values of the lateral 

velocity/strain exceeding those of the initial wave before shock formation [110,111,396,413-

415]. The latter effect has been attributed to the increasing localization of the strain energy of the 

wave in the surface region as the wave profile sharpens and the energy is transferred from the 

fundamental to higher-harmonic components of the wave. The effective nonlinearity in this case 

becomes nonlocal even for a homogeneous material, i.e., in contrast to bulk waves in a 

homogeneous media, the nonlinear distortion of a particular part of the SAW profile is defined 

by processes occurring in other parts of the wave [110,111]. 

Despite the demonstrated ability of the continuum models to provide important insights 

into the evolution of the wave profiles during the propagation in a nonlinear medium, the 

limitations of these models with respect to the analysis of the interaction of surface and bulk 

acoustic waves with any material heterogeneities (crystal defects, precipitates, surface roughness 

and adsorbates) are quite evident and difficult to overcome through straightforward extension of 

the existing theoretical approaches. In particular, the wave dissipation due to the thermal 

conduction and internal friction is often introduced in the equations on an ad hoc basis, to ensure 

numerical stability of the solution after the shock front formation [110,396,413-415]. The 

absorption of the acoustic energy in real materials, however, may be sensitive to the 

microstructure, leading to deviations from the typically assumed square dependence of the 

attenuation coefficients on the frequency of the wave harmonics [110,396,413-415,420] 

characteristic for viscous dissipation in fluids [428]. Moreover, while the quadratic in strain 

approximation of the stress-strain relation (i.e., cubic in strain approximation of the elastic 

energy) is used in the continuum models to account for the nonlinear elastic properties of the 
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material, the higher order nonlinearities may become important at large strains, close to the 

levels that cause damage or produce modification of material microstructure. Finally, the 

representation of the material modification itself, as well as the acoustic activation of various 

surface processes, such as diffusion [73,74,78] desorption [66,67,429,430], and heterogeneous 

catalysis [57,59,64,424], requires a prior knowledge of the acoustic coupling to different 

elements of material microstructure or surface species and is far beyond the current capabilities 

of continuum modeling. 

Given the limitations of the continuum approaches discussed above, the classical 

atomistic molecular dynamics (MD) technique based on the numerical integration of the 

equations of motion for all atoms in the system [76,85,86] presents an attractive alternative for 

investigation of free nonlinear SAW propagation, dissipation and coupling to surface defects, 

heterogeneities, and adsorbates. The main strength of the MD method is that it does not require 

any assumptions about the processes taking place in the systems that are investigated. The only 

input into the model is the interatomic potential that defines all the thermodynamic, structural 

and mechanical properties of the material. This characteristic of the MD technique presents a 

significant advantage over the continuum-level methods where all relevant processes have to be 

known (and described mathematically) before the simulations can be performed. 

The MD simulations of bulk shock waves have indeed been instrumental in providing 

valuable information on the shock front structure [116,431], shock-induced plasticity and phase 

transformations [117,432-434], and interaction of strong shock waves with voids and crystal 

defects [435-437]. Beyond the analysis of the steady-state properties of the shock front and fast 

dynamic material response to the strong shock loading, however, there has been little progress in 

extending the MD simulations to the investigation of the nonlinear sharpening and dissipation of 

the bulk stress waves during their long-term propagation and interaction with material 

microstructure. Similarly, while the dynamic fracture (spallation) caused by the reflection of a 

strong pressure pulse from a free surface of a sample has been investigated in a number of 

studies [115,438,439], more “gentle” interactions of the bulk acoustic waves with surfaces 

causing atomic-level structural rearrangements, diffusion enhancement, or desorption have not 

yet been systematically explored. The main factors that have been limiting the application of the 

atomistic modeling in this area are the severe limitations on the time- and length-scales 

accessible for MD simulations that typically do not exceed several nanoseconds and a hundred of 
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nanometers. These limitations are further amplified in the case of SAWs, where a realistic 

simulation of free nonlinear propagation of a SAW requires the dynamic representation of a 

several-wavelength-deep surface region of the substrate, while the size of the computational 

system along the direction of the SAW propagation should increase with increasing distance 

covered by the wave. 

In this section we alleviate some of the limitations of the MD technique through the 

design of computational methodology suitable for the exploration of the nonlinear effects in the 

propagation and dissipation of SAWs. The subsections below summarize the computational 

setup and discuss the conditions for the breakdown of the continuum description of weak (linear 

regime) SAWs and the effects related to the discrete atomic nature of the material structure; the 

nonlinear transformations of wave profiles, formation of shocks, localization of the acoustic 

energy near the surface, and rapid dissipation of high-frequency harmonics generated via 

nonlinear frequency up-conversion for strong (nonlinear regime) SAWs; and the ability of a 

strong SAW to produce quasi-periodic structural modification or “damage” in the surface region 

of the substrate along the path of its propagation. The results of this section provide an 

opportunity for atomistic modeling to explore new applications of SAWs for surface 

characterization, modification, and acoustic processing. 

Computational model 

Details of the computational setup are provided in Section 2.2.2, and below we only 

outline the key parameters. The size of the computational box is chosen to be equal to the 

wavelength along x, the direction of wave propagation, 5 fcc unit cells (7.8X) along y, and 3 

wavelengths along z. The wavelength in the simulations is varied in the range from 12 to 1200 

unit cells, so the largest system simulated in this work has dimensions of Lx × Ly × Lz = 1860X × 

7.8X × 5580X (1200 × 5 × 3600 fcc unit cells) and consists of 86.4 million atoms. Periodic 

boundary conditions are applied along x and y directions, rigid boundary is imposed at the 

bottom, and the top part of the system remains free. After thermalizing each system, SAWs are 

added to the system according to the analytical solution, as discussed in Section 2.2.2. The 

temperature of the system is set zero if another value is not specified in text. At nonzero 

temperature, the necessary values of the elastic moduli of the LJ material were calculated based 

on statistical fluctuation method [440]. 
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Linear regime of SAW propagation: spatial dispersion 

The developed implementation of MD model of SAW made it possible to rather clearly 

illustrate some properties of surface acoustic waves that are difficult to study analytically, for 

example, manifestations of spatial dispersion of high-frequency SAWs, for which the 

wavelength is only 1-2 orders greater that the lattice period of the material. Manifestation of such 

effects can readily be observed in test simulations of relatively small-amplitude SAWs, for which 

nonlinear distortions are not very strong. 

It is well known that in a non-dispersive case, initially the amplitude of the second 

harmonic of a plane sinusoidal wave is proportional to the propagation distance. However, in the 

presence of dispersion that introduces phase mismatch between the interacting fundamental and 

higher harmonics, peculiar periodic beatings of the wave amplitudes should be observed. For 

example, for the fundamental and second harmonics, the spatial period ZÂÑÄ%  of the beats is 

determined by the difference of the wavevectors for the fundamental and second harmonics,  

ZÂÑÄ% ± �ñ ð�ñÂ µ ñÄð(           (5.2) 

corresponding to the fact that, after each portion of the propagation path with the length ZÂÑÄ% ^�, 

the nonlinear double-frequency sources (propagating with the phase velocity of the fundamental 

harmonic FÂ ± ÚÂ^ñÂ) and the second harmonic with the phase velocity FÄ ± �ÚÂ^ñÄ acquire 

relative phase mismatch equal to Û. Figure 96 shows examples of the distance-dependence for 

the second-harmonic amplitudes obtained from the MD simulations of free evolution of initial 

sinusoidal SAWs with different wavelengths. In these computations, the initial displacement 

amplitude is chosen approximately the same for different wavelengths, and sufficiently small to 

ensure that during the simulation time the shock front is not formed. The appearance of the latter 

results in drastic increase of the wave dissipation. The strong decrease in the beating period for 

shorter wavelengths visible in Figure 96 is related to more pronounced spatial dispersion induced 

by the discrete structure of the material.  
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Figure 96. The evolution of the amplitudes of 
the second harmonic as functions of the 
propagation distance for the initially 
sinusoidal SAWs with approximately the same 
initial displacement amplitude ÜÝ Þ ßàßáâã 
of the fundamental harmonic having different 
wavelengths ä Þ áååã, ææàåã, and çèàèã (the 
respective curves are marked in the plot). The 
spatial period of the beatings becomes 
pronouncedly smaller for smaller wavelength 
due to faster accumulation of the phase 
mismatch related to the spatial dispersion. The 
initial temperature of the system is equal to 
zero. 

Table 11. The distance Üéêëì  needed for the double-frequency wave with wavevector íî to accumulate 
the phase mismatch ïðíñ ò íîïÜéêëì Þ ðó with the fundamental harmonic for different wavevectors íñ. 

Wavelength [X] (unit cells) 19.4 (12) 38.8 (25) 77.5 (50) 155 (100) 

 
Distance [X] 

Surface waves 620 3440 15000 61800 

Longitudinal waves 3070 35200 301000  

Shear waves 1030 9380 74300  

For generation of the second harmonic in structures with spatial dispersion related to the 

material discrete structure, known solutions are based on the approximation that the lowest 

dispersion correction to the dispersionless dependence Ú ± Fñ should be cubic in ñ, namely 

Ú À Fñ µ ~ñ�, where normally ~ is positive. Quadratic in ñ dispersional correction is absent, 

because quadratic and other even-order terms correspond to the influence of dissipation rather 

than dispersion. In particular, a cubic in ñ dispersion term naturally appears for smaller 

wavelengths in the case of periodic chains of masses interacting via elastic springs. By 

additionally taking into account the lowest (quadratic in amplitude) nonlinear term, the wave 

evolution in this system is described by the Korteveg-de Vries equation [441]. Its solution (see 

e.g. [442]) predicts that in the neglection of dissipation the maximum displacement amplitudes of 

second harmonics should be the same for fundamental harmonics with different ñÂ and the same 

initial displacement amplitude. This prediction fairly well agrees with the results shown in Figure 

96.  
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Next, in view of the usually cubic in 9 dispersional correction to ôc9i (which is 

equivalent to the cubic in ô 3 )9 correction to the wave vector 9côi for the initial deviation 

from the non-dispersive propagation), the spatial frequency è/ 0M4fõh N öè9M â 9fö of the 

second-harmonic beatings should be cubic in 9M. This cubic dependence is indeed found for bulk 

longitudinal (compressive) and shear waves in the MD simulations of the beatings between the 

fundamental and double-frequency harmonics as shown in Table 11. In contrast, the results of 

SAWs presented in Figure 96 and summarized in Table 11 demonstrate strongly different 

behavior. For example, comparing the beating period for the fundamental-harmonic wavelength 

Ò N Ü÷÷e and twice smaller Ò N øøù÷e, instead of the expected for the cubic dispersion 

difference èú N û times one can see the èf N ü times (i.e. rather quadratic) difference of the 

beating periods. At first glance, this result looks counter-intuitive, because as mentioned above, 

the quadratic correction to the relationship between the frequency and wavenumber normally 

corresponds to dissipation terms rather than dispersion. However, such a distinction from the 

bulk waves can be attributed to the difference of SAW propagation from 1D propagation of a 

wave in a periodic chain. Indeed, the SAW field penetrates in the material to the depth on the 

order of Ð. Thus for SAWs, the dispersion arises due to scattering not only from the atoms 

localized in the upper atomic layer, but from periodically spaced vertical “screens” with the 

effective vertical size determined by the depth of the SAW penetration along the vertical z-

coordinate as shown schematically in Figure 97.  

 

Figure 97. Schematic elucidation of the nature of the ýþÿ correction to the dispersion law for SAW 
waves in contrast to ýþ� correction typical for bulk waves and 1D waves in chains of masses and springs. 
The effective “apertures” of the scattering periodic structure for SAWs with different wavelengths are 
shown by dashed lines. The vertical size of these effective apertures is proportional to þJm. 
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Although the scattering “screens” along the x-direction are spaced like for one-

dimensional propagation, the effective number of scattering elements (atoms) in each screen is 

proportional to ñÑÂ, considering the ñÑÂ dependence of in-depth SAW penetration. Thus, the 

conventional ¾ñ� effect of scattering by periodically spaced “screens” should be multiplied by a 

factor of ñÑÂ reflecting the decrease in the effective number of scattering atoms with increasing 

ñ. Consequently, for SAWs, the resultant dispersion law becomes quadratic, ¾ñÑÂñ� ± ñÄ 
unless the SAW wavelength becomes extremely small (only a few times larger than the 

interatomic distance. This expectation perfectly agrees with the obtained computational results. 

For very large ñ (when Ê decreases down to several atomic cell-sizes), the role of the very upper 

atomic layers becomes strongly dominant (closer to 1D case), so that effective vertical aperture 

of the “screens” does not continue to decrease as ñÑÂ. Consequently, for such extremely short 

SAWs, the initial ¾ñÄ dependence of the dispersion correction gradually becomes steeper, with a 

law intermediate between the initial quadratic behavior ¾ñÄ and the cubic ¾ñ� limit 

corresponding to 1D chains or bulk waves in 3D atomic lattices. This difference in the linear 

dispersion is a bright example demonstrating significant difference between bulk waves and 

SAWs, for which strong frequency-dependent localization near the surface is intrinsic. In the 

next section we will discuss some other localization-dependent features that manifest themselves 

in rather specific features of nonlinear distortions of SAW shapes. 

Nonlinear localization of SAW energy and coupling with thermal phonons 

The developed computational setup readily makes it possible to simulate nonlinear 

propagation of SAWs, including ultimately strong SAW amplitudes, for which material damage 

already becomes noticeable. As mentioned above, one of the most distinct features of nonlinear 

propagation of SAWs is related to the fact of strong frequency dependence of the elastic-energy 

localization. Consequently, with gradual generation of higher harmonics during the propagation 

of initially sinusoidal wave, the phenomenon of pronounced localization of the wave energy 

closer to the surface is observed in the MD simulation. This effect is illustrated in Figure 98, 

where the initial sinusoidal wave has the wavelength of 930X and the strain amplitude of 2%. 

The image shows the change of the kinetic energy distribution along in-depth direction over time 

(averaged over the wave period), from which the gradual localization of the SAW energy closer 

to the surface with increasing propagation distance is clearly seen. For clarity, the MD simulation 
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corresponding to Figure 98 is performed for a cold sample (with zero temperature) to exclude 

procedures of filtering the thermal noise and averaging the collective motion of the atoms in 

order to single out the wave-induced contribution against the background of thermal oscillations 

of the atoms. At room temperatures, even for rather strong SAWs with characteristic strains on 

the order 10-3-10-2 and wavelength 930a, velocities of the regular atom motion in the acoustic 

wave are significantly masked by the background thermal fluctuations. Consequently, only time 

and space averaging, which is naturally performed by macroscopic acoustic probes in real 

physical experiments, makes it possible to easily capture acoustic waves with frequencies much 

smaller than that of thermal phonons even if the acoustic strains are orders of magnitude smaller.  

 
Figure 98. The evolution of kinetic energy distribution along in-depth direction demonstrating gradual 
localization of the elastic-wave energy during nonlinear SAW propagation. Coloring corresponds to the 
kinetic energy per atom averaged over the atoms in the one-wavelength long thin layer. In this example, 
the fundamental wave length is 930p, and the evolution in panel (a) is shown up to a propagation distance 
of 15000p, where the shock front is formed and intense dissipation of the SAW energy occurs due to 
effective coupling of the high-frequency harmonics and thermal phonons. Panel (b) zooms in the spatial-
temporal region marked by the dashed rectangle in the panel (a). At this distance, the shock from is 
already well developed and intense dissipation of the SAW energy occurs due to effective coupling of the 
high-frequency harmonics and thermal phonon modes. Propagation of the thermal phonons carrying the 
energy into material bulk is clearly seen in the right-hand part of panel (b) 

The simulations described here are performed for SAWs of significantly shorter 

wavelengths (19.4a – 1860a) than that typical of usual experimental conditions. For such short 

waves, manifestations of the atomic-scale discreetness of the material can be especially easily 

visible. The nonlinearly generated harmonics become comparable with the Debye frequency 
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after merely several stages of nonlinear transformation of the SAW components. In other words, 

the newly generated harmonics become close to the range of thermal phonons, so that 

transformation into even higher-order acoustic phonons becomes impossible because their 

propagation in the atomistically discrete material is forbidden (or maybe corresponds to the 

optical phonon branch).  

Figure 98 corresponding to the evolution of such a fairly short wave shows that the 

nonlinear transformation evolves like in a continuum case at the initial stage: the wave spectrum 

is enriched by higher harmonics and the characteristic depth of the energy localization gradually 

decreases. However, after a propagation a distance of about ` + �?� µ �?��, the energy-

localization depth practically reaches saturation. Further nonlinear transformation results in the 

generation of extremely high-frequency components that correspond to thermal phonons of 

various types. Those thermal phonons carry the energy into the material bulk, so that the 

coherent components of the elastic wave begin to efficiently dissipate their energy. The 

appearance of pronounced energy transport by bulk phonons is clearly visible in Figure 98b and 

is shown in more detail in Figure 99 for the propagation distance larger than �?��. Wave packets 

with very high frequencies corresponding to wavelengths ranged from 2 atomic-cell sizes to 5-7 

cell sizes are clearly seen in Figure 99. Taking into account that the minimum wavelength of the 

propagating acoustic phonons is 2 atomic-cell size, the shortest visible packets (phonons) 

evidently correspond to the smallest wavelength of elastic perturbations with the maximal Debye 

frequency. As expected, comparison between the snapshots similar to those shown in Figure 100 

demonstrates that the group velocities of such high-frequency wave packets are much smaller 

than that of the SAW. These interesting details of the wave energy dissipation in the form of 

clouds of phonons gradually expanding in the material bulk from the shock front cannot be 

described by alternative approaches (either analytical or numerical ones based on continuous-

medium approximation), but are readily observed in MD simulations of the described type. 
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Figure 99. The sequence of snapshots demonstrating instantaneous distribution of the kinetic energy in 
the substrate at the stage of well-developed shock corresponding to the propagation distances � � ���, 
�� � ��� and �r � ��� in Figure 98. Wave packets corresponding to thermal phonons with the 
wavelengths of 2-4 atomic cells are clearly visible (zoomed on the right plot). Gradual propagation of the 
dissipated energy in the form of cloud of phonons descending into the material bulk can be readily seen in 
the sequence of these snapshots. 
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It should be emphasized that shock front formation is also observed [125,443] in real 

experiments with intense SAWs characterized by much larger initial wavelengths. In the vicinity 

of such well-developed shocks the values of strain and characteristic spatial scales of its variation 

become comparable with those in the above presented MD results, so that the dissipation of 

coherent wave energy into thermal phonons should also have a rather similar character. 

Nonlinear transformation of the SAW profile and shock-front formation 

In this section we consider the main features of SAW-profile evolution during the 

nonlinear transformation. Figure 100 shows several instantaneous SAW profiles for the lateral 

strains ÿxx (positive for tensile and negative for compression) obtained in MD simulations of a 

right-running SAW with a fundamental wavelength of 930X, for which the velocity dispersion 

related to the material atomic structure is yet fairly weak. For the material with LJ-type 

interaction, tension leads to softening (i.e. decrease in the elastic modulus). Correspondingly, the 

compressional phase of the wave propagates faster that the tensile phase, which results in 

formation of the shock front at the ascending branch of the initially sinusoidal wave profile as 

illustrated in Figure 100. 

The above-mentioned features are also well-known for nonlinear transformation of bulk 

waves. However, nonlinear transformation of SAWs demonstrates some peculiarities which are 

related to the above-mentioned fact of gradual concentration of elastic energy closer to the 

surface. Especially pronounced are manifestations of this SAW feature for larger strains resulting 

in more efficient generation of higher harmonics. Strong localization of energy of these 

harmonics near the surface leads to formation of peculiar asymmetrical (between minimums and 

maximums) sharpening of the wave with pronounced enhancement of strains near the developed 

sharp cusps in the SAW profile (this feature is known as nonlocal nonlinearity of Rayleigh 

waves [110-112]). 
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Figure 100. Examples of nonlinear distortion of SAW profile for the lateral strain nÖÖ for a SAW 
propagating to the right. Rows (a), (b), and (c) are for the initial strain amplitudes 2, 3.4, and 4.7%. The 
first column corresponds to the initial sinusoidal wave; the next one represents formation of shock front. 
The last column demonstrates later stage of the wave profile evolution. The temperature of the sample in 
reduced units is 0.15�. For these examples, the fundamental wavelength is 930p and the propagation 
distance is up to 50 wavelengths (the wave propagation velocity at the temperature 0.15� is approximately 
4.87p/�). Gradual steeping of the SAW profile leads to formation of shocks exhibiting peculiar cusps. 
Pronounced asymmetrical increase in the strain magnitude for larger propagation distances (large 
evolution time) is also well visible for rows (b) and (c). The shock is formed at the SAW-profile branch 
with positive slope, which agrees with the expectation for the “soft” nonlinearity intrinsic to LJ potential. 

In the bulk non-dispersive waves (e.g., classical nonlinear Riemann wave) the points of 

the wave profile are merely displaced horizontally with different velocities, so that the amplitude 

of the developed shock is not higher than in the initial sinusoidal wave and only the gradient of 

stress (or pressure) becomes much higher compared with the initial values. In contrast to this, 

strong redistribution of the elastic-wave energy over the depth due to stronger sub-surface 
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localization of nonlinearly-generated higher harmonics in addition to the wave-form sharpening 

leads to pronounced increase in the elastic strain itself in the vicinity of the shock front (over 1.5 

times as shown in the right column in Figure 100). This is a very distinctive feature of 

nonlinearly propagating SAWs. Even if the initial strain in a SAW is lower than the material-

damage threshold, after some distance, the gradually increasing near-shock strains may reach the 

damage threshold and lead to either plastic deformation or fracture of the material depending on 

its brittleness. We discuss such effects in more detail later in this section. 

 In addition to the above-mentioned absolute increase of local strains near the shock front, 

another important feature of the shocks formed by sufficiently large-amplitude SAWs is their 

pronounced asymmetry with respect to tension/compression. Indeed, in contrast to linearly 

propagating SAWs, for which in the first approximation the material reaction to tensile and 

compressing phases of the SAW is symmetrical (resulting in a symmetric shape for small-

amplitude sinusoidal waves), for stronger strains, the asymmetric nonlinearity of the interaction 

potential may become pronounced. In the example shown in Figure 100a, the strain is fairly 

weak for pronounced manifestation of this asymmetry. Consequently, even if the shock is 

already formed, the difference between the tensile and compressive deformations still is 

insignificant, and the upper and bottom parts of the shock profile remain fairly symmetrical. 

However, for larger strains as in rows (b) and (c), the shock front becomes noticeably 

asymmetrical due to the well-known asymmetry of the atom interaction with respect to 

compression and tension phases of the SAW. 

It is essential to point out that the shock-front asymmetry shown in rows (b) and (c) in 

Figure 100 corresponds to the “soft” nonlinearity of the LJ material, in which tensile strains 

cause material softening. It can be thus expected that if the stress-strain relationship for a 

material has the quadratic nonlinear correction of the opposite sign (“rigid-type” nonlinearity), 

then the sharp cusp should appear not at the bottom part of the shock front as in Figure 100, but 

at the upper part. Besides, in contrast to Figure 100, the shock front itself should form not at the 

ascending branch of the wave period, but at the descending branch. To verify this, we have 

performed an MD simulation on a system with the parabolic potential (include only first nearest 

neighbors), where the physical nonlinearity (due to the form of the potential itself) is absent in 

contrast to LJ potential, but the residual material nonlinearity of geometrical origin has the 
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opposite sign (i.e. the tensile strain leads to the material stiffening) from the LJ system, see 

Section 2.1.2. The simulation result in terms of the surface strain profile after shock formation is 

shown in Figure 101. In this case indeed formation of the sharp cusp occurs in the upper part of 

the shock front and the shock front itself has the opposite orientation and is located at the 

descending branch. 

 

Figure 101. The SAW profile for the lateral strain 
�		 after shock formation in the material with 
parabolic interaction potential exhibiting “rigid-
type” nonlinearity.  This result is obtained at zero 
initial temperature for the SAW with wavelength 
155t and the initial strain 8.5%. Pronounced 
asymmetrical increase in the strain magnitude for 
larger distances is well visible, but in contrast to the 
“soft” nonlinearity of the LJ potential the stronger 
cusp is formed at the upper part of the shock, and 
the shock itself appears at the descending branch in 
the SAW profile.  

In agreement with the analytical results reported in Refs. [110,414], our MD simulations 

also well reproduce the difference in the behavior of the profiles for the horizontal velocity 
xV  of 

the particles (for which shock front formation is observed) and the profile of the vertical-velocity 

zV  (for which a narrow spike develops instead of shock front). Figure 102 shows in more detail 

the corresponding examples for the profiles of the horizontal velocity and the vertical velocity 

for two SAWs of different initial strains (compare with Figure 1 and Figure 3 from paper [415]). 

It should be noted, however, that in paper [415] the velocity is recorded as a function of time at a 

particular position, whereas Figure 102 shows the profile as a function of position at a fixed 

moment, so that for correct comparison, the wave profile should be flipped in the horizontal 

direction. Taking into account the proportionality 8x¾ÿxx, the examples shown in Figure 102 

once again illustrate the fact mentioned in the discussion of Figure 100. Namely, for smaller 

strains, quite well visible shock can be formed with fair symmetry with respect to 

compression/tension (upper panel in Figure 102a). However, for more than twice greater initial 

strain amplitude, the front shape becomes pronouncedly asymmetrical and maximum absolute 

strain developed at the shock can over 1.5 times exceed the initial value [upper panel in Figure 

102b]. Another interesting point is that in paper [415], Figures 1 and 3 demonstrate the opposite 
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sign of the vertical-velocity cusp, the position of which either in compression or tension phases is 

determined by the sign of the effective nonlinearity parameter. This sign can be changed in the 

analytical description like [415] based on the material properties or can be set by using an 

appropriate interaction potential as we used for the solutions shown in Figures Figure 100 and 

Figure 101. 

 
Figure 102. Examples illustrating the difference in the profiles for the horizontal velocity (exhibiting 
shock fronts like for the lateral strain �ÖýnÖÖ) and vertical velocity (exhibiting spikes) for the initial 
lateral-strain amplitude 2% (a) and panel is for 4.7% (b). The temperature of the sample is 0.15� and the 
fundamental wavelength is 930p. 

The performed simulations also made it possible to investigate the dependences of the 

distance of shock front formation on the initial wave amplitude and the wavelength. In fact, for 

initially sinusoidal profile, this dependence for SAWs is theoretically predicted to be functionally 

the same as for compressional bulk waves [112,444,445]: 
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&3R¶ Ü ÝËá9h            (5.3), 

i.e., the shock front formation distance &3R is inversely proportional to the initial strain amplitude 

Ëá, effective nonlinearity parameter Ý, and wave vector k.  

 
Figure 103. Dependencies of the shock-formation distance on the initial strain (a) and wavelength (b) 
calculated for the LJ material with temperature 0.15�. The strain-dependence on the plot (a) corresponds 
to the wavelength 930p and the dependences on the wavelengths are found for the initial strain amplitudes 
nÖÖ  = 3.4% (steeper line) and nÖÖ  = 4.7%. 

Figure 103 shows the shock front formation distance &3R as functions of the inverse strain 

Ëá4M and the wavelength Ò N è/94M, obtained from MD simulations performed on a system at 

temperature 0.15S. The estimated value of the nonlinearity parameter Ý by fitting these results to 

Eq. 5.3 is about unity. The typical value of the effective nonlinearity parameter Ý in the case of 

compressional bulk waves for many crystals and amorphous materials is several times greater, in 

the range 4-8 [446]. The observed smaller effective value of Ý is attributed to the SAW-intrinsic 

feature of frequency dependent localization: strain is localized within the depth of around one 

wavelength for each harmonic component of SAW. Therefore, the fields of different-order 

harmonics are significantly separated in depth, which results in a weaker coupling between the 

harmonics than in the case of the bulk waves, which consequently reduces the effective 

nonlinearity parameter for SAWs. 

The error bars in Figure 103 show the uncertainty of the measured distances &3R, because 

by analogy with real experimental measurements the calculated wave shapes were distorted by 
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the thermal noise and the slope of the shock front was not an ideal vertical line with 900 slope 

due to the influence of wave dissipation, so that the slope of the developed fronts varied in the 

range 860 – 880. Theoretical expectation given by Eq. 5.3 corresponds to straight lines coming 

from the coordinate origin. The corresponding linear fits are shown in Figure 103 by dashed lines 

which fairly well reproduce the computational results. The deviation of the most-right point for 

small strain in Figure 103a toward larger ��, is physically meaningful, because for smaller 

strain, the influence of linear losses that counteract shock-front front formation becomes more 

pronounced. We can expect that for even smaller strains, the shock front does not form at all, and 

the wave decays due to linear dissipation. Similarly the deviation of the most left points for 

shorter wavelengths in Figure 103b is also meaningful and related to both stronger dissipation 

and dispersion for SAWs with smaller wavelengths. It has been verified that for very short waves 

(! ± '	�), the dispersion influence is so strong that the shock cannot be formed at all and the 

nonlinear evolution of the SAW results in formation of a train of soliton-like pulses.  

Strongly nonlinear regime: formation of shock fronts with strains exceeding the damage 

threshold 

In the previous sections the simulated examples correspond to the manifestations of 

relatively weak or moderate nonlinearity, for which retaining only the lowest quadratic 

corrections to the stress-strain relationship can be fairly sufficient. However, as mentioned 

above, one of the most attractive advantages of MD simulations is the possibility to naturally 

incorporate ultimately strong nonlinearity, including SAW-produced damage of the material. The 

corresponding experimental observations of such acoustically-induced surface cracks, in 

particular in such a practically important material as Si, are well known for intense laser-

generated SAWs [125,443]. 
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Figure 104. Illustration of the simulated SAW sharpening accompanied by material damage (in the form 
of localized zone of plastics deformation. The first plot corresponds to the distance 7700p passed by the 
wave; for each next plot the wave passes extra 510p. The initial strain is 4.7 %, the temperature of the 
sample is 0.15�, and the fundamental wavelength is 1900p. The darker (blue online) color corresponds to 
intact fcc packing of the substrate atoms, and lighter dashed zones correspond to regions affected by 
plastic deformations (green color depicts stacking faults). The snapshots depict only top ~ 200p of the 
atomistic system and corresponding profiles of the SAW strain are shown below. The position of the 
shock front is outline by black arrows. 

The MD simulations of LJ system do not directly allow to imitate brittle materials with 

developing cracks, but the material damage in the form of plastically-deformed zones can be 

readily simulated. In Figure 104 the corresponding examples are shown for the development of 

localized zones of plastic deformation induced by sufficiently intense SAWs in which the 

nonlinear wave transformation results in formation of shock fronts with cusps as in Figure 102b. 

Although the initial strain magnitude is smaller than the damage threshold for the material, the 

strain significantly exceeds the initial value near the formed cusps, reaching the threshold of 

partial dislocation emission and producing damage in the form of well-localized plastic 
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deformation. The damage process partially adsorbs the SAW energy and reduces its strain 

(Figure 105), so that afterwards the wave propagates for a while in elastic regime. However, 

continuing wave sharpening results in formation of a new intense cusp at the shock front, which 

again produces material damage. This repeated damaging is clearly seen �� Figure 104. This 

process could be repeated several times resulting in formation of a series of damaged zones 

having striking resemblance with the experimental observations of quasi-periodic arrays of 

SAW-induced cracks presented in Ref. [125]. 

 

Figure 105. The reduction of the wave 
amplitude due to plastic deformation of the 
substrate. This plot is presented for the 
same conditions as Figure 104. The blue 
dashed line corresponds to the moment of 
time just before plastic deformation 
appearance. The red line corresponds to the 
damaged material. This plot is presented in 
the reference system moving with the wave. 

When the shock front leaves the plastically deformed region, the generated partial 

dislocations can start retreating back as shown �� Figure 104. Small system size in y direction 

limits accuracy of dislocation evolution description, in the current setup only one partial 

dislocation is emitted and replicated by the periodical boundary condition. However, in a 

laterally larger system emission of numerous partial dislocations can be expected, and during 

following propagation they can form dislocation locks, for example Lomer-Cottrell locks, which 

will prevent complete retreatment of the deformed material. ����
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Summary 

The above presented results demonstrate that modern computational possibilities open 

interesting prospects for molecular-dynamics simulations of quite macroscopic wave-

transformation phenomena that are traditionally studied using finite-element numerical methods 

and analytical approaches (combined with numerical analysis of rather nontrivial systems of 

equations even for weakly nonlinear waves). Such methods have their own advantages, although 

for realization of certain very important features (e.g. the possibility of unified description of 

weakly nonlinear transformations and ultimate manifestations of the material nonlinearity in the 

form of material damage) these conventional approaches are either not suitable or have to be 

artificially modified to comprise the corresponding phenomena. In contrast, in MD simulations, 

all orders of nonlinearity are naturally incorporated in the computational setup together with the 

dissipation, which is also very important for the adequate description of SAW propagation.  

 The above presented data demonstrate wide possibilities of the MD-approach for 

modeling linear and nonlinear phenomena accompanying propagation of SAWs. Even in the 

linear approximation the described MD simulations made it possible to reveal at the first glance 

surprising (in comparison with 1D and bulk waves) features of spatial dispersion of SAWs. To 

explain the numerically revealed differences, a natural physical interpretation was proposed 

based on specific for SAWs character of wave-energy localization. This difference in the linear 

dispersion properties has much in common with the peculiar features of nonlinear transformation 

of SAW. This transformation is also strongly affected by the differences in the wave-energy 

localization for SAWs with different frequencies, which results in appearance of nonlocal 

nonlinearity in equations describing nonlinear transformation of SAWs [110-112]. Overall, those 

features, for which analytical predictions are known, demonstrate good agreement with the 

obtained MD data, which confirms the validity of the computational model. 

Although, because of rather significant limitations on the size of modeled systems in MD 

computations, some the results have been obtained for SAWs with very high-frequencies that 

does not look realistic for conventional experimental techniques, recent experimental works 

demonstrate possibilities to generate SAWs with frequencies up to several hundred GHz [449-

451] which seemed unattainable in quite recent past. Furthermore, from the practical point of 

view it is important to emphasize the following. Nonlinear transformations of even initially 

relatively low-frequency SAWs (compared with the presently acceptable frequencies in MD 
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simulations), during the shock-front formation naturally generate a cascade of extremely high-

frequency harmonics up to the frequencies typical of thermal phonons. Just these very high-

frequency harmonics exhibit very efficient coupling with thermal phonons resulting in drastic 

increase of SAW-energy dissipation after formation of the shock front. This intense generation of 

thermal phonons at the shock front is directly visualized in the results of the performed MD 

simulations as demonstrated in Figure 99. Processes of the same type occur in the vicinity of 

shock fronts formed by intense laser-generated pulses such as in experiments [125,443]. 

Although, for clarity of interpretations in the present study we used initially sinusoidal waves 

and periodic boundary conditions in the direction of wave propagation, the application of the 

moving window variant of MD simulations [117] should readily allow for description of 

propagation of pulse-type shock waves. This should make it possible to apply the MD-technique 

for description of near-shock region even for perturbations readily attainable by modern 

experimental techniques with initial frequencies that are too low for MD simulations from the 

initial stage.  

Concerning practical implications of such studies, it can be pointed out that application of 

intense SAWs may open interesting prospects for enhancement of surface-adatom diffusion in 

situations, for which straightforward increase in temperature is undesirable or even impossible 

[78]. Besides, possibilities of SAW application for spatial structuring of diffusing adatoms also 

recently attracted attention [77,452]. Analysis and simulations performed in work [73,78] and 

Section 5.3 demonstrate that not only straightforward increase in SAW strain is favorable, but 

also exploitation of SAWs with ultimately high frequencies can be even more important for 

diffusion enhancement, because the high-frequency wave components can ensure direct dynamic 

(quasi-resonant) coupling with the surface species. As is clear from the results of presented 

above and other supporting data, the nonlinear transformation of SAWs suggests a natural way to 

simultaneously drastically shift the SAW spectrum towards very high frequencies (which is 

typical of shock formation) and at the same time significantly increase the maximum strain 

(which is a specific feature of SAWs and is not typical of bulk waves). Such dynamic coupling 

can be easier obtained for massive and/or relatively weakly bonded surface species like heavy 

atoms (as demonstrate simulations in Ref. [73,78] and Section 5.3) and seems to be especially 

promising for atomic clusters. The above described MD technique is applied in the next section 

to detailed studies of such acoustically-stimulated diffusion processes. 
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Abstract: The phenomenon of acoustic activation of surface diffusion is investigated in 

computational studies. The ability of laser-generated surface acoustic waves (SAWs) to enhance 

the mobility of small atomic clusters is demonstrated by large-scale molecular dynamics 

simulations and confirmed by our collaborator in an experimental study. The analysis of the 

computational results demonstrates that the nonlinear sharpening of SAWs and the 

corresponding enrichment of the SAW spectra by high frequency harmonics, which are capable 

of dynamic coupling to the cluster vibrations, are responsible for the efficient acoustic activation 

of surface mobility in the simulations. It suggests a novel mechanism for acoustic activation of 

surface processes on atomic and molecular level.  

The increase in the effective diffusion coefficient is proportional to the number of the 

SAW pulses passing through the diffusion region per unit time, and a dramatic 4500-fold 

diffusion enhancement (corresponds to an equivalent temperature increase by Á103 K) is 

predicted in the simulations for 15 GHz SAWs. Rescaling the computational prediction to the 

experimental conditions suggests 22-fold enhancement that is in a good agreement with 19-fold 

increase in the effective diffusion coefficient measured by our collaborator in room temperature 

experiments in the presence of SAWs generated by nanosecond pulse laser irradiation at a 100 

Hz repetition rate. The ability of SAWs to affect atomic-level surface processes has far-reaching 

implications for the design of new techniques where the acoustic energy serves as an effective 

substitution for thermal activation in applications where heating must be avoided or rapid 

switching of surface conditions is required.  

Introduction 

Surface acoustic waves (SAWs) are actively used in many practical applications, 

including signal processing [50], chemical sensing [51,52], nondestructive evaluation of 

mechanical properties [53,54], and microscale manipulation of fluid flow in microfluidics 

devices [55,56]. Moreover, there is growing experimental evidence of the ability of SAWs to 

affect surface processes at the atomic/molecular level. In particular, SAWs and bulk acoustic 

waves interacting with surfaces have been shown to be able to substantially enhance the rates 

                                                 
5 Results of this work are reported in Ref. [73], the experimental portion of the work is performed by a group of H. 
Helvajian. 
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and selectivity of heterogeneous catalytic reactions [57-65], desorb molecules, atoms, and ions 

from surfaces [65-72], and facilitate surface diffusion of small atomic clusters [73,74]. These 

observations are surprising as there is a large mismatch between the relatively low frequencies of 

the acoustic waves, typically less than 100 MHz, and the vibrational frequencies characteristic of 

atoms and molecules on the surface, on the order of terahertz. This frequency mismatch calls into 

question the contribution of the dynamic resonant coupling of the acoustic wave to surface 

vibrational states [69,70,453,454] and gives rise to hypotheses based on the presumed presence 

of mesoscopic-scale substructures/domains [59,60] that can effectively couple to a long-

wavelength acoustic excitation, nanoscale stressed surface features that can release the stored 

strain energy in response to an acoustic activation, thus providing the needed extra energy for the 

desorption of molecules [71], or acoustically induced variation of the spatial distribution of 

adsorbates to affect the surface reaction rates [63]. 

Modification of the binding energies and diffusion barriers of adsorbed species induced 

by the surface strain [455-458] has also been considered as a mechanism responsible for the 

acoustic activation of surface processes [64,78,306]. Indeed, a recent theoretical and 

computational analysis performed for linear (sinusoidal) elastic SAWs [78] suggests that a 

combined effect of the transient modification of the diffusion barriers and adiabatic temperature 

variation due to the periodic oscillations of the acoustic strain can lead to a noticeable 

enhancement of surface diffusion for large strain magnitudes and systems that exhibit strong 

strain dependence of the diffusion barriers [455-461]. The large surface strains (Á10−2) required 

for reaching practically relevant levels of the diffusion enhancement and the strong quadratic 

scaling of the diffusion enhancement with the strain amplitude in the absence of nonlinear 

enrichment of SAW spectrum by higher harmonics [78], however, make the assumption of the 

linear SAW propagation questionable and suggest that nonlinear effects should be considered. 

In this section, we report the results of a combined computational and experimental study 

targeted at resolving the longstanding question on the mechanism of the acoustic activation of 

surface processes. A simple model system consisting of small atomic clusters moving on a 

substrate exposed to SAWs is considered. The experimental results, obtained by our 

experimental collaborators from the group of Dr. Helvajian [73], provide direct evidence of 

strong acoustic enhancement of surface mobility of atomic clusters. The simulations also predict 

a dramatic diffusion enhancement by SAWs and link it to the nonlinear wave profile sharpening 
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accompanied by the generation of high frequency harmonics that effectively couple to the 

vibrational modes of the clusters. The mechanistic insights into the key role of the nonlinear 

effects in the SAW-induced activation of surface processes provide guidelines for the design and 

optimization of a new class of applications in the areas of chemical catalysis, low temperature 

thin film growth, and mass spectrometry of heat sensitive molecules. 

Computational model 

In order to reveal the atomic-level mechanisms responsible for the pronounced acoustic 

enhancement of the surface mobility, we perform a series of large-scale molecular dynamics 

(MD) simulations of surface diffusion of small atomic clusters in the presence of SAWs. In 

contrast to earlier MD simulations of SAWs [77,78], where the close-to-sinusoidal wave profiles 

are generated and maintained through dynamic boundary conditions, the simulations of free 

nonlinear wave propagation require much larger computational systems and a careful choice of 

the initial and boundary conditions. These technical difficulties have prevented the application of 

atomistic simulations for the investigation of nonlinear SAWs so far. At the same time, the 

ability of MD simulations with anharmonic interatomic potentials to naturally reproduce the 

nonlinear sharpening of SAWs, their dissipation and interaction with surface adsorbates presents 

a clear advantage over continuum modeling, as the latter involves a number of assumptions and 

approximations [53,54,110], as discussed in Section 5.2. 

Given the uncertainties as to the exact structure of the cluster, its interaction with the 

substrate, the effect of the exposure to ambient atmosphere and presence of surface defects, as 

well as the length- and timescale limitations inherent to the MD simulations, we do not attempt 

to quantitatively mimic the experimental conditions in the simulations. Rather, we choose the 

parameters of the model so that the key physical features of the experimental system are 

reproduced. Namely, (1) on the short timescale of the MD simulations, the clusters remain 

motionless at the surface in the absence of SAWs, (2) the acoustic activation of cluster mobility 

does not lead to cluster decomposition or any significant changes in the shape of the clusters, and 

(3) there is no surface modification or any structural damage to the substrate under conditions of 

the simulations.  

The system used for the MD simulations consists of a substrate with face centered cubic 

(fcc) structure and several clusters composed of 10 atoms each placed on the (001) surface of the 
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substrate, as schematically shown in Figure 106a. The minimum distance between the clusters is 

chosen so that they do not have any chance to meet each other during their diffusional motion on 

the surface in any of the simulations. The computational system has dimensions of Lx × Ly × Lz 

= 600 × 5 × 1800 fcc unit cells and consists of 21.6M atoms. The periodic boundary conditions 

are applied along x and y directions that are parallel to the free surface of the substrate, and a 

rigid boundary condition is applied at the bottom of the substrate. 

 
Figure 106. A schematic representation of the MD computational system used in the simulations of free 
propagation of SAWs (a) and the Arrhenius plot of the diffusion coefficient for thermally-activated 
surface diffusion of a small atomic cluster in the absence of SAWs (b). In (a), the SAW propagates along 
x direction and the color shows an instantaneous pressure distribution for an initial sinusoidal SAW. In 
(b), the error bars correspond to the estimated standard error of the mean and the fitting of the data to the 
Arrhenius equation yields the diffusion barrier of 0.421�. The inset in (b) shows a fragment of the 
computational system with an atomic cluster (colored red) located on the surface of the substrate (colored 
blue). Adapted from Ref. [73]. 

The interatomic interactions in the computational system are described by the Lennard-

Jones (LJ) potential with parameters a and S defining the length and energy scales of the 

substrate. A cutoff function [121] is used to ensure that the interactions vanish at a cutoff 

distance of 3a. The LJ parameters for the interactions between the atoms in the clusters are 

acc = 0.60a and Scc = 3.72S, whereas the parameters for cluster-substrate cross-interactions are 

acs = a and Scs = 0.5S. The mass of an atom in a cluster is mc = 1.74m, where m is the mass of an 

atom in the substrate. All the physical quantities obtained in the simulations are expressed in 
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reduced units scaled by the LJ length and energy parameters, X and Y, and atomic mass m used 

for the substrate. 

The SAWs are generated on thermally equilibrated substrates by assigning instantaneous 

displacements and additional velocities to all atoms in the systems according to the analytical 

expressions for the continuous periodic unidirectional Rayleigh wave propagating along [100] 

direction on (001) surface in a cubic crystal [79]. The velocities due to the wave are added to the 

thermal velocities of the atoms. Following the initialization, the waves are allowed to evolve 

freely in dynamic simulations. The SAW propagates along the x direction, and the choice of Lx 

thus defines the spatial periodicity of the simulated nonlinear SAW. Additional details on system 

preparation are provided in Section 2.1.2. 

The strain magnitude of the initial sinusoidal SAWs is chosen to be 0.02, which is more 

than 30% below the threshold for the onset of damage (plastic deformation) to the substrate. At 

the same time, the initial wave magnitude is sufficiently large to enable computationally efficient 

exploration of the effect of the acoustic activation of surface diffusion within the relatively short 

timescale accessible to MD simulations. In particular, the time (or distance traveled by the wave) 

needed for the nonlinear sharpening of the wave scales inversely with the initial strain magnitude 

[112], and the relatively high strength of the wave makes it possible to explore the effect of the 

shock front formation of the diffusion enhancement in the atomistic simulations. 

The thermally and acoustically activated surface mobility of the clusters is characterized 

by the diffusion coefficient D calculated from the time dependence of the MSD of the cluster 

center of mass: 

]á ± Â
Æ¯ÆyÎ Î ö¾³nno9á â áÐ:µ ¾³nno9áÐ:÷ÄÆyÂÆ¯Â         (5.4), 

where ¾³nno9áÐ: is the true “unfolded” (unaffected by the periodic boundary conditions) position of 

the center of mass of cluster i at time áÐ , çÐ  is the number of data points collected for a particular 

trajectory, and çª is the number of independent cluster trajectories obtained in the simulations. 

To collect statistically reliable information on the diffusion in the presence of SAWs, 10 

simulations yielding a total of çª = 835 independent trajectories of atomic clusters are 

performed. The duration of each simulation is 6720-, where  ± æ©�Ä .( èÂ Ä* . Since the wave 
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shape changes during the nonlinear propagation and dissipation, the total simulation time is 

divided into sixteen 420- -long intervals, and the values of D are evaluated for each time interval. 

The diffusion barrier for thermally activated diffusion, without SAWs, is calculated to be 

equal to 0.421Y by performing three series of simulations at different temperatures and fitting the 

corresponding values of D to the Arrhenius equation, Figure 106b. An extrapolation of the 

Arrhenius dependence to a lower temperature of 0.036Y/kB, at which all simulations with SAWs 

are performed, yields D = 3.5 × 10−7 X2/- that corresponds to about one jump per 106 -. This 

estimation confirms that, within the simulation time of 6720-, the probability of thermally 

activated jumps is virtually zero. 

The spectrum of the SAW is analyzed by applying spatial fast Fourier transform (FFT) 

with the Hanning window function to the instantaneous displacements of the surface in the x 

direction caused by the SAW. The instantaneous displacements of the substrate atoms with 

respect to their positions in an ideal crystal are averaged over surface subdomains with sizes of 

one unit cell in x direction and 4 unit cells in z direction. The pattern of the subdomain 

displacements obtained for one wave period is replicated to produce 214 data points for the FFT. 

To further suppress thermal noise, the final spectrum is additionally averaged over 10 

independent MD simulations, and an exponentially weighed moving average filter with an 

effective window size of 200- is applied in the time domain. 

Atomistic simulations of the effect of nonlinear SAWs on surface diffusion 

Acoustic activation of surface diffusion is confirmed by our collaborator in an 

experimental study [73,74]. Figure 107a presents the MSD of the tracked Au8 clusters on a (111) 

silicon substrate plotted as a function of time for three independent experiments in which the 

clusters are monitored at 12 mm from the SAW source, 6 mm from the source, and with no SAW 

excitation. The slopes of the lines representing the best linear fits to the data points can be related 

to the diffusion coefficient, ] ± pö]^Ùá, where MSD is mean square displacement evaluated 

for the time interval Ùá. In the absence of SAWs, the thermally mediated diffusion is 

characterized by D = 8.56×10−17 cm2/s, whereas the effective diffusion coefficients in the 

presence of acoustic activation are D = 1.64×10−15 cm2/s at 6 mm from the source and D = 

1.46×10−15 cm2/s at 12 mm from the source. 
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Figure 107. Acoustic activation of surface diffusion of small atomic clusters by SAWs confirmed 
experimentally (a) and predicted in a series of large-scale MD simulations (b). The explanation of the 
mechanism of acoustic activation of surface diffusion based on the formation of a shock front and 
generation of high frequency harmonics capable of direct energy transfer to the clusters adsorbed on the 
surface (c). The plot in (a) shows the evolution of the cluster diffusion coefficient with time of SAW 
propagation. The insert depicts a schematic representation of the computational system. The plot in (b) 
shows the evolution of mean square displacement (MSD) of individual Au8 clusters moving on a (111) 
silicon substrate with and without SAWs. In (c), the temporal evolution of the SAW profile and 
corresponding harmonics in the wave spectrum predicted in the simulations are shown. Lennard-Jones 
reduced units are used in (b) and (c). The figure is adapted from Ref. [73]. 

Two startling conclusions arise from the experimental measurement of the diffusion 

coefficients. First, laser excitation of SAWs leads to a pronounced 19-fold increase in the 

diffusion coefficient with respect to the thermal diffusion. Second, the measured diffusion 

coefficient at 12 mm is nearly that as measured at 6 mm from the source, which would argue a 

small attenuation coefficient of the relevant SAWs. Unlike for continuous thermal activation, for 

SAWs the diffusion is only affected during the passage of the waves through the probe area. 

Given a 100 Hz laser repetition rate and a pulse duration of 6 ns, over the course of the 30−780 
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min exposures used in the experiment, the acoustic source is active for mere milliseconds. This 

observation, combined with the relatively low frequencies of initially excited SAWs, less than 

166 MHz, makes it impossible to explain the strong enhancement of surface mobility with 

existing physical models that only consider the effect of linear SAWs [78]. The experimental 

data, therefore, motivate the computational effort reported below, where nonlinear acoustic 

effects are fully accounted for. 

  
Figure 108. The representative trajectories of the cluster center of mass recorded in simulations of SAW-
induced diffusion at a temperature of 0.036//kB (a) and thermal diffusion at a temperature of 0.136//kB 
(b). The scale is the same in both plots, the initial location of the clusters is at the origin of the coordinate 
system, and the trajectories are colored by time. The local displacement of the surface due to the SAW is 
subtracted from the instantaneous position of the cluster in (a). The temperature of 0.036/ is too low to 
induce any thermally activated diffusion of the cluster on the timescale of the simulation.  Note that in (a) 
no jumps of the cluster take place before ~15000, which is the approximate time of the shock front 
formation. The SAW-induced cluster mobility after 20000 is similar to that in the thermally activated 
diffusion at kBT = 0.136/. Adapted from Ref. [73]. 

The mechanisms of acoustic activation of surface diffusion are investigated in a series of 

MD simulations of SAWs propagating on a substrate equilibrated at a temperature of 0.036Y/kB. 

In Figure 108a, a representative trajectory is shown for a cluster located on a substrate exposed 

to SAW. The cluster exhibits an active motion despite the negligible contribution of thermal 

diffusion expected at the temperature of 0.036Y/kB. Actually, the diffusion length in the 

acoustically activated diffusion is comparable to that of thermal diffusion but at almost four 

times higher temperature, 0.136Y/kB, Figure 108b. A notable difference between the two 

trajectories, however, is that the acoustically activated motion of the cluster in Figure 108a starts 
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not from the beginning of the simulation, but at a time of around 2000-. Note that since periodic 

boundary conditions are applied along the direction of SAW propagation, the increasing time in 

the simulations corresponds to the linearly increasing distance from the source of the wave in the 

experiments. 

The changes in the cluster mobility in the course of the nonlinear SAW propagation are 

revealed in Figure 107b, where the effective diffusion coefficients calculated for the 16 time 

intervals during the simulations are plotted. The distinct stages of the time dependence of the 

diffusion coefficient can be correlated with the evolution of the SAW profile illustrated in Figure 

107c (top row). During the first 1500- , the diffusion coefficient remains below the level that can 

be resolved in the MD simulations while the wave profile gradually evolves from the initial 

sinusoidal shape generated at the beginning of the simulations, Figure 107c, to a shape with an 

increasingly steep front. Starting from around 1500-, the diffusion coefficient rapidly goes up 

and reaches its peak value at around 3200- (Figure 107b). The maximum value of the diffusion 

coefficient is about 1.6×10−3 X2/- that signifies more than 4500-fold increase with respect to the 

thermal diffusion at the substrate temperature of 0.036Y/kB. The temperature required to induce 

an equivalent diffusion by thermal activation is 0.132Y/kB, which is about 3.7 times higher than 

the actual substrate temperature maintained in the simulation. The plots of the wave profiles 

shown in Figure 107c demonstrate that the onset of the cluster motion coincides with sharpening 

of the SAW and generation of a shock front. The pronounced cusp formed on the compressive 

side of the wave profile at 3200- is related to the nonlocal nonlinearity of SAWs [110-112]. The 

increase of the strain magnitude above the initial level in the course of the shock front formation 

is a distinct feature of SAWs that is not observed for bulk waves, whereas the appearance of 

small oscillations near the shock front is typical for a medium with dispersion (see discussion in 

Section 5.2). 

During the next stage of the SAW profile evolution, after 3200-, the wave amplitude and 

the shock front sharpness are decreasing due to the strong dissipation near the wave front, Figure 

107c. The dissipation results in the exponential decrease of the cluster mobility, Figure 107b. 

However, despite the substantial attenuation of the wave by the time of 6500-, the diffusion 

coefficient at this time still remains almost 1000 times higher than the one for thermally 

activated diffusion. By extrapolating the exponential decay of D beyond the time of the 
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simulation, it can be estimated that the cluster mobility becomes comparable to the one 

characteristic of thermal diffusion only at around 20 000-. 

To explain the connection between the SAW shock front formation and the sharp rise in 

the surface mobility, a detailed analysis of the cluster vibrations and the evolution of SAW 

spectrum are undertaken. The spectrum of thermal vibrations of the cluster on the surface reveals 

two main resonance peaks at about 0.13 and 0.24-−1 for horizontal (parallel to the surface) 

vibrations and higher frequencies for oscillations in the vertical direction. Therefore, harmonics 

with a minimum frequency of about 0.13-−1 must be generated for the direct resonant excitation 

of cluster vibrations.  

The generation of high frequency harmonics in the process of SAW front sharpening can 

be tracked in the frequency domain by applying Fourier transform to the instantaneous 

displacements of the surface in x direction caused by the SAW. The four representative spectra 

shown in Figure 107c demonstrate that the nonlinear propagation of a SAW with an initial 

frequency of 0.0055-−1 can result in dramatic changes in the spectral composition of the wave. 

The spectra are shown in units of the maximum acceleration for each frequency harmonic to 

reflect the corresponding forces acting on the adsorbed cluster. The generation of high frequency 

harmonics due to the wave front sharpening causes excitation forces acting at high frequencies, 

including the cluster resonance frequency marked by green arrow. These forces are rather strong, 

i.e., comparable to the force acting at the fundamental frequency of the initial wave. When the 

shock front is fully developed, the harmonics with frequencies as high as 0.5-−1 (corresponds to 

1.4 THz with the scaling discussed below) can be generated. 

The three curves in Figure 109 show the evolution of the amplitudes of three harmonics 

marked by arrows in both Figure 107c and the inset in Figure 109. The green solid line is for the 

harmonic that corresponds to the resonance frequency of the cluster, 0.132-−1, whereas the red 

and blue dashed lines are for the harmonics with lower and higher frequencies, 0.05 and 0.22-−1, 

respectively. It is remarkable that the amplitude of the resonance harmonic starts to rise at around 

1500-, which is exactly the time when the cluster diffusion coefficient exhibits the sharp increase 

in Figure 107b. The amplitude of the resonant harmonic reaches its maximum value at around 

3000-3200-, when the cluster mobility is at its maximum. The following decrease of the 

amplitude correlates with the decrease of the cluster mobility after 3200-. This direct correlation 
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between the evolution of the high frequency components of the wave spectrum and the diffusion 

enhancement strongly suggests that the latter can be attributed to the dynamic coupling of high 

frequency harmonics with the cluster vibrational modes. The dynamic coupling has also been 

identified as a mechanism responsible for strong, 1-2 orders of magnitude, enhancement of 

surface mobility of an individual adatom by linear (sinusoidal) SAWs at frequencies that are 3-4 

times away from the direct resonance with the adatom vibrations [35]. This observation suggests 

that the phenomenon of the diffusion enhancement due to the generation of high frequency 

harmonics in nonlinear propagation of SAWs is not specific to the diffusion of atomic clusters 

but is likely to be relevant to a variety of surface processes. In particular, results of computations 

studies reported in Section 5.4 have demonstrated the formation of high frequency harmonics of 

bulk waves to be responsible for acoustically activated desorption of surface species. It is 

important to clarify that in the proposed mechanism the capability to activate surface processes 

by a nonlinear wave is dictated by the sharpness of the wave front rather than 

compressive/tensile components of the wave.  

 

Figure 109. The evolution of the 
amplitudes of three high frequency 
harmonics during the nonlinear SAW 
propagation. The inset in shows a 
representative frequency spectrum of a 
SAW for a time of 32000. The dashed red, 
solid green, and dashed blue curves 
correspond to harmonics with frequencies 
of 0.050-1, 0.1320-1, and 0.220-1, 
respectively. These frequencies are also 
marked by arrows in Figure 107c and in the 
insert. The simulations are performed at a 
temperature of 0.036//kB, and the 
contribution of the thermal atomic 
vibrations to the spectrum shown in the 
inset is below 10-5t for all harmonics. 
Adapted from Ref. [73]. 

Mapping computational predictions to experiment 

The connection between the computational results and experimental observations can be 

established by converting the computational predictions from reduced to real physical units, 

using the LJ parameters of X = 3.50 A, Y = 0.534 eV, and m = 56.2 Da. These parameters are 

fitted to the density of Si, 2.33 g/cm3 [462], and the velocity of a Raleigh wave on �??�� Si 
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surface along Ù�??Û direction, 4920 m/s [463], assuming that each atom in the fcc LJ crystal with 

a lattice parameter of 5.43 A represents two Si atoms. The time parameter and the SAW velocity 

are then  ± æ©�Ä .( èÂ Ä*  [ 0.366 ps and 1 = 5.14 X/- [ 4920m/s, respectively. With these 

parameters, the SAW generated in the simulations have the initial wavelength r = 600 × 5.43 A 

= 326 nm and frequency 2 = 1/r = 15 GHz. During the time of a simulation, the SAW covers a 

distance of 6720- × 1 = 12 Îm, and the estimated maximum range of the acoustic activation of 

surface diffusion is 20 000-×1 = 36 Îm. 

For the strongly nonlinear evolution of elastic waves, when the energy dissipation mostly 

occurs after the formation of a shock front, the characteristic time and, correspondingly, length 

scale of the decay of a wave increase linearly with the increasing wave period (or corresponding 

wavelength) [464]. Applying this reasoning for mapping the SAW dissipation observed in the 

simulations to the experimental conditions, the range of the acoustically affected diffusion can be 

expected to be on the order of 10 mm for the experimental values of 2 [ 10-100MHz [395] and r 

[ 50-500 Îm. Moreover, the inverse scaling of the shock formation distance with the initial 

acoustic strain [112] may further increase this range for the experimental conditions, where the 

strain amplitudes are likely to be much smaller than 1-2% recorded for SAWs generated in Si 

substrates with an assistance of ablative layers [53,54,443]. Indeed, similar scaling arguments 

suggest that the initial strain of the order of or even smaller than 10-3 would be sufficient to 

produce the SAW front sharpening and shock front formation at the experimental length scale of 

several millimeters and, consequently, to yield the diffusion enhancement through the 

mechanism predicted in the simulations. The higher strain magnitude of the simulated waves is 

mainly needed to ensure that the wave front sharpening takes place at a much shorter time/length 

scales accessible to the atomistic simulations. 

The computational prediction that the physical origin of the diffusion enhancement is the 

interaction of the diffusing species with the steep front of the nonlinear SAW can be used to 

relate the striking (more than 4500-fold) increase of the cluster diffusion coefficient in the 

simulations to a more moderate 19-fold increase observed in experiments. The number of wave 

fronts passing through the diffusion region per unit time is defined by the frequency of the 

continuous wave generated in the simulations, 15 GHz, and by the laser repetition rate, 100 Hz, 

in the experiments. The increase predicted in the simulations is from Dth = 3.5×10-7 X2/- for 
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thermal diffusion without SAWs to Dmax = 1.6×10-3 X2/- at the maximum enhancement (Figure 

107b). Using the scaling to Si substrate discussed above, this increase is from Dth = 1.2×10-9 

cm2/s to Dmax = 5.4×10-6 cm2/s. Since Dth 4 Dmax, it is reasonable to assume that the thermal 

contribution to Dmax is negligible and the acoustic activation is solely responsible for the high 

cluster mobility observed in the simulations. Scaling the value of Dmax to the experimental 

repetition rate yields Dmax×100 Hz/15 GHz = 3.6×10-14 cm2/s or 22 times larger than the 

maximum value of the acoustically enhanced diffusion coefficient evaluated from the 

experimental data for 6 mm from the source, 1.64×10-15 cm2/s. Given the approximate 

semiquantitative nature of the model and the lack of precise information on the strength of the 

SAWs generated in the experiments, the comparable orders of magnitude of the diffusion 

enhancements provide an additional support for the hypothesis that the same physical mechanism 

of the diffusion enhancement revealed in the simulations is also responsible for the experimental 

observations shown in Figure 107a. Moreover, the linear scaling of the acoustically activated 

diffusion enhancement with the number of the SAW fronts passing the region of interest per unit 

time suggests that the existing sources of SAWs with frequencies on the order of tens of 

gigahertz [449-451] may create an equivalent of 103 K for surface diffusion under room 

temperature conditions. It is also apparent from the experimental results that an area on the order 

of 1 cm can be affected, thus increasing the practical use of the energy source. 

Summary 

A combined computational and experimental study of surface diffusion of small atomic 

clusters has revealed an enhancement of surface mobility under the action of SAWs. The direct 

tracking of individual gold clusters on a Si substrate by fluorescence microscopy demonstrates 

that the clusters can be moved by laser-generated SAWs under conditions when thermally 

activated diffusion is negligible. A plausible explanation of these observations is suggested based 

on the results of large-scale MD simulations performed for a model system that mimics the key 

physical characteristics of the experimental material system. The analysis of the evolution of the 

SAW frequency spectrum reveals a direct connection between the diffusion enhancement and the 

generation of high frequency harmonics associated with the nonlinear wave sharpening and 

shock front formation. The high harmonics reach frequencies typical of natural cluster vibrations 

and lead to an effective dynamic coupling between the acoustic wave and the cluster vibrational 

modes. Extrapolation of the experimentally observed 19-fold diffusion enhancement from the 
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100 Hz pulse repetition rate to higher rates (e.g., by circularly moving the laser spot around the 

observation region to avoid accumulation of heat) suggests that the SAW-induced athermal 

increase of the diffusion coefficient by a factor of 102-103 is feasible even for the experimental 

conditions used, although they were not specially optimized. Given the computational prediction 

of the key role that the nonlinear sharpening of the wave profile plays in the activation of surface 

diffusion, the direction of the SAW may also be optimized to ensure the strongest nonlinear 

effects in the wave propagation on anisotropic substrates [465]. 

Other surface processes, such as desorption and chemical bond rearrangements, may 

exhibit a similar sensitivity to the generation of high frequency harmonics in the nonlinear 

propagation of SAWs. The phenomenon of the acoustic activation of surface processes, 

therefore, can be utilized in a range of practical applications where the thermal activation should 

be avoided. In particular, the acoustic energy may serve as an effective substitution for heat in 

thin film growth on heat-sensitive substrates, cold desorption of fragile molecules for mass 

spectrometry analysis, or rapid switching of surface catalytic activity. 

¨�
� �§¥Ò�Ô£¤¢ ¡� �¥¡¤ £¥�¨¨Y �¥ £ª� §¦ ¦§¤¡Õ� £¡Ô
Abstract: The phenomenon of acoustic activation of desorption is studied in a series of 

atomistic simulations. Nonlinear wave propagation, formation of a shock front, and its 

interaction with surface species are analyzed. Reflection of a sinusoidal wave from the free 

surface does not exhibit any substantial effect on the surface species. However, nonlinear 

propagation of the wave prior interaction with the surface leads to an effect clearly 

distinguishable from thermal desorption at studied temperature. In particular, in the simulations 

we have observed an acoustically activated desorption that corresponds to thermally activated 

desorption at more than 10 folds higher temperature. The mechanism of acoustically activated 

desorption is explained by coupling of high frequency harmonics of the wave with vibrational 

modes of clusters that facilitates effective transfer of the acoustic energy into cluster desorption. 

Simulations performed for clusters of different mass have further confirmed the proposed 

mechanism. A series of atomistic simulations has allowed us to derive an expression for the 

dependence of the wave amplitude required for acoustic desorption of clusters on bonding 

energy and cluster mass. According to our estimation the wave strain amplitude of 10-3-10-2 is 

sufficient for acoustic desorption of the most clusters under experimental conditions. The study 
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is extended to a realistic system of graphene on Cu substrate with ����� orientation, which is 

commonly used to grow large area graphene. Interaction of the acoustic waves with single- and 

double-layer graphene has not result in acoustic desorption, which is in agreement with the 

estimation derived for desorption of clusters. However, simulations have demonstrated an 

acoustically activated desorption of 4-layer graphene resulted in removal of 3 layers with 

keeping a single layer on Cu substrate. This method therefore can be used to remove multilayer 

parts formed during growth with keeping large area single layer graphene. For larger number of 

graphene layers, we have suggested a continuum level description of the desorption process. 

Formation of a tensile wave and interaction with copper-graphite interface leads to desorption of 

graphite with keeping a single graphene layer on the copper substrate. 

Introduction 

Bulk and surface waves are actively used to affect processes on atomic/molecular level. 

In particular, SAWs and bulk acoustic waves interacting with surfaces have been shown to be 

able to substantially enhance the rates and selectivity of heterogeneous catalytic reactions [57-

65], desorb molecules, atoms, and ions from surfaces [65-72,466-468], and facilitate surface 

diffusion of small atomic clusters [73,74]. One of the most successful applications of this effect 

is laser-induced acoustic desorption (LIAD) [68-72,466,467] allowing transfer of neutral and low 

charge volatile molecules into a gas phase without using a carrier gas or matrix that prevents 

contamination and allows effective detection of rare samples with mass spectrometry.  

Variety of experimental conditions in LIAD studies [68-72,466-468] have facilitated 

suggestion of a range of explanations for the desorption mechanism ranged from purely acoustic 

and thermal to more exotic ones based on the hypothesis that structures with excess energy are 

present on the surface and release their energy upon acoustic or thermal impact. In particular, 

Ref. [69] shows that the increase of the thickness of the substrate, irradiated by laser from the 

opposite side, from 1 to 20 Îm substantially reduces the fragmentation of desorbed molecules 

and suggests transition from thermal to shock wave driven desorption. Refs. [68,70] report 

results obtained for an acoustic cell formed by two sapphire plates each of 2 mm thickness 

separated by a 0.75 mm absorbing layer of liquid mercury that suggests acoustic mechanism of 

desorption. The majority of the studies are performed for nanosecond laser pulses that limits the 

amplitude of generated acoustic waves. Though, using an experimental setup with confinement 
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of the irradiated material by a transparent overlayer or using sufficiently high laser fluence 

capable to result in explosive phase separation in the irradiated material [18-20] can produce 

nanosecond acoustic pulses with strain up to ~0.01 [53]. Moreover, irradiation by femtosecond 

and picosecond laser pulses is capable to produce intense (0.01-0.1 strain) compressive bulk 

waves in the non-ablative regimes [108,319] that allows repetitive irradiation of the same spot.  

The observations of the acoustic activation of atomic/molecular-level processes are 

surprising, as there is a large mismatch between the relatively low frequencies of the acoustic 

waves used in experiments, typically less than 100 MHz, and the vibrational frequencies 

characteristic of atoms and molecules on the surface, on the order of terahertz. This frequency 

mismatch calls into question the contribution of the dynamic resonant coupling of the acoustic 

wave to surface vibrational states [69,70,453,454] and gives rise to hypotheses based on the 

presumed presence of mesoscopic-scale substructures/domains [59,60] that can effectively 

couple to a long-wavelength acoustic excitation, nanoscale stressed surface features that can 

release the stored strain energy in response to an acoustic activation, thus providing the needed 

extra energy for the desorption of molecules [71], or acoustically induced variation of the spatial 

distribution of adsorbates to affect the surface reaction rates [63]. 

The results of large scale atomistic simulations of surface diffusion of atomic clusters in 

the presence of nonlinear SAWs reported in Section 5.3 and in Ref. [73] have suggested an 

alternative mechanism of the acoustic activation of surface processes. The nonlinear sharpening 

of the wave front is associated with the generation of high frequency harmonics that can reach 

the cluster resonance frequency and lead to an effective dynamic coupling between the SAW and 

the cluster vibrational modes. This coupling facilitates an effective transfer of the acoustic 

energy to the cluster motion. Following the explanation suggested in Section 5.3 and in Ref. 

[73], in this section we report results of computational study of the effect of nonlinear bulk 

waves on desorption of small clusters and graphene layers.  

Computational setup 

Acoustically activated desorption of surface species by bulk waves have been studied in a 

series of atomistic simulations. The mechanisms of acoustic activation have been elucidated with 

using a model system with interatomic interaction described with Lennard-Jones potential. In 

this study we do not try to quantitatively mimic any particular system but use a general model 
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capable of reproducing the key features of the desorption process such as nonlinear wave 

sharpening and reflection from the free surface followed by energy transfer to clusters. It allows 

us to analyze the effect of the cluster bonding energy and wave nonlinearity on the desorption 

process. Lennard-Jones units (a, S, m, 5) are used to describe the system setup and computational 

results. The system size is 78 a × 78 a × 935 a (50×50×600 Face Centered Cubic unit cells), 

which corresponds to 6M atoms. 

 
Figure 110. (a) Schematic illustration of system preparation for modeling of acoustically activated 
desorption. First, a system with periodic boundary conditions is used to simulate nonlinear propagation of 
a wave. After shock front is formed, the system is split at a position of zero strain and atomic clusters are 
put on the surface. (b) Illustration of clusters and their desorption, only the top part of the target is plot. 

The atomistic system for modeling of acoustic desorption is prepared in the following 

sequence of steps. After generation of the initial atomic configuration, it is equilibrated at the 

temperature 0.1S with periodic boundary conditions applied in all three directions. The 

longitudinal wave is incorporated into a system by adding extra displacement and velocities to 

atoms in the system according to 56 N 0 æ U78c96ái, 5k9 N 09) æ X:Uc96ái, where k is the spatial 

angular frequency calculated as è/¸09, 09 is the system length along z axis, c is the speed of the 

wave equal to 8.687 a/5 at the studied temperature, 6á is the z coordinate of a particular atom in 
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the ideal crystal, . is the wave amplitude set to reproduce a particular initial strain amplitude that 

is calculated as ÿªÊª° ± .ñ. The wave is allowed to propagate in the system to allow nonlinear 

sharpening and formation of a shock front, as illustrated in Figure 110a. At a particular moment 

of time, defined individually for a particular setup, the system is cut at the position having zero 

strain to form free surfaces, and 10-atomic-clusters are added to the surface and quenched to 

ensure that clusters do not have excess energy that may cause desorption. The clusters are placed 

on the surface at a sufficient distance to ensure that clusters do not interact with each other. The 

parameters of the clusters are chosen to be the same as in Section 5.3 and Ref. [73]. The 

interaction potential for atoms within clusters has �-- ± ?�� ; and .-- ± '�_� ., for interaction 

with substrate  ;-� ± ; and .-� is varied to identify the desorption threshold. The mass of atoms 

in the cluster is set to be equal to 1.74 mass of atoms of the substrate m, until a different value is 

specified in the text. After clusters are added, the simulations are continued, and clusters can be 

desorbed when the wave shock front approaches the surface, as shown in Figure 110b. 

In the second part of this study, acoustically activated desorption of graphene is checked. 

A system with ����� surface orientation of size 2.2 nm × 2.1 nm × 207 nm, which corresponds 

to 80000 atoms, is utilized. With using the above described procedure, bulk waves are 

incorporated into the system, and single or multilayer graphene is added to the surface. The 

interactions between atoms in the substrate is described by EAM potential parametrized for Cu 

by Mishin [287], the graphene is described with AIREBO potential [469], and the weak Van der 

Waals interaction of graphene and substrate is described with Lennard-Jones potential with X = 3 

Å and ε = 0.016 eV fitted in ref. [470]. The desorption energy of graphene calculated for this 

setup equal to 75.1 meV/atom is close to the ab initio results 70.9 meV/atom [471]. The 

simulations for the second part of the section are performed with using LAMMPS package [472]. 

Mechanism of acoustically activated desorption of small clusters 

We investigate the effect of a nonlinear longitudinal wave on desorption of small 10 

atomic clusters. A model system described by Lennard-Jones potential is used to study 

fundamental mechanisms of acoustic desorption. This general model is capable of reproducing 

the key features of the desorption process such as nonlinear wave sharpening and reflection from 

the free surface followed by energy transfer to clusters. The application of the model to a 

realistic system of graphene from copper substrate is studied in the next section. Figure 111 
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shows results obtained for a wave with the initial amplitude 0.0628. Reflection of a sinusoidal 

wave from the free surface does not exhibit any substantial effect on the surface species. 

Propagation of the wave for 50 5 in a system with periodic boundary condition along z results in 

nonlinear distortion, as shown in Figure 2a. Interaction of such wave with free surface results in 

desorption of clusters clearly distinguishable from purely thermal mechanism, as shown in the 

plot of the desorption probability vs. cluster bonding energy in Figure 111a. The typical range of 

bounding energy of absorbed molecules in a surface is 0.05-0.5 eV [71] that corresponds to 

approximately 0.1-1ε if ε is assumed to be 0.410 eV as for Cu substrate [473]. According to a 

series of simulations, clusters with bonding energy 0.76ε are desorbed with 0.5 probability. The 

effect of the acoustic wave on surface species is considerably stronger if the wave propagates for 

longer, 1505, and a shock front is formed (Figure 111b). In this case clusters with bounding 

energy as high as 6.1 ε are desorbed with 0.5 probability. 

 
Figure 111. From left to right: the wave profile, the spectrum of the wave, and the dependence of 
desorption probability on the cluster binding energy for waves propagating for 50 and 150 � before 
reaching the surface. The wave profile and the corresponding spectra are obtained in a simulation with 
periodic boundary condition and indicate the sharpness of the wave front expected at the moment of 
reflection from the surface. The initial wave strain amplitude is 0.0628. Blue arrows indicate the 
resonance frequency of a cluster on the surface that has binding energy Eb leading to 0.5 probability of 
desorption for a particular wave. 
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To reproduce the same desorption probability on the simulation timescale but by thermal 

desorption, the temperature of the substrate should be 1.9ε, which is more than 10 times higher 

than the real temperature. This effect is explained by coupling of high frequency harmonics of 

the wave with vibrational modes of clusters. Spectrums in Figure 111 illustrate increase of the 

energy of high frequency harmonics as the wave propagates and becomes sharper that, as a 

result, allows desorption of clusters with higher bonding energies, which have higher frequencies 

of vibrational modes. The energy transferred from the wave to a cluster is estimated as: 

½ ± î· ²æáè < ÿÑª=°$áWÑW îÄ �p; ± p.=Ä ZÄ^�Ï�Ä      (5.5), 

where ²æáè is the force acting on the cluster, � and .=Ä  are the cluster vibration frequency and 

the Fourier transform of the surface acceleration corresponding to this frequency (Fourier 

transform of surface displacement multiplied by the square frequency), M, L, and Ï� are the mass 

of the cluster, wavelength of the incoming wave, and the wave velocity. The prediction provides 

a correct functional dependence but overestimates the bonding energy of desorbed clusters by 2-

4 times that can be attributed to the assumption that the cluster is a single particle rather than an 

agglomeration of atoms, and part of the energy is transferred in internal vibration of clusters. In 

particular, the average internal temperature of desorbed clusters is 0.21-0.25 Y. 

After formation of a shock front at 60 - (0.6 of the wave period), active dissipation of the 

wave starts. The dissipation rate increases with frequency [428,474], and after the generated 

harmonics reach high enough frequency, the dissipation rates reaches the generation rate 

suppressing further increase of the frequency. Propagation of the wave with a developed shock 

front results in heating of the material. In addition, the material is heated due to adiabatic heating 

under propagation of the compressive part of the wave. This heating could be responsible for 

desorption lasted for 10s of Îs in several experimental studies [71,466]. In the simulations, at the 

moment of reflection of the shock wave from the free surface the surface temperature reaches 

0.16Y that can contribute to the mechanism of desorption.  

To further support the proposed mechanism of acoustically activated desorption we have 

performed a series of simulations for different masses of atoms in the clusters (1,2, and 4 m), as 

shown in Figure 112. The initial amplitude of the wave is selected to be twice smaller than in the 

previous simulations to suppress the effects of surface heating due to adiabatic compression and 

wave dissipation. According to Eq. 5.5, the energy transferred to the cluster, and therefore the 
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maximum bonding energy of desorbed clusters, is proportional to the cluster mass that is namely 

observed in Figure 112. In particular, the increase of the cluster mass from 17.4m to 34.8m and 

69.6m, leads to nearly linear increase of the maximum cluster bounding energy from 1.51 to 2.66 

and 5.28ε. The deviation is explained by decrease of the amplitude, 0>f , of high frequency 

harmonics with frequency, as illustrated in Figure 111. Meanwhile, since thermally activated 

desorption does not have a dependence of the maximum bonding energy for desorbed species on 

their mass, this series of simulations univocally confirms the acoustic activation mechanism. 

Suppression of the thermal effects also allows to obtain a sharp threshold of desorption that can 

have a practical use for selective desorption of particular species. 

 
Figure 112. The probability of cluster desorption on the bonding energy of cluster for 10 atomic clusters 
having 17.4m, 34.8m, and 69.6m mass. The initial wave strain amplitude is 0.0314, wave propagates for 
190� before interacting with free surface. 
 

Table 12. The maximum bonding energy and   parameter (Eq. 5.6) computed in a series of atomistic 
simulations. 

? @ ùõ A 
B#BCD) E(#' C#E B#EBC 
B#BFE' E(#' E#GE B#EB( 
B#BFE' F'#) D#CC B#EE' 
B#BFE' CH#C G#D) B#EE' 

Since the maximum amplitude of higher harmonics is approximately proportional to the 

initial wave amplitude, the wave amplitude required for desorption of species with bonding 

energy ùõ  can be roughly estimated as: 

Ë N ¿·ùõ¸Z           (5.6),  
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where � is an empirical coefficient equal to 0.107-0.114 according to a series of atomistic 

simulations. The summary of performed series of simulations, computed bonding energy, ½% , 

and the parameter � are provided in Table 12. Mapping this estimation on a real substrate 

material and real surface species with bonding energy ½%  equal to 0.05-0.5 eV [71] and M = 

1000-10000 Da suggests that the wave strain amplitude 10-3-10-2 is sufficient for acoustic 

desorption. 

Acoustically activated desorption of graphene 

Further studies of the mechanisms of acoustic desorption are perform for a realistic 

system: graphene on Cu substrate with ����� orientation. This setup is commonly used to grow 

large-area graphene [475], which is formed on the catalytic substrate. However, one of the 

challenges is transfer of the graphene form the substrate to an acceptor that requires chemical 

etching of Cu prohibiting its reuse. One of the promising approaches to remove the layer is direct 

coupling of high frequency bulk waves with vibrational modes of graphene, which can transfer 

the energy to the graphene layer and lead to detachment from the substrate. 

Estimation based on Eq. 5.6 for a single layer graphene on Cu suggests that the wave 

strain amplitude required for desorption is ~0.11 (½%  = 75.1 meV/atom, ε = 0.410 eV, M = 12.0 

Da, m = 63.5 Da). Therefore, we have performed a series of simulations of desorption of single, 

double, 4-layer graphene, and 25-layer graphite by bulk waves of the strain amplitude 0.04 and 

0.06, which are shown to cause no damage to the substrate in the simulations during wave 

propagation. It should be noted that the above estimation provides only an approximate value 

since it does not account for nonlinear properties of a particular substrate as well as the direction 

of wave propagation that affects nonlinear propagation of the wave and generation of high 

frequency harmonics. In addition, part of the energy, especially for multilayer graphene 

(graphite), is transferred into internal vibrational modes rather into overcoming the desorption 

barrier.  
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Figure 113. A series of atomic snapshots demonstrating acoustically activate desorption of single, 
double, 4-layer, and 25-layer graphene from £���¤ Cu surface. The initial wave strain amplitude is 0.04 
and 0.06. The time in left is measured after cutting the system that corresponds to 70 ps and 40 ps for 
waves with 0.04 and 0.06 initial strains, respectively. Only the top part of the system is shown, red color 
depicts Cu, and C atoms are shown by blue color. 

Atomistic snapshots demonstrating the interaction of a bulk shock wave with the surface 

are summarized in Figure 113. Only the top part of the system selected to include 4 layers for 4-
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layers graphene is depicted in the figure. Interaction of a wave with the strain amplitude 0.04 

with a surface does not lead to any noticeable effect. For two-layer graphene, at the moment of 

shock wave approaching the surface, 19 ps, slight change of the distance between substrate and 

graphene is visible. For 4-layer graphene, top three layers are detached; however, the speed of 

the desorbed graphene is not sufficient, and upward motion of the substrate followed by 

approaching the compressive component of the wave leads to reattachment. Increase of the wave 

strain amplitude to 0.06 leads to detachment and desorption of the top three layers. The 

detachment of only three layers is explained by lower graphene-graphene interlayer interaction 

than graphene-Cu. In particular, for our atomistic setup we have computed graphene-Cu energy 

of interaction to be 75.1 meV/atom, while graphene-graphene interlayer interaction is only 40.6 

meV/atom if recomputed per atom in one of the graphene planes. 

 
Figure 114. A contour plot illustrating the propagation and reflection of a nonlinear wave leading to 
desorption of graphene. The zoomed image (b) illustrates the wave propagation in the 25 layer graphene. 
Black dashed line outlines the Cu surface. Solid and dashed arrows in Figure 5b illustrate the direction of 
propagation for compressive and tensile waves. 

Interaction of bulk waves with 25-layer graphite can be considered in a continuum 

approximation. The temporal evolution of the stress, e99, in the target and in the graphite is 

depicted in Figure 114. A compressive wave (w1) approaches graphite-Cu interface at about 19 

ps and reflects backwards (w2). Meanwhile, the incident wave (w1) partially propagates into 

graphite (w3), reflects from free surface as a tensile wave (w4) and interacting with graphite-Cu 

interface leads to detachment of graphite. The acoustic impedance of  �ÜÜÜ� Cu can be 

calculated as ;MMM N ·cLMM - èLMf - üLÊÊiM äh . At 300 K the EAM potential [287] used in this 
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study gives ÏÂÂ = 163.52 GPa, ÏÂÄ = 120.06 GPa, Ï�� = 71.44 GPa, I = 8811 kg/m3 that results 

B�v= 3.90×107 Pa·s/m. The acoustic impedance of graphite is computed as B� ± \Ï��C = 

0.94×107 Pa·s/m for Ï�� = 38.7 GPa and I = 2261 kg/m3 [476]. The reflection and transmission 

of waves for propagation of waves through an interface can be computed as: 

� ± æBÂ µ BÄè æBÂ â BÄè(          (5.7),  

ò ± �BÄ æBÂ â BÄè(           (5.8),  

where BÂ and BÄ are acoustic impedances marked according the direction of the wave 

propagation through the interface. Therefore, �JKÑJ = -0.61, òJKÑJ = 0.39, �JÑJK = 0.61, òJÑJK 
= 1.61. The stress amplitude of the incident compressive wave (w1) is 

�×× ± æÏÂÂ â �ÏÂÄ â Ï��è Å ÿ '(  = -9.2 GPa, and the transmitted wave into graphite (w3) is 

thus -3.6 GPa. It should be noted that the overlap of the incident reflected waves overshadows 

the value of stress in Figure 114. Therefore, in Figure 114a at the time ~20 ps the stress near the 

surface reaches -20 GPa. The wave reflected from the free surface (w4) has amplitude 3.6 GPa 

that reflects from the graphite-Cu interface producing a tensile wave (w5) of an amplitude 2.2 

GPa. Interaction of waves (w4) and (w5) produces strong negative stress at the graphite-Cu and 

leads to a detachment of graphite. A single layer graphene remains attached to the substrate since 

it has stronger interaction energy with the substrate than with the second graphene layer. 

Summary 

A series of atomistic simulations is completed to study mechanisms of acoustically 

activated desorption. A model system described with Lennard-Jones potential is used to 

reproduce the key features of the desorption process such as nonlinear wave sharpening and 

reflection from the free surface followed by energy transfer to small clusters placed of the 

surface. It has allowed us to analyze the effect of the cluster bonding energy and wave 

nonlinearity on the desorption process. Reflection of a sinusoidal wave from the free surface 

does not exhibit any substantial effect on the surface species. However, nonlinear propagation of 

the wave and formation of the shock front prior interaction with the surface leads to an effect 

clearly distinguishable from thermal desorption at studied temperature, 0.1 Y. In particular, 

interaction of a shock bulk wave of the strain amplitude of 0.0628 allows desorption of clusters 

with 6.1Y bounding energy. To reproduce the same desorption probability on the simulation 
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timescale but by thermal desorption, the temperature of the substrate should be 1.9 Y, which is 

more than 10 times higher than the real temperature. This effect is explained by coupling of high 

frequency harmonics of the wave with vibrational modes of clusters that facilitates effective 

transfer of acoustic energy into cluster desorption, which is confirmed based on the Fourier 

analysis. A series of simulations performed for different mass of clusters has demonstrated 

almost linear increase of the maximum bonding energy of desorbed clusters with mass increase, 

which is predicted by our model and provides further support for the proposed mechanism. 

Based on a series of atomistic simulation we also have derived an empirical expression for 

estimation of the wave amplitude required for desorption depending on the mass end bonding 

energy of clusters. In particular, 10-3-10-2 wave strain amplitude is sufficient for acoustic 

desorption of the most clusters under experimental conditions. 

Further studies of the mechanisms of acoustic desorption are perform for a realistic 

system: graphene on Cu substrate with ����� orientation, which is commonly used to grow large 

area graphene. Since carbon atoms are lighter than clusters considered in the previous part of our 

study, we have not observed desorption of single- and double-layer graphene, which is consistent 

with an empirical dependence derived for clusters. However, acoustic wave is shown to be able 

to desorb 3 layers for 4-layer graphene with keeping only a single layer on the substrate. This 

method therefore can be used to remove multilayer parts formed during growth with keeping 

large area single layer graphene. Meanwhile, weaker interaction of graphene with a substrate, for 

example in the case of silicon carbide [477], could allow usage of acoustically activated 

desorption to transfer the graphene from the substrate to an acceptor. For thicker graphene 

(graphite) layer instead of direct coupling of high frequency harmonics with surface species, a 

continuum level approximation is considered to explain desorption. In particular, formation of a 

tensile wave and interaction with copper-graphite interface leads to desorption of graphite with 

keeping a single graphene layer on copper substrate since copper-carbon interaction is stronger 

than cross-layer interaction between graphene layers. 

¨�¨� �¡ £¡Ô ¡� ÓÕ��Ò§Ô§ £Ô¦¥§¦ ©Y ¤Õ��¥§ �¥¡¤ £¥Ñ�ª§¤
Chemical vapor deposition method is the most promising route for synthesis of large-area 

graphene [478]. Cu or Ni catalytic substrates are typically used to initiate formation of graphene 

sheets. As pointed out in the previous section, transfer of graphene from the catalyst substrate to 
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an insulating substrate for device fabrication requires chemical etching of the substrate, and 

acoustically activated desorption was suggested as an alternative method that allows one to avoid 

destruction of the substrate. This section reports results of a series of atomistic simulations 

targeted at the exploration of the effect of nonlinear Surface Acoustic Waves (SAWs) on 

graphene located on Cu ����� substrate. Although our original goal of SAW-activated 

desorption of graphene has not been achieved, we observed an intriguing result on motion of 

graphene sheets induced by SAWs. The capability to move graphene on a substrate, in addition 

to the desorption, may be useful at the stage of device fabrication, and below we provide an 

explanation of the mechanism of the acoustically activated motion. 

The system used for the MD simulations consists of a substrate with face centered cubic 

(fcc) structure and a graphene sheet placed on the top surface. The surface has ����� 
crystallographic orientation, and the top part of the system with graphene is illustrated in Figure 

115. The computational system has dimensions of Lx × Ly × Lz = 222 nm × 2.1 nm × 2620 nm 

and consists of about 100 million atoms. An additional set of simulations targeted at revealing 

the properties of nonlinear SAWs are performed for a smaller system with dimensions of 44.4 

nm × 2.1 nm × 524 nm. The x-axis corresponds to the direction of the wave propagation, and the 

system size along this axis is equal to the wavelength. For a substrate with ��??� surface 

orientation described by Lennard-Jones potential, it was established that the minimum system 

size along z-direction (normal to the surface) that is sufficient to ensure no effect on the wave 

evolution is equal to three wavelengths, i.e., 3Ê. As pointed out in Section 2.1.2, SAWs on ����� 
surface have longer spatial extension of the wave to the depth than SAWs on ��??� surface. For 

elastic moduli of Cu, the minimums system size is identified to be 4Ê for ��??� and 10Ê for 

����� surface orientation. Similar to the setup described in Sections 2.1.2, 0, and 5.3, periodic 

boundary conditions are applied along x and y directions, rigid boundary is imposed at the 

bottom of the computational system, and the top of the system corresponds to a free surface. The 

interatomic interactions in a substrate are described with EAM potential parametrized for Cu by 

Mishin [287], graphene is described with AIREBO potential [469], and the weak van der Waals 

interaction of graphene and the substrate is described with Lennard-Jones potential fitted in Ref. 

[470]. The temperature of the substrate is set to 300 K for simulations with SAW wavelength of 

222 nm and to zero for simulations with SAW wavelength of 44.4 nm. The initial displacement 
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and additional velocities are set according to the procedure described in Section 2.1.2. The 

simulations are performed using LAMMPS package [472]. 

 

Figure 115. (a) An atomic snapshot of a 
small part of the computational system 
illustrating a graphene layer (blue) on a Cu 
(111) substrate. (b) The evolution of the 
surface strain profile shown for waves 
propagating along  ��¡¢£ and  �¢�¢¡£ 
directions. The initial amplitude of strain, e, is 
0.01%. The initial temperature in the system 
is set to zero to reduce the thermal noise. 

One of the distinct differences of SAWs on �ÜÜÜ� surface in comparison with earlier 

considered �Üêê� case is the dependence of the wave evolution on the propagation direction. 

Rayleigh wave solution exists only for propagation in ûÜÜèþ directions in (111) surface, and 

�ÜÜèé� and �ÜéÜéè� directions are considered in our study. As discussed in Section 2.1.2, rotation of 

the stiffness tensor to make z-axis perpendicular to (111) surface and x-axis parallel to �ÜÜèé� 
results in nonzero LMLM , LfLM , and LÊNM  components and thus absence of mirror symmetry in the 

wave solution along the direction of wave propagation. Therefore, nonlinear wave propagation, 

shape evolution, and the shape of the shock front are different for �ÜÜèé� and �ÜéÜéè� directions, 

which is in agreement with experimental studies [125,126]. As shown in Figure 115b, 
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propagation along �ÜÜèé� direction results in the formation of a spike for Ë�� component of the 

strain at a compressive part of the wave, while propagation in the opposite direction �ÜéÜéè� leads 

to formation of a spike at the tensile component of the wave. This spike corresponds to a shock 

front formed in a SAW moving on (111) surface, and its shape is different from the shape 

observed for waves moving on (100) surface studied in Section 5.2. Due to this drastic difference 

in the shapes of the wave profiles after shock front, both directions of wave propagation are 

considered in our study. 

The evolution of the strain and displacement in the subsurface layer predicted in large 

scale atomistic simulations performed for the wavelength of 222 nm and initial Ë�� strain 

amplitude of 0.02% is illustrated in Figure 116 for propagation in �ÜÜèé� direction and in Figure 

117 for propagation in �ÜéÜéè� direction. The shock front is formed at approximately 200 ps. As 

pointed out in Section 5.2, in contrast to bulk waves, shock front formation for SAWs is 

accompanied by increase of the strain amplitude due to nonlocal nonlinearity [110-112]. As a 

result, a pronounced cusp is formed for Ë�� either on compressive or tensile side of the wave 

depending on the wave propagation direction. 

 
Figure 116. The evolution of SAW strain (a) and displacement (b) in the subsurface layer. The 
propagation direction is  ��¡¢£, and the initial amplitude of nÖÖ strain is 0.02%. 
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Figure 117. The evolution of SAW strain (a) and displacement (b) in the subsurface layer. The 
propagation direction is  �¢�¢¡£, and the initial amplitude of nÖÖ strain is 0.02%. 

 

 

Figure 118. (a) Displacement of a 
graphene layer with respect to the 
surface of a Cu substrate caused by 
SAW propagation. Only a thin 
subsurface layer of substrate is 
shown and colored red. The 
graphene atoms are colored based 
on their displacement, from blue to 
red. (b,c)The average displacement 
of a graphene layer with time for 
SAWs propagating from right to 
left and from left to right. At 
approximately 200 ps, a shock 
front forms that affects the 
displacement of the layer in (c). 

The interaction of the shock front with a graphene layer on a surface is illustrated in 

Figure 118a. Propagation of the wave results in displacement of the graphene with respect to the 

surface, as illustrated by the change of the color within the graphene layer. The total 

displacement of graphene sheet of the length Ð/2, half of the wavelength, with time for waves 
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moving in ð�É�É�ó and ð���Éó directions is shown in Figure 118b and Figure 118c, respectively. 

These images clearly demonstrate that SAWs are capable of setting the graphene in motion, and 

the velocity of graphene is affected by the direction of the wave propagation. In addition, for 

propagation in ð�É�É�ó direction, nonlinear wave evolution and shock front formation affects the 

motion of graphene. The effect of the length of graphene sheets is investigated in a series of 

atomistic simulations, and the measured velocities are summarized in Table 13. For wave 

propagation in ð���Éó direction, the speed of the graphene sheet is proportional to its length. 

Meanwhile, for the wave propagating in the opposite direction the dependence is not monotonic. 

For shot graphene sheets, the velocity is low and increases reaching the maximum value for the 

length of Ê/4. Further increase of the length leads to decrease of the graphene velocity, reaching -

1.9 m/s for continuous graphene layer.  

Table 13. The dependence of the velocity of graphene sheets on their length for waves propagating in two 
opposite directions. Length equal to u corresponds to a continuous graphene layer. 

length Ê/16 Ê/8 Ê/4 Ê/2 Ê 

velocity ð���Éó, m/s 5.3 12.7 24.5 37.0 86.0 

velocity ð�É�É�ó, m/s -0.4 -6.7 -11.4 -8.4 -1.9 

In simulations of acoustically activated motion of graphene we do not see strong lateral 

deformation of graphene, and wave propagation is inducing motion of a graphene sheet as a 

whole, i.e., the graphene sheet slides with respect to the surface. Therefore, to elucidate the 

mechanism of acoustically activated motion of graphene, we have measured the dependence of 

dynamic friction force per carbon atom on the velocity and uniaxial deformation of the substrate 

in the direction of SAW propagation, Figure 119. In a series of simulations, the graphene is 

moved with a constant average velocity, and the mean value of force is tracked during the 

simulation time of 1 ns. For a stretched substrate the dependence of force on velocity can be 

quite accurately fitted to a combination of linear and square dependencies, and a deviation from 

these fitted dependences is observed only at velocities larger than 100 m/s. Meanwhile, for a 

compressed substrate the friction rapidly increases after reaching 90 and 60 m/s for strains of -

0.02 and -0.04, respectively. At an even higher strain of -0.06 the friction force is high for all 

values of considered velocities. The increase of dynamic friction by 1-2 orders of magnitude 

with compressive deformation of the substrate is attributed to match of the lattice spacing in 
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graphene and Cu (111) substrate. The successful use of Cu (111) for graphene growth is at least 

partially defined by a very similar lattice parameters of graphene (2.46 Å) and the triangular 

lattice of the underlying Cu (111) surface (2.56 Å); however, the complete match can be 

achieved either by stretching the graphene or compressing the substrate. Since stretching of 

graphene is negligible, the match of the atomic spacing may be achieved with compression of the 

substrate taking place during the propagation of SAWs. 

 
Figure 119. The dependence of friction force per atom of a graphene sheet on the velocity of the 
graphene on stretched (a) and compressed (b) Cu (111) substrates. 

The computed dependence of the friction on the velocity and strain is capable of 

explaining the acoustic activation of the graphene motion by a SAW propagating in �ÜÜèé� 
direction. Figure 120 depicts the wave profile at 300 ps and its approximation by a set of step 

functions. The surface velocity along x-direction can be computed as: 

k� N [)3Ë��           (5.9),  

where )3 is the speed of SAW, -/+ sign corresponds to propagation of the wave in the 

same/opposite direction as the x-axis. The average force acting on each atom of the graphene 

sheet is computed as: 

8PO> N ( 8">ckOi0O ÒhO          (5.10),  

where i is the number of a segment used to approximate strain profile, Figure 120b; 0O  is the 

length of the segment, 8">cki is the friction force at the velocity k approximated based on results 

in Figure 119, kO  is the velocity of the segment, and Ò is the wavelength. 
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For a continuous graphene layer the speed of the layer identified in the modeling after shock 

front formation is 86 m/s, Table 13, and the relative speeds of graphene layer with respect to the 

surface at different parts of the wave are marked in Figure 120b. With these values of the relative 

velocity the average force acting on each atom of graphene can be estimated based on Eq. 5.10: 

8PO> 3 <âêùêP%#Q
R
] Ü÷êê,d - Ü%#Q

R
] èêê,d â êùêü%#Q

R
] ÷êê,dD èèêê,dh N ê  (5.11). 

Therefore, the graphene moves with a steady rate if the velocity is equal to ~86 m/s, which 

exactly corresponds to results of large-scale atomistic simulations. Acoustically activated motion 

of graphene, thus, can be explained by dragging the graphene by a shock front, which 

reaches -0.055 strain and have more than one order of magnitude higher friction in comparison 

with other parts of the wave. 

 
Figure 120. (a) The profile of nÖÖ and nSS  stress produced in propagation of SAW in  ��¡¢£ direction for 
300 ps. (b) The simplified shape of nÖÖ profile and corresponding relative values of velocities of graphene 
with respect to the surface. The dashed line outlines -86 m/s, the velocity of a continuous graphene layer. 

Since the graphene is dragged by a narrow shock front, noncontinuous graphene sheets 

move in the same direction as the wave when a shock front is passing through them and in the 

opposite direction (with lower velocity -20 – 0 m/s) when they do not interact with the shock 

front. Therefore, as illustrated in Figure 118c, the motion of a graphene consists of periods of 

moving the graphene sheet in the same and in the opposite direction as the wave propagation, 

and the average speed is proportional to the length of the sheet relative to the wavelength. Short 

sheets move along the wave only for a short period of time, while a continuous layer moves 

constantly. Before the shock front is formed at 200 ps there is no distinct drag of the graphene, 

but a slightly larger friction coefficient for a compressed substrate leads to motion of the 
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graphene layer with a slow speed in the direction of the wave propagation, which is equal to 16 

m/s for a continuous layer. 

Similar analysis is performed for waves moving in the opposite direction, �ÜéÜéè�. For a 

continuous layer at the velocity 0 m/s (Figure 121b) the total force acting on the graphene can be 

estimated as: 

8PO> 3 <âêùêÜ%#Q
R
] Ü÷êê,d - êùê÷%#Q

R
] èêê,d - êùêÜ%#Q

R
] ÷êê,dD èèêê,dh N ê (5.12). 

Therefore, a continuous graphene layer should not move or move with a low velocity, which is 

beyond the accuracy of the performed estimation. This conclusion is in an agreement with results 

of large-scale atomistic simulation that strongly suggests the friction to be the major factor 

defining the motion of graphene. However, a complicated dependence of the velocity of 

graphene sheets on their length, Table 13, cannot be described in this framework. In particular, 

for the length Ð/2 the following estimation for the average force can be written (Figure 121c): 

8PO> 3 <âêùêê÷%#Q
R
] Ü÷êê,d - êùêP%#Q

R
] èêê,d - êùêÜü%#Q

R
] ÷êê,dD èèêê,dh Ñ ê  

            (5.13). 

Thus, the graphene sheet cannot move with velocity -8.4 m/s, as observed in the atomistic 

simulation. If the spike is excluded from computing the total force, meanwhile, the total force 

can be estimated to be zero: 

8PO> 3 <âêùêê÷%#Q
R
] Ü÷êê,d - êùêÜü%#Q

R
] ÷êê,dD èèêê,dh 3 ê    (5.14). 

 
Figure 121. (a) The profile of nÖÖ and nSS  stress produced in propagation of SAW in  �¢�¢¡£ direction for 
300 ps. (b,c) The simplified shape of nÖÖ profile and corresponding relative values of velocities of 
graphene with respect to the surface for motion of graphene with 0 and -8 m/s (dashed line). 
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Figure 122. Schematic illustration of the origin of 
the dynamic effect. The graph on the top shows the 
wave profile at 400 ps, while the snapshot below 
depicts the graphene layer and subsurface region of 
the target in the vicinity of a shock front. 

One of the possible explanations of the above-described inconsistency is a dynamic effect 

resulted by interaction of the wave front with an edge of the graphene sheet. As illustrated in 

Figure 122, this interaction may result in a lifting the graphene. This effect is not sufficient to 

completely separate graphene sheet from the substrate, and the detachment is followed by 

reattachment. However, a wave accompanied by temporal detachment may propagate along with 

the wave front. This detachment may lead to decrease of the fiction in the vicinity of the shock 

front, which explains the estimation provided by Eq. 5.14. The above-described hypnosis is also 

confirmed by additional simulations performed for double layer graphene and a layer with an 

artificially increased mass of each carbon atom. A layer composed of twice heavier atoms moves 

with -11.9 m/s velocity, which is faster than -8.4 m/s observed previously for a graphene layer of 

length Ð/2, Table 13. A double layer graphene also moves faster, with the average velocity -13.1 

m/s. As pointed out in Section 5.4, increase of the mass facilitates acoustically activated 

desorption, and thus may confirm the dynamics effect. In addition, if the detachment wave 

propagation is limited by the length ~Ð/4, long graphene sheets of length Ð/2 moves slower that 

Ð/4. The detachment wave vanishes, and the interaction of the graphene sheet with a tensile cusp 

slows down the overall velocity. A continuous graphene layer, meanwhile, cannot be affected by 

a detachment wave due to absence of edges where temporal detachment starts. Thus, the 

estimation given by Eq. 5.12 is valid, and the overall velocity approaches zero. For a wave 

moving in the opposite direction, �ÜÜèé�, the appearance of the detachment wave decreases the 

drag force, which is confirmed in an atomistic simulation performed for Ð/2 sheet suggesting 
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decrease of the graphene velocity from 37 m/s to 32 m/s after two-fold increase of the layer 

mass. 

In summary, a series of large-scale atomistic simulations has been performed to study 

interaction of SAWs with graphene on catalytic Cu (111) substrate, and acoustically activated 

motion of graphene is demonstrated. Intrinsic properties of SAWs on (111) substrate result in 

distinct evolution of the wave profile and shock front formation on compressive and tensile part 

of the wave for propagation in T���ÉV and ð�É�É�ó directions, respectively. The effect of the length 

of graphene sheets on their velocity is analyzed. For waves propagating in T���ÉV direction the 

velocity is found to be proportional to the length of the sheet, while for the wave moving in the 

opposite direction, ð�É�É�ó, the velocity of the sheet first increases with length, reaches its 

maximum at the length Ê/4, and then decreases again. A significant increase of the friction force 

for the compressed substrate, resulted by the match of interatomic spacing in the graphene and 

substrate, is shown to be responsible for acoustically activated motion of graphene by a wave 

propagation in T���ÉV direction. For a wave moving in the opposite direction the expected 

graphene speed is close to zero, which is the case for a continuous graphene layer. For graphene 

sheets of finite length an alternative explanation should be found. The suggested hypothesis is 

based on a dynamic effect accompanied by temporal detachment of graphene near the wave 

front. This mechanism is supported by simulations performed for graphene layers with 

artificially doubled mass and for a double layer graphene. 
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Y� \�����»
Rapid expansion of practical applications of ultrashort pulse lasers into new areas where 

precise nanoscale control of material modification is required can only be sustained with an 

improved fundamental understanding of laser-materials interactions. The ability to achieve high 

spatial resolution in material modification and microstructure engineering usually relies on fast 

and highly localized energy deposition that, unavoidably, creates conditions of strong electronic, 

thermodynamic, and mechanical nonequilibrium. The intricate connections between the ultrafast 

material response to laser excitation, generation of crystal defects, phase transformations, and 

mass transfer occurring under highly nonequilibrium conditions are accounted for in a hybrid 

TTM-MD model combining the classical molecular dynamics method with a continuum 

description of the laser interaction with the target. This model is applied in this dissertation to 

elucidate the processes and mechanisms responsible for modification of subsurface 

microstructure and morphology as well as the acoustic activation of surface processes. The key 

results obtained in this study are briefly summarized below. 

Subsurface microstructure. The first topic considered in our study is focused at 

revealing the physical origin of the sensitivity of the laser-induced surface modification to the 

crystallographic orientation of irradiated surface. A series of large-scale simulations have 

confirmed the strong effect of the target orientation on the microstructure modification, observed 

experimentally [177], and provide a detailed description of the defect configuration generated for 

each surface orientation. The analysis of the resolved shear stress has helped to establish 

conditions for the dislocation emission during dynamic relaxation of laser-induced stresses. In 

addition, the results of the simulations have led to the formulation of a novel mechanism of 

dislocation generation during solidification. Finally, the mechanisms of vacancy generation in 

the irradiated target are uncovered. 

In addition to the generation of dislocations, our simulations have demonstrated 

generation of a high density of growth twins in a course of solidification of (111) target under 

conditions of deep undercooling. This observation is confirmed in an experimental study by our 

collaborators. Both the depth of a surface region affected by growth twinning and the thickness 

of twinned domains predicted in the simulations are in a good agreement with the experimental 

observation. Moreover, our combined computational and experimental study has helped to 



 
 

275 
 

establish a link between generation of high spatial frequency laser-induced periodic surface 

structures (LIPSS) and surface melting process. The interpretation of the computational 

predictions is assisted by theoretical analysis of the growth twinning during solidification. A 

capillarity-based method for calculation of free energy of steps on solid-liquid interface is 

developed and applied for EAM Ni potential [130]. A series of atomistic simulations has 

revealed an important role of incoherent twin boundary motion in the generation of the final 

microstructure. 

Next topic related to the microstructure modification is the effect of spatial confinement 

by a solid overlayer on laser-induced structural and phase transformation. In the low laser 

fluence regime, the confinement is found to suppress the generation of the unloading tensile 

wave, which in turn leads to complete suppression of photomechanical spallation and cavitation, 

decrease of the maximum melting depth, and reduction or elimination of the emission of 

dislocations from the melting front. At higher fluences that bring the surface region of the metal 

target to the supercritical state, the confinement prevents the expansion and explosive phase 

decomposition of the surface region. A series of large-scale atomistic simulations is performed to 

study the microstructure produced in short pulse laser processing of metal targets under spatial 

confinement by a solid and liquid overlayer. Solid overlayer is demonstrated to prevent surface 

swelling and leads to formation of subsurface microstructure featuring grains that are slightly 

misoriented with respect to each other and are separated by low angle grain boundaries or 

dislocation walls. The formation of these grains is attributed to the stabilizing effect of the solid 

overlayer resulting in an incomplete melting of metal in the vicinity of the overlayer. In the case 

of confinement by a liquid overlayer, a thin nanocrystalline layer with random orientation of 

grains is formed. In all simulations, the nanocrystalline layers generated by laser processing of 

single-crystal Ag targets are characterized by a high density of stacking faults, twin boundaries, 

and point defects produced in the course of the rapid resolidification. 

The effect of interatomic potential on results of atomistic simulations of short pulse laser 

irradiation is illustrated with using Ti as an example. We have designed a procedure that 

provides a simple, accurate, and robust method of melting temperature evaluation. Other high 

temperature properties, such as critical point, binodal line, and temperature dependence of 

surface tension, are also computed for a number of Ti interatomic potentials. Finally, we provide 

several examples of the effect of high temperature material properties on the laser-induced 
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microstructure and surface morphology modification predicted in atomistic simulations. In 

particular, a large-scale simulation performed with an EAM Ti potential that accounts for angular 

dependence of electron density is found to reproduce the expected martensitic phase 

transformations in Ti. The absence of the angular dependent component in Mishin EAM Ni 

potential [130], meanwhile, requires introduction of an oscillating component to the potential to 

accurately reproduce stacking fault and twin boundary energies. However, this component is 

demonstrated to result in formation of Frank Kasper X-phase, instead of conventional 

homogeneous nucleation, under conditions of deep undercooling. 

Surface morphology. In the next part of the dissertation, surface morphology 

modification in short pulse laser processing is considered. A criterion for the onset of cavitation 

in a molten metal is revisited, and a theoretical description of spallation is developed in terms of 

free energy barrier and void nucleation rate. The analytical description is parametrized based on 

the results of atomistic simulations performed for Ni, Cr, Al, and Ag, and is shown to be 

applicable for a wide range of temperature and pressure conditions. The results of large-scale 

atomistic simulations demonstrate the ability of the theoretical treatment to provide an adequate 

description of the onset of cavitation in both the spallation and phase explosion regimes. 

A large-scale molecular dynamics simulation is employed to study the mechanism of 

single-pulse LIPSS formation in the regime of strong ablation. Langevin nonreflecting boundary 

is developed to describe nonreflecting propagation of pressure waves with nonplanar wave front. 

The simulation of spatially modulated ablation induced by irradiation at average laser fluence 

well above the threshold for the phase explosion reveals a complex interplay of material removal 

and redistribution leading to the formation of prominent surface features. The shape of this 

feature is demonstrated to be in a good quantitative agreement with results of experimental study 

performed by our collaborator. The microstructure produced after resolidification is studied in 

details.  

Acoustic activation of surface processes. The relaxation of laser-induced thermal 

stresses is not only affecting surface morphology and microstructure in the region of the laser 

energy deposition, but can also generate intense bulk and surface acoustic waves (SAWs) 

capable triggering surface processes at a substantial distance from the laser spot. A number of 

recent experimental studies indicate that SAWs and bulk waves may affect surface processes at 

atomic/molecular level, which is surprising given a large mismatch between the relatively low 
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frequencies of SAWs, typically less than 100 MHz, and the vibration frequencies characteristic 

for individual atoms and molecules on the surface, on the order of 1 THz. Thus, the third part of 

the dissertation is focused on providing a physical explanation of the effect of laser-induced 

acoustic activation of surface processes. 

First, we have examined laser induced generation of SAWs in nonablative regime. A 2D 

thermoelasticity model suitable for description of highly anisotropic materials is developed and 

applied to assess the parameters of SAWs generated under experimental conditions in Si 

substrate. The laser-generated waves are demonstrated to be sufficiently strong to be able to form 

a shock front at the distance ~10 cm, a typical distance considered in experiments [73]. 

Thorough study of the effect of laser parameters, such as the pulse duration, spot size, and 

absorption depth, is performed, and the recommendations for maximizing the amplitude of 

SAWs are formulated. If the laser parameters are optimized, the maximum SAW strain 

amplitude in Si generated in the nonablative regime can reach ~0.1%. 

In the subsequent study we have designed an atomistic approach for modeling of free 

propagation of SAWs and performed a detailed analysis of intrinsic features of linear and 

nonlinear evolution of SAW, including the strongly nonlinear regime accompanied by damage to 

the material. Prior to our study, MD method has never been applied for the description of free 

propagation of SAWs, with earlier works limited to the analysis of the effect of periodic shaking 

of surface to produce a wide spectrum of bulk and surface waves [77] or displacing a thin layer 

of material [78] according to the analytical solution for linear SAWs [79]. The unusual character 

of spatial dispersion of SAWs and a number of specific features of nonlinear SAW evolution that 

are distinct from their counterparts in bulk-wave propagation are pointed out. Good agreement of 

the MD data with some of the important features that have been predicted by analytical models 

confirms reliability of the implemented MD approach. 

The MD model is then applied to study the mechanism of acoustically activated 

enhancement of surface diffusion of small clusters observed experimentally by our collaborators. 

The analysis of the evolution of the SAW frequency spectrum reveals a direct connection 

between the diffusion enhancement and the generation of high frequency harmonics associated 

with the nonlinear wave sharpening and shock front formation. The high harmonics reach 

frequencies typical of natural cluster vibrations and lead to an effective dynamic coupling 

between the acoustic wave and the cluster vibrational modes. Rescaling the computational 
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prediction to the experimental conditions suggests 22-fold enhancement, which is in a good 

agreement with 19-fold increase in the effective diffusion coefficient measured by our 

collaborator in room temperature experiments. 

The proposed mechanism of acoustic activation is further verified in a series of atomistic 

simulations of acoustic activation of desorption. Nonlinear wave propagation, formation of a 

shock front, and its interaction with surface species are analyzed. Reflection of a sinusoidal wave 

from the free surface does not exhibit any substantial effect on the surface species. However, 

nonlinear propagation of the wave prior to the interaction with the surface leads to an effect 

clearly distinguishable from thermal desorption. The performed simulations confirm that 

coupling of high frequency harmonics of the wave with vibrational modes of adsorbed clusters 

facilitates effective transfer of the acoustic energy and leads to the cluster desorption. A series of 

atomistic simulations has allowed us to derive an expression for the dependence of the wave 

amplitude required for acoustic desorption of clusters on bonding energy and cluster mass. The 

study is extended to a realistic system of graphene on Cu substrate with ����� surface 

orientation, and desorption of multilayer graphene is demonstrated. 

Acoustically activated motion of graphene on Cu (111) substrate is demonstrated in a 

series of atomistic simulations. We have derived a Rayleigh wave solution for propagation on 

(111) surface of a cubic crystal and designed a procedure for generation of a SAW in an MD 

setup. The distinct features of SAWs propagating on (111) surface are analyzed, and the 

difference in nonlinear shape evolution and shock front formation for wave propagation in 

opposite, T���ÉV and ð�É�É�ó, directions is revealed. The acoustically activated motion by a wave 

moving in T���ÉV direction is explained based on the dependence of the friction force on the 

strain induced in the substrate by a SAW. The compressive strain generated at the shock front 

drags the graphene and produces the motion. Meanwhile, the motion induced by a wave moving 

in the opposite direction cannot be solely explained based on the transient variation of the 

friction force, and dynamic effects should be considered. In particular, temporal detachment of 

graphene near the wave front may affect the friction. 

Overall, the results of the reported study of laser-materials interactions expand the limits 

of the fundamental understanding of material behavior under extreme conditions and provide 

ideas for the design of new methods of controlled modification of surface morphology and 
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microstructure. Moreover, the insights in the mechanism of acoustic activation of surface 

processes provide a guideline for developing techniques that fully utilize the benefits of the 

acoustic stimulus. 

Further directions 

The topic not included in this dissertation is the effect of material parameters on the 

surface morphology modification. In our study the process of laser-induced microstructure 

modification is divided into four stages: (1) Cavitation (described in Section 4.1), (2) Void 

growth and coalescence, (3) Break of the liquid bridges connecting spalled material and 

substrate, (4) Rearrangement of material and solidification. At the stage (1) the key parameter 

found in our study is surface tension. At the next stage the evolution of the system is dictated by 

the ratio of surface tension to dynamic viscosity characterizing the velocity of the shape 

relaxation and thus the characteristic spatial scale of produced features. At the stage (3) the break 

of the liquid bridges is affected by viscosity, surface tension, and density. Finally, the 

rearrangement of the material prior solidification is affected by the solidification velocity and the 

rate of cooling in addition to the ratio of surface tension to viscosity. Overall, surface tension and 

viscosity are found to be the most important parameters, and the spatial scale of surface features 

predicted in our preliminary analysis based on those two parameters is in agreement with surface 

morphology observed in experimental studies. Despite this agreement, the results need to be 

summarized, and additional verification may be required. 

Shock front formation in propagation of SAWs is accompanied by increase of the wave 

amplitude due to nonlocal nonlinearity. Thus, even if a wave of comparatively low amplitude can 

form sufficiently intense acoustic pulse leading to damage of material, as discussed in Section 

5.2. Intense acoustic waves may cause emission of dislocations leading to formation of steps on 

the surface. Presence of steps on a catalytic substrate affects catalytic activity and may explain 

acoustically activated change of the catalytic activity reported in a number of experimental 

studies [57-65]. 
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