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Abstract

Health monitoring has entered the era of precision medicine. With support from President

Obama’s Precision Medicine Initiative, the National Institutes of Health have renewed their

focus on prevention, management, and treatment strategies that are tailored to individual

patients. The initiative relies heavily on genomics and bioinformatics, but clinical informatics

and mobile health technologies have been consistently emphasized, including the real-time

monitoring of physiologic data. A patient’s heart rate can now be measured with a wristband

and transmitted wirelessly to their clinician; skin impedance can be sampled every second to

develop a personalized stress profile. As illustrated by these examples, the most distinctive

feature of monitoring is the repeated, sequential collection of physiologic measurements by a

computing platform. Consequently, monitoring systems have capabilities not found elsewhere

in precision medicine: they can interact with the patient and adapt in real time.

In this work, we develop monitoring algorithms uniquely suited for health care applications.

They are designed for different monitoring scenarios with distinct data types, but each one

adapts its outputs or decisions to a growing history of observations. Our central hypothesis is

that health monitoring benefits immensely from an adaptive approach – more so than other

monitoring applications – due to fundamental differences between engineered and biological

systems. These differences pertain not only to variability between persons, but also to our

knowledge of physiology, our access to salient system parameters, and the importance of

subjective experiences in health care.

Many of our objectives have been motivated by a target application, walking ability in

i



Abstract ii

multiple sclerosis (MS). MS is a disease of the central nervous system which can produce

almost any neurological sign or symptom, making adaptation and personalization all the

more critical. After presenting a case study in MS, we formulate adaptive algorithms for

three common health monitoring scenarios. The first is a physiologic signal monitoring

algorithm designed for signals that vary substantially between persons or over time. The

second, adaptive symptom reporting, personalizes its queries to accurately track disability

while reducing the burden placed on the patient. The third, active health event identification,

learns to classify events from the patient’s perspective by requesting event labels at opportune

times. Each algorithm is validated with data from persons with MS.
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Chapter 1

Introduction

Health monitoring has entered the era of precision medicine. With support from President

Obama’s Precision Medicine Initiative[2], the National Institutes of Health (NIH) have

renewed their focus on “prevention and treatment strategies that take individual variability

into account”[3]. The initiative is broad, with genomics and bioinformatics at the forefront,

but clinical informatics and mobile health technologies have also been emphasized, including

“real-time monitoring of glucose, blood pressure, and cardiac rhythm”[3]. Individualized care

will be realized through a “new taxonomy of disease” based on novel physiologic measurements

and molecular markers – genes, proteins, and cellular metabolites – in addition to the usual

clinical symptoms and signs. Once in place, treatment can be tailored to specific cellular

phenotypes within the new taxonomy[4].

Like genomics and other “-omics”, monitoring draws upon new kinds of measurements as

technology progresses. Its distinctive feature, however, is sequential, real-time measurement

collection via a computing platform. A patient’s heart rate can be measured with a wristband

and transmitted wirelessly to their clinician; skin impedance can be sampled every second to

develop a personalized stress profile. This data can be immediately processed and acted upon,

giving monitoring systems a capability not found elsewhere in precision medicine: real-time

adaptation. Monitoring algorithms can adapt to the information they observe to improve

1
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their outputs or behaviors. Moreover, many monitoring platforms have opportunities to

directly interact with patients, which itself is a form of decision-making that can benefit from

adaptation. Patient interactions are a rich source of information not adequately tapped by

most monitoring systems.

This dissertation is focused on algorithms designed for health monitoring – though they

can be applied in other domains – that adjust to the individual being monitored. Some

adjustments account for heterogeneity among persons and disease processes; others bridge the

gap between objective measurements and subjective experiences; and still others streamline

interactions with patients to make monitoring less burdensome. The common thread is

personalization and adaptation: an adaptive algorithm draws upon an evolving history of

observations to guide its current behavior. This notion is formalized in Chapter 2.

Our central hypothesis is that health monitoring benefits immensely from an adaptive

approach. Indeed, it is our belief that adaptation is a necessity in many health monitoring

scenarios, much more so than monitoring in other domains, due to fundamental differences

between engineered and biological systems. These differences pertain to our level of under-

standing of the system itself, our access to salient system parameters, and the importance of

subjective experiences in health care. Engineered systems (of the same model) are more or

less identical, whereas every biological system is different. Monitoring techniques designed

for engineered systems have been applied to health care, sometimes with excellent results,

but other times the aforementioned factors limit their effectiveness.

This work has been guided in many respects by our target application, walking ability

in multiple sclerosis (MS). MS is a disease of the central nervous system (CNS) which can

produce almost any neurological sign or symptom. It is therefore the quintessential example

of a heterogeneous disease; even walking pathologies with similar neurologic correlates tend

to have distinctive idiosyncracies from person to person. In our experience, a one size fits all

approach to monitoring performs poorly in MS. At the very least, an adequate training dataset

should span the full range of MS heterogeneity, which would require massive, unprecedented
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data collection. On the other hand, our personalized approach to monitoring has achieved

promising results, as we will show. While MS is an extreme case, we argue in Chapter 2 that

this characteristic is quite general in health care.

The specifics of a health monitoring algorithm depend heavily on the type of data involved.

In Chapters 4 and 6, we monitor physiologic time series recorded by wearable sensors on

different scales and with different statistical properties. In these scenarios, variability between

persons and over time is perhaps the foremost challenge for a monitoring platform. In contrast,

Chapter 5 – and to some extent, Chapter 6 – deals with patient-reported symptoms and

patient-defined events, respectively, which can be subjective in nature. Subjective information

is important in health care but not present in the monitoring of engineered systems. It is

therefore not surprising that common monitoring algorithms are poorly equipped to handle

it. In these Chapters, we show how adaptation and patient interaction can be used to learn

about the patient experience.

In fact, the relationship between subjective and objective measurements, and the extent to

which it varies between persons, is itself a topic of considerable interest. Patient perceptions

are at the center of the growing patient-centered care movement, which is believed to

promote appropriate health care utilization, reduce costs, and perhaps even improve outcomes.

Patient-centered care and improved patient engagement have improved self-reported health

status by helping patients and providers find common ground[5], and when care providers

use a patient-centered approach, patients utilize health care services less often[6] with

reduced associated cost[7, 8]. Remote health monitoring has played an important role in

this movement; indeed, over 500 studies have assessed mHealth interventions, with remote

monitoring of chronic conditions being one of the most common and consistent targets[9].

On average, these interventions have had a small but significant positive effect on targeted

behaviors[10]. Adaptive algorithms can learn a correspondence between subjective and

objective measurements on the fly through patient interaction. This has the potential to

revolutionize our understanding of the patient experience, and it is the focus of Chapter 6.
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As wearables and other smart devices continue to proliferate, real-time health monitoring

will become ubiquitous. Personal and professional-grade monitoring systems will collect

physiologic measurements with unprecedented frequency and precision, process them in real

time, and immediately present them to care providers to facilitate clinical decision-making.

However, the usefulness of data they gather is determined largely by the algorithms which

interpret it. In this work, we show how adaptation can be used to augment physiologic

data with rich contextual information, including unique patient physiology, experiences, and

preferences.

1.1 Outline

The six remaining chapters of this dissertation are organized as follows. Chapter 2 discusses

the predominant monitoring paradigm for mechanical, electrical, and structural systems,

contrasting it with an adaptive approach. Medical and health applications have adopted this

paradigm despite the profound differences between biologic and engineered systems. Although

health monitoring has been successful in many scenarios under the current approach, we

argue that adaptive, personalized monitoring is often more natural.

Chapter 3 introduces our primary application, remote monitoring of walking ability in

multiple sclerosis (MS). After a brief MS overview, we discuss clinical walking assessment to

orient the reader to the goals of remote monitoring and the types of data involved. We then

revisit the argument for adaptive monitoring in this context.

Chapters 4 - 6 present adaptive algorithms for three distinct health monitoring scenarios.

Chapter 4 presents a personalized approach to physiologic signal monitoring designed for

signals which vary significantly between persons. Chapter 5 concerns adaptive symptom

reporting (ASR), an algorithm which tracks patient-reported health. ASR draws upon

continually acquired patient data to personalize symptom reporting content and timing.

Chapter 6 develops active health event identification, which learns to map the monitoring
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system’s internal states to events experienced by the patient in real time. We begin with a

hidden Markov model (HMM) and extend it to online, active state identification.

Algorithm-specific background is discussed at the beginning of these three chapters, and

future directions are discussed at the end. We close with a summary and some thoughts on

the future of health monitoring in Chapter 7.

1.2 Scope And Contributions

Algorithm design is but one component of health monitoring. Monitoring ecosystems include

the patient on one end, a care provider on the other, and many elements in between.

These include sensor and hardware development, wireless communications, data processing,

integration with EHR, data presentation, and human factors, just to name a few. Data

processing alone consists of several steps, including preprocessing, feature selection, and

algorithm training and design. This work focuses specifically on algorithms which process an

established set of features. Aspects of preprocessing and feature extraction are discussed in a

few cases, but they are secondary to algorithm design.

A more appropriate title might have been “A Few Adaptive Algorithms for Personalized

Health Monitoring”. We make no attempt to exhaustively explore adaptive approaches to the

myriad monitoring problems in health care. Rather, we present three personalized algorithms

appropriate for specific monitoring scenarios. These algorithms are quite general, with many

possible applications, and we discuss a number of planned extensions. Still, there are many

monitoring scenarios to which none of our algorithms apply.

On the other hand, Chapters 4 - 6 survey a diverse set of monitoring scenarios, and

we cover several distinct data types commonly encountered in real-time health monitoring.

Imaging findings, lab results, and clinical notes are not discussed, but these are not commonly

monitored in real time. Importantly, the potential applications of our algorithms are broad
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enough to support our argument that adaptation is essential in health monitoring, which is

intended to be a significant contribution of this work.

Chapters 3 - 6 all present clinical data from persons with MS, and all three algorithms

involve some form of clinical validation. In some cases, one or more additional validation

studies have also been presented. These results prove the algorithms work as intended, and

they explore a number of design considerations. However, this is only the first step of many

needed to pave the way for routine clinical use. Reaching this goal would require study in

multiple populations culminating in large-scale clinical trials.

Remote monitoring and mobile health have been criticized for having an inadequate

evidence base[11]. We make a modest contribution to this literature through several clinical

studies. Knowing the obstacles involved, however, the objective of this work is not to bring

these algorithms directly into clinical use. Instead, this work highlights the unique advantages

and capabilities of adaptive approaches to health monitoring in order to encourage further

exploration and algorithm development.



Chapter 2

Motivating an Adaptive Approach

The most common approach to system monitoring involves a cycle of data collection and

analysis followed by the deployment of a customized but unchanging monitoring platform.

This approach has been successfully applied to a staggering number and variety of problems,

including many in health care, often with excellent results. In many health monitoring

applications, however, the system being monitored has characteristics that are fundamentally

at odds with a traditional, static approach to monitoring. Such characteristics include

variability between persons, the importance of subjective experiences, and limitations in

our understanding of human physiology. Consequently, an adaptive approach, in which the

monitoring platform learns about the monitored system over time without human intervention,

is often more appropriate in health monitoring.

This chapter makes the case that adaptive algorithms offer tremendous advantages in the

monitoring of physiologic systems. After discussing the traditional approach to monitoring,

we formally define an adaptive algorithm, provide examples and common applications, and

contrast the adaptive and static approaches to monitoring. The largest portion of the chapter

highlights properties of medicine and human physiology that call for system adaptation.

Lastly, we highlight recent work in remote interventions to underscore the potential benefits

of an accurate, personalized monitoring system.

7
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In later chapters, we present adaptive algorithms for three distinct health monitoring

scenarios. The arguments in this chapter apply to all three scenarios, revealing a common

thread behind our research program, but they are also intended as a self-contained contribution

of this work.

2.1 The Tested Approach to Monitoring

Networks of sensors are routinely deployed to monitor the “health” of a wide variety of

systems, including engines and other mechanical systems, electrical circuits and devices,

and civil infrastructure. The assessments derived from monitoring systems are often called

prognostics, and are usually intended to provide an early warning of system failure. Sensor-

based monitoring is a cost-effective alternative to routine inspection and maintenance, so

much so that in some applications – for example, the monitoring of aircraft engines – it has

made maintenance schedules obsolete.

System development and deployment is an iterative cycle requiring years of data collection,

testing, and the knowledge of many experts. In aircraft monitoring, “companies work together

over many years to develop parameters for known defects”[12]. This cycle leads to the

development, refinement, and standardization of a set of measurements – we will call them

features – sufficient to generate the prognostics needed to assess system health. Each feature

is specified in terms of both sensors and preliminary data processing. In structural monitoring,

for example, an acoustic sensor might be used to determine a structure’s vibrational response,

which is processed via Fourier analysis to generate features[13].

System prognostics and alarms are then derived from the features. In electronics monitor-

ing, for instance, “it is necessary to identify the precursor variables for monitoring, and then

develop a reasoning algorithm to correlate the change in the precursor variable with the im-

pending failure”[14]. The “reasoning algorithm” might be a simple parameter threshold which

triggers maintenance when exceeded; or, toward the other extreme, a large, many-layered
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Figure 2.1: Traditional Model Deployment (Banaee et al. [1])

neural network [12, 15]. Herein we define a monitoring algorithm as any method, whether

simple or complex, that transforms features into prognostics or alarms for system assessment.

Much like parameter development, “years of accumulation of knowledge is typically necessary

to establish all the necessary rules” comprising a monitoring algorithm[12].

We will refer this model of system deployment as the traditional model or static model to

contrast it with the adaptive approach. A block diagram of this model, which was inspired by

a similar diagram created by Banaee et al.[1], is shown in Figure 2.1. As the diagram shows,

data and expert knowledge are used to train the monitoring algorithm, which is then deployed.

After deployment, the algorithm does not change, except (possibly) through additional cycles

of training and deployment.

Not surprisingly, this development model is also the most common approach to health

monitoring. A simple example may be found in any intensive care unit: whenever a patient’s

heart rate, blood pressure, or oxygen saturation falls outside of a pre-defined acceptable

range, an alarm goes off. These physiologic measurements are simple features that serve as

inputs to a thresholding algorithm. In this case, algorithm training consists in setting the

alarm threshold based on empirical data and expert knowledge.

More sophisticated systems are also common, particularly in remote and mobile health

monitoring. Many utilize state of the art supervised and unsupervised learning[16], and

fantastic successes have been achieved. A compelling example is the HeRO system developed

by Moorman et al., which used heart rate prognostics to reduce mortality from sepsis in very

low birth weight infants[17]. Another is the APACHE prognostic, which estimates mortality
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risk by monitoring physiologic and clinical variables[18]. These systems are much more

complicated and data-driven than a heart rate threshold, but they still fit the traditional

development model as we have described it: data collection, feature engineering, and algorithm

training are followed by deployment of a fine-tuned but static monitoring system.

The traditional model has several shortcomings when it comes to health monitoring. First,

it is not capable of context awareness, a recognized need in remote monitoring and preventive

medicine[1]. Moreover, model accuracy is limited by the fact that “biomedical and healthcare

factors that affect diseases are not fully known”[19]. The importance of personalization

is widely recognized[3], as discussed in the previous chapter, but developing personalized

systems under the traditional model requires data collection and analysis at unprecedented

scale. Separate models must be developed for each branch of a patient taxonomy so that

“person-specific” models – which would more accurately be labeled as subpopulation models –

can be applied to each patient. Many experts propose this approach[ 20] despite the almost

insurmountable practical difficulties it entails. Instead, these shortcomings can be addressed

more easily and elegantly with adaptive algorithms.

2.2 Adaptive Algorithms

An adaptive algorithm might be described as one which utilizes prior experiences to adjust to

circumstances at the time of execution. Possible adjustments include dynamically allocating

resources or memory, optimizing decision-making, or improving predictions. In this work,

we are concerned specifically with algorithms whose outputs and/or actions depend on prior

observations. Letting o1,t = (o1, ..., ot) be a sequence of observations at times 1 to t, where

oi ∈ O for all i ∈ {1, ..., t}, we formally define an algorithm A to be adaptive if either the

mapping f from observations to outputs y ∈ Y or the mapping g from observations to actions

u ∈ U depends on o1,t. To indicate this dependence, we write fo1,t : O → Y and go1,t : O → U ,

respectively, which may be abbreviated as ft and gt.
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As a simple example, consider a binary classifier operating on a data stream. At each time

t, the classifier f utilizes the observation ot to make a class prediction f(ot) ∈ {0, 1}. Typically

such a classifier is static: it has been trained with observations from a previous deployment,

but does not evolve as new data is obtained. As a result, f(ot1) = f(ot2) whenever ot1 = ot2 .

In contrast, suppose instead that the classifier draws on recent observations to improve its

predictions. The classifier is now written ft to indicate its dependence on o1,t, and ot1 = ot2

no longer implies that ft1(ot1) = ft2(ot2) due to the new information obtained between times

t1 and t2. The second algorithm is adaptive, because f depends on t, while the first is not.

Rosenblatt’s perceptron algorithm fits this description. Supposing that observations are

points in Rn, the perceptron labels each observation ot as 1 or -1 based on the sign of v ∗ ot,

where v is a prediction vector. Adaptation occurs through updates to v, which take place

whenever the prediction is incorrect. Specifically, v is updated as v + y ∗ ot, where y is the

correct label for ot[21]. Minor variations of this algorithm have been used in a variety of

applications, a notable example being adaptive spam filtering[22]. It is ideal for classifiers

which must learn in real-time, because computation and memory requirements are constant.

Perceptron-like algorithms and other adaptive classifiers could be used in health monitoring

to identify clinical events whose observations are different from person to person or change

over time. The algorithms developed in Chapters 4 and 6 utilize this kind of adaptation.

Alternatively, g may depend on t. For instance, consider a system that tracks its location

subject to strict energy requirements. It controls a high-powered sensor that provides accurate

location and velocity estimates, but quickly drains the battery when activated. It also has

several other sensors which are always on. At each time t, the system must decide whether to

activate its high-powered sensor, so that gt(ot) ∈ { ‘activate’, ‘don’t activate’ }. This decision

depends on the system’s estimate of the current circumstances, which in turn depends on

previous observations. As before, ot1 = ot2 does not imply that gt1(ot1) = gt2(ot2), because

the function g is not time-invariant.

Our adaptive symptom reporting algorithm, developed in Chapter 5, is an example of
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this kind of adaptation. The questions selected by the system depend on the system’s

information about subject disability, which in turn depends on prior observations. Chapter

6 also involves adapting decisions based on the observation history. In fact, any Partially

Observed Markov Decision Process (POMDPs) satisfies the definition even when solved

offline, because actions depend on the belief state, which in turn depends on o1,t. Model

adaptation (e.g. Bayes-adaptive POMDP) is sufficient but not necessary to be adaptive in

our sense.

Adaptive model deployment is depicted in Figure 2.2. With respect to Figure 2.1, we

have zoomed in on the right side of the diagram to emphasize algorithm deployment. Unlike

the traditional approach, initial model deployment is followed by a continual cycle of real-

time adaptation, which includes personalization. In some cases, the initial model is trivial,

incorporating no acquired knowledge or data. The perceptron algorithm is an example of this,

as the prediction vector v is typically initialized to the zero-vector. Another is the incremental

learning of a Hidden Markov Model (HMM) starting with randomly initialized parameters

and/or non-informative priors. When a trivial model is chosen for initial deployment, all

system knowledge is acquired on the fly. More commonly, the initial model has been fitted to

population-level data, and real-time adaptation serves to tailor this model to the individual

being monitored.

Although our definition of adaptation is quite broad, it is important to note that the
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standard machine learning techniques commonly used in health monitoring do not satisfy it,

nor do the “person-specific” models commonly prescribed in the precision medicine literature,

which are fitted to subpopulations with shared characteristics[20]. In the following sections

we argue that in many health monitoring settings, adaptation is critical.

2.3 The Need for Adaptive Health Monitoring

Adaptive algorithms can offer advantages in the monitoring of any system, including the

engineered systems for which non-adaptive algorithms have an established track record. For

instance, BAPOMDPs have been proposed for monitoring progressive damage to machining

tools used in manufacturing[23]. However, we argue in this section that adaptation is

particularly important – sometimes essential – in health monitoring due unique characteristics

of physiologic systems and, to a lesser extent, health care. Variability between persons is

perhaps the most important, but several additional, less obvious characteristics can also

limit the effectiveness of a static monitoring approach. In this section, we discuss these

characteristics in turn.

2.3.1 Variability Between Persons

When monitoring engineered systems, specifications are known and consistent. Within a

particular model, each object or system produced is approximately identical to the last,

by design. Imprecisions in manufacturing or construction may introduce small differences

between objects of the same model, but they are typically well characterized, and each

monitored parameter has a normal operating range that quantifies acceptable variability,

which is consistent from object to object. Different models have distinct characteristics, but

they are known and planned, and the number of models is finite.

In health, the opposite is true: every person is different. “Normal” values of physiologic

variables depend on health status and phenotype, which is comprised of effectively infinite
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variables, most of them unknown. EEG and other physiologic time series have person-specific

signatures as distinctive as fingerprints[24], and the physiologic measurements associated

with the same event can vary substantially between persons.

As an example of the latter, consider panic attacks, which are defined as episodes of intense

fear coupled with somatic symptoms such as increased heart rate (HR), sweating, shaking,

and nausea. There are 11 of these symptoms in total, but a patient may experience as few as

four of them[25]. As this definition implies, the types of symptoms associated with panic

attacks are quite variable between persons, as are the physiologic measurements associated

with them. One of the most consistent symptoms is heart rate elevation, yet it accompanies

only a slight majority of attacks (58%), and when present, it is highly variable between

persons[26]. In particular, heart rate elevation is more pronounced in patients who have had

repeated attacks[27]. Galvanic skin response also exhibits variable responsiveness, with more

severe changes reported in patients who have had repeated attacks[28]. This variability makes

it quite challenging to accurately detect panic attacks based on population-level training

data. On the other hand, symptoms are consistent for a given patient, which has made it

possible to develop panic disorder subtypes[29]. This suggests that adaptive, personalized

monitoring might be more accurate than traditional, population-based methods.

Another example may be found in diabetes care, where a central problem is the detection of

meals, insulin boluses, and activities based on glucose levels[30]. This problem is complicated

by the fact that event-related changes in glucose are highly person-specific. Indeed, the

glycemic response to foods has been described as a “personal attribute”, with up to five-fold

variability in the area under the time/glucose curve for specific foods[31]. Responses to

insulin also vary; in fact, regular exercise is encouraged in type II diabetes partly because

it increases patients’ sensitivity to insulin[32]. Again, an adaptive algorithm could improve

detection by adjusting to person-specific factors.

More fundamentally, there is no practical, commonly used equivalent to the normal

operating range for a physiologic variable. The nearest analogue is the reference range, but
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on closer inspection the two concepts are quite different. Reference ranges for vital signs, lab

values, and other clinical variables are defined empirically in terms of observed population

values, often simply as 2 standard deviations about the mean. Therefore, the reference range

describes variability between persons, not within an individual. The unresolved debate over

the definition of tachycardia, meaning an unusually fast heart rate, highlights this distinction.

Although a resting rate below 100 beats per minute is defined as normal, rates in the 90s have

been associated with increased risk of mortality[33, 34]. In other words, that which is healthy

in a small percentage of the population is pathologic in the majority. This phenomenon occurs

again and again when dealing with physiologic measurements. In contrast to engineered

systems, the normal operating range differs from person to person.

As we have described, the traditional approach to variability between persons is to

characterize physiology for a taxonomy of subpopulations. This approach has also been

applied to reference ranges. Returning to our heart rate example, population variability can

be modeled as a mixture of Gaussians, with each mixture component corresponding to a

particular subpopulation[34]. In general, once subpopulations have been defined, variability

can be characterized for each of them, leading to “personalized” reference ranges. Because

they pertain to a homogeneous subpopulation, it is tempting to suppose these ranges reflect

intra-person variability, but in our view, this is a mistake: the size of populations has nothing

to do with the distinction between inter- and intra-person variability. References ranges

always pertain to the latter, whereas the normal operating range pertains to the former.

In addition to physiologic variability, there are profound behavioral differences between

subjects that affect the interpretation of physiologic parameters. As a simple example, a

person’s heart rate depends on their sleep-wake status, which in turn depends on sleep

patterns. Additional sensor measurements provide context in some cases, but may not be

available in others. More critically, it is often impossible to quantify, predict, and mitigate

behavioral factors prior to deployment of a monitoring system. Consider the measurement of

galvanic skin response, which is affected by skin health and the use of skin care products[35].
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It would be impossible to account for all such factors in advance, but an adaptive system can

adjust to them after deployment.

Patients’ use of monitoring devices themselves is an important source of behavioral

variability that can directly affect signal features. Each device has its own unique combination

of sensors, placement location(s) on the body, and attachment method(s), all of which lead

to variability between patients. In our experience in gait monitoring, device orientation

and attachment vary significantly even when trials are supervised by trained clinical staff.

Monitoring devices for engineered systems can be precisely installed, whereas every patient

wears their device differently.

Adaptive monitoring offers an elegant, unified solution to many problems of variability.

If there is some degree of consistency within an individual, an adaptive algorithm can – in

theory – adjust to that individual’s physiology and behaviors given an appropriate framework,

sufficient observation history, and sufficient processing time. Instead of relying on a reference

range, intra-person variability can be characterized over time and used to detect anomalies.

Admittedly this is a simplified and optimistic outlook, and adaptive algorithms certainly face

many non-trivial obstacles, both practical and theoretical. However, we feel that traditional

monitoring is not an option in many health applications due to the impossibility of capturing

the full range of inter-person variability in any training set.

2.3.2 System Drift

Physiologic systems tend to drift, or change over time. System drift can be caused by

behavioral changes, disease progression, aging, and environmental factors. Returning to our

previous examples, a gradual change in a person’s glycemic response to foods is system drift;

it could be caused by exercise, weight change, or other physiologic factors. If a panic attack

sufferer begins taking a beta blocker, the heart rate elevation they experience during panic

attacks might decrease substantially. Drift is more permanent than intra-person variability,
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which pertains to transient system fluctuations. To account for drift, a monitoring system

must be able to change its behavior over time.

The concept of drift is more similar to that of inter-person variability, but pertains to the

same person at two different points in time. It implies that the monitoring system’s mapping

from observations to outputs or decisions cannot be static. If drift occurs between times t

and t+ 1, then ft and gt should not be equal to ft+1 and gt+1. In other words, adaptation is

necessary by definition.

While an adaptive algorithm ultimately handles inter-person variability and drift through

the same mechanism, there is an important practical difference. Personalization is the

adaptation of a population-level model to the individual, whereas drift requires ongoing

adjustments to the personalized model over time. An adaptive algorithm begins with an

“initial model”, as shown in Figures 2.2. Through a cycle of real-time training updates, the

model becomes personalized. When drift occurs, this same update cycle keeps the model

personalized and current. If no drift were present, adaptation could cease after converging to

a correct or best model, but in the presence of drift, the adaptation process must continue

indefinitely.

Inter-person variability and drift have important implications for the learning rate of a

monitoring system. Informally, the learning rate is a parameter of an adaptive algorithm that

determines how much weight is placed on new information compared to previously acquired

knowledge. When the learning rate is high, the system will adapt quickly, but important prior

knowledge can be lost. In a traditional monitoring system, the learning rate is zero, meaning

that the system does not learn from new information. Early in algorithm deployment, the

learning rate should be high to allow personalization to take place. Over time, it should be

decreased to make the system more resilient to transient fluctuations. When physiologic drift

is present, however, the learning rate should always be greater than zero.

In the presence of drift, model adaptation can serve a double purpose. Its primary purpose

is to improve algorithm outputs or behaviors, but as a secondary purpose, drift itself can also
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be quantified. Since drift may reflect underlying disease progression, behavioral changes, or

other clinically meaningful properties, this information may be useful to care providers. When

monitoring panic attacks, for instance, adaptation might be employed first and foremost to

improve panic attack detection. As added value, however, adaptation itself can serve as a

measure of physiologic change. We do not explore this possibility in detail, leaving it as a

potential direction of future work.

2.3.3 Subjectivity and Ground Truth

A foundational difference between health monitoring and other monitoring applications

lies in the importance of subjective patient experiences. Ultimately the goal of health

care is to improve patient well-being, which is distinct from the objective measurements

traditionally used in health care. Growing emphasis on the patient perspective has led to

the patient-centered care movement and increased use of patient-reported outcomes (PROs),

which are clinically validated symptom questionnaires. Both practices are supported by an

expanding body of evidence. Patient-centered care has helped patients and providers find

common ground[5], and when care providers use a patient-centered approach, patients utilize

health care services less often[6] with reduced associated cost[7, 8]. The NIH recognizes the

importance of subjective experiences, as demonstrated by its PROMIS initiative, which is

designed modernize PRO development and application[36]. Electronic PRO monitoring has

improved health-related quality of life[37], and remote monitoring can support the patient

narrative by giving patients unprecedented data access and control. In fact, remote monitoring

of chronic conditions has been one of the most common and consistent targets for mobile

interventions[9].

Subjective experiences can be incorporated in health monitoring several ways. Experiences

can be the outcome of monitoring – the prognostics of the system, so to speak – which

requires the system to learn a correspondence between subjective experiences and objective

measurements. Subjective reports can also be inputs to the system, serving as information
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about the outside world. To be consistent with our previous terminology, these inputs are the

system’s observations. Both cases are explored in this work and involve distinct challenges.

In Chapter 5, PRO responses are used as observations, but in Chapter 6, occurrences of

patient-defined events are also predicted by the algorithm. the algorithm learns to define

events in the patient’s own terms. By nature, the relationship between subjective experiences

and objective measurements can differ dramatically from patient to patient, making inter-

patient variability all the more pronounced. An extreme example is pain, which can range

from absent to extreme for the same medical event depending on the patient.

The concept of “ground truth” is essential in monitoring and other machine learning

applications. When monitoring engineered systems, the ground truth might be structural

integrity or system wear; it is the true system state – a gold standard – that prognostics

are designed to assess. Typically there is some method, albeit costly, to obtain ground

truth or approximate it to high precision, and this information is critical in system training

and validation. Unfortunately, ground truth is often elusive or absent in health monitoring,

because it is rare to find labels that can be directly, reliably measured. As an extreme

example, the outcome of interest might be a subjective experience, in which case the term

“ground truth” is somewhat of a misnomer and the aforementioned considerations apply.

More commonly, ground truth is a hidden physiologic parameter or the presence or absence

of a disease. In these cases, the ground truth is objective in theory, but often deceptively

difficult or impossible to obtain. Diagnoses themselves can be evolving definitions rather

than definitive labels, particularly for diseases which lack a well-established pathogenesis.

This includes our target application, multiple sclerosis[38].

While inter-subject variability makes traditional monitoring difficult, these concerns can

make it infeasible. The traditional approach assumes that prognostics can be developed

and understood on a population level, an assumption that does not hold when monitoring

targets subjective experiences, or when ground truth is poorly understood. Consequently,

population-level training is not possible in many health monitoring applications, making
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personalization the only reasonable option. Of course, the traditional development cycle can

be used to develop a person-specific algorithm, but it must be repeated for each subject.

Under these conditions, an adaptive approach is much more attractive.

2.3.4 Patient Burden

Unlike engineered systems, health monitoring ultimately depends on the patient’s cooperation.

Sensors for engineered systems are often built into the system itself, whereas health monitoring

systems must be worn or used – correctly – by the patient on a regular basis. Consequently,

they must be designed to minimize patient inconvenience, or burden.

Monitoring might be burdensome in a number of ways. Sensors and devices can be large,

heavy, uncomfortable, or unsightly. Some require regular charging, syncing, or updates.

Many systems require patient input to document symptoms, contextualize measurements,

or complete an assessment task. In our monitoring trial, discussed in Chapter 3, patients

were required to wear two devices and complete five different surveys every month. The

surveys took up to an hour to complete, particularly for subjects with impaired coordination

or vision. This was trial designed specifically to be convenient for subjects, yet it involved

several burdensome components nonetheless.

Results from mobile health trials suggest that patient burden is an important limiting

factor. Adherence to mobile health interventions is often low, and it declines over time. In

diabetes care, for instance, 50% of participants dropped out of a phone-based management

intervention[39], and an interactive voice response service saw a decrease in call completion

over a three to six month period[40]. Dietary self-monitoring adherence declined from roughly

70% to less than 20% in a mobile-enabled weight loss intervention[41], and meal entries

declined by 25% between weeks one and two of a mobile intervention for irritable bowel

syndrome[42]. As we report in Chapter 3, adherence also declined in our remote monitoring

trial.
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The importance of patient burden to system design may be under-recognized because of

selection bias found in monitoring trials, including our own. As reported by the American

Heart Association, the subjects who enroll in mobile health trials tend to be unusually

motivated and compliant[43]. They may volunteer to benefit research or society rather than

themselves, and in many cases receive monetary compensation for participating. Consequently,

adherence to monitoring trials may be inflated compared to real-world deployment. With

this in mind, it is all the more important to design monitoring systems to minimize patient

burden. These systems must do more with less, shifting the cost/benefit ratio in patients’

favor.

Adaptive algorithms can reduce burden via several mechanisms. Actively reducing sensor

usage can increase the time between battery charges, and lowering memory consumption

can limit syncing. The current work concerns adaptive algorithms that improve decisions

or classifications by drawing upon an evolving history of observations. Chapters 5 and 6

both utilize adaptive decision-making to get the most out of each patient interaction. In

Chapter 5, the system minimizes the number of patient responses needed to actively track

disability status. Past responses and prior information about disability progression are used

to select the most informative questions from a question bank. In Chapter 6, an active

learning framework is used to optimally elicit contextual information from patients. Over

time, the system learns to identify health events in patient-centric terms.

2.4 Related Work: Remote Health Interventions

Remote health monitoring can transform medical care in a number of ways. Passive monitoring

systems, which simply report health information at a distance, can give care providers early

warnings, decrease costs by reducing in-person visits, and extend care to persons who would

not otherwise have access. Recently, however, there has been growing interest in mobile health

interventions, which act on health information to modify behaviors. Remote interventions can
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encourage healthy behaviors or manage care; in effect, the system can automate elements of

routine care to further reduce costs and boost access and prevention. Even more than passive

monitoring, remote interventions rely on personalization to inform their decision-making,

making effective adaptation a critical system component. As we will see, the algorithms

presented in Chapters 5 and 6 are designed for active monitoring systems. This last portion

of the chapter summarizes recent work in remote interventions, emphasizing some commonly

identified challenges. Similar challenges have been identified in our target population, as

presented in Chapter 3.

A large number of studies have provided continual feedback to subjects based on phys-

ical activity monitoring. Personalized feedback from a handheld personal digital assistant

(PDA) increased weekly physical activity in underactive adults[44], and personalized advice

seems to be better received, though not more effective, than generic advice as a behavioral

intervention[45]. Messages sent by text or email have been used to promote walking and

physical activity with mixed results[46, 47, 48]. When patients with coronary heart disease

were given a personalized activity program, a pedometer, and regular encouragement using

tutorials and email contact, they were more physically active at follow-up compared to

controls [49], and a tablet-based exercise coach improved daily step counts over 30 days in

sedentary, older adults[50]. Very recently, text messages were shown to increase moderate to

vigorous physical activity, as measured by a Fitbit One, though this increase did not seem to

be sustained[51]. This result is typical: most studies report modest benefit, but there have

been few controlled trials in unbiased samples.

Similar paradigms has been used in diabetes care to encourage patients to eat healthy

and stay active. Regular, personalized text messages have lowered A1C levels in several

small studies[52, 53, 54]. A larger study of 123 subjects over 3 months found subjects given

a cellphone-based reminder, recommendation, and encouragement system improved their

A1C and blood pressure more than matched subjects not given this system[55]. Remote

monitoring of blood glucose coupled with web-based physician feedback was also associated
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with lower A1C levels compared to a control group[56], and a randomized clinical trial of a

several-tiered mobile health intervention in 163 patients with type 2 diabetes found that the

top tier of patients improved A1C levels more than controls[57]. Compared to other mobile

interventions, these diabetes care systems have been unusually effective.

Remote interventions have also been used to treatment of anxiety and panic disorder.

Cognitive behavioral group treatment assisted by held-held computer was as effective as

traditional treatment in reducing social phobia symptoms and behaviors[58]. Computer-

assisted cognitive behavioral treatment was also effective in a randomized trial of 18 patients

with panic disorder (PD)[59], a finding that was successfully replicated in 186 patients with

PD[60]. A personal digital assistant has been used to improve treatment adherence in bipolar

disorder[61], and several recent reviews highlight opportunities for remote monitoring in

mental health care[62][63]. Recently, researchers used a smartphone-based platform to assist

in treatment of child anxiety[64].

The results of these trials, which span several distinct medical specialties, have been

mixed to positive. The effects of smartphone-based physical activity interventions have been

“modest at best”[65]. Results in BG management have been stronger, particularly in the

well-studied population of type 2 diabetics. One review reports “strong evidence” that mobile

health interventions improve BG control[66], while a second review found small benefit from

computer-based interventions[67]. Mobile technology is believed to be a promising platform

for psychosocial intervention[68], but continued research is needed to measure its effectiveness.

Importantly, while all of the studies cited here draw upon mobile platforms, and many

have incorporated some method of personalization, none have utilized an adaptive approach

like the ones we propose. Common symptom reporting platforms ask repeated, redundant

questions, and physical activity measurements fail to incorporate contextual information.

The effectiveness of active monitoring has been limited in large part by the inflexible, static

character of most monitoring algorithms. Results from our remote monitoring trial (Chapter

3) help to support this claim.
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2.5 Summary

In this chapter, we have discussed the traditional approach to monitoring and contrasted it

with an adaptive approach. Adaptive algorithms can be useful in a number of monitoring

problems, but they are particularly well-suited to health monitoring due to its many unique

characteristics. The most straightforward of these is variability between persons, which has

physiologic, behavioral, and environmental components. Human physiology also changes over

time, which is another obstacle for traditional algorithms easily overcome by the adaptive

approach. The algorithms we propose are inherently personalized, allowing them to learn

about patient experiences without relying on an objectively-defined ground truth. Adapting to

patients makes it possible to minimize their effort without compromising information quality,

which appears to be an important factor limiting adherence to many mobile interventions.

Adapting to patients on the fly offers an additional, critical advantage not yet emphasized:

it does not rely on unprecedented data collection or the painstaking development of a patient

taxonomy. Instead of learning about every possible type of patient ahead of time, an adaptive

algorithm simply learns the current patient as it goes. While there are many technical

milestones to pass, they are quite attainable compared to the massive collection, processing,

and coordination of patient data required to achieve personalization using the traditional

approach.

In the next chapter, we revisit these issues in the context of our target application, walking

ability in multiple sclerosis. Our efforts to develop adaptive algorithms for three distinct

health monitoring scenarios are presented in Chapters 4 - 6.



Chapter 3

Case Study: Walking Ability in

Multiple Sclerosis

Before launching into the technical contributions of this work, we provide a case study in

multiple sclerosis (MS), a chronic disease of the brain and spinal cord. While the algorithms

presented herein apply broadly to health monitoring and beyond, there are several deep-rooted

connections to MS. First and foremost, MS exemplifies the characteristics discussed in the

previous chapter. Its symptoms and signs are both diverse and unpredictable in their type,

location, and rate of progression. An adaptive approach is therefore ideal in MS, because

the need for personalization and continual adjustment is greater than in other monitoring

scenarios. Second, this case study is the primary source of data used to develop and validate

the algorithms is Chapters 4 – 6.

More specifically, our study concerns walking impairment in MS. Some degree of walking

impairment is experienced by almost all persons with MS, and assessing walking ability is

one of the cornerstones of MS care, with a broad range of associated outcome measures. In

general, remote monitoring can help to evaluate treatments and/or care, facilitate behavior

modification, and empower patients. Walking impairment is therefore an ideal case study for

remote monitoring, because it encompasses all of these facets. Moreover, walking assessment

25
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involves several different types of data, including both subjective and objective observations.

The three primary data types collected in our trial require different approaches to monitoring,

leading to the distinctive methodologies and algorithms presented in later chapters.

We begin the chapter with a clinical background section, then describe the results of our

remote monitoring study in MS. The discussion here includes insights that have inspired the

algorithms in subsequent chapters, but readers interested only in technical content may skip

directly to the algorithms in Chapters 4, 5, or 6.

3.1 Clinical Background

In this section, we provide clinical background to orient the reader to terminology and concepts

needed to understand the target application. Clinical information appears repeatedly in

the validation studies found in Chapters 4 – 6, for which this section can be used as a

clinical reference. Additionally, we emphasize the general characteristics of health monitoring

discussed in Chapter 2 throughout this chapter in the context of MS, further strengthening

the arguments in favor of adaptive monitoring.

3.1.1 Overview of MS

MS is a disease of the central nervous system (CNS) in which the body’s own immune system

attacks myelin, an acellular white substance which surrounds and insulates neuronal axons.

These attacks can disrupt neuronal communication through several mechanisms, including

inflammation, reduced axonal conduction velocity, and destruction of the axons themselves.

The resulting scars, or lesions, can occur anywhere in the CNS, including the spinal cord.

Common symptoms include changes in vision, changes in sensation, muscle weakness, loss of

coordination or balance, fatigue, incontinence, and cognitive impairment[38].

Lesions vary not only in location, but also in severity and rate of appearance: MS can

progress quickly or remain stable for many years. The disease course can be categorized as
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relapsing, characterized by the sudden onset of new symptoms followed by complete or partial

resolution, or progressive, characterized by gradual appearance or worsening of symptoms.

Persons with MS can transition from a relapsing course to a progressive one or experience

aspects of both, prompting clinicians to define several clinical subtypes[69].

The symptoms experienced by patients depend on lesion location and severity. For

example, damage to the motor cortex can lead to muscle weakness, whereas damage to the

optic nerve can produce a visual deficit. Since lesions vary widely between persons, so too

do their manifestations. Symptoms can be mild or severe, localized or widespread, and

temporary or permanent. There are characteristic patterns, to be sure – some areas of the

CNS are more commonly affected than others – but as a disease process, MS is marked by

heterogeneity.

3.1.2 Walking Pathologies

Although no symptom is universal, walking impairment is a central feature of MS. Walking

ability tends to degrade over time, and the typical MS patient needs a cane to walk 28 years

after diagnosis [70]. The widely used Expanded Disability Status Scale (EDSS) depends

heavily on walking; for example, an EDSS of 6.0 is defined by the use of a cane or crutch[71].

When walking ability is compromised, persons with MS become less independent, leading

to lowered quality of life[72]. Consequently, walking impairment is reported to be the most

challenging aspect of disease[73]. For these reasons, walking assessment is a core component of

routine care and a common research outcome. There is even a medication designed specificaly

to improve walking in MS – the “walking pill”, dalfampridine – which has completed phase 3

trials[74, 75].

Like MS itself, MS-related walking impairment is quite heterogeneous, and distinct

varieties of impairment are associated with particular regions of the brain. Sensory, motor,

and balance deficits can all cause motor impairment: there is the unsteady, wide-based gait

caused by cerebellar damage; the swinging, “circumducting” gait associated with lesions to
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the contralateral motor cortex; and numerous other varieties and combinations, so that each

person’s walking-related symptoms are unique.

Due to the clinical importance of walking ability and relative ease of collecting activity data

with commercial technologies, walking impairment is a natural target for remote monitoring.

As we will see, however, transforming this data into clinically meaningful assessment is

deceptively difficult. Much of this difficulty is due to the profound differences between

walking pathologies and disability progression found in MS.

3.1.3 Walking Outcomes

In clinical care and research, validated disability assessments are called outcomes. Clinical

outcomes are needed to quantify disability for treatment evaluation, care evaluation, prognosis,

and clinical research. In a chronic disease setting, health monitoring consists in ongoing

outcome assessment and reporting, thus understanding outcomes is essential when developing

a health monitoring platform.

There are three varieties of outcomes related to walking in MS: clinician-reported neuro-

logical findings, objective assessments of performance, and patient-reported outcomes. All

three appear repeatedly in this work, so we describe them in turn.

Neurological Examination

The neurological exam is a physical exam focused on neurological findings. It is administered

and scored by a physician or other trained care provider. The exam includes cognitive, sensory,

and motor testing, balance and coordination assessment, and qualitative gait evaluation.

The Expanded Disability Status Scale (EDSS) is a clinician-reported outcome that depends

primarily on the neurological exam. It can be broken down into seven functional system scores

(FSS): vision, brainstem, pyramidal, cerebellar, sensory, bowel and bladder, and cognitive.

The brainstem FSS pertains to cranial nerve function, pyramidal pertains to motor function,

and cerebellar pertains to coordination and balance[71]. While the limitations of the EDSS are
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widely recognized, the scale remains one of the most universal measures of disease progression

in MS. Is the primary exam-based MS outcome, and is useful in a variety of clinical contexts.

Timed Walks

Three timed walk tests are routinely used in MS care and research. All of them measure

average gait speed, but over varying distance and duration. The timed 25-foot walk (T25FW)

is the briefest of the three. A care provider leads subjects to a start line, instructs them to

walk as quickly as possible to a finish line 25 feet away, and records the time elapsed between

the two lines. The result can be directly reported or used to calculate speed. The T25FW is

commonly used in both routine care and clinical research[76].

The six-minute walk (6MW) is a much longer walk intended to measure both walking

capacity and dynamic motor fatigue[77]. Subjects are instructed to walk back and forth in a

75-foot corridor for six minutes. Instructions are given according to a script which emphasizes

walking as quickly as possible while remaining safe. The 6MW is reported as the distance

covered. It is commonly used in clinical research, and has been shown to induce physiologic

changes related to fatigue in MS subjects[78, 79].

Lastly, the two-minute walk (2MW) was developed to be a less time-consuming alternative

to the 6MW. Aside from the duration, it is identical to the 6MW. While the 2MW and 6MW

are highly correlated[80], the latter is believed to be more sensitive to motor fatigue[77].

The timed walks are all measures of walking capacity, which might be defined as the

highest speed or step rate a person is able to achieve.

Habitual Physical Activity

Habitual physical activity (HPA) measurement has attracted attention as a walking outcome

because it captures the real-world impact of walking disability. Mechanical pedometers have

been used to count daily steps for many years, but wearable electronic devices now make

recording and reporting steps and activity data much more convenient. HPA has added
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importance in MS care, because routine physical activity improves quality of life[81], and it

may even limit disability progression to some degree[82].

As a newer outcome, HPA measurement is an active area of study. Daily step counts – the

most commonly reported HPA statistic – are correlated to other walking outcomes[83], but

also affected by behavioral factors[84]. As an alternative, HPA has been classified as moderate

or vigorous physical activity based on cut-points. This approach has instrinsic limitations;

for example, it does not take advantage of the sequential nature of HPA data[85]. Further,

the step rates associated with physical activity vary with age, body type[86], and disability

status[87], therefore a personalized approach is required to achieve accurate classification.

This is part of the motivation for active event identification (Chapter 6).

3.1.4 Patient Reported Outcomes

In clinical care and research, symptoms are quantified from the patient perspective with

rigorously validated patient-reported outcome measures (PROs) covering domains such as

fatigue, pain, and walking ability. Use of PROs is expanding due to support from the NIH[36]

and increasing emphasis on patient-centered care, which can improve outcomes[5]. PROs are

used to evaluate treatments, aid in clinical decision-making, evaluate care, and more recently

to inform and empower the patients themselves. As discussed in Section 2.3.3, PROs are

designed to incorporate the patient perspective in health care and research, recognizing that

oftentimes there is a disconnect between objective measurements and patient experiences.

Indeed, many symptoms important to patients, such as pain or mild cognitive impairment,

are poorly captured by traditional measures.

A patient-reported outcome (PRO) is symptom-related questionnaire that has been

clinically validated by collecting many responses from the population of interest, then

evaluating their psychometric properties, including reliability, validity, and dimensionality.

Questions often focus on functional impairment to limit subjectivity, improving the reliability

of assessment. For example, a PRO to assess strength might ask subjects to rate their
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difficulty turning a door handle. In MS alone, PROs are used to assess walking, fatigue,

depression, pain, quality of life, and many other aspects of the disease.

This work relies heavily on the MS Walking Scale and Modified Fatigue Impact Scale, which

are described below. In addition, we utilize the Godin Leisure-Time Exercise Questionnaire

(GLTEQ), in which patients self-report their physical activity[88], and the MS Performance

Scales (PS), which assess 11 different symptom domains using single-question rating scales[89].

PROs are the focus of Chapter 5, which develops an adaptive approach to remote PRO

collection.

The MS Walking Scale

The 12-item MS Walking Scale (MSWS-12) was developed in 2003 as a comprehensive measure

of mobility incorporating the patient perspective[90]. Since then, the MSWS-12 has become

the primary patient-reported outcome (PRO) measure of walking ability in MS, with 205

citations of the primary manuscript in Web of Science. It was the only PRO for MS-related

walking impairment identified by a 2012 review[91], and it was used to validate response

criteria in phase 2 and 3 trials of dalfampridine, the “walking pill”[92, 93].

The MSWS-12 asks patients to rate the severity of their walking disability using a five-

point rating scale. Each item asks “In the past 2 weeks, how much has your MS...”, followed

by a specific symptom or functional change. For example, the first item asks how much MS

has “Limited your ability to walk”. All items utilize the following rating scale: 1 (Not at all),

2 (A little), 3 (Moderately), 4 (Quite a bit), and 5 (Extremely)[90]. Because of its importance

to this work, the full MSWS-12 is depicted in Figure 3.1.

To score the MSWS-12, items are summed together and linearly normalized to fall between

0 and 100. This approach has several recognized shortcomings[94]. All items are weighted

equally, implying that they are equally important indicators of disability, which does not

appear to be the case, and the scale’s minimal clinically important difference (MCID) is high.

Recently, item response theory (IRT) has been applied to the MSWS-12 to address these
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Study #  _______ 
Subject #  _______ 

 
Multiple Sclerosis Walking Scale (MSWS-12) 

x These questions ask about limitations to your walking due to MS during the past two 
weeks. 

x For each statement, please circle the one number that best describes your degree of 
limitations. 

x Please answer all questions even if some seem rather similar to others, or seem irrelevant 
to you. 

x If you cannot walk at all, please tick this box 

In the past two weeks, how much has 
your MS… 

Not at all A little Moderately Quite a bit Extremely 

1. Limited your ability to walk? 1 2 3 4 5 

2. Limited your ability to run? 1 2 3 4 5 

3. Limited your ability to climb up and 
down stairs? 1 2 3 4 5 

4. Made standing when doing things 
more difficult? 1 2 3 4 5 

5. Limited your balance when standing 
or walking? 1 2 3 4 5 

6. Limited how far you are able to walk? 1 2 3 4 5 

7. Increased the effort needed for you to 
walk? 1 2 3 4 5 

8. Made it necessary for you to use 
support when walking indoors? (e.g. 
holding on to furniture, using a stick, 
etc.) 

1 2 3 4 5 

9. Made it necessary for you to use 
support when walking outdoors? (e.g. 
using a stick, a frame, etc.) 

1 2 3 4 5 

10. Slowed down your walking? 1 2 3 4 5 

11. Affected how smoothly you walk? 1 2 3 4 5 

12. Made you concentrate on your 
walking? 1 2 3 4 5 

Figure 3.1: The MS Walking Scale

concerns[95, 96], as discussed in Chapter 5, but summed scoring remains the most common

approach.

The Modified Fatigue Impact Scale

The 21-item Modified Fatigue Impact Scale (MFIS) is one of the components of the MS

Quality of Life Inventory[97]. Like the MSWS-12, it uses a five-point rating scale to assess

fatigue from the patient perspective. MFIS items ask about the frequency of fatigue-related
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symptoms, scored from 0 to 4: 0 (Never), 1 (Rarely), 2 (Sometimes), 3 (Often), and 4 (Almost

Always).

Unlike the MSWS-12, the MFIS can be broken into three subscales pertaining to physical

fatigue, cognitive fatigue, and psychosocial fatigue, and psychometric analysis has verified

the scale’s multidimensional nature[98]. The MFIS is scored by summing all items without

normalization. The three subscales are scored by summing all items on that scale.

3.1.5 Minimal Clinically Important Difference

The concept of a minimal clinically important difference (MCID) is important in outcomes

research, and therefore in health monitoring. Intuitively, MCID is the smallest change in an

outcome measure that has clinical significance, where significance can be defined in many

different ways. Most often clinical significance is defined as patient-perceived benefit[99],

though it has also been defined in terms of other outcomes measuring a similar construct[84].

In this work, the MCID for the MSWS-12 is defined as the smallest change consistently

associated with changes in objective walking outcomes.

The MCID is used in Chapter 5 to contextualize the measurement error of adaptive

symptom reporting. We consider errors larger than the MCID to be unacceptable, whereas

errors much smaller than the MCID are inconsequential. The concept of a MCID goes hand

in hand with health monitoring: when monitoring systems are used to estimate or predict

clinically relevant values, the MCID should guide the interpretation of error magnitude.

3.2 Pilot Study: Remote Monitoring in MS

To learn about the real-world challenges encountered in health monitoring and explore

potential benefits, we conducted a field study in 31 participants with MS. This study is the

primary motivation for the work proposed here, and also a rich source of data needed to

validate the methods we describe.
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MS is a promising target for remote monitoring because of the progressive nature of

the disease, the unpredictability of relapses, and the importance of ongoing assessment.

Over 80% of persons with MS use the internet on a weekly basis and 90% can navigate an

electronic health record[10], making internet-based interventions technically feasible in MS.

Consequently, a growing number of mobile interventions have focused on the MS population.

An informational website for MS patients and their families received positive feedback[100],

and MSDialog, a mobile and web-based patient-reported outcome (PRO) platform, was well-

received by patients and care providers[101]. For these reasons, technology-based monitoring

is part of a consensus vision for the future of MS care[8].

While adherence to remote monitoring and interventions had been studied in other popu-

lations, comparatively little was known about remote monitoring in MS. The aforementioned

studies were limited both in scope and in their presentation of results, which focused primarily

on positive experiences reported by patients. The current study explores remote monitoring in

MS more thoroughly by evaluating our monitoring platform in terms of feasibility, reliability,

adherence, and subject-perceived benefits.

3.2.1 Study Procedures

This study was approved by the University of Virginia (UVA) Institutional Review Board for

Health Sciences Research. Subjects were recruited from the UVA Department of Neurology

patient population, and written consent was obtained. Recruited subjects had (1) clinically

definite MS[102]; (2) the ability to walk, possibly with an assistive device (e.g. cane, walker);

(3) high-speed internet access via computer or tablet in the home; and (4) self-assessed ability

to complete web-based questionnaires.

Subjects participated for approximately six months (24 weeks), with in-person assessment

at baseline and six months. Baseline and six-month assessments included collection of

demographic information; neurologic exam by Neurostatus-certified staff for EDSS staging;

all three timed walk tests (6MW, 2MW, T25FW); and completion of several PROs, including
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the MSWS-12, MFIS, Godin Leisure Time Exercise Questionnaire (GLTEQ)[88], Patient-

Determined Disease Steps (PDDS)[103], and Performance Scales (PS) covering 11 distinct

symptom domains such as mobility and vision[89].

Two accelerometer-based devices, Fitbit and ActiGraph, were used to record daily physical

activity for one week per month. ActiGraph was also used to collect inertial data during the

6MW and 2MW. Habitual physical activity (HPA) data collected via ActiGraph are used

to validate the algorithms presented in Chapter 6. Inertial data from the 6MW is used to

validate the work presented in Chapter 4.

Web-Based Patient-Reported Outcome (wbPRO) Collection

A UVA-hosted web portal allowed subjects to report symptoms from home and view their

symptom history. The web portal was created specifically for this study. Figure 3.2 shows the

navigation page, which features a global “How are you feeling today?” (HAYFT) question,

scored from 1 to 10, and links to the following four questionnaires: MSWS-12, MFIS, GLTEQ,

and PS. Figure 3.3 depicts the web-based MFIS linked from the navigation page. The 11

PS were adapted for the portal and labeled as the “Symptom Tracker”, as seen in Figure

3.2. The history of responses to HAYFT, MSWS-12, MFIS, GLTEQ, and each PS could

be viewed as a graph or a table. A dedicated “Symptom Tracker” page allowed subjects to

compare severity between symptoms and view recent trends. Subjects were oriented to the

web portal at baseline visit with a 15-minute, face-to-face tour and tutorial.

Subjects were required to complete each of the five questionnaires at least once per month.

Additional use of the web portal was encouraged but not required. Subjects rated the utility

of the web portal and provided free-response feedback at the six month visit.

3.2.2 Participant Demographics

Thirty-one subjects completed all study requirements. By design, recruited subjects were

evenly dispersed across the disability spectrum up to an EDSS of 6.5. Nine had mild disability
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Figure 3.2: Web Portal Landing Page

(EDSS 0 to 2.5), 11 had moderate disability (EDSS 3 to 4.5), and 10 had severe disability

(EDSS 5 to 6.5). All subjects were ambulatory, but 13 used assistive devices inside the home

(7 cane; 4 walker; 2 hand bars), and three additional subjects used a cane outside of the home.

Demographics and outcome measures at baseline visit are summarized in Table 3.1. Subjects

were 93.5% female (29/31), with a median age of 48 years (range: 27 years to 61 years). No

subjects experienced a MS relapse during the study, and the largest EDSS progression was

1.5 (median = 0, range = -2 to 1.5, IQR = -0.5 to 0.5).

3.2.3 Feasibility and Reliability

Only 12.9% of subjects had technical difficulty with the web portal log-in process. In each

case, this was solved by phone call with the study coordinator. Most subjects (87.1%)
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Figure 3.3: Web-based MS Walking Scale (MSWS-12)

completed all questionnaires the first month per study requirements. In total, 77.4% had no

difficulty with the web portal, and 22.6% had some difficulty. These groups were examined

for shared characteristics such as age, disease severity, disease subtype, employment status

and education, but contrary to expectations, none were identified.

Altogether, technical difficulties occurred at a rates consistent with other, similar studies.

For example, Haase et al. found that 83% of patients can quickly adjust to new software and

87% report weekly internet use[104], similar to the 87% of our cohort who did not require
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Table 3.1: Subject Demographics and Disability Outcomes

Median IQR Range

Age 48 44 - 56 27 - 61

EDSS 3.5 2.5 - 6 2 - 6.5

PDDS 3 1 - 4.5 0 - 7

IADL Score 2 0 - 4 0 - 9

MSWS-12 Score 31.3 8.9 - 79.7 0 - 100

MFIS Total 36 23 - 49 0 - 67

T25FW 5.0 3.9 - 12.7 3.3 - 67.4

EDSS = Expanded Disability Status Scale; PDDS = Patient Determined Disease
Steps; IADL = Instrumental Activities of Daily Living; MSWS-12 = MS Walk-
ing Scale; MFIS = Modified Fatigue Impact Scale; T25FW = Timed 25-foot Walk

Table 3.2: Reliability of wbPRO collection based on correlation to standard PROs

Correlation between PROs (r)
Encounter MSWS-12 MFIS Symptom Tracker
Baseline (web-based/standard) 0.973 0.944 0.922
Six Months (web-based/standard) 0.973 0.912 0.959
Baseline vs Six Months (both standard) 0.933 0.780 0.886
Baseline vs Six Months (both web-based) 0.957 0.794 0.941
Baseline (standard) vs Six Months (web-based) 0.936 0.816 0.801
Baseline (web-based) vs Six Months (standard) 0.944 0.789 0.934

technical assistance.

Table 3.2 quantifies the reliability of wbPROs, measured as the correlation between

wbPROs and standard PROs. First, standard PROs from baseline and six month visits were

compared to wbPROs from the first and last months, respectively. These completions were

up to two weeks apart, so there is some longitudinal component to the comparison. Standard

and web-based MSWS-12 scores were most highly correlated (r = 0.973 at both the baseline

and six month visits). MFIS totals were least highly correlated on average, though correlation

was still strong (r = 0.944 and r = 0.912 at baseline visit and six month visit, respectively).

For comparison, the baseline PROs and six month PROs are less strongly correlated; in fact,

these values are lower than their counterparts when comparing month 1 wbPROs with month

6 wbPROs. No subjects reported difficulty with the web-based questionnaires themselves.
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While not surprising, this result reinforces a foundational assumption of remote symptom

reporting, namely that remote symptom reports may be trusted. Our wbPROs faithfully

reproduced the standard PROs, whereas a less strict web-based interpretation might have

produced different results. No subjects reported difficulty with the questionnaires themselves.

Some variability between standard PROs and web-based PROs was expected given the

subjective nature of the questionnaires and the time delay between completions (up to 2

weeks). These cross-sectional correlations were stronger than the corresponding longitudinal

correlations, suggesting that variability was within expected limits. Moreover, longitudinal

correlations were similar regardless of the modality (paper/web-based). In the MS population

– and more than likely other clinical populations as well – it is reasonable to utilize symptom

reports as inputs to a monitoring system.

3.2.4 Adherence

Subject retention was high, with only two participants dropping out – initially there were 33

subjects – and the majority of the subjects’ monthly requirements were met. Subjects wore

Fitbit much more often than required, with 17 of the 31 subjects wearing it for at least 14

days per month, double the requirement. However, completion rates (including Fitbit wear)

declined over the course of the study.

Figure 3.4 shows average monthly completions for each questionnaire and days worn for

Fitbit among all subjects in the first half of the study (months 1 – 3) compared to the second

half (months 4 – 6). A majority of subjects met requirements in the first half. In the second

half, a majority met HAYFT and Fitbit requirements but failed to meet MSWS-12, MFIS,

PS, and GLTEQ requirements. The median number of completions for the MSWS-12 and

MFIS was 2, one below the minimum requirement, and the decline in total completions was

significant by paired t-test for all questionnaires (HAYFT p = 0.001; MSWS-12 p = 0.031;

MFIS p = 0.008; PS p = 0.011; GLTEQ p = 0.004).
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Figure 3.4: Participation Declined Over Time

There were several notable outliers in terms of completion rates: for example, one subject

completed HAYFT every day (185 completions). Low household income (< $10,000) was

the only demographic or disease-related factor significantly associated (p < 0.001) with

“super-completer” status (> 100 total completions).

Subjects who exceeded requirements (> 1 completion per month per survey, on average)

had higher EDSS (p = 0.026) than others by Mann-Whitney rank sum test. Figure 3.5

shows differences in median FSS and EDSS between these groups. Subjects who exceeded

requirements also had higher FSS, with significant differences found in vision (p = 0.049),

cerebellar (p = 0.006), sensory (p = 0.032), and bowel/bladder (p = 0.023) scores by Mann-

Whitney rank sum test. The trend was also present in the remaining FSS, but it did not

reach statistical significance.
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Figure 3.5: Patients with Higher Disability Completed More Surveys

Declining completion rates are a major obstacle to mHealth adoption that future interven-

tions must address. Much like other remote interventions[105, 39, 40, 41], our subjects were

initially engaged with high completion rates, but engagement dropped as subjects became

more realistic about intervention benefits. Combined with the feasibility and reliability

results, this strongly suggests that patients find monitoring burdensome. Even though our

patients were able to comply with study requirements, many chose not to, particularly in the

second three months. This conclusion is supported by free response feedback, as discussed in

the next section.

The association between disease severity and completion rates is promising, as subjects

with more severe symptoms tended to report them more often. Nevertheless, low completion

rates point to a need for more innovative, individualized approaches to monitoring. Patients

are excited about these technologies at first, but appear to conclude over time that sustained
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effort is not worthwhile. As the evidence both here and in the literature demonstrates, subject

interest tends to fade over weeks to months. Thus any technology demanding consistent,

prolonged effort from the patient may be doomed to fail as patients resume their old habits.

Many studies have combated low compliance by opting for short form PROs, reducing

patient burden. This strategy was tested in our study through the “Symptom Tracker”, which

allowed patients to rate individual symptoms using clinically validated scales. Ultimately,

however, there is a trade-off between PRO length and score validity. Instead of reducing the

number of questions, we favor intelligent question selection based on prior information about

the patient, as developed in Chapter 5.

3.2.5 Subject Feedback

Approximately 60% of subjects viewed all results monthly. This was the minimum requirement

for completion, meaning that almost 40% did not meet the requirement. Very few subjects

viewed results weekly or daily; for example, 12.9% of subjects viewed the Symptom Tracker

on a weekly basis or more. The GLTEQ was viewed least often. Most subjects felt that most

of the questionnaires were “Moderately” useful in helping them understand their MS, though

GLTEQ was more often seen as “Not at all” useful. The Symptom Tracker was perceived

as the most useful, with 25.8% reporting it as “Quite a bit” useful. One subject reported

the MSWS-12 as “Extremely” useful, but this was an exception to the rule. Subjects also

rated the usefulness of the surveys and Fitbit when communicating with their care provider,

with results shown in Figure 3.6. Several subjects found the Fitbit “Extremely” useful, but

more of them did not. Not surprisingly, the frequency of survey completion and Fitbit wear

correlated with perceived utility (r = 0.653 for Fitbit). In the words of one participant,

“The Fitbit was useful in challenging myself to walk more and a great way to share the info

with doctor”. The Symptom Tracker, MSWS-12, and MFIS were perceived as “Moderately”

useful, whereas HAYFT and GLTEQ were “Not at all” useful. In general, fewer subjects saw

the questionnaires as useful when communicating compared to understanding their MS. One
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Figure 3.6: Utility when Communicating with Care Provider

notable exception was the MFIS, which 16.7% of subjects found “Quite a bit” useful when

communicating with their provider.

Frequency of viewing was positively correlated with perceived utility on both questions:

when subjects viewed results more often, they were more likely to report them as useful. This

association reached statistical significance for HAYFT, Symptom Tracker, MFIS, and GLTEQ,

but not MSWS-12. There were three clear themes identified in the free response feedback.

First, a majority of subjects (51.6%) commented that monitoring helped them understand

aspects of their disease. For example, one subject wrote “I found it very useful because I

could see what days were good and why and what days were bad and why”. A smaller but

substantial portion (16.1%) said the symptom history would be useful when communicating

with a care provider, for instance: “I think it would be more useful to the doctor to have an

overview of the symptoms between office visits”. Lastly, subjects commented on the lack of

patient-specific content and/or timing in symptom questionnaires (16.1%). One said “Because

my walking is so bad I felt a lot did not pertain to me”, while another said “I probably would
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not answer the questions within periods where my symptoms remained largely unchanged.”

These results point to several causes of poor adherence. First, most subjects simply did

not find symptom reporting to be very useful. Adherence to GLTEQ was poor because it was

“Not at All” useful, whereas the Fitbit, which many subjects found “Extremely” useful, had

better adherence than any of the questionnaires. Importantly, PROs were perceived as more

useful than HAYFT, suggesting that subjects appreciate the clinical value and precision of

these tools. On closer inspection, we see that perceived utility varies between subjects. When

disease is more severe, symptom reporting is more relevant, so subjects complete PROs more

often. Further, the subjects themselves explain in their free responses that when questions

are appropriate and timely, they are more useful.

Taken together, our observations suggest that subjects make reasonable choices about

the effort they put in. They are compliant when symptom reporting has value, but less

so when it is inappropriate or uninformative. Our symptom reporting system could not

distinguish between these scenarios, because it did not adapt to subjects. One observation

drives home the point: HAYFT was perceived as less useful than other surveys, yet it was

completed more often. Since this one-question survey was easy to complete, its cost/benefit

ratio was low even though it was not very useful. The implication for monitoring is that

an appropriate cost/benefit ratio must be maintained. An intelligent monitoring system

should elicit responses only when they are likely to be informative, otherwise patients will

not comply. This is the motivation behind adaptive symptom reporting, which is presented

in Chapter 5.

3.2.6 Walking Capacity and Activity Behaviors

To better understand the relationship between HPA and walking capacity, daily step counts

were compared to other measures of walking, including the six minute walk (6MW). Correlation

could only be assessed on a group level, because walking ability did not change significantly

in any subject. Figure 3.7 contains boxplots of daily Fitbit step counts for each subject.
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Figure 3.7: Boxplots of daily step counts positioned by the subject’s 6MW distance

Each boxplot is colored according to that subject’s their disability level: the red boxplots

(severe subjects) are toward the left (low 6MW distance) and they are not very high (low

daily step counts), while the green box plots (mild subjects) are toward the right with higher

counts. A relationship is present, but it is weakened by individual behaviors: some subjects

who are able to walk choose not to, and others who are less able choose to walk as much as

they can. Activity levels should be contextualized with information about walking capacity,

but person-specific patterns not related to disability are also important.

As Figure 3.7 shows, daily step counts are an imprecise measure of walking capacity.

Indeed, daily counts do not reliably change when patient-reported walking ability changes[84],

and they explain less than half of the variance in objective walking outcomes[106, 107].

This is perhaps not surprising, as total daily activity is affected by a multitude of personal,

environmental, and social factors in healthy adults[108, 109]. Unfortunately, they are not
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a reliable measure of behavior, either: daily counts are not significantly correlated with

self-reported physical activity in MS[110]. In MS, both disability and behavioral factors

have an influence on daily activity. Thus steps counts are a coarse measure of both walking

capacity and walking behavior, but a precise measure of neither.

In Chapter 6, we explore this phenomenon in more detail. Active event identification is

used to accurately determine when subjects are walking or running, helping us to uncouple

walking capacity from walking behaviors. Similarly, event identification is needed in many

other health monitoring applications to contextualize data from a variety of sensors. The

algorithms for event identification presented in Chapter 6 were motivated by HPA in MS and

validated using our ActiGraph dataset.

3.3 Summary

Our pilot study contributes to the growing evidence base for remote monitoring in MS care

by evaluating web-based PRO collection in terms of feasibility, reliability, adherence over a

six month period, and subject-perceived benefits. Persons with MS are able to participate

technology-based monitoring, but their willingness to do so could be improved through

personalization and adaptation. More specifically, an adaptive approach can be used to

optimize patient interactions and minimize unnecessary burden. While remote monitoring

has potential to facilitate patient-centered care and improve engagement, reaching it will

require innovative solutions to combat poor compliance and adherence.

Each of the arguments for adaptive health monitoring from Chapter 2 can be applied to

the monitoring of walking ability in MS. Indeed, MS inspired many of these arguments, and it

epitomizes the characteristics we have described. This chapter has used an extended example

to illustrate differences between health monitoring and other monitoring scenarios. In this

application, adaptive algorithms are the most – arguably the only – reasonable approach to

monitoring given the virtually unlimited heterogeneity of MS-associated walking impairment.
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The other arguments for adaptation presented in Chapter 2, including system drift and the

problem of subjectivity, are equally potent in MS.

With this background in place, we begin the technical content of this work: algorithm

development. Chapter 4 tackles the problems of heterogeneity and patient burden through

a personalized signal monitoring algorithm validated using inertial data. Our algorithms

naturally incorporate personalization by evaluating the current signal with respect to pre-

viously encountered templates. Burden is minimized by incorporating rotation, scale, and

offset invariance, which allows us to relax constraints on device attachment and patient

clothing and footwear. Chapter 5 tackles burden and the problem of subjectivity through an

algorithm designed specifically for PRO-based monitoring. Prior information about disability

progression and PRO responses is used to optimize question selection in real-time, minimizing

the questions patients must answer to maintain accurate disability estimates. Chapter 6, the

culmination of this work, tackles all of the issues presented in Chapter 2 in the context of

health event detection and identification. Our algorithm learns to characterize and identify

medically relevant events in patient-centered terms, bridging the gap between objective

measurements and subjective patient experiences. The approach is validated using HPA data

from persons with MS. In each case, adaptation provides important advantages compared to

a more traditional approach.



Chapter 4

Physiologic Signal Monitoring

This chapter presents our first algorithm, a personalized approach to physiologic signal

monitoring based on the popular dynamic time warping (DTW) algorithm. DTW uses

dynamic programming to optimally align two sequences. In intuitive terms, it measures the

similarity between a sequence of interest and a second, template sequence. Our approach

is designed to overcome the problems of heterogeneity and drift, as described in Chapter 2,

by using each subject as his or her own control. This is accomplished by choosing baseline

measurements from the same subject as the template sequences. In this way, DTW-based

monitoring is inherently personalized: rather than tracking specific, pre-defined signal features,

it directly tracks accumulated changes to the signal over time. We believe this strategy

is superior to traditional, feature-based monitoring for tracking changes to heterogeneous

or poorly characterized signals, including MS gait pathology, because it makes very few

assumptions about the signal itself or the nature of changes which may appear.

This chapter is more application-specific than subsequent chapters. Our DTW modi-

fications can be applied to a wide variety of health monitoring scenarios, but they were

developed with inertial data in mind. Nevertheless, this work and its potential applications

and extensions are excellent examples of adaptive and/or personalized monitoring.

In adaptive event identification, presented in Chapter 6, the system’s internal model can

48
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drift to some degree, but the algorithm’s goal is to identify states, not track model drift.

In this chapter, on the other hand, the goal is to quantify the drift itself. As a result, it

should be applied to physiologic signals that can change either transiently or progressively as

the result of underlying pathology. From a statistical standpoint, Chapter 6 assumes that

samples are independent and identically distributed given an underlying state, whereas the

algorithms discussed in this chapter are most appropriate when successive samples are highly

correlated.

We begin with background on the DTW algorithm and a brief review of applications

of DTW relevant to this work. Alternative approaches to qualitative gait monitoring are

also discussed. With this background in place, we develop DTW as the core routine of a

physiologic signal monitoring algorithm via three distinct modifications. The first is a method

for applying DTW to signals that occur infrequently in a time series, requiring identification

and extraction. The second is the Warp Score, an alternative DTW statistic that has proven

useful in our target application. We suspect its usefulness reflects underlying differences

between health monitoring and more typical DTW applications, and we believe the Warp

Score may be equally useful in other health applications. The third and most substantial

modification is rotation, scale, and offset invariant DTW (RSOI-DTW), which is designed for

real-world monitoring of inertial data. Rotation invariance allows the algorithm to match gait

cycles regardless of device orientation, which is a necessity in many non-supervised (i.e. not

supervised by a care provider) health monitoring scenarios due to the possibility of patient

error in device placement. Scale and offset invariance help to mitigate false alarms caused by

changes in speed, surface, footwear, and other variables.

The methodology and mathematics behind all three modifications are presented Section

4.2, and corresponding validation studies are presented in Section 4.3. In these studies, we

judiciously select specific modifications to illustrate their value.
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4.1 Background

DTW, the core subroutine of our approach, may be viewed as a distance measure: it directly

compares the current signal to a previously observed template sequence. Basing monitoring

on a distance measure has several advantages over traditional feature engineering in many

applications. It requires no prior knowledge about relevant features of interest, and is

not specific to a particular signal or pathology. When signal features are used to monitor

walking quality, they must be chosen carefully to minimize the loss of important information.

This can be difficult or impossible, as salient features vary between diseases, pathologies,

and persons; what is abnormal in one person might be typical in another, and different

pathologic processes – say, hemiparesis and Parkinsonian gait – often have little in common.

Consequently, extensive data collection, expert knowledge, and iterative refinement are

required to develop a feature-based monitoring algorithm.

Further, the distance measure approach uses each subject as his or her own control,

eliminating inaccuracy due to differences in sensors, device placement, and physical charac-

teristics. Each device is different, with its own unique combination of sensor types, placement

location(s) on the body, and attachment method(s). In the face of these multiple sources

of heterogeneity, any broadly applicable technique must be capable of “tuning” itself to the

situation at hand. Using DTW, which is differential by nature, is a simple, elegant solution.

Note that this is a specific case of the argument for adaptive algorithms presented in

Chapter 2, because a distance measure is naturally adaptive by our definition: it depends

on previously stored observations, as explained in the next section. In Section 4.2.4, we

speculate about truly adaptive extensions of DTW which continually update a set of template

sequences in a principled manner.

The significance of specific patterns observed by our monitoring algorithm depends on the

application. In some scenarios, including gait monitoring, similarity to baseline sequences

should return if normal physiology can be restored. In chronic, progressive conditions, on

the other hand, the distance to baseline will increase on an ongoing basis, and new baselines
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should be established to more precisely detect further degradation. A heart arrhythmia would

have high distance to normal, sinus rhythm, for example, but it would quickly decrease when

normal rhythm was restored.

4.1.1 Dynamic Time Warping (DTW) Basics

DTW is a common algorithm for curve registration, in which sequences are aligned to

minimize the Euclidean distance between them. Here we offer a brief, formal description of

the DTW algorithm. For a more comprehensive treatment, we recommend the influential

work of Keogh and Ratanamahatana[111].

The DTW algorithm takes two sequences X1,m and Y1,n as inputs and returns a measure

of similarity dDTW , often called the DTW distance, between them. In this work, X1,m is

a previously observed template sequence – we often refer to it as a baseline measurement

– and Y1,n are the current observations which are being evaluated. The xi and yi are three

dimensional acceleration vectors in our validation studies.

Our DTW implementation also returns warped sequences XW and Y W derived from

X and Y by (possibly) repeating terms to improve alignment. More precisely, XW =

((x1)a1 , ..., (xm)am) and Y W = ((y1)b1 , ..., (yn)bn), where (·)k denotes k repetitions of a term,

and the aj and bj are positive integers found by the algorithm. Using this notation, the DTW

distance dDTW is the squared Euclidean distance between XW and Y W , defined as follows:

Definition 1. Given sequences A1,N and B1,N , the squared Euclidean distance between A

and B is:

d(A,B) =
N∑
i=1

‖ai − bi‖2 (4.1)

where ‖ · ‖ is the usual Euclidean norm.

To compute dDTW , XW , and Y W , we first construct an (m × n) matrix D, where

D(i,j) = ‖xi − yj‖2. Intuitively, we then find the minimum cost path through D from D(1,1)

to D(m,n) subject to a path constraint. Letting wk be the kth element of a warping path W –
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a possible path through D – we constrain W to allow only three moves: repeat the current

point in X, repeat the current point in Y , or move to the next point in both. Formally,

if wk = (ik, jk), then wk+1 ∈ {(ik + 1, jk), (ik + 1, jk + 1), (ik, jk + 1)}. The optimal path

from (i, j) to (m,n) and its cost C(i,j) are computed using dynamic programming, where

C(m,n) = D(m,n), and the remaining C(i,j) are given by the following recursion:

C(i,j) = D(i,j) +min{C(i+1,j), C(i+1,j+1), C(i,j+1)} (4.2)

This process may be carried out row-wise or column-wise, with C(i,j) =∞ for i > m or

j > n. The final DTW distance is C(1,1), and the warping path W along with the warped

sequences XW and Y W may be recovered from C.

Although we refer to dDTW as a distance measure, it is not a distance metric in the

mathematical sense. The DTW distance is non-negative (dDTW (A,B) ≥ 0) and symmetric

(dDTW (A,B) = dDTW (B,A)) for all sequences A and B, but it does not satisfy the triangle

inequality. Further, while dDTW (A,A) = 0 for any sequence A, it is also possible to have

dDTW (A,B) = 0 for distinct sequences A and B.

Unless otherwise stated, we have resampled the input sequences to have the same length

and limited the warping path to the Sakoe-Chiba band [112] to reduce computation, so that

C(i,j) =∞ whenever |j − i| is greater than one fourth the length of the inputs.

Figure 4.1 illustrates DTW in a study subject with mild MS disability (Section 4.3.6).

The asterisks show the same peak before and after phase correction. Warps may be identified

by the horizontal segments, which indicate repeated data points. Two such segments have

been circled.

4.1.2 DTW as Adaptive

The physiologic signal monitoring algorithms presented in this chapter are personalized,

but unlike the algorithms presented in Chapters 5 and 6, they are not truly adaptive.



4.1 Background 53

Figure 4.1: DTW aligns gait cycles in a subject with mild MS disability.

Personalization is achieved via person-specific baseline measurements: the algorithms assess

subjects with respect to their own baseline. As a result, they are not confused by differences

between persons or types of pathology. Recall, however, that we defined an adaptive algorithm

to have a mapping from observations to either outputs or actions that depends on previous

observations. DTW does not involve a set of actions, so the question is whether its outputs –

the DTW distances dDTW – depend on previous observations. While dDTW does depend on

subject-specific baseline measurements, the implementations of DTW in this chapter are not

adaptive, because baseline measurements do not change.

A truly adaptive signal monitoring algorithm could be very similar to ours, with DTW as
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its core subroutine, but it would need to manage an evolving set of template sequences instead

of using a static baseline set. At a minimum, this requires criteria to add an observation

sequence. If constant memory is desired, the system must also choose template sequences to

discard. In Section 4.2.4 we speculate on these requirements. Importantly, our algorithms

hold to the spirit of the adaptive approach by performing well despite many sources of

heterogeneity, and this work paves the way for truly adaptive DTW-based monitoring.

4.1.3 DTW Applications and Variants

DTW is a versatile technique for signal alignment and time series data mining, and as such,

it has been used in a broad range of applications, including speech recognition[113], shape

and object identification[114], and gesture recognition[115], just to name a few. DTW has

seen numerous applications in gait analysis alone, including activity recognition [116] and

biometric gait recognition[117][118], and it has been used to monitor cardiac filling cycles[119].

To our knowledge, however, this work has been the first application of DTW to the detection

and monitoring of gait pathology[120].

Due to the algorithm’s generality and popularity, many DTW variants have been proposed.

A prominent example is derivative DTW, which replaces the signal with its estimated

derivative[121], and efficient algorithms for real-time data stream monitoring have been

demonstrated[122]. Efficient DTW implementation would be critical in a real-time monitoring

scenario.

Algorithms for combinations of rotation, scale, and/or offset invariance have also been

proposed, though our iterative algorithm for three dimensional inertial data appears to

be new. Affine DTW achieves scale and offset invariance[123], and a rotation invariant

implementation has been used to analyze two-dimensional handwriting samples [124]. Another

rotation invariant algorithm based upon principal component analysis has been used for gait

recognition[125].
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4.1.4 Algorithms for Monitoring Gait Pathology

Here we highlight several existing monitoring algorithms for gait pathology. With a few

notable exceptions – including those discussed in the previous section – the vast majority of

gait monitoring algorithms follow the traditional approach (Figure 2.1), which has been used

successfully in the activity recognition literature.

Inertial devices have been used to monitor walking ability in several different contexts.

The ISway test uses an accelerometer to measure postural sway resulting from neurological

impairment [126]. The iTug system uses inertial sensors to partly automate the Timed Up

and Go test, a clinical measure of balance and mobility [127]. Several other accelerometer-

derived features have shown promise is indicators of disability severity [128], including the

recently-developed causality index [129]. Many studies have used daily step counts derived

from inertial sensors as an outcome measure, but comparatively few have assessed features

intrinsic to individual gait cycles.

Additionally, a number of gait analysis algorithms not based on DTW have incorporated

rotation invariance. An algorithm for model-based classification of upper limb movements

and walking activities incorporated sensor orientation correction[130], and a linear dynamical

model based method for activity classification was robust to sensor mounting errors, including

rotation [131].

4.2 Dynamic Time Warping for Physiologic Signals

This section presents the methodology behind three novel DTW modifications useful in health

monitoring developed in this work. The results which follow (Section 4.3) demonstrate their

value. All of our results required at least one of these modifications.



Chapter 4 Physiologic Signal Monitoring 56

4.2.1 Cyclic DTW

DTW is designed to align similar sequence regions by introducing warps – which are nothing

more than point-wise repetitions – in either input sequence. DTW does not alter the order

of regions in the input sequences, and in particular, it cannot circularly shift sequences by

moving regions from the end to the beginning, or vice-versa. In other words, DTW is not

equipped to correct phase differences in periodic signals.

This is a significant limitation when working with physiologic signals. Consider using

DTW to monitor an ECG signal supposing that a baseline, previously observed ECG sequence

were known. To measure the similarity of the current signal to baseline, we must choose a

starting point for the test sequence. In some cases, easily identified sequence regions make

this easy. For example, we might choose a point just before atrial depolarization – which is

easily observed as the “P wave” – as the starting point for all of our sequences. However,

oftentimes establishing this kind of landmark is not feasible, and the landmark itself may not

be reliable. In atrial flutter, for example, there are multiple P waves per cycle (as defined by

the QRS complex).

The same problem arises in inertial data from persons with severe MS. In healthy adults,

there are several easily identified gait cycle regions, including the heel strike and toe-off.

However, in MS these features can be irregular or absent. Consequently, extracting appropriate

input sequences for DTW is itself a difficult problem.

Cyclic DTW is our solution to this dilemma. It packages together several well-known

approaches to facilitate the DTW-based processing of physiologic signals. The following

description provides numeric values appropriate for gait cycles, but extending the approach

to other signals is a simple matter of parameter adjustment. We note that the “starting

point” problem is a common one which is even more difficult in an online setting. Many

DTW adaptations have been proposed to efficiently test all starting points for a possible

distance-based match[122].

First, the cycle rate was identified via fast Fourier transform (FFT) as the highest
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peak within the 0.2 – 1.4 Hz band, which corresponds to 24 – 168 steps per minute. Non-

overlapping segments of corresponding length were extracted as cycles. Since this method

does not guarantee that cycles are in phase, a phase-invariant implementation of DTW

was used to correct this difference. In other words, all possible circular shifts had to be

checked. Given cycles A = (a1, . . . , an) and B = (b1, . . . , bn), DTW was run between

Ai = (ai, . . . , an, a1, . . . , ai−1) and B for all i ∈ {1, . . . , n}.

To reduce computation, early DTW termination and Keogh lower bounding and were

used to pre-emptively abandon starting points that could not be optimal[ 114]. Early DTW

termination is the more straightforward of the two. While cycling through all starting points,

the lowest DTW distance dmin observed so far is stored. As the DTW algorithm moves

through the columns (or rows) of the cost matrix C, it compares dmin to the minimum

possible total cost Cmin = miniC(i,j) (or Cmin = minj C(i,j)) for the current starting point. If

Cmin ≥ dmin, then the current starting point cannot achieve a total cost better than dmin, so

the algorithm immediately terminates its dynamic programming loop and moves to the next

starting point.

Keogh lower bounding places a lower bound on the DTW distance between two sequences.

If LB Keogh(Ai, B) ≥ dmin, then starting position i need not be checked, since dDTW (Ai, B) ≥

LB Keogh(Ai, B) ≥ dmin. Calculation of this lower bound is beyond the current scope, but

relatively straightforward[114].

Figure 4.1 illustrates the cyclic DTW procedure. Two resampled, normalized cycles from

the same subject (left) have been shifted and warped to align similar features (right). The

DTW distance is the Euclidean distance between the warped cycles on the right. The warping

length is the number of warps inserted.

4.2.2 Distance Score and Warp Score

DTW operates on pairs of sequences, returning a distance and warping path for each pair.

Since monitoring typically involves a set of baseline sequences and many test sequences, it
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requires a method to summarize many measurements into a single, clinical statistic. This

is particularly important in clinical applications, since a single, interpretable value must be

provided. Given a set of baseline sequences A and test sequences B, where |A| = M and

|B| = N , we define Distance Score as follows:

DS =
1

2

(
median
A∈A

(
min
B∈B

(dDTW (A,B))
)

+ median
B∈B

(
min
A∈A

(dDTW (A,B))
))

(4.3)

In words, we first find the best match for each sequence among all sequences of the other

set. For each set, we then take the median best match; the median is preferred to make the

process robust to outlying, abnormal sequences. Finally, we average the two medians. This

process has been used previously by Boulgouris et al. to summarize DTW distances[132].

Unlike other applications, we have also provided a statistic based on the warping path:

the Warp Score. To calculate the Warp Score, warping paths were first summarized in terms

of the warping length, defined as the difference in length between input cycles and their

DTW-aligned counterparts. This length measures how much cycles were “stretched” – by

repeating samples – during alignment. Warping lengths were then reduced to a single Warp

Score by the same process used to reduce DTW distances to the Distance Score.

Our clinical results suggest that the Warp Score is useful in gait monitoring. All results

were stronger using Warp Score as a measure of gait deterioration rather than the Distance

Score. For example, the Warp Score showed stronger Spearman correlation to the MSWS-12

compared to the Distance Score (rs = 0.429 vs rs = 0.263). In Section 4.3.6, all clinical

insights are presented in terms of the Warp Score.

This finding was surprising, as DTW distance is more commonly reported than warping

length; in fact, the Warp Score is an novel contribution of this work not found elsewhere in

the DTW literature to our knowledge. This may reflect a fundamental difference between

the current work and other applications of DTW. Typically, DTW is used to overcome signal

distortions to determine whether two signals match, but here it’s the distortions themselves –

the “stretch” captured by the Warp Score – that are manifestations of gait pathology. This
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is true in other applications as well. Generally speaking, health monitoring is concerned with

the progression or appearance of an underlying pathological process that actively distorts

a signal. The goal is not to determine whether the signals are the same when distortion is

removed, but rather to quantify the degree of distortion. Further work is needed to clarify

the difference in meaning between these measures and to study the Warp Scores value in

other health monitoring applications.

4.2.3 Rotation, Scale, and Offset Invariant DTW

Scale and offset invariant DTW, in which one sequence can be scaled or shifted to improve

similarity, has been developed by several authors, notably Chen et al., who evaluated an

iterative algorithm similar to ours on a number of time series data sets [123]. When analyzing

gait, scale and offset invariance may mitigate variability due to walking surface, shoe type,

attachment method, and moderate changes in speed.

Rotation, scale, and offset-invariant DTW (RSOI-DTW) takes the next step by incorpo-

rating rotation invariance. This property applies to three-dimensional, vector valued signals,

including inertial data. An algorithm is defined to be rotation invariant if arbitrarily rotating

the signal prior to processing has no effect on algorithm output. In practice, this means that

physically rotating the device does not disrupt or confuse the monitoring system.

RSOI-DTW is an iterative algorithm that alternates between optimizing the rotation,

scaling, and offset of the sequence Y , and optimizing the warping path using DTW. The

former is an instance of the Procrustes problem, which may be solved in closed form using

singular value decomposition. The details of this problem are beyond the current scope, but

may be found in [133].

Formally we define rotations as elements of SO(3), the (3 × 3) orthogonal matrices of

determinant 1. SO(3) are the rigid rotations in R3, excluding reflection; they correspond

with the rotations possible for a rigid physical object. These matrices form a group under
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multiplication: in particular, they are invertible, and the inverses and products of rigid

rotations are also rigid rotations.

This section first defines the transformations allowed in RSOI-DTW – the RSO trans-

formations – then provides the RSOI-DTW algorithm. Finally, it proves that RSOI-DTW

is rotation, scale, and offset invariant under typical circumstances, and the algorithm is

guaranteed to terminate.

Definition 2. An RSO transformation is an affine transformation f : R3 → R3 of the form

f(x) = sRx+ b, where s ∈ R+, R ∈ SO(3), and b ∈ R3.

Proposition 1. The RSO transformations are closed under composition and inverse, thus

forming a subgroup of the affine group.

Proof. Let fα(x) = sαRαx + bα, and fβ(x) = sβRβx + bβ. The inverse of fα is given by

(fα)−1(x) = 1
sα

(Rα)−1x− 1
sα

(Rα)−1bα. By inspection, 1
sα
∈ R+ and − 1

sα
(Rα)−1bα ∈ R3, and

(Rα)−1 ∈ SO(3) because SO(3) is closed under inverse. So, the RSO transformations are

closed under inverse.

The composition of fα and fβ is given by (fα ◦ fβ)(x) = (sαsβ)(RαRβ)x+ (sαRαbβ + bα).

As before, we note that sαsβ ∈ R+ and (sαRαbβ + bα) ∈ R3; and the closure of SO(3) under

composition guarantees that RαRβ ∈ SO(3). Thus the RSO transformations are closed under

composition.

Definition 3. Given an RSO transformation f and a sequence X = (x1, ..., xn), where

xi ∈ R3 ∀i, the sequence f(X) is defined to be (f(x1), ..., f(xn)).

With this background in place, we now present the RSOI-DTW algorithm:

This algorithm can be restricted for a particular use case by limiting f to a subset of the

RSO transformations. If rotation is not a concern, R may be held to I, the identity matrix,

reducing RSOI-DTW to scale and offset invariant DTW, as developed in [123]. Similarly, if

scaling is not a concern, s may be held to 1.
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Rotation, Scale, and Offset Invariant DTW

1: procedure RSOI-DTW(X, Y )
2: XW ← X
3: Y W ← Y
4: d←∞
5: repeat
6: dold ← d
7: f ∗ ← argmin d(XW , f(Y W ))
8: . where f is an RSO transformation
9: (d,XW , Y W )← DTW (X, f ∗(Y ))

10: until (dold − d)¡ε
11: return d,XW , f(Y W )
12: end procedure

Proposition 2. RSOI-DTW is rotation, scale, and offset invariant. More precisely, let X, Y ,

and Z be sequences in R3 of equal length, where Z = fz(Y ) for some RSO transformation fz.

If d(XW , f(ZW )) has a unique minimizer f ∗ at each iteration of the RSOI-DTW algorithm,

then RSOI-DTW(X, Y ) = RSOI-DTW(X,Z).

Proof. Let fz be the RSO transformation taking Y to Z, so that fz(Y ) = Z, and sup-

pose fz(Y
W ) = ZW at the beginning of the ith iteration of RSOI-DTW(X, Y ) and RSOI-

DTW(X,Z). We proceed by induction; note that the i = 1 case holds, since we initialize

Y W ← Y and ZW ← Z.

Given a unique RSO transformation f ∗ that minimizes d(XW , f(ZW )) in iteration i,

the RSO transformation (f ∗ ◦ fz) must be the unique minimizer of d(XW , f(Y W )). To

see this, suppose there were some other RSO transformation g such that d(XW , g(Y W )) ≤

d(XW , (f ∗ ◦ fz)(Y W )). Since Y W = f−1
z (ZW ), where f−1

z is the inverse of fz, we have:
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d(XW , (g ◦ f−1
z )(ZW )) = d(XW , (g(f−1

z (ZW )))

= d(XW , g(Y W ))

≤ d(XW , (f ∗ ◦ fz)(Y W ))

= d(XW , (f ∗(fz(Y
W )))

= d(XW , f ∗(ZW )),

violating our assumption that f ∗ is the unique minimizer.

Knowing that f ∗ and (f ∗ ◦fz) are the unique minimizers found in line 7 of the ith iteration

of RSOI-DTW(X,Z) and RSOI-DTW(X, Y ), respectively, we conclude that the input to the

DTW subroutine is f ∗(ZW ) in either case. Because of this, DTW returns the same distance

d and warping path W in both cases, guaranteeing fz(Y
W ) = ZW at the beginning of the

(i+ 1)th iteration, completing our inductive proof.

Intuitively, since the first step in RSOI-DTW is to optimally rotate, scale, and shift the

input, the sequences Y W and ZW are both transformed to f ∗(ZW ) in the first iteration of

the algorithm, and subsequent processing is identical.

Proposition 3. RSOI-DTW terminates.

Proof. First, notice that f(XW ) = f(X)W , because applying the warping path W is a

repetition of terms, and the transformation f is applied once to each term in either case.

Let di, Wi, and fi be the distance, warping path, and optimal RSO transformation

found in iteration i, so that di = d(XWi , fi(Y )Wi). In iteration (i + 1), fi+1 is chosen to

minimize d(XWi , f(Y )Wi), thus d(XWi , fi+1(Y )Wi) ≤ di. And DTW finds the warping path
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Wi+1 minimizing d(X, fi+1(Y )). Together, we have:

di+1 = d(XWi+1 , fi+1(Y )Wi+1) ≤ d(XWi , fi+1(Y )Wi) ≤ di.

Since this holds for all i, the sequence {di}i∈N is monotonically decreasing. Further, since

the di are squared Euclidean distances, they are bounded below by zero. Therefore this

sequence converges by the monotone convergence theorem, guaranteeing termination of the

RSOI-DTW algorithm.

In our view, the RSO transformation is the most general affine transformation reasonable

for inertial data. Nevertheless it preserves the cycle features needed to distinguish persons

and walking styles, as we will show in the next section.

4.3 Validation Studies

The validation process proceeded in three phases. Each phase had distinct objectives and

tested distinct combinations of DTW modifications. We began with a very small, simple

study designed to confirm the rotation invariance of RSOI-DTW. This was followed by a

larger exploration of pathology detection and fast walking in healthy volunteers. Both trials

succeeded, giving us every reason to believe the approach would detect real pathology in an

MS cohort. Our efforts culminated in a clinical study in which inertial data from the 6MW

was analyzed using DTW. A total of 115 subjects – 86 with MS and 29 healthy controls –

participated in this trial.

This study did not require rotation invariance, as it was conducted in a highly controlled

clinical environment. RSOI-DTW makes DTW robust to real-world variability, but it is not

necessary for a single, supervised trial conducted in a hospital corridor. However, our two

other modifications – the Warp Score and Cyclic DTW – proved critical to our clinical results.
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In all three cases, applying our general monitoring approach to the specific use case led to

the development of a novel methodology.

4.3.1 Study Procedures and Participants

In each validation study, subjects walked in a corridor while wearing a single ActiGraph

GT3X accelerometer on their left hip, secured using an elastic belt. Specific procedures

differed between studies, as described below. In each case, the data was downloaded using

ActiLife software, divided by person and trial, and segmented into gait cycles, defined as

the data between consecutive left heel strikes. The data must be segmented before applying

DTW or RSOI-DTW, which take two gait cycles – a template and a test cycle – as inputs.

Before running DTW, cycles were resampled to be 100 samples in length. Cycles were

also normalized by subtracting the mean along each axis, then dividing all samples by the

standard deviation of the vector magnitude. These steps were designed to mitigate the effects

of cycle length and gait speed on the results. This was an application-specific step which

may not be appropriate in other monitoring scenarios.

Sensor Rotation

To verify that RSOI-DTW is invariant under a real rotation – that is, a mis-orientation of

the sensor – three participants completed a walking trial with the sensor in four different

orientations: no rotation, a 90◦ rotation about the medial-lateral axis, a 180◦ rotation about

the medial-lateral axis, and a 180◦ rotation about the vertical axis. Subjects walked with their

normal, casual gait each time. The 125 rotated signals were compared to the non-rotated

signals using DTW and RSOI-DTW, and the resulting distances were used to recognize

subjects. Gait cycles were manually segmented by identifying the heel strike, which creates a

characteristic spike in acceleration.
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Investigating Walking Speed and Simulated Pathology

As a preliminary investigation of walking speed and pathology detection, 21 healthy volunteers

participated in an initial walking trial. Each subject was asked to walk down a long corridor

four times to demonstrate four different styles of gait: casual walking, fast walking, ataxic

walking, and right leg circumduction. Ataxic walking is seen in persons with balance

difficulties, characterized by a wide base and lateral swaying. Circumduction is the outward,

circular swinging of one leg in swing phase; it occurs when the leg is rigid or spastic at the

knee and/or ankle joint.

Subjects walked with each style in one direction for 40 steps, then turned, paused five

seconds, and walked back with the next style. Each style was demonstrated before the trial

by a clinically trained research assistant, and subjects were given an opportunity to practice

until comfortable.

Multiple Sclerosis Cohort

To validate the approach in a real, clinical monitoring scenario, 86 subjects with clinically

definite MS[134] and 29 healthy controls were recruited for a walking study. All study

procedures were approved by the University of Virginia (UVa) Institutional Review Board for

Health Sciences Research, and written consent was obtained from all participants. Subjects

completed a 6MW in a hospital corridor while wearing the ActiGraph accelerometer. Controls

with any disability and MS subjects with non-MS causes of walking impairment were excluded.

Prior to the walk, subjects underwent Expanded Disability Status Scale (EDSS) assessment

by Neurostatus-certified staff. The MFIS and MSWS-12 were also collected.

Gait cycles were highly irregular in many subjects, particularly those with more advanced

disability. This made it impossible to segment cycles by identifying heel strikes, as in the

previous two trials. Instead, the approach outlined in Section 4.2.3 – which requires cyclic

DTW – was used to select and compare cycles. Cycles from minute two of the 6MW were

used as the baseline set for DTW. Minute two was the preferred baseline due to evidence
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Table 4.1: Demographics and Outcome Measures in MS Subjects and Controls

MS Control
N (Female/Male) 86 (73/13) 29 (20/9)
Age, median (IQR) 46 (38 – 52) 40 (32 – 48)
EDSS, median (IQR) 2.5 (2 – 3.5) NA
MSWS-12 Score, median (IQR) 14.6 (0 – 45.8) NA
MFIS Score, median (IQR) 29 (10.5 – 45.5) 9 (2.5 – 25)
6MW Distance*, median (IQR) 1574 (1352 – 1873) 2009 (1793 – 2166)

*distance reported in feet; IQR: Inter-Quartile Range; EDSS: Expanded Disability Status Scale;
MSWS-12: MS Walking Scale; MFIS: Modified Fatigue Impact Scale; 6MW: Six-Minute Walk

that subjects’ slow down dramatically during minute one[ 77]. This result was confirmed in

our cohort. Anecdotally, we have observed that subjects adjust their pace and rhythm in the

first minute.

Participant demographics are summarized in Table 4.1. EDSS and MSWS-12 were

not assessed in the control subjects, so they are reported as not applicable. In statistical

calculations, however, control subjects were assigned a zero on the EDSS and MSWS-12.

Though the EDSS can be nonzero outside of MS, we have excluded controls with any form

of disability, making this a fair assumption. MFIS results were collected in both MS and

control subjects, as symptoms of fatigue can be present in controls and the MFIS items are

not worded to be MS-specific.

4.3.2 Empirical Rotation Invariance

Our theoretical results show that RSOI-DTW is rotation invariant from a mathematical

standpoint. Based primarily on our first study, we demonstrate its rotation invariance in

practice by showing that real mis-orientations of the sensor have minimal effect on output.

In particular, RSOI-DTW successfully distinguishes subjects (i.e. gait recognition) despite

changes in sensor orientation.

First, we illustrate RSOI-DTW by applying it to arbitrarily chosen cycles from a healthy

volunteer (Figure 4.2). The raw cycles C1 and C2 are shown in the top and middle left plots,
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Figure 4.2: Example of RSOI-DTW Rotation Invariance

respectively. The bottom left plot shows C2 after a randomly chosen RSO transformation

f is applied. The right panel shows how RSOI-DTW alters the cycles. When running

RSOI-DTW(C1, C2), a warped version of C1 (top right) and a warped, transformed version of

C2 (middle right) are returned. Here the rotation, scale, and offset are small, because sensor



Chapter 4 Physiologic Signal Monitoring 68

Table 4.2: 1NN Cycle Recognition in the Presence of Sensor Mis-Orientation

DTW RSOI

# Correct 24 125
(%) 19.2 100.0
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Figure 4.3: DTW and RSOI-DTW Distances between Correctly Oriented Cycles and Incor-
rectly Oriented Cycles from the Same Subject

alignment was consistent and no rotation was applied. When running RSOI-DTW(C1, f(C2)),

the same two plots are returned. The warped version of C1 (not shown) is identical to the

top right plot, and the warped, rotated version of f(C2) (bottom right) is identical to the

plot above it, because RSOI-DTW is invariant under f .

Using data from our initial verification study, 1-nearest neighbor (1NN) recognition was

perfect under RSOI-DTW but worse than random under DTW (Table 4.2), and RSOI-DTW

distances were similar for all four orientations (Figure 4.3). Thus RSOI-DTW was rotation

invariant in our initial testing.

As additional support, randomly chosen RSO transformations were applied to each of

our 21 healthy participants’ 12 casual gait cycles. RSOI-DTW was used to compare the
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transformed cycles to the original, non-transformed cycles, for a total of
(

252
2

)
, or 31,626,

comparisons. These distances were compared to the corresponding distances obtained without

first applying a transformation. In all 31,626 cases, the RSOI-DTW distances were identical

up to rounding error, never differing by more than 10−13. Together with the experimental

result, this strongly suggests that RSOI-DTW is RSO invariant in practice when used on

inertial time series data.

4.3.3 Empirical Convergence

Figure 4.4 shows histograms of the RSOI-DTW convergence rate when comparing (a) pairs

of casual walking cycles, and (b) fast walking cycles to casual walking cycles. In over 60,000

runs per plot, the algorithm most often required 7 iterations, rarely over 20, and never over

30. To ensure local optimality, we insisted that d = dold for convergence, meaning the warping

path was stable. In our data, using a less strict (e.g. 10−5) convergence criterion typically

reduces the number of iterations by one, and never more than two.

As shown in the RSOI-DTW algorithm, each iteration calls DTW once and the Procrustes

algorithm once. DTW involves O(N2) computations, where N is the length of the inputs:

computation is proportional to the number of pairings between points in X and points in

Y . However, RSOI-DTW must recover the warping path W in addition to the distance d,

requiring a second trip through the cost matrix and adding a multiple of N2 computations.

Run time is increased, but not by more than a factor of two. The Procrustes problem requires

only O(N) computations [133], and in our data set, DTW occupies the vast majority of run

time. A conservative run time estimate may be obtained by multiplying the DTW run time

by 2I, where I is the number of iterations required.

4.3.4 Detecting Simulated Pathology

In the pathology detection problem, the algorithm must decide (yes/no) whether an unknown

cycle represents normal gait or possible pathology. This is done by setting a threshold on
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Figure 4.4: Histograms of the Number of RSOI-DTW Iterations

Table 4.3: EER for Detection of Simulated Pathology using DTW and RSOI-DTW

DTW EER (%) RSOI EER (%)

Mean 0.0 0.4
Median 0.0 0.0

Min 0.0 0.0
Max 0.0 8.3

the best match between the tested cycle and the known subject’s template cycles. Table

4.3 shows that the two simulated pathologies were easily recognized in all subjects under

both DTW and RSOI-DTW distances. The equal error rate (EER) was nonzero in only

one subject under RSOI-DTW. As we have described, only RSOI-DTW is capable of this

accuracy despite the variability possible in a real-world use case.

4.3.5 Effects of Walking Speed

A gait monitoring algorithm shouldn’t classify normal walking patterns as pathology, regardless

of speed. In particular, fast walking should not register as pathology. The same is true in

gait recognition: ideally, fast walking and slow walking would both be recognized. Scale

and offset invariant DTW may help to match fast walking to normal walking templates by

warping and scaling cycles. Unfortunately, Table 4.4 shows that in practice, both DTW and

RSOI-DTW struggle to distinguish pathology from fast walking: the equal error rate (EER)
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Table 4.4: EER when Distinguishing Normal Gait (Casual or Fast) from Simulated Pathology

DTW EER (%) RSOI EER (%)

Mean 43.8 31.3
Median 50.0 39.6

Min 0.0 0.0
Max 52.3 50.0
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Figure 4.5: Distances to the Closest Casual Gait Template for Several Groups of Cycles using
DTW (left) and RSOI-DTW (right) in an Example Subject

is very high with both approaches. As before, test cycles were compared to the subject’s

casual walking cycles, but this time the test cycles included both simulated pathology and

fast walking. RSOI-DTW slightly improved performance compared to DTW, but overall

performance was poor with both approaches.

Figure 4.6 illustrates this difficulty in a single subject: while RSOI-DTW dramatically

lowered the distances between fast cycles and template cycles compared to DTW, it was not

enough for reliable pathology detection or gait recognition.

In light of this difficulty, either (1) walking speed must be consistent between cycles, or

(2) the template set must include cycles at many speeds. To test the latter, fast walking
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Table 4.5: Improved EER after including Fast Cycles in the Template Set

DTW EER (%) RSOI EER (%)

Mean 4.9 8.0
Median 0.0 1.1

Min 0.0 0.0
Max 31.3 33.3

cycles were added to the template set in each subject, with results shown in Table 4.5. With

this modification, simulated pathology could again be distinguished from normal walking

(casual or fast). Compared to the near perfect results in the previous section, however, the

EER is high in several subjects. RSOI-DTW improves the EER in two subjects, but worsens

it in others.

4.4 Clinical Insight: Motor Fatigue

As discussed in Section 3.1.3, the six-minute walk (6MW) is a commonly used, objective

walking assessment primarily used in research settings. Subjects walk “as far and as fast as

possible” for six minutes without resting, and the distance walked is measured at the end of

each minute[77]. Due to its longer duration, the 6MW is believed to be more sensitive to

dynamic motor fatigue than other objective measures. This is particularly important early in

the disease course, when signs of walking impairment may be difficult to elicit. Physiologic

changes occur in MS subjects during the walk; for example, oxygen consumption increases

over the first three minutes[78]. Unfortunately, direct evidence of motor fatigue has been

elusive due to the inherent difficulty of measuring qualitative changes in walking. Some

practitioners believe the two-minute walk (2MW) is sufficient for clinical assessment, because

the two tests are highly correlated[80]. Based on clinical experience, however, we believe that

dynamic motor fatigue only emerges after several minutes of walking in many mildly disabled

subjects. If so, the 2MW is inadequate as a measure of motor fatigue.

To improve our understanding of dynamic motor fatigue in MS, we used cyclic DTW
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to identify progressive changes to gait cycles occurring during the 6MW in MS subjects.

We refer to these changes as “gait deterioration”, noting that they are less prominent in

healthy volunteers (as shown in the sections to follow). Our goal was to demonstrate clinically

relevant information emerges beyond minute two, supporting the distinct clinical utility

of the longer walk test, and to connect this information to motor fatigue. First, we show

that gait deterioration is present, and it is more prominent in MS subjects than in healthy

volunteers. We then connect gait deterioration to motor fatigue using patient-reported

outcomes measuring fatigue (MFIS) and walking ability (MSWS-12) (Section 3.1.4).

4.4.1 Progressive Gait Deterioration

Figure 4.6 shows the mean Warp Score (left) and variance among Warp Scores (right) among

subjects grouped by EDSS in minutes 3 to 6. Warp Scores were much higher in severe

subjects (EDSS > 4.5) than in all other groups (p < 0.001). Variance decreased over time

in the severe group, but increased in other groups. Warp Scores were higher in moderate

subjects (EDSS 3 – 4.5) compared to controls even in minute 3 (Cohen’s d = 0.706, p =

0.01), with steadily increasing variance. Moderate subjects had significantly higher warp

scores than mild subjects (EDSS 0 – 2.5) in minute 3 (Cohen’s d = 0.700, p = 0.006), but

this gap narrowed by minute 6 (Cohen’s d = 0.202, p = 0.41). Mild subjects and controls had

similar Warp Scores in minutes 3 and 6 (Cohen’s d = 0.024, p = 0.92 and Cohen’s d = 0.186,

p = 0.44, respectively). Variance among mild subjects increased sharply between minutes 5

and 6 from just over 4 to almost 10. Warp Scores increased between minutes 3 and 6 in mild

(Cohen’s d = 0.786, p < 0.001) and moderate subjects (Cohen’s d = 0.374, p < 0.001).

Mild subjects Warp Scores were similar to controls on average, but the sharp increase in

variance in minute 6 is important. Compared to controls, mild subjects Warp Scores were

less consistent: some increased toward the end of the walk, while others were unchanged. The

regression model (Figure 4.7) shows that these differences are meaningful, as they improve

prediction of MSWS-12 scores. In contrast, moderate subjects had higher Warp Scores
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Figure 4.6: Warp Score Progression in Subjects Grouped by Disability Level

throughout the walk, with steadily increasing variance. Evidently gait deterioration appeared

earlier in these subjects, becoming more common and extreme over time. Severe subjects

scores are much higher on average, and unlike the other groups, variance decreases. This

occurs because some subjects Warp Scores are high in minute 3, but most are high by minute

6, increasing consistency within the group.

4.4.2 Linking Gait Deterioration to Motor Fatigue

Correlations between gait deterioration and clinical outcomes may be found in Table 4.6.

Several of these outcomes are not discussed in this chapter, but they are presented in Section
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Table 4.6: Spearman Correlations and Partial Spearman Correlations between Clinical
Outcomes and Warp Scores in All Subjects

Spearman Correlation Partial Spearman Correlation
rs p prs p

MSWS-12 0.429* <0.0001 0.363* <0.0001
MFIS 0.273* <0.0001 0.136 0.0050
MFISphy 0.293* <0.0001 0.161* 0.0008
EDSS 0.367* <0.0001 0.257* <0.0001
Cerebellar FSS 0.464* <0.0001 0.258* 0.0001
Sensory FSS -0.052 0.4251 -0.258* 0.0001
Pyramidal FSS 0.471* <0.0001 0.241* 0.0002
Bowel and Bladder FSS 0.458* <0.0001 0.170 0.0091
Vision FSS 0.227* 0.0004 0.098 0.1347
Cerebral FSS 0.164 0.0108 -0.063 0.3330
Brainstem FSS 0.254 0.0001 0.003 0.9666

*statistically significant (p < 0.001); MSWS-12: MS Walking Scale;
MFIS: Modified Fatigue Impact Scale; MFISphy: MFIS Physical Subscale;
EDSS: Expanded Disability Status Scale; FSS: Functional System Score

3.1. All MSWS-12 items had statistically significant corrected correlation to the Warp Score

(p < 0.001) except Item 5 (Limited your balance when standing or walking?) (p = 0.011).

Corrected correlation was strongest in Item 7 (Increased the effort needed for you to walk?)

(prs = 0.383) and Item 6 (Limited how far you are able to walk?) (prs = 0.331). Corrected

correlations were also significant for the following MFIS items: 4, 6, 9, 10, 17, 18, 20. Five

of these items are on the MFIS physical subscale, with Item 20 (I have limited my physical

activities) being strongest (prs = 0.261). Two items not on the physical subscale also reach

significance: Item 9 (I have been limited in my ability to do things away from home) (prs =

0.161) and Item 18 (My thinking has been slowed down) (prs = 0.163).

The MSWS-12 regression model with lowest Bayesian Information Criterion (BIC) (Figure

4.7) included only walking speed and the Warp Score as predictors, both of which easily

reached statistical significance (p < 10−10). This model explained almost 74% of total

MSWS-12 variance (r2 = 0.739, adjusted r2 = 0.715). In contrast, simple linear regression

on walking speed or Warp Scores alone explained less of the total variance (r2 = 0.683 and

r2 = 0.480, respectively).
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Figure 4.7: Final MSWS-12 Regression Model

Warp Scores and MSWS-12 scores were more strongly correlated by minute 6 (prs = 0.322,

p < 0.001) compared to minute 3 (prs = 0.215, p = 0.025). Consequently, the MSWS-12

model performed better in minute 6 (r2 = 0.753, adjusted r2 = 0.748) than in minute 3 (r2

= 0.720, adjusted r2 = 0.715).

In one notable mild subject (EDSS = 2.0), the Warp Score rose from 15.5 in minute 5

to 23.5 in minute 6. Simple regression on walking speed estimated this subjects MSWS-12

as 12.4, higher than the average score among mild subjects (µ = 6.4). However, their true

MSWS-12 score was 27.1, resulting in a large model error (14.7). Interestingly, they also had

an unusually high MFIS response of 3 on two items: Item 6 (I have had to pace myself in my

physical activities) and Item 21 (I have needed to rest more often or for longer periods). In

contrast, the multiple regression model accurately estimated the MSWS-12 score (estimate =

26.9, error = 0.2).
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4.4.3 Summary of Clinical Results

As hypothesized, Warp Scores progressed over the course of the walk, particularly in subjects

with mild disability. Progression was highly variable between subjects: gait deterioration

was substantial in some, and negligible in others. Importantly, Warp Scores correlate with

subjectively reported walking difficulty (MSWS-12) and physical fatigue (MFIS), showing that

gait deterioration is clinically meaningful. Among individual items, the corrected correlation

was strongest for MSWS-12 Item 7, which asks how much MS has “Increased the effort needed

for you to walk”. On the MFIS, corrected correlations were strongest for items related to

physical fatigue.

These findings can be partly explained by disease severity; but importantly, correlations

persist even after controlling for walking speed. Thus the Warp Score tells a different

story compared to other objective measures, one confirmed by subjective report. This

novel information is drawn out over the walk, as Warp Scores rise in mild and moderate

subjects between minutes 3 and 6. Moreover, there is an increase in correlation to the

MSWS-12 associated with this rise, suggesting that symptoms reported by subjects emerge

with continued walking. As case in point, one subjects Warp Score rose only in minute six.

Their speed was steady throughout the walk, yet they had a high score on the MFIS physical

subscale compared to other subjects with similar disability. Walking speed was not sensitive

to this subjects fatigue, but the Warp Score detected it.

Subsequent analysis has revealed that the Distance Score primarily measures physical

fatigue, the Warp Score measures both physical fatigue and balance, and walking speed – the

conventionally reported statistic – is affected by a wide variety of symptoms, including cogni-

tive fatigue[135]. Additional details and results may be found in the original publication[79].

This result is the culmination of our work in DTW. By carefully extending the core DTW

routine, we have constructed a novel, personalized monitoring algorithm with demonstrated

clinical value.
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4.5 Summary and Future Work

This chapter has developed a general approach to the monitoring of physiologic signals based

on a distance measure – namely, dynamic time warping – rather than extracted signal features.

While DTW can be viewed as a signal feature, the DTW distance and warping length for

a given observation sequence are computed with respect to a second baseline sequence. As

such, DTW is a personalized signal feature, making it well suited to be the core subroutine

for adaptive signal monitoring.

Three modifications of DTW have been developed to facilitate its use in physiologic

signal monitoring. The first of these combines several established methods into a single

methodology appropriate for physiologic signals. The second is a novel summary statistic,

the Warp Score, which may be more appropriate in a monitoring setting than the DTW

distance. Indeed, it provided superior results in our clinical cohort. The last is an iterative

algorithm for achieving rotation, scale, and offset invariance, which we believe is required in

order to obtained meaningful results from a non-supervised, real-world algorithm deployment.

RSOI-DTW was originally published in [120]. Each modification has been supported through

one or more validation studies.

Compared to many other approaches, DTW is intuitive and interpretable. This is

particularly true if progression can be characterized using representative sequences which

evolve over time. In our experience, DTW can be explained from first principles to clinical

collaborators, which is an important, underestimated advantage over black box approaches.

Currently, the approach is powerful because (1) it makes very few assumptions about

signal characteristics, and (2) it is inherently personalized, with each subject serving as his or

her own control. In principle, it is also powerful because (3) it can adapt to subjects in real

time, and (4) it maintains a library of examples which illustrate signal progression over time.

Long-term, real-world monitoring of physiologic signals faces many challenges not encoun-

tered in this work. RSOI-DTW is robust to many real-world variables – mis-oriented sensors,

changing speeds, variable surfaces, etc – but it has been tested in a controlled setting. A
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prospective trial is needed to validate the algorithm’s ability to detect pathology “in the

wild”, but there are a number of challenges to overcome, including development of an online,

efficient implementation.

As discussed in Section 4.1.2, a DTW-based approach to signal monitoring is truly

adaptive only if new baseline sequences are added as observations are encountered. The

solution is not simply to add sequences that match the baseline, which would result in

expanding memory and computational requirements. More importantly, such a strategy

would never “forget”, which runs counter to the spirit of adaptive monitoring. Ideally we’d

like to capture representative sequences over time to characterize signal progression in detail.

Finding representative sequences among a finite set of observations can be accomplished

with clustering algorithms for arbitrary distance metrics, such as the k-medoids algorithm or

affinity propagation. These algorithms may be an appropriate starting point for an algorithm

that maintains an evolving library of representative sequences. Based on these results, we

anticipate that a similar approach could be successfully applied much more broadly in health

monitoring.

Most importantly, future work should focus on continued application of personalized and

adaptive algorithms in a variety of health monitoring scenarios. Prospective trials will be

explored in both clinical and mobile health settings.



Chapter 5

Adaptive Symptom Reporting

Adaptive Symptom Reporting (ASR) is a novel approach to longitudinal PRO assessment

which uses personalization, domain-specific knowledge, and Bayesian inference to substantially

reduce the number of questions required for accurate trait estimation. The foundation of

ASR is Item Response Theory (IRT), which formalizes the relationship between PRO items

and the underlying trait they are intended to measure. In this work, we repeatedly refer to

PROs and clinical applications, yet ASR can be applied to any questionnaire which satisfies

the assumptions inherent in IRT modeling.

PROs are becoming increasingly important. Health care is now viewed as a service, and

the patient-centered care movement has placed greater emphasis on patient experiences

than ever before. PROs are now used for treatment evaluation[74], care evaluation, and

health system evaluation, and the NIH supports PRO development through its PROMIS

initiative[136]. At the same time, PROs are burdensome to patients, who find themselves

providing the same answers over and over again. Recent work in item response theory

(IRT) has improved PROs from a psychometric standpoint[137], but it has not removed this

redundancy or alleviated patient burden.

ASR leverages IRT to create a statistical model of symptom progression. This model is

used to drive a modern symptom reporting framework which dynamically selects PRO items

80
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based on evolving knowledge of subject disability status. The algorithm maintains a running

estimate of subject disability based on the history of past PRO responses. It then uses this

estimate to optimize subject interactions by selecting PRO items most useful in pinpointing

that particular subject’s disability. In the end, patient burden is significantly reduced, in

terms of the number of PRO responses, with minimal loss of information.

The chapter begins with brief background on IRT and the specific IRT model used in

this work, the graded response model (GRM). We review relevant literature in two areas:

longitudinal IRT and IRT applied to PROs. ASR is then presented, beginning with IRT

model development and culminating with the ASR algorithm itself. The discussion of model

development highlights considerations most relevant to ASR. Finally, the overall approach is

validated via our target application, walking ability in MS. Most notably, the ASR algorithm

is evaluated retrospectively with responses to the MSWS-12, which we described in Section

3.1.4. The chapter summary includes limitations and plans for continued ASR development.

Chapters 4, 5, and 6 each focus on a different variety of adaptation. ASR adapts by

tailoring question selections – its actions – to the patient based on their response history.

Referring back to Chapter 2, ASR addresses the problems of patient burden and subjectivity

by modernizing and streamlining PRO collection. Variability between persons can also arise

in PRO development, where it is called differential item functioning (DIF), as discussed in

Section 5.2.1. However, an individualized model of PRO responses would not be useful due to

the subjective nature of PRO measurements. Here we adjust to heterogeneity by prompting

subjects only with relevant, timely questions.

5.1 Background

5.1.1 Item Response Theory (IRT)

IRT – the foundation of ASR – is a family of models and techniques which formalize the

relationship between latent trait and sets of items designed to measure them. IRT is commonly
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used in educational testing to measure test-taking ability, and in psychology to measure

personality traits and other psychological constructs. In both cases, the quantity being

measured is hidden and continuous-valued. In general, IRT can be used whenever one may

assume that item responses are influenced by one or more such constructs, which are most

often called traits.

The trait-item relationship is commonly modeled as a logistic function; in fact, this is the

well-known Rasch model[138]. IRT is much like logistic regression, except the value of the

continuous, predictor variable is unknown. To draw an analogy, IRT is to logistic regression

as factor analysis is to linear regression. IRT and factor analysis build a model to estimate a

hidden trait, whereas regression classifies or predicts from a known predictor variable.

A number of IRT models have been developed to fit different assumptions and item

formats. In this work, we focus primarily on the graded response model (GRM) and other

models appropriate for the rating scales found in most PROs. In addition to the GRM, this

includes the polytomous Rasch model (PRM)[138] and the generalized partial credit model

(GPCM) [139], but we present mathematical details only for the GRM. For discussion of

other models, we recommend the comprehensive book by de Ayala[140].

Fitted rating scale models are often presented using category response curves (CRCs),

which specify the probability of observing a particular response, or category, as a function of

the latent trait. These probabilities are derived from multiple logistic functions, as we show

in equations 5.1 - 5.4. The total number of model parameters – which govern the CRCs –

depends on the form of the model and the number of item categories. Figure 5.1 shows the

fitted CRCs for Item 1 (“How much has your MS limited your ability to walk?”) of the GRM

for the MSWS-12, which we discuss later in the chapter. As walking disability increases, the

subject becomes more likely to choose higher values on the rating scale.

The GRM specifies a relationship between a trait θ and responses to item i via five

model parameters: a discrimination parameter αi and four category threshold parameters

βij , j ∈ {2, 3, 4, 5}. As shown below, j = 1 is a special case. The probability P (Ci = j | θ) of
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Figure 5.1: Category Response Curves and Item Information for MSWS-12 Item 1

response category j on item i for a person with walking ability θ is given by the following

equations. Note that these have been adapted to suit 1-5 scale indexing, as found on the

MSWS-12.

P (Ci ≥ 1 | θ) = 1 (5.1)

P (Ci ≥ 6 | θ) = 0 (5.2)

P (Ci ≥ j | θ) =
eαi∗(θ−βij)

1 + eαi∗(θ−βij)
, j ∈ {2, 3, 4, 5} (5.3)

P (Ci = j | θ) = P (Ci ≥ j | θ)− P (Ci ≥ (j + 1) | θ) (5.4)
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The CRCs are the functions f(θ) = P (Ci = j | θ). The bottom panel of Figure 5.1 shows

the item information, which is based on the Fisher information about θ carried by the item i.

The item information for item i is given by the following[140]:

Iij(θ) =

(
dP (Ci=j|θ)

dθ

)2

P (Ci = j | θ)
(5.5)

Ii(θ) =
5∑
j=1

Iij(θ) (5.6)

Given the fitted GRM, walking ability may be estimated as the value of θ maximizing the

likelihood of observed MSWS-12 responses (maximum likelihood estimation [MLE]). A prior

distribution over θ may also be used (maximum a posteriori [MAP] or expected a posteriori

[EAP]). This method avoids the unbounded estimates returned by MLE when all responses

have maximum value (e.g. all MSWS-12 responses = 5) or minimum value (e.g. all MSWS-12

responses = 1). In this work, trait value is estimated as the expected value of the posterior

using a uniform prior over a suitable range of θ. Herein we refer to latent trait estimation as

IRT-based scoring.

To fit an IRT model, a large set of response data must be collected. The model is

usually fitted to responses by expectation maximization (EM) with subject traits as the

hidden variables. In the E-step, a point estimate of model parameters is used to generate a

distribution over trait values. Then, in the M-step, model parameters are optimized (MLE)

with respect to this distribution. A number of alternative estimation procedures can also be

used; for details, see the following sources[140, 141, 142].

5.1.2 Longitudinal IRT

Longitudinal IRT refers to the use of IRT to interpret item responses collected over time,

in sequence, from the same person. The goal of a monitoring platform is to infer system
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health using longitudinal measurements. IRT has been applied to longitudinal data from a

number of domains with a variety of goals in mind. In political science, it has been used

to find “change points” in the preferences of Supreme Court justices based on their voting

history[143]. In educational testing, longitudinal methods were used to estimate students’

test-taking ability while accounting for possible learning between measurements[ 144]. Item

parameters can be estimated directly from longitudinal data or fixed beforehand, as in the

current work; Andrade and Tavares have published a method for tracking IRT-based ability

when item parameters are fixed[145].

However, our work differs from the majority of longitudinal IRT analyses, which have

focused on accurate parameter and/or ability estimation after the data has been collected.

In contrast, our algorithm is designed to reduce subject burden by optimizing item selection

in real time. To our knowledge, ours is the first longitudinal, IRT-based algorithm designed

for real-time subject interaction and question selection. Moreover, it is the first algorithm of

its kind for mobile PRO assessment.

5.1.3 IRT in the PRO Literature

IRT offers important benefits to clinical practice and research. Items with poor performance

can be identified by their parameters and replaced to reduce measurement error, potentially

lowering the MCID (see Section 3.1.5). IRT uses a standard error of estimate (SEE) that

varies with trait level (instead of a single standard error of measurement), making it possible

to quantify PRO precision from patient to patient. Changes in score can be meaningfully

compared across the spectrum of disability, improving measurement of treatment effective-

ness in diverse samples. Unlikely response patterns can be detected, so that if a patient

misunderstands a question or the examiner incorrectly transcribes a response, the error can

be corrected. Finally, IRT facilitates development of computerized adaptive PRO measures,

which can decrease length without increasing error, reducing burden to patients[141, 137]. In
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Section 5.3.3, we describe our effort to facilitate clinical adoption of the IRT-based MSWS-12

scoring.

Because of these benefits, IRT analyses have become common in the PRO literature.

Indeed, Hobart et al. recommended secondary IRT or Rasch analysis of the MSWS-12 in their

initial publication[90]. IRT has been used to evaluate the Disabilities of the Arm, Shoulder,

and Hand in persons with MS[146], and the Modified Fatigue Impact Scale (MFIS) has been

fitted to a Rasch model[98]. Velozo et al. used Rasch analysis to create a computerized

adaptive measure of walking, climbing, and running[147]. Both IRT and classical test theory

were used to develop a computerized adaptive testing (CAT) item bank in multiple languages

for quality of life assessment in MS[148]. Recently, a computerized adaptive version of the MS

International Quality of Life Questionnaire (MusiQoL) was created using a multidimensional

graded response model (GRM) similar to the one-dimensional GRM in the current work[149].

As discussed in Section 3.1.4, the NIH has recognized the need to improve and standardize

PRO measures, founding the Patient-Reported Outcomes Measurement Information System

(PROMIS) in 2004. The goal of the PROMIS initiative is to create a consensus-based

framework for self-reported health using IRT methods[136].

The most common application of IRT in the PRO literature is the development of “short

forms” which reduce PRO length by selecting questions with high information. Figure

5.1 illustrates the short form development process. Short forms have been developed for

pain, fatigue, sleep disturbances, and many other symptoms[150]. Emphasis on short forms

underscores the problem of patient burden. Unfortunately, item information depends on trait

level, so a short form – or any other static PRO – cannot be as effective as an adaptive PRO

on a per question basis.

CATs like the one developed by Michel et al. improve on short forms by adapting to

the patient as more questions are answered. However, they are not equipped to draw upon

previous responses. Our ASR algorithm functions much like a CAT, but it incorporates a

model of disability progression over time. Thus it can reason about patient disability on an
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ongoing basis to dramatically reduce the number of patient responses required for accurate

disability estimation.

5.2 Adaptive Symptom Reporting (ASR)

ASR deployment for a particular PRO proceeds in two phases through the process depicted in

Figure 5.3. First, an IRT model of the PRO must be developed. A large number of responses

– ideally more than 500[151] – are collected and analyzed with IRT to develop an IRT model.

Expert knowledge is needed to guide the IRT analysis, particularly in the model selection

phase. Note that initial PRO development also requires expert knowledge and psychometric

analysis to select and test potential items, respectively.

The IRT model specifies P (R | θ), the likelihood of trait values given an observed response

vector. A second distribution, P (θt | θt−1), must also be fixed. In this work, t and (t− 1) are

successive observations, where the time between observations may vary, therefore we refer to
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the time elapsed between them as δ(t−1, t), or simply δt. The distribution P (θt | θt−1) = f(δt)

is a function of δt governing trait progression over time.

In our validation studies, P (θt | θt−1) has been fixed based on literature review and expert

knowledge, as described in Section 5.3.4. When possible, this choice should be informed

directly by data collection and updated as more observations are encountered.

The second phase of ASR deployment is the implementation as a mobile app followed by

distribution to patients. In this work, we have simulated this phase by validating ASR using

previously collected longitudinal PRO data from MS subjects. Our plans for prospective

deployment are described in Section 5.4.2.

5.2.1 Building the IRT Model

In this section, we overview the first phase of ASR deployment: development of the IRT

model. The fitting of IRT models goes far beyond this brief treatment, of course; the books by

de Ayala [140] and Embretson and Reise [141] are good starting points. These comments are

intended to briefly orient the reader to model fitting, emphasize the measurement properties

required for ASR, and highlight ASR- and PRO-specific considerations.

Assessing Scale Dimensionality

Like all applications of IRT, ASR depends on the assumption that item responses are

influenced by an underlying trait. This trait may have more than one dimension, though

we focus on the one dimensional case in this work. Understanding the dimensionality of the

latent trait is one of the earliest steps in IRT model development and thus ASR as well.

Many packages are available for dimensionality assessment. We have used the psych

package for our preliminary psychometric assessment[152]. One, two, and three-factor latent

trait solutions may be extracted via maximum likelihood using the polychoric correlation

matrix, which is appropriate when working with polytomous responses[153].
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The theory behind IRT and ASR extends to the multidimensional case, and extending

the ASR algorithm is straightforward. However, our implementation performs a numeric

integration each time it runs, so expanding model dimensionality would substantially increase

computation. The tradeoff between model accuracy and computation should be considered

carefully when working with multidimensional traits. In the multidimensional case, a more

elegant, less computationally intensive approach may be needed to keep run time within

reasonable limits.

Choosing a Model

The choice of IRT models is constrained by the format of items, but typically there are

several reasonable choices. In this work, the polytomous Rasch model [138], graded response

model (GRM) [139], and generalized partial credit model (GPCM)[154] were all suitable for

the rating scale format found on the MSWS-12. Models may always be compared using the

Bayesian Information Criterion (BIC) or Akaike Information Criterion (AIC), and likelihood

ratio chi-square tests are appropriate when considering the addition of specific parameters.

If dimensionality assessment is inconclusive, models of varying dimension may be directly

compared in terms of BIC, AIC, and model fit.

We have fitted our models to MSWS-12 responses via maximum likelihood estimation

using the mirt package for R[155]. Other R packages are available (e.g. ltm and eRm),

and there are several standalone programs as well. MLE most commonly proceeds via

expectation maximization, though some packages operate directly on the liklihood function

using gradient-based methods.

The inclusion or omission of discrimination parameters has added significance when

developing a model for ASR. Working from equations (5.3), (5.4), and (5.5), we may conclude

that item information is proportional to the square of the discrimination parameter αi for

item i. Consequently, models which incorporate item-specific discrimination parameters –

which includes the GRM and GPCM but not the polytomous Rasch model – have higher
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variability in information between items. As we will see, item selection in ASR is driven by

item information, therefore items with higher discrimination parameters are more likely to

be chosen. We believe this behavior is beneficial. If model estimation is accurate, items with

higher discrimination parameters are more closely related to the latent trait, making them

more informative. Still, it must be noted that the choice of model, and in particular the

choice to incorporate discrimination parameters, has important consequences for ASR that

have not been explored.

Model Fitting and Assessment

Goodness of fit assessment is an active area of study in the IRT literature[141]. Simpler

models such as the Rasch model have an established set of fit indices, but the issue is not

settled for the GRM and other polytomous models. In this work, we assess model fit with the

Zh and S-X2 statistics[156, 157] and person fit with the Zh statistic[156], both calculated in

mirt. Model-based CRCs and item information plots were generated with mirt and reflect the

fitted model parameters. Empirical CRCs were plotted by dividing subjects into ten groups

according to model-based log-odds score, then calculating category response frequencies

for each group. Similarity between model-based CRCs and empirical CRCs serves as a

preliminary assurance that model assumptions are reasonable for a given dataset.

Fit assessment is critical to ASR, just as it is to IRT, because trait estimates are only as

good as the model that generated them. This model is fixed throughout ASR deployment, so

the effects of poor fit are far-reaching. ASR adapts by choosing questions based on previous

observations, but it is not model-adaptive: its internal statistical model of the world does not

change. This distinction is discussed further in Chapter 6, as active event identification is

model-adaptive, and in our discussion of future directions for ASR.

Differential Item Functioning (DIF) analysis is an important element of fit assessment

which tests for trait-item relationships that vary between subpopulations. DIF would be

present, for example, if older subjects were more likely to answer a test item correctly than
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younger subjects with the same test-taking ability. A common method to test a specific item

for DIF proceeds as follows. First, the population is divided into the subpopulations in which

DIF is suspected, and distinct models are fitted for each subpopulation. In these models,

only the parameters of the item being tested are allowed to vary between subpopulations.

The models are then compared to a baseline model with a likelihood ratio chi-square test,

which measures the statistical significance of the improved likelihood[158].

There are a number of alternative procedures to detect DIF[140], but we’ve employed the

aforementioned procedure in the this work. Two primary DIF analyses were conducted, one

based on age and the other based on sex. In the age-based DIF analysis, subjects were divided

into two subpopulations of equal size by using the median age (48) as the cut-off to define

groups. All MSWS-12 items were individually tested. These analyses were conducted to

determine whether age or sex affected response patterns despite controlling for the IRT-based

score.

DIF analysis is important for the same reasons as fit assessment. If items function

differently based on demographic traits, then the estimates generated by ASR may be less

reliable in certain subpopulations. If necessary, this can be solved by “tuning” the IRT model

to a particular subpopulation. Personalized model adaptation should also be explored, but

may not be reasonable when tracking latent constructs unless anchored to objective findings.

5.2.2 The ASR Algorithm

In adaptive symptom reporting (ASR), we leverage an IRT model for a PRO – in this case,

the GRM for the MSWS-12 – to maintain a running estimate of disability. Instead of requiring

all PRO responses in each assessment session, the ASR system sequentially chooses items to

keep uncertainty about PRO-defined disability below a specified threshold. More formally,

the ASR procedure estimates P (θt|R1,...,t), the distribution over disability at time step t

given the complete history of item responses R1,...,t observed so far, the IRT model, and a
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probability distribution P (θt|θt−1) = f(θt, θt−1, δt) governing possible changes in disability as

a function of δt, the time elapsed between [t− 1] and t.

The algorithm begins by estimatingP (θ0|R0) based on the full set of responsesR0 using

traditional IRT, as described in the previous section. In this work, R0 are the paper-based

MSWS-12 responses collected during the initial visit. In subsequent opportunities to interact

with the subject, the algorithm begins by updating its distribution over θ based on δt, the

time elapsed since the previous iteration. This update depends on P (θt|θt−1) as follows:

P (θt|R1,...,t−1) =

∫
P (θt, θt−1|R1,...,t−1)dθt−1 (5.7)

=

∫
P (θt|θt−1, R1,...,t−1)P (θt−1|R1,...,t−1)dθt−1 (5.8)

=

∫
P (θt|θt−1)P (θt−1|R1,...,t−1)dθt−1 (5.9)

Note that by simplifying (5.8) to (5.9), we assume that θt is conditionally independent of

prior responses given θt−1. The expected value of this distribution is then used to estimate the

information which could be obtained from each item i: Ii[t] = Ii(E(P (θt|R1,...,t−1))). A single

item is selected at random with probability proportional to the square of its information

(Ii[t])
2, and the subject is prompted to respond to this item. Because of the retrospective

nature of the current work, we have simulated this action by using only the response(s) to

the selected item(s) in subsequent calculations.

Once the new response is obtained, the ASR system again updates its distribution over θ

to incorporate the new information:
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P (θt|R1,...,t) =
P (Rt|θt, R1,...,t−1)P (θt|R1,...,t−1)∫
P (Rt|θt, R1,...,t)P (θt|R1,...,t−1)dθt

(5.10)

P (θt|R1,...,t) =
P (Rt|θt)P (θt|R1,...,t−1)∫
P (Rt|θt)P (θt|R1,...,t−1)dθt

(5.11)

∝ P (Rt|θt)P (θt|R1,...,t−1) (5.12)

Similar to before, the simplification between (5.10) and (5.11) follows because the proba-

bility of an item response is conditionally independent of previous responses given the current

trait level. Note that P (Rt|θt) is the term specified by the IRT model.

Finally, the algorithm checks to see whether the uncertainty in the new estimate is

acceptable by calculating the standard deviation of P (θt|R1,...,t) and comparing it to the

threshold ε, a tunable parameter of the ASR algorithm. If P (θt|R1,...,t) < ε, the algorithm

ends the current session; otherwise, it selects a different item – one not yet obtained in the

current session – using the same procedure as before. This continues until either (1) the

desired threshold ε is reached, or (2) all items have been selected.

Adaptive Symptom Reporting Algorithm

procedure ASR(P (θt−1|R1,...,t−1), δt, ε)
P (θt|θt−1)← f(θt, θt−1, δt)
P (θt|R1,...,t−1)←

∫
P (θt|θt−1)P (θt−1|R1,...,t−1)dθt−1

Ii[t]← Ii(E(θt|R1,...,t−1)) for all items i
repeat

select an item i with probability ∝ (Ii[t])
2

prompt subject with item i
P (θt|R1,...,t)← P (Rt|θt)P (θt|R1,...,t−1)
Ii[t]← 0

until stdev(P (θt|R1,...,t)) < ε
return P (θt|R1,...,t)

end procedure

In this study, MSWS-12 responses had already been collected, so the algorithm was run at

pre-defined intervals. In contrast, an online implementation of ASR could prompt subjects at
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any time. We suggest running the algorithm daily, which would result in prompting whenever

uncertainty about θ falls below ε. No modification to the algorithm would be needed.

Our item selection procedure was designed to favor higher-information items while avoiding

repeated selection of the same limited subset. Due to the discrimination parameters present

in the model, some items have much higher information than others: in fact, some items

do not have highest information for any value of θ. Though higher-information items are

heavily weighted by the ASR procedure, lower-information items always have a chance of

being selected. This choice may improve the user experience, and it avoids potential pitfalls

due to item bias, imperfect estimation of IRT parameters, and other real-world deviations

from IRT assumptions.

5.3 Validating ASR: Walking Ability in MS

In this section, we use ASR to track walking ability in MS. It contains a number of application-

specific insights, but the majority of results are needed to show that ASR functions as intended.

The highlight of the section is perhaps the discussion of tradeoffs between estimation accuracy

and the number of questions selected by the algorithm. Reducing the number of questions

necessarily results in a loss of information – nothing is free – but our results show tradeoffs

that are favorable in typical applications.

We begin with an overview of the two studies required for ASR validation. After presenting

our IRT model of the MSWS-12, we describe our efforts to facilitate its use in clinical care

and research. Finally, we present validation results for the ASR algorithm. ASR accurately

tracks walking disability in our cohort while reducing patient burden – in terms of the number

of questions – by 42-75%.
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5.3.1 Study Design

Two separate studies were need to validate ASR corresponding to the phases we have described:

building the IRT model and validating ASR itself. These phases lent themselves to very

different study designs. Building the model required a single MSWS-12 collection from a

large cohort of subjects, whereas ASR validation required repeated collection from a much

smaller cohort. Both studies were conducted through the MS clinic at the UVA Department

of Neurology.

Large-Scale MSWS-12 Collection

The first study was a large-scale collection of MSWS-12 responses by mail. Here we describe

the study itself and the demographic characteristics of responders and non-responders, who

were similar in age, sex, disease subtype, and disease duration. We have no data on the

disability status of non-responders, so it’s impossible to know whether disability severity is

similar between groups. However, IRT does not require the sample to be unbiased in terms

of the trait being modeled[140].

Results of the model fitting process are presented in the next section.

Procedures Study procedures were approved by the University of Virginia (UVa) Institu-

tional Review Board for Health Sciences Research. A four-page survey packet containing the

MSWS-12, MFIS, and a dietary survey was mailed to 604 UVa Department of Neurology

MS clinic patients with clinically definite MS[102]. Packets were keyed and coded to protect

patient confidentiality. A chart review was conducted on all 604 subjects, including those who

did not respond. Age, sex, MS subtype, and disease duration were obtained for all subjects.

Responders timed 25-foot walk (T25FW) and neurological exam findings were obtained when

available from clinic visits within the previous year.

To assess sample representativeness, demographic characteristics were compared between

responders and non-responders using t-test and chi-square as appropriate for continuous and
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Table 5.1: Demographics and summary statistics

Responders Non-Responders p-value
Number of subjects 293 311
Gender (female) 74.4% 76.5% 0.12
Age, median (range) 48 (19 – 80) 49 (14 – 81) 0.14
MS subtype

Relapsing remitting MS 71.5% 75.6%
Primary progressive MS 8.5% 6.2% 0.67
Secondary progressive MS 12.5% 10.8%
Progressive relapsing MS 7.5% 7.4%

Disease duration, mean (range)
<1 year 1.0% 4.3%
1-5 years 26.0% 20.1% 0.17
5-10 years 29.5% 28.4%
10-15 years 16.0% 20.3%
>15 years 27.5% 26.9%

MSWS-12 score, mean (range) 40.4 (0 – 100) NA
T25FW speed, mean (range) 4.85 (0.37 – 9.71) NA

*speed reported in feet per second; MSWS-12: MS Walking Scale; T25FW: Timed 25-foot Walk

ordinal variables, respectively. Disease duration was categorized (<1 year, 1-5 years, 5-10

years, 10-15 years, >15 years) and analyzed as an ordinal variable.

Responders The response rate (293/604) was similar to the rate reported by Hobart et

al. in their initial psychometric evaluation (766/1530)[90]. Demographics of responders and

non-responders are shown in Table 5.1. Responders were 74.4% female, with a median age of

48 (range: 19 – 80). There were no statistically significant differences between responders and

non-responders in terms of age (p = 0.12), sex (p = 0.14), MS subtype (p = 0.67), or disease

duration (p = 0.17). The mean MSWS-12 score among responders was 40.4 with a standard

deviation of 34.1, and the mean T25FW speed was 4.85 ft/sec with a standard deviation of

1.77 ft/sec. Nine of the 293 MSWS-12 records were incomplete, leaving 284 available for IRT

analysis. Our IRT model of the MSWS-12 from this analysis was originally present in [159].
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Retrospective Validation

With the IRT model of the MSWS-12 in place, ASR was validated retrospectively using

MSWS-12 data from the pilot study described in Chapter 3. A complete description of study

procedures and demographic characteristics of the study cohort may be found in Section 3.2.

Briefly, 31 subjects with MS completed the MSWS-12 using a web portal over a six month

period. MSWS-12 responses were also collected in person at the beginning and end of the

study.

MSWS-12 Scores at initial visit spanned the full range of values (0 - 100), with 12, 5, 6,

and 8 subjects in the first through fourth quartiles, respectively. Subjects completed the

MSWS-12 an average of 8 times, two more than the minimum study requirement. In total

there were 246 sets of MSWS-12 responses (sessions) available for analysis. Complete sets

of MSWS-12 responses were available for each session, but only the responses requested by

ASR were provided to it, simulating a prospective trial.

The complete set of responses from the initial visit were used to initialize ASR. Using our

established notation, R1 are the initial visit responses which determine P (θ1|R1).

5.3.2 IRT Model of the MSWS-12

This section presents our IRT model of the MSWS-12, which was fitted to the responses to

our mail survey. Results are organized to parallel the structure of the previous section in

order to illustrate the methodological considerations discussed therein. ASR is valid only

insofar as this model is valid, so it is important to carefully assess dimensionality and model

fit. Moreover, the item information results have important implications for ASR algorithm

design.

Dimensionality and Model Selection

A single latent factor was able to explain approximately 87% of the total variance among

responses. Adding a second factor increased the total variance explained by only 2% to
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Table 5.2: Information criteria for all exploratory models.

Model BIC AIC
1D Rasch 6112.5 5933.7
1D GRM 5977.7 5758.8
1D GPCM 6021.5 5802.5
2D GRM 5919.7 5660.7
2D GPCM 5951.3 5692.2
3D GRM 5972.7 5677.2
3D GPCM 6009.1 5713.6

BIC: Bayesian Information Criterion; AIC: Akaike Information Criterion; 1D,
2D, 3D: One, Two, and Three-Dimensional; Rasch: Polytomous Rasch Model;
GRM: Graded Response Model; GPCM: Generalized Partial Credit Model

approximately 89%, and adding a third factor increased it by another 2% to 91%. All factor

loadings were greater than 0.90 in the one-factor solution. In the two-factor solution, only

Item 7 loaded on the second factor with magnitude greater than 0.20 (0.42 for Item 7). In

the three-factor solution, the largest loading on the third factor was 0.23 (Item 12). Factor

loadings for the second and third factors did not fit any a priori hypotheses or clinically

relevant patterns.

Model comparison results (BIC and AIC) are shown in Table 2. The polytomous Rasch

model had the highest BIC and AIC among all models, eliminating it from further considera-

tion. The BIC and AIC favored the one, two, and three-dimensional GRMs over their GPCM

counterparts. The two-dimensional GRM outperformed the one-dimensional GRM in the

chi-square test (χ2 = 120.2, df = 11, p < 0.01) as well as the BIC and AIC (Table 2), but

the three-dimensional GRM did not yield further improvement (χ2 = 3.5, df = 10, p = 0.97).

The one-dimensional GRM was selected based on the factor analysis results and existing

research supporting a one-factor solution[ 90, 160]. Additional factors were present to some

degree, but did not seem to be clinically relevant. While model comparison did favor the

two-dimensional GRM, the second dimension added marginal statistical value and no clinical

value.
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Figure 5.4: CRCs, Empirical CRCs, and Item Information for MSWS-12 Items 2 and 7
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Goodness of Fit

Figure 5.4 shows the model-based CRCs, empirical CRCs, and item information for Items 2

and 7. The two sets of curves are well matched on inspection. Discrimination parameters

range from 0.112 (Item 4) to 0.217 (Item 10), as shown in Table 5.4. Along with Item 4, Items

2 and 5 have smallest discrimination parameters (0.114 and 0.120). Category thresholds are

adequately spaced with the exception of Items 2 and 9, to which response 3 (Moderately) is

never most likely.

Goodness of fit was assessed using two statistics appropriate for polytomous items, the

Zh and S-X2 indices[156, 158, 161]. Both fit indices are presented in Table 5.4. The Zh
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Table 5.3: MSWS-12 Discrimination parameters (DP), goodness of fit statistics, and differen-
tial item functioning (DIF) statistics

Item DP Goodness of Fit Age DIF Sex DIF
α Zh S-X2 S-X2 df S-X2 p χ2 (df = 5) p χ2 (df = 5) p

1 0.139 0.74 20.14 26 0.78 5.02 0.41 1.70 0.89
2 0.114 -0.03 26.28 36 0.88 19.02 0.002** 2.50 0.78
3 0.136 0.58 28.52 27 0.38 8.97 0.11 3.65 0.60
4 0.112 0.32 36.13 35 0.42 0.58 0.99 5.98 0.31
5 0.120 0.57 21.40 26 0.72 5.28 0.38 7.29 0.20
6 0.163 0.78 24.17 24 0.45 2.89 0.72 0.97 0.96
7 0.209 1.20 30.10 22 0.12 9.89 0.08 4.15 0.53
8 0.139 0.63 39.01 34 0.25 4.49 0.48 1.49 0.91
9 0.144 0.58 33.09 31 0.37 7.19 0.21 4.86 0.43
10 0.217 1.26 21.51 25 0.66 4.80 0.44 5.87 0.32
11 0.185 0.94 22.58 20 0.31 5.20 0.39 13.76 0.02*
12 0.139 0.54 51.08 29 0.01** 6.66 0.25 5.23 0.39

index is a normalized measure of the likelihood of observed responses to an item[156]. It

approximates a standard normal distribution, so a majority of values should fall between -1

and 1, and absolute values above 2 suggest poor fit. AllZh values fell within the acceptable

range, with a maximum absolute value of 1.26 for Item 10. The S-X2 statistic is a generalized

chi-square fit index showing improved performance compared to the traditional chi-square

index[157, 161]. An S-X2 p-value less than 0.05 suggests poor fit. Item 12 fit poorly according

to the S-X2 index but not the Zh index, as seen in Table 5.4, and all other items had S-X2

p-values greater than 0.05. These results show that observed responses were consistent with

predictions, validating our choice of model.

Item and Test Information

Item information for Items 2 and 7 may be found in the bottom panels of Figure 5.4. The

SEE and its squared reciprocal, the total information, may be found in Figure 5.5. Since

item information peaks near the response category thresholds, information is greatest and

error lowest at intermediate scores[140]. As a result of the discrimination parameters, Item

4 has lowest peak information followed by Items 5 and 2, whereas Item 10 has highest
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Figure 5.5: MSWS-12 Total Information and Standard Error of Estimate
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peak information followed by Items 7 and 11. Item 2 has lowest average information across

the disability spectrum. Items 8 and 9 also have low average information because of low

discrimination parameters (0.139 and 0.144) and poor separation between lowest and highest

category thresholds (36.3 points and 31.8 points). Items 7, 10, 11, and 6 have highest average

information, respectively, and Items 1, 3, and 12 have intermediate average information.

While all items fit the model, item information varies substantially. Information for Items

2 and 7 is shown in Figure 5.4. These results are critical to ASR, as item information is the

criterion used to select items. Items with high information, such as Item 7, are more useful

when assessing walking ability, as the information quantifies the degree to which responses

reduce measurement uncertainty. Items with low information, such as Item 2, are less useful.

In fact, Item 7 has higher information than Item 2 at almost all values of disability, the only

exceptions being IRT-based scores less than 10.

Occurrences like this one were a concern when designing the ASR algorithm. Large
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discrepancies in the area under the information curve made some items better than others (in

terms of item information) on a consistent basis. Specifically, we noticed that a deterministic

item selection procedure would repeatedly choose from a subset of MSWS-12 items and never

choose others. Variety in item selection is desirable not only because it is more engaging

for subjects, but more importantly because particular items can be biased in individuals or

subgroups. Therefore we give all items a chance of being selected by introducing a degree

of randomness in the selection procedure. Items are selected randomly with probability

proportional to the square of their estimated item information, as previously described in

Section 5.2.2.

Differential Item Functioning

DIF was measured by likelihood χ2 test between subpopulations based on age (> 48 or

≤ 48) and sex (F or M). Results from the DIF analyses are presented in Table 5.4. Item

2 (How much has your MS limited your ability to run?) showed strong evidence of DIF

in the age-based analysis (χ2 = 19.02, df = 5, p < 0.01). Item 11 (How much has your

MS affected how smoothly you walk?) showed evidence of DIF in the sex-based analysis

(χ2 = 13.76, df = 5, p = 0.02). In other words, when these items parameters were allowed to

vary between subgroups, meaningful improvement was observed via likelihood ratio chi-square

testing. Group-specific CRCs for Items 2 and 7 are shown in Figure 5.6. Older subjects

were more likely to report running difficulty compared to younger subjects with the same

IRT-based score. Men were more likely to report difficulty on Item 11 compared to women.

DIF was also detected for Item 11 (How much has your MS affected how smoothly you

walk?), though its performance was otherwise good. DIF is undesirable because it makes

scores inconsistent between groups, adding unwanted noise to PRO measurement. This effect

can be mitigated by using the IRT-based score.
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Figure 5.6: DIF Based on Age (left) and Sex (right) in MSWS-12 Item 2
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5.3.3 Promoting IRT Adoption

There are a number of barriers to the clinical adoption of IRT methods, including inertia

and lack of familiarity with IRT methods. Most importantly, standard PROs can be scored

with pen and paper, whereas IRT-based PROs must be scored with a lookup table or a

computer. In our view, the widespread adoption of mobile health tools is needed to push IRT

methods into mainstream care. Algorithms like ASR may help to encourage this transition.

Nevertheless, we have taken two steps to support the adoption of our MSWS-12 model by

care providers.

The first involves IRT trait estimates θ, which fall on a log-odds scale, where θ ∈ (−∞,∞).

Unbounded estimates come up in practice when MLE is used. As an example, consider an

aptitude test with dichotomous responses. If the subject gives all correct answers – or all

incorrect answers – then their aptitude is unbounded: we have no way to distinguish between

high aptitude and very high aptitude. This comes up in practice when using the MSWS-

12. For example, a person with severe walking disability will have the same responses as

another person who can’t walk at all, namely all 5’s. While this makes sense mathematically,

unbounded estimates are not “clinician friendly”. Neither are negative trait values or the

fact that the scaling and offset of θ are arbitrary[140].

To facilitate clinical adoption, we have placed our IRT-based MSWS-12 on a 0-100 scale,
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Figure 5.7: IRT-based MSWS-12 Scoring Compared to Original Scoring
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the same as traditional MSWS-12 scoring. Log-odds scores were normalized to fall between 0

and 100, and unbounded estimates from MLE were assigned values of 0 or 100 as appropriate.

All of the presented results use this scale, though unbounded estimates are not encountered by

the ASR algorithm due to the incorporation of a prior distribution overθ. Figure 5.7 shows

the correspondence between traditional MSWS-12 scores and the IRT-based scores from our

population. The two are highly correlated (r = 0.989), and the Spearman correlation is even

stronger (rs = 0.997) due to the non-linear but monotonic relationship between them. Scores

are not in one-to-one correspondence, because the IRT model takes response patterns into

account.

While this scoring system is a bit more intuitive, it still requires complex computations,

potentially limiting clinical adoption. In fact, a lookup table works for Rasch models, but it
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would be prohibitively large for our model due to the presence of discrimination parameters.

To make our scoring easily available to care providers and researchers, we have published a

web application using the Shiny platform for R. When MSWS-12 responses are entered, it

calculates the traditional score, IRT-based score, expected T25FW, and person fit (Zh) value

for error checking. The tool is intended to provide the advantages of IRT-based scoring to a

broad audience, and to help set a precedent for subsequent PRO analyses.

The webapp is available at https://ms-irt.shinyapps.io/e-MSWS-12.

5.3.4 ASR Algorithm Evaluation

ASR was implemented in Matlab R2015b and tested using MSWS-12 responses from our 31

subject cohort. As discussed, walking ability estimates were linearly normalized to a 100-

point scale to maintain consistency with traditional MSWS-12 scoring[90]. Values of θ were

discretized (N = 1000), and integrals were estimated numerically using the trapezoidal rule.

The distribution P (θt|θt−1) was calibrated based on expert opinion and a literature review of

MSWS-12 variation during MS relapses[162][163] and over time[164][165][166][167][168].

Testing was designed to (1) ensure that ASR functioned as intended, (2) evaluate its

accuracy, and (3) quantify the effect of the standard deviation threshold ε on algorithm

accuracy and the number of selected questions. A total of 26 thresholds ranging from 1.6

to 9.6 were tested on all subjects. Thresholds were chosen to be less than 10.4, the lowest

of several recently reported minimal clinical important difference (MCID) values for the

MSWS-12[163], to ensure that clinically meaningful changes in MSWS-12 would not go

undetected. Thresholds lower than 1.6 were unnecessary, as a threshold of 1.6 results in

selection of all items at all time points.

Because ASR item selection is not deterministic – items are selected with probability

proportional to the square of their item information – each subject-threshold combination

was repeated five times for a total of 26 ∗ 5 = 130 rounds of data processing per subject.
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Processing the complete dataset took approximately 4.2 hours running in Matlab 2015b

on a single core of a typical desktop computer (Intel Core i3-2120 processor running at 3.30

GHz). The 246 data sessions available for analysis were each processed 130 times (26 SDTs

× 5 repetitions), resulting in 130× 246 = 31980 calls of the ASR algorithm. Therefore the

average ASR run-time was approximately 0.47 seconds. Moreover, since a single run of ASR

involves up to 12 iterations of question selection, the run-time between successive prompts is

a fraction of this length. Detailed analysis of algorithm run-time and complexity is outside of

the current scope, but unlikely to be a limiting factor in our target application.

Tracking Disability Progression

Results of ASR in three representative subjects are shown in Figure 5.8. An estimated

MSWS-12 score has been calculated for each response session using three different versions of

the ASR algorithm. Estimates based on full-information ASR are shown in blue: all twelve

MSWS-12 responses from each session were used to calculate these estimates. Estimates

obtained with a standard deviation threshold (SDT) of 4.8 are shown in red, and those

obtained with a SDT of 6.4 are in yellow. The first session (Day 0) corresponds toP (θ0|R0)

from the initial visit, which utilizes all 12 questions, so these estimates are the same for all

three methods.

Both of the partial information estimates follow the full-information estimate, but average

error is lower with the more conservative (lower) SDT. Confidence intervals are also lower for

the SDT of 4.8 compared to the SDT of 6.4, as expected, and lowest with the full-information

estimate. The green dotted line shows the minimal clinically important difference (MCID) of

10.4 in each plot. Plots have been scaled and shifted for clarity, so the height of the MCID is

not the same between plots. An error greater than the MCID would by definition change the

clinical interpretation of results, so it is important to keep error below this threshold.

The number of questions selected by ASR in each session are shown in Table 5.4. The list

is longer for Subject B (middle), who completed the MSWS-12 more often than the other two.
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Figure 5.8: Results of ASR in Three Subjects with Three Different SDT Values

Since Day 0 is a special case it is not shown in the table, so the number of plotted points is

one more than the number of sessions. Note that ASR tends to require more responses when

disability changes. For example, ASR required all 12 responses to accurately estimate the

sharp peak in Subject B’s walking ability (session 6).

Subject A (top) has lowest disability as measured by the MSWS-12, with most estimates

falling between 20 and 30, whereas Subjects B (middle) and C (bottom) have higher disability,

with most estimates falling between 60 and 80.
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Table 5.4: Number of Questions for Each of the Adaptive Symptom Reporting Examples
from Figure 5.8

Subject A (top) Subject B (middle) Subject C (bottom)
Session FI T1 T2 FI T1 T2 FI T1 T2

1 12 6 3 12 9 3 12 5 4
2 12 5 3 12 10 5 12 5 3
3 12 6 4 12 4 3 12 7 5
4 12 7 4 12 5 3 12 8 3
5 12 6 3 12 10 8 12 7 3
6 12 8 4 12 12 5 12 4 2
7 12 7 5 12 12 6 12 7 5
8 12 7 6
9 12 6 4
10 12 5 2
11 12 7 3
12 12 6 4
13 12 5 3

FI = Full Information Adaptive Symptom Reporting; T1 = Standard Devia-
tion Threshold 1 (= 4.8); T2 = Standard Deviation Threshold 2 (= 6.4)

Tradeoffs between Estimation Accuracy and Number of Questions

The accuracy of ASR and the number of questions it selects both of which depend on the

SDT. As the SDT is decreased, the accuracy improves but typically more responses are

required. Accuracy is quantified in two different ways: first, as the difference between

partial-information ASR estimates and full-information ASR estimates; and second, as the

difference between the partial-information estimates and traditional IRT estimates. It is

important to note that there is no “true” value of MSWS-12-defined walking ability, as it is

observed only indirectly via MSWS-12 responses.

Figure 5.9 shows how the SDT affected the number of questions (black) and estimation

error (red). The plotted points are median values among all subjects, and the error bars

show the inter-quartile range (IQR). The MCID of 10.4 is plotted as a green line; it is only

relevant to the error (red) portion of the plot. The top plot shows error with respect to

full-information ASR, while the bottom plot shows error with respect to traditional IRT

estimates. The number of questions is the same in both plots.
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Figure 5.9: Error and Number of Questions vs SDT. Error is Based on Full-Information ASR
(left) and Traditional IRT (right).

These plots illustrate the trade-off between the amount of information obtained by ASR

and the resulting estimation error: as the number of questions decreased, the error increased.

At the three lowest values of SDT (1.6, 2.0, and 2.4) ASR always required all 12 questions

(full-information), so error is zero compared to full-information ASR. While the IQR falls

below the MCID at all values of the SDT, there were outlying values exceeding this threshold

at higher SDT values, as shown in Table 5.4.

Figure 5.10 shows algorithm performance among all subjects for the two SDTs shown in

Figure 5.8 (4.8 and 6.4). Histograms show the number of questions (left) and the estimation

error compared to full-information ASR (right). The number of questions is much lower at

the higher SDT (median values of 3 and 6). However, error almost never exceeds the MCID

at an SDT of 4.8 (0.16% of sessions) but occasionally does so at an SDT of 6.4 (4.45% of

sessions).

Descriptive statistics for all SDTs may be found in Table 5.4. At an SDT of up to 5.2, less

than 1% of sessions result in error exceeding the MCID. This decreases to zero at SDTs of 4.4

or less. Note that at an SDT of 4.4, the median number of questions is 7, a 42% reduction

compared to traditional IRT.
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Figure 5.10: Histograms of Number of Questions and Estimation Error at Two Different SDT
Values

5.4 Summary and Future Work

Adaptive symptom reporting (ASR) is a new paradigm for subjective disability assessment,

combining the accuracy of patient-reported outcomes (PROs) with the convenience of sim-

plified symptom reporting apps. The ASR algorithm was designed for mobile disability

assessment: subjects respond to prompts as needed to keep uncertainty about disability

within a specified threshold. Mobile implementation is essential to ASR because it requires

regular opportunities for patient interaction.

PROs are the accepted clinical standard for subjective disability assessment, with superior

measurement properties compared to the shorter question sets commonly found in symptom



5.4 Summary and Future Work 111

Table 5.5: Questions and Estimation Error for Response Sessions Depend on the Standard
Deviation Threshold (SDT).

Number of Questions Estimation Error (vs Traditional IRT) Estimation Error (vs Full Info ASR)
SDT Mdn Range IQR Mean±SD Range Mdn IQR 99% 95% Mean±SD Range Mdn IQR 99% 95%
1.6 12 12-12 12-12 0.7±1.0 0-8.2 0.4 0.1-0.9 5.5 2.3 0.0±0.0 0-0.0 0.0 0.0-0.0 0.0 0.0
2.0 12 12-12 12-12 0.7±1.0 0-8.2 0.4 0.1-0.9 5.5 2.3 0.0±0.0 0-0.0 0.0 0.0-0.0 0.0 0.0
2.4 12 12-12 12-12 0.7±1.0 0-8.2 0.4 0.1-0.9 5.5 2.3 0.0±0.0 0-0.0 0.0 0.0-0.0 0.0 0.0
2.8 12 7-12 12-12 0.7±1.0 0-8.2 0.4 0.1-0.9 5.5 2.3 0.0±0.1 0-1.5 0.0 0.0-0.0 0.1 0.0
3.2 12 3-12 12-12 0.8±1.0 0-8.2 0.5 0.2-1.1 5.5 2.4 0.1±0.4 0-2.8 0.0 0.0-0.1 1.7 1.0
3.6 11 2-12 9-12 1.1±1.1 0-8.1 0.8 0.3-1.6 5.5 3.2 0.6±0.8 0-5.2 0.1 0.0-0.9 3.2 2.3
4.0 9 1-12 7-12 1.6±1.4 0-10.1 1.3 0.5-2.3 6.4 4.4 1.1±1.2 0-8.9 0.7 0.1-1.8 4.9 3.6
4.4 7 1-12 6-9 2.1±1.8 0-10.4 1.7 0.7-3.2 7.5 5.6 1.7±1.6 0-8.3 1.3 0.3-2.7 6.7 4.9
4.8 6 1-12 5-7 2.5±2.1 0-13.2 2.0 0.8-3.4 9.3 6.6 2.2±2.0 0-13.5 1.7 0.5-3.2 8.4 6.2
5.2 5 1-12 4-6 3.0±2.4 0-16.6 2.3 1.0-4.3 9.7 7.5 2.7±2.3 0-15.6 2.1 0.9-3.9 9.5 7.1
5.6 4 1-12 3-5 3.4±2.8 0-26.9 2.7 1.3-4.8 11.7 9.0 3.1±2.7 0-25.5 2.4 1.1-4.4 11.4 8.5
6.0 4 1-12 3-4 3.9±3.2 0-27.0 3.0 1.5-5.5 14.2 10.1 3.7±3.1 0-25.6 2.7 1.4-5.3 13.3 9.6
6.4 3 1-10 3-4 4.1±3.3 0-26.9 3.2 1.7-5.7 14.7 10.4 3.8±3.2 0-26.7 3.0 1.5-5.4 14.0 9.9
6.8 3 1-8 2-3 4.4±3.6 0-30.4 3.6 1.8-6.3 16.0 11.1 4.2±3.4 0-27.4 3.4 1.7-6.1 14.8 10.6
7.2 2 1-7 2-3 4.9±4.1 0-26.8 3.9 1.8-6.6 18.8 12.7 4.6±3.8 0-26.6 3.7 1.8-6.3 18.2 11.9
7.6 2 1-6 2-3 5.1±4.2 0-28.3 4.2 1.8-7.1 19.7 13.1 4.8±3.9 0-25.3 4.1 1.8-6.8 18.5 12.3
8.0 2 1-6 2-2 5.4±4.3 0-27.0 4.4 2.2-7.3 18.4 13.7 5.1±4.0 0-25.6 4.4 2.1-7.0 17.3 13.2
8.4 2 1-4 1-2 5.6±4.4 0-30.4 4.7 2.2-7.8 20.1 13.9 5.3±4.1 0-27.4 4.6 2.1-7.4 18.7 13.0
8.8 2 1-4 1-2 5.8±4.6 0-30.4 4.9 2.3-7.8 20.3 15.1 5.5±4.3 0-27.4 4.7 2.2-7.6 19.1 14.4
9.2 1 1-4 1-2 6.2±4.8 0-25.8 5.0 2.5-8.6 21.6 15.9 5.9±4.5 0-25.6 5.0 2.3-8.2 20.0 14.6
9.6 1 1-4 1-2 6.5±4.9 0-25.2 5.5 2.8-8.8 20.8 16.3 6.2±4.6 0-25.1 5.5 2.5-8.4 19.8 15.6

SDT = Standard Deviation Threshold; Mdn = Median; IQR = Inter-Quartile
Range; 99% = 99th Percentile of Values; 95% = 95th Percentile of Values

reporting apps. However, mobile PRO collection is uncommon because it is burdensome for

patients. The NIH has begun to improve PROs through its PROMIS, which incorporates

IRT and computer adaptive testing[136]. ASR takes this a step further by drawing upon

IRT methods to track disability – or any other latent trait – as a moving target. By taking

full advantage of previous observations, ASR substantially reduces the number of questions

required for accurate trait estimation.

Deployment of ASR must be preceded by the development of an IRT model. The model

relates the trait of interest – in this case, disability – to each item in a bank of questions

designed to assess it. The IRT model is the foundation of ASR, so informed model selection

and accurate estimation are critical. In our validation study, ASR was validated with data

from the MSWS-12, a PRO for walking ability in MS. The MSWS-12 fits the unidimensional

GRM, a common IRT model for polytomous items, though DIF was observed in Items 2 and

11. To facilitate clinical adoption of our model, we have made it available through a web app:

https://ms-irt.shinyapps.io/e-MSWS-12. The app allows clinicians and researchers to score

the MSWS-12 using IRT and check responses for probable errors.

The ASR algorithm itself was validated in the MSWS-12 dataset presented in Chapter 3.

Progression of walking disability was retrospectively estimated in 31 subjects with MS over a
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six month period. The ASR algorithm incorporates a threshold parameter, the SDT, which

governs the trade-off between accuracy and patient burden. Specifically, the system continues

to prompt patients with new questions until uncertainty about disability falls below the

threshold (or all questions are used). Here the appropriate choice depends on the application

and possibly even the individual subject. When patient burden is a limiting factor, a less

accurate estimate may be better than no estimate at all.

Descriptive statistics have been provided to characterize accuracy and question selection

across a range of SDTs. The ASR algorithm achieved a 42% reduction in the median number

of patient prompts (12 to 7) while always keeping error below the minimal clinically important

difference (MCID). A 50% reduction (12 to 6) was achieved while allowing only 0.16% of

errors to exceed the MCID, and at 75% reduction (12 to 3), 4.45% of errors exceeded the

MCID.

Additional testing should cover different PROs in a variety of clinical populations. ASR

should also be applied to questionnaires assessing psychological or educational constructs.

Indeed, ASR can be applied to any questionnaire suitable for IRT analysis.

5.4.1 Limitations

The fitting of IRT models requires large samples, and our population was modest in size (N =

284). In support of this work, a sample size of 250 was sufficient to accurately recover model

parameters for a 15 item, two-parameter model[169], and there is precedent for model fitting

and DIF assessment with a similarly sized sample[170]. However, dimensionality assessment

for polytomous items can be unreliable using samples smaller than 500[151], and in general,

a sample size of 1000 or more is preferred for more complex IRT models[171, 172]. Thus the

current item parameters are not definitive.

Further, the model comparison results suggest that MSWS-12 dimensionality may warrant

further study despite previous support for a single scale dimension[160, 173]. Item 5 and

other balance-related items have comparatively low discrimination parameters, implying
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that balance may not be adequately captured by the unidimensional solution. A larger IRT

analysis may be needed to conclusively estimate parameters and assess dimensionality.

In a prospective study, ASR question selection would look quite different. Due to the

retrospective nature of our ASR validation, the algorithm could not prompt patients at

arbitrary times. By the time new information became available, several questions were

typically needed to bring uncertainty back within acceptable limits. In contrast, an online

implementation of ASR could prompt subjects whenever its uncertainty threshold was

exceeded. Rather than asking many questions at infrequent intervals, it could ask a single

question every few days. More generally, the frequency of ASR initiation is a second parameter

which should be adjusted to suit patient and provider preferences.

Any analysis of PROs is limited by the subjectivity inherent in subject-reported assessment.

Subjectivity is a primary benefit of PROs, which are designed to assess disability from the

patient perspective. However, subjectivity also complicates validation: there is no “true”

value of MSWS-12 defined walking ability, because it is a latent trait not directly observed.

Moreover, patients frequently make errors during PRO completion. In this study, we have

evaluated the accuracy of partial-information ASR in terms of (1) full-information ASR,

and (2) traditional IRT estimates. While this is an appropriate method of validation, it is

important to note that both (1) and (2) are themselves imperfect estimates of a latent trait.

Like PROs, comprehensive evaluation of ASR would require a number of validation studies

incorporating multiple clinical outcomes.

5.4.2 Prospective Validation

As a retrospective analysis of ASR, this work was intended to establish the feasibility and

accuracy of the algorithm, setting the stage for a prospective clinical trial. Such a trial is

needed as further validation, and to compare ASR and other symptom reporting methods in

terms of subject compliance, subject feedback, and the clinical utility of resulting disability
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estimates. The current study shows that ASR works, but continued evaluation is needed to

demonstrate its benefit in a clinical population.

Recently, we have established a link between bladder dysfunction, chronic hydration status,

and MS-associated fatigue which warrants further study[174]. This is an excellent use case for

ASR, because (1) fatigue can be measured by the unidimensional Fatigue Severity Scale[175],

(2) water consumption can be reported by the subject, and (3) hydration status may be

self-assessed via urine color. We hypothesize that promoting hydration will mitigate fatigue

severity, and that a mobile tool will promote hydration more effectively than conventional

behavior modification. A study to test these hypotheses is currently in development. This

study will utilize ASR to assess fatigue, providing an opportunity for prospective algorithm

validation.

5.4.3 Active Model Learning

ASR adapts to the patient, but its internal model does not adapt. The algorithm tackles the

problem of patient burden by reducing the number of responses, and it partly addresses the

problem of subjectivity by defining disability on the patient’s terms. However, the current

implementation of ASR does not address variability between persons or potential model drift.

We envision a future version of ASR which is model-adaptive, meaning that its internal

model will adjust over time. This model consists in two probability distributions: P (R|θ)

and P (θt|θt−1) = f(δt). This system can be described as self-improving; a diagram of its

deployment is depicted in Figure 5.11.

Unlike other model-adaptive systems, however, model-adaptive ASR should not adapt to

an individual. Since trait estimation is relative by nature – the trait scale itself is arbitrary –

allowing parameters to drift between persons would cause the trait scale itself to drift, making

comparisons between persons meaningless. Instead, adaptation should occur on a population

level. As observations are collected, the IRT and trait progression models can be refined,

improving the system as a whole.
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Figure 5.11: Possible Self-Improving ASR System
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The modernization of health monitoring depends on self-improving systems like this

one. The overhead required for iterative algorithm development is prohibitive; such systems

might be deployed in research settings, but not for routine care. Widespread deployment

of intelligent monitoring systems will be achieved only when these systems can improve

themselves on the fly.



Chapter 6

Active Health Event Identification

Our last algorithm, active event identification (AEI), improves device-based event classification

by asking patients to label events as they occur. The primary problem is one of active learning,

which we later define in more detail. In simple terms, the active learning problem consists in

choosing the most opportune, valuable times to request information, where value is defined

as improvement to the system’s internal model. Patient burden remains one of our foremost

concerns, so AEI is designed to be judicious in its requests.

AEI is designed for monitoring systems which utilize sensor measurements on an ongoing

basis to decide whether one or more medically-relevant events has occurred. Sensor mea-

surements might include step counts, heart rate, galvanic skin response, and a wide range

of common to obscure physiologic measurements and/or signal features. Importantly, our

framework assumes the state is known to the patient; in other words, the he or she can tell

whether an event is occurring and provide that information to the system. This assumption is

fair in many domains, including meal detection, physical activity detection, and anxiety/panic

disorders.

As a first step toward AEI, we present Hidden Markov Models (HMMs) as an appropriate

probabilistic structure for the classification of health events. Like many other algorithms

designed to classify or act upon sequential data, AEI supposes that an underlying Markov

116
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chain governs transitions between events. Even without AEI, the use of HMMs addresses one

of the major obstacles faced by monitoring systems: heterogeneity between persons and the

need for personalization. In the first portion of this chapter, we show that applying HMMs

to physical activity data from persons with MS clarifies its clinical interpretation compared

to more traditional approaches. Step count data from an ActiGraph accelerometer is fitted

to a HMM with negative binomial state to observation probabilities, leading to several novel

clinical insights. Specifically, we show that the HMM can help to distinguish changes in

walking capacity from changes in behaviors when interpreting physical activity data.

We then move to the technical contributions of the chapter, including our presentation

of the AEI algorithm. AEI is a strongly online algorithm that incorporates recent advances

in active learning and the incremental learning of HMMs. By quantifying query value in

terms of the expected reduction in entropy over a population of models, AEI is able to select

informative queries to quickly learn about health events. The AEI algorithm is first validated

using synthetic data, then with a physical activity testbed developed based on the fitted

models described in the first part of the chapter. In both cases, we show that active query

selection improves classification accuracy much more quickly than random query selection.

We close with a summary of results and some closing comments on the advantages of AEI,

future directions, and related research.

6.1 Problem Features

This chapter concerns health events whose physiologic manifestations satisfy several statistical

assumptions. While HMMs and AEI have broad applications, it’s important to specify

circumstances under which they do and don’t apply. In this section, we state assumptions

made throughout this chapter and contrast them with Chapters 4 and 5.

We begin by supposing that a set of discrete physiologic or behavioral states can explain

our physiologic measurements. These are the states S of our model; we often refer to them
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as underlying or hidden. In our target application, the states are daily physical activities,

including walking, running, and inactivity. In diabetes care, a state might be a meal, run, or

any other activity that affects blood glucose. In panic disorder, the states might relate to

heightened stress or lack thereof. States are observed only indirectly via one or more signals

of interest such as heart rate, respiratory rate, or galvanic skin response. Exercise increases

step counts and heart rate, whereas meals increase blood glucose. The underlying state is

never known with certainty, yet it is reflected in the data. Consequently, our beliefs about

the state depend on the data in a Bayesian sense.

We also assume that observations are memoryless, meaning that they depend only on

the state, not on past observations. Given the current physical activity, for instance, the

subject’s current step counts is independent of earlier counts. Similarly, carbohydrate intake

depends on the current meal, not on its value a few moment ago. While these statements

are approximations – history always matters to some degree – there is a sharp contrast with

the physiologic signals discussed in Chapter 4. In physiologic signal monitoring, we were

interested in periodic signals with high correlation between successive samples, including

inertial data. Such data should not be fitted directly to a HMM.

The assumption of memorylessness is often more valid when observations are less frequent.

Physiologic measurements do not change instantaneously, so the degree of correlation often

depends on measurement frequency. Step counts can be viewed as independent (given the

current activity) when binned every minute, for instance, but not when binned every five

seconds.

A central assumption of AEI, though not HMMs in general, is that the subject has privi-

leged information about their activities not directly available to the monitoring system. The

system continually records physiologic measurements, but the user knows what’s happening

at the time. To justify this assumption, however, events must be defined in patient-centric

terms. The subject doesn’t know when they’re “moderately active”, as defined by energy

expenditure, but they know when they’re taking a walk. In most cases the distinction seems
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unimportant: subjects know when they’re walking, eating, or having a panic attack. On closer

inspection, however, even “simple” events involve some degree of subjectivity: how many

bites make a meal? In AEI, we must avoid such ambiguities and remember that activities

are defined from the patient’s perspective.

6.2 Hidden Markov Model (HMM) Basics

In this section, we briefly formulate the event classification model as a standard HMM, which

will be augmented in later sections. Let M = {S,O, π, φ, λ} be a HMM with states in S,

observations in O, initial state distribution π, state transition probabilities φ, and state to

observation probabilities λ. Taken together, the HMM parameters {π, φ, λ} are denoted as θ.

Note that this use of θ is not related to its use in Chapter 5. We now discuss each element of

M in turn.

Our observations O are the physiologic measurements obtained by the monitoring system,

which satisfy the properties described in the previous section. In our target application,

observations are minute-wise step counts derived from an individual patient’s accelerometer

data.

The elements of S are distinct physiologic or behavioral states which help to explain

the observations. In our target application, walking ability in MS, we identify them with

walking or running, though in general the relationship to patient-defined activities may not

be one-to-one. The number of states |S|, denoted N , is a fixed feature of the model, although

models with different numbers of states can certainly be compared (as in Section 6.3.2).

Labels for the states are arbitrary, but each state has a characteristic state to observation

probability distribution learned in the model fitting process.

The state transition probabilities define the probability of moving from one state to

another between successive observations. These probabilities form an (N × N) matrix φ.

The (i, j)th entry of φ is φij, the probability of transitioning from state i to state j, and in
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Figure 6.1: Probabilistic Graphical Model of HMM

particular, φii describes the probability of remaining in state i (i.e. not transitioning). By

giving the probability of transitioning to state j only in terms of state i, we’ve implied the

Markov property:

P (Sk = sk|S(k−1) = s(k−1), . . . , S1 = s1) = P (Sk = sk|S(k−1) = s(k−1)) (6.1)

Additionally, the transition probabilities are time-invariant, meaning that φ does not

depend on the stage (or time). In fact all of the HMM parameters are time-invariant

throughout this work.

Figure 6.1 depicts a graphical model of a HMM, where the arrows indicate conditional

dependence. Note that the state depends only on the previous state, and observations depend

only on the current state. This model formalizes the assumptions discussed in the previous

section.

6.3 Clinical Insight: Physical Activities in MS

The first contribution of this chapter is to apply a standard statistical technique – the

HMM – to the quantification of habitual physical activity (HPA) in MS, leading to several

new clinical insights. Based on this method and subsequent analysis, we have identified

precise, independent measures of walking capacity and walking behavior, which can be
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used as outcomes in MS care. To our knowledge, this is the first application of HMMs

to HPA in a clinical patient population. From a methodological perspective, these results

illustrate the HMM as a versatile method of unsupervised event classification, supporting is

use in subsequent sections as the foundation of AEI. The strongest evidence for the general

applicability of HMMs to real-world problems, however, is their widespread use in decision

theory, dynamic programming, and reinforcement learning. In this section, we use the HMM

to classify distinct physical activities such as walking and running, but this approach is

capable of classifying any health-related events that satisfy the problem features described

earlier in the chapter.

Measurement of HPA has emerged as a walking outcome in multiple sclerosis (MS)[176]

and Parkinsons disease[177], with broad applications in health care[178, 179]. Unlike other

objective walking outcomes, HPA addresses the impact of disease on real-world functioning.

HPA is particularly important in MS care, because physical activity appears to mitigate

disability progression. Specifically, exercise training can lead to modest improvements in

walking ability[180, 181, 182, 183], and reduced physical activity is associated with worsening

symptoms independent of disease course[183]. Consequently, several studies have evaluated

HPA in MS. Daily step counts are significantly correlated with walking outcomes[106, 83],

and MS subjects are active less often then controls[184, 185].

Currently, HPA is commonly reported as (1) daily step counts or movement counts; or (2)

time spent in moderate physical activity (MPA) and vigorous physical activity (VPA). These

statistics are easy to calculate and interpret, but they perform poorly as outcome measures.

Daily counts do not reliably change when patient-reported walking ability changes[84] and

explain less than half of the variance in objective walking outcomes[83, 106], making them

a poor measure of walking capacity. Nor are they a reliable measure of behavior: daily

counts are not significantly correlated with self-reported physical activity in MS[110]. Indeed,

total daily activity is affected not only by walking capacity, but also by the multitude of

personal, environmental, and social factors that influence physical activity behaviors in
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healthy adults[108, 109]. Daily counts are a coarse measure of both walking capacity and

walking behavior, but a precise measure of neither.

The second approach to HPA interpretation involves classifying activities as MPA, VPA,

or neither by placing pre-specified cut-points on the step rate[ 184, 185]. Each step count is

labeled independently: if it falls between the ith cutpoint and the (i + 1)th cutpoint, it is

classified as event i. The U.S. Department of Health and Human Services recommends 150

minutes of MPA or 75 minutes of VPA per week in adults with disabilities[186]. However,

these guidelines define MPA and VPA in terms of energy expenditure, not step rates, and the

relationship between the two depends on age[86], body weight[187], the length and weight

distribution of the legs[86], and disease-related movement limitations. Cut-points have been

adjusted by disability status[188, 189, 87], partly addressing this concern, but truly accurate

MPA and VPA classification requires person-specific calibration[190]. Consequently, the

difference in MPA and VPA between MS subjects and controls[184] is difficult to interpret. A

person with limited walking capacity might not reach MPA step rates even when their energy

expenditure is high, causing a difference in capacity to be misinterpreted as a difference in

behavior.

Further, the cut-point approach has several additional limitations easily overcome by

the use of HMMs. First, classification is overly sensitive to brief fluctuations in the data.

Whenever a threshold is crossed, the classification changes, resulting in many brief activity

periods. As a result, the cut-point approach tends to overestimate the number of activity

periods and underestimate their length. More importantly, cut-points are affected by the

typical drawbacks of static monitoring discussed in Chapter 2. Since they are set ahead of

time based on population-level data, cut-point based activity classification cannot adapt to

particular patients or circumstances. Returning to our previous terminology, the cut-point

approach is not equipped to deal with the problems of heterogeneity or drift. We’d like

to know when the patient walked, ran, or biked; how intense these activities tended to be;

and whether their frequency and intensity has changed over time. Instead of reporting time
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spent in static categories – “mild activity”, “moderate activity”, etc – activity should be

summarized in terms the patient and physician can understand and discuss. Use of an HMM

partly achieves this goal through personalized, context-aware classification. AEI fully realizes

it by learning to identify activities in patient-defined terms, providing a patient-centered

narrative that is annotated with physiologic measurements.

In this section, we describe the application of HMMs to physical activity data from 88

persons with MS and 38 healthy controls. Our primary clinical hypothesis was that this

approach would be able to identify subject-specific activity characteristics and distinguish

walking capacity from behavior, thereby giving clinicians precise behavior and capacity

outcomes in MS. A secondary hypothesis was that walking and running often fall outside of

literature-based MPA and VPA cut-points. These hypotheses were validated in a medium

sized MS cohort through correlational analysis to other walking outcomes. We believe this

work is the most detailed statistical analysis of HPA to date in MS.

6.3.1 Study Design

Recruitment and Study Procedures

All study procedures were approved by the University of Virginia (UVa) Institutional Review

Board for Health Sciences Research, and written consent was obtained from all participants.

Subjects with clinically definite MS[102] were recruited from the UVa Neurology Department

outpatient clinic population. Successfully recruited subjects were asked to bring someone

with similar demographic characteristics but without MS to their first study visit to serve as

a control. All recruited subject were age 18-64 years and able to ambulate for six minutes,

possibly with an assistive device. Subjects with neurological impairment from other diagnoses

(e.g. stroke), orthopedic limitations of the lower extremity, morbid obesity, or known cardiac

or respiratory disease were excluded. Subjects were instructed to discontinue fatigue-related

medications 48 hours prior to their appointment.
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Baseline demographics for all subjects included age, sex, race, employment status, and level

of education. Current MS therapies and MS-related history were reviewed and documented. A

neurologic examination was conducted by Neurostatus-certified staff for Expanded Disability

Status Scale (EDSS) assessment. MS subjects were classified as mild (EDSS 0-2.5), moderate

(EDSS 3.0-4.0), or severe (EDSS≥ 4.5) walking impairment. The timed 25-foot walk (T25FW)

was assessed prior to 6MW testing, and additional patient-reported outcomes (PROs) were

collected: the MS Walking Scale (MSWS-12) and Modified Fatigue Impact Scale (MFIS).

MSWS-12 was not collected in control subjects, as it assesses mobility limitations attributed

to MS, however MFIS was collected.

All subjects completed a six-minute walk (6MW) while wearing an ActiGraph GT3X

accelerometer on their non-dominant hip secured with an elastic belt. Subjects also wore a

Polar S610i heart rate monitor. The 6MW took place in a 75-foot hospital corridor using the

instructions and script developed by Goldman et al[77]. Distance was manually recorded in

1-minute epochs for all 6 minutes. Heart rate was measured at baseline and at the end of

each minute. 6MW step rates were recorded by ActiGraph (total steps ÷ six minutes).

Subject Demographics

A total of 88 subjects with MS[102] and 38 healthy controls were recruited. Demographics

and clinical outcomes for this population are presented in Table 6.1. Among MS subjects,

52.3% had mild disability, 35.2% moderate, and 12.5% severe. A higher proportion of subjects

were female among MS subjects (83.0%) compared to controls (71.1%), though this difference

was not significant. Education was similar between groups, but age, employment status, years

since symptom onset and diagnosis, and clinical outcomes showed statistically significant

differences. Disease subtype was also significantly different between groups, with 95.7% of

mild MS subjects having relapsing-remitting disease compared to 77.4% of moderate MS and

45.5% of severe MS. MSWS-12 responses spanned the full range of possible scores (0-100).
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Table 6.1: Demographics and Clinical Outcomes

Variable Control Mild Moderate Severe p-value
Number of Subjects 38 (30.2%) 46 (36.5%) 31 (24.6%) 11 (8.7%)
Sex, F:M (% Female) 27:11 (71.1%) 38:8 (82.6%) 25:6 (80.7%) 10:1 (90.9%) 0.4194
Age, mean ± SD 35.05 ± 12.38 41.43 ± 9.94 47.19 ± 7.85 46.00 ± 8.66 < 0.0001*
6MW Distance, mean ± SD 2079.9 ± 258.9 1826.5 ± 279.2 1619.7 ± 306.6 537.2 ± 327.3 < 0.0001*
6MW Step Rate, mean ± SD 123.40 ± 10.11 117.83 ± 15.54 109.99 ± 18.79 35.86 ± 27.76 < 0.0001*
T25FW, mean ± SD 3.59 ± 0.50 4.17 ± 1.02 4.49 ± 0.80 22.36 ± 17.96 < 0.0001*
MSWS Score, mean ± SD NA 14.35 ± 19.73 30.10 ± 24.81 84.85 ± 17.46 < 0.0001*
MFIS Total, mean ± SD 17.22 ± 9.96 24.28 ± 17.46 39.03 ± 16.35 48.73 ± 15.23 < 0.0001*

*p < 0.01; 6MW: 6-Minute Walk; T25FW: Timed 25-Foot Walk; MSWS: MS Walking Scale; MFIS: Modified Fatigue Impact
Scale

Our population spanned the full range of ambulatory MS-related disability by EDSS (range

1-6.5) and MSWS-12 (range 0-100), with approximately equal numbers of control subjects,

mild MS subjects, and moderate to severe MS subjects. Beyond this range (EDSS> 6.5),

HPA measurement is not appropriate.

Habitual Physical Activity Collection

All subjects wore an ActiGraph device on their non-dominant hip daily over a 7-day period

beginning the day after their appointment. Each subject was given the same device used for

their 6MW and instructed to wear it during waking hours except while bathing or swimming.

Subjects completed an activity log to verify the days and times the device was worn, and

both the device and log were returned by mail at the end of the 7-day period.

Steps were detected and aggregated into minute-wise step rates (steps/minute) using the

ActiLife 6 software program, then exported to Matlab R2015b for subsequent processing.

Wear days were declared valid only if steps were detected for at least 10 hours[83], and

subjects with fewer than 6 valid days were excluded from the analysis.

For the conventional statistical analysis, step rates were classified as moderate physical

activity (MPA), vigorous physical activity (VPA), or neither using disability-specific cut-

points, which vary by MSWS-12 Score[87]. Moderate-to-vigorous physical activity (MVPA)

was defined as either MPA or VPA.
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Statistical Analysis

Demographics, outcomes, and activity statistics were compared between groups (control,

mild MS, moderate MS, and severe MS) by ANOVA and chi-square test as appropriate

for numeric and categorical variables, respectively. Linear (Pearson) correlations have been

used to quantify relationships between activity statistics and clinical outcomes, all of which

are continuous or approximately continuous (MFIS and MSWS-12). T25FW measurements

have been converted to speed (feet/sec) prior to correlational analysis to avoid non-linear

relationships to other walking outcomes, which are measured in distance or step rate.

Correlation coefficients were interpreted as strong (> 0.6), moderate (0.3-0.6), or weak

(< 0.3). Significance levels have been adjusted based on the number of comparisons per

analysis. A significance level of α = 0.004 was used for demographics and outcomes (m = 12).

Significance levels of α = 0.001 and α = 0.0001 were used when comparing activity statistics

and identifying significant correlations, respectively, due to the larger number of values tested

(m = 28 and m = 128, respectively). Correlations with p < 10−8 are also reported.

Stepwise regression was used to quantify the contribution of clinical outcomes to each

activity statistic. The possible predictors were 6MW distance, 6MW step rate, T25FW speed,

MSWS-12, MFIS, MFIS physical subscale, MFIS cognitive subscale, and MFIS psychosocial

subscale, along with all interaction terms between them. Predictors were added or removed

based on the p-value of an F-test of the change in sum of squared errors. These results were

replicated with a different selection criterion (BIC). A p-value < 0.05 cut-point was used

when selecting predictors, but only p-values less than 0.0001 were interpreted as significant.

Fitting Subject-Specific HMMs

Each subjects minute-wise step rates were fitted to a HMM with a “not-worn” state (with step

rate = 0) and 2-6 additional states with negative binomial state to observation probabilities

using the Baum-Welch algorithm[191]. States were initialized with means evenly spaced

between 0 and the subjects maximum step rate (MSR), with variance set to MSR div N, the
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number of states. The model with lowest BIC was selected as the final model. Step rates

were then fitted to this model using the Viterbi algorithm[192].

The negative binomial (NB) distribution, which was used to model all states other than

the “not worn” state, is a discrete distribution with parameters ρ and p. The probability

λs(o) of observing o from state s is given by λs(o) = P (O = o | S = s) ∼ NB(ρ; υ). The NB

is described by the following probability mass function (PMF):

P (O = o | S = s) =

(
o+ ρ− 1

o

)
υo(1− υ)ρ (6.2)

This PMF is defined only for non-negative values of o, as expected. The NB distribution

may be viewed as a mixture of Poisson distributions where the rate parameter is gamma-

distributed. In other words, if the step rate follows a gamma distribution, then step counts

are NB-distributed. The NB distribution has proven superior to the Poisson and others when

modeling step counts [193], which are over-dispersed relative to the Poisson.

Figure 6.3 illustrates the fitting process in a single subject. There are five activity states,

one for each curve in the left panels. These curves are the NB PMFs for the various states,

which give the probability of particular step counts (on the x axis) while in the given state.

Active states (e.g. walking, running) were identified by their expected value ( >MSR/2)

and coefficient of variance (≤ 8). If only one active state was present, it was identified

as walking unless the expected step rate exceeded 130. If two active states were present,

the state with higher expected step rate was identified as running, and the other state was

identified as walking. No subjects had more than two active states, thus further identification

procedures were not needed. Since activities were classified by step rates alone, additional

activities (e.g. stair climbing) were not specifically identified. The habitual walking step rate

(HWSR) and habitual running step rate (HRSR) were defined as the expected step rates

during walking and running, respectively.
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6.3.2 Clinical Significance of HPA Summary Statistics

In this section, we present standard statistical results not based on the HMMs. They are

presented to illustrate the current approach to HPA in clinical research. This serves as a

constrast to our HMM-based results and rounds out the clinical picture for this clinical insight

section.

We begin with conventional statistics, which include average daily steps and moderate-to-

vigorous physical activity. These are the statistics reported by most studies of HPA, whose

limitations we have highlighted, and our findings are consistent with other results from the

clinical literature. More interestingly, we present compelling results for the MSR, which

we position as the best available HPA-based measure of walking capacity, and show that

relationships between conventional statistics and clinical outcomes are dramatically affected

by disability level.

Conventional Statistics

Average daily steps, MPA, and MVPA were significantly different between controls, mild MS,

moderate MS, and severe MS (p< 0.0001). On average, controls had approximately twice

as much MVPA as mild MS subjects (196.8%) and over four times that of moderate MS

subjects (464.5%). MPA, VPA, and MVPA were zero for all severe MS subjects (Table 6.2).

In MS subjects, average daily steps were strongly and significantly correlated with the

6MW step rate (r = 0.676,p < 10−11) and 6MW distance (r = 0.676, p < 10−12) (Fig 6.2,

bottom panels). Average daily steps were also significantly correlated with T25FW speed

(r = 0.675, p < 10−12), MSWS-12 (r = −0.627, p < 10−10), and MFIS (r = −0.490, p < 10−5).

Total MVPA was moderately and significantly correlated with 6MW distance, T25FW speed,

MFIS, MFIS Phy., and MFIS Psych. (p < 10−4). Among the demographic characteristics,

total MVPA was significantly associated only with age ( r = −0.437, p < 10−6). Additional

correlations may be found in Table 6.3. None of these correlations were statistically significant

in control subjects.
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Table 6.2: HPA Statistics by Group

Variable Controls Mild MS Moderate MS Severe MS p-value
Conventional Summary Statistics

Average Daily Steps 7952.03 ± 3466.61 6347.18 ± 2961.43 5270.82 ± 2217.68 1703.39 ± 1009.68 < 0.0001*
Total MPA Time 113.55 ± 125.35 58.57 ± 77.01 27.90 ± 37.87 0.00 ± 0.00 0.0001*
Total VPA Time 22.97 ± 51.51 10.83 ± 28.92 1.48 ± 7.36 0.00 ± 0.00 0.0410
Total MVPA Time 136.53 ± 147.36 69.39 ± 98.89 29.39 ± 40.92 0.00 ± 0.00 < 0.0001*

HMM-Based Statistics
Max Step Rate 141.92 ± 24.66 123.43 ± 25.90 113.06 ± 23.51 52.09 ± 30.65 < 0.0001*
Walking Step Rate 104.00 ± 8.70 102.23 ± 11.82 97.52 ± 11.85 45.39 ± 40.69 < 0.0001*
Running Step Rate 151.05 ± 17.67 146.80 ± 20.32 NA NA 0.6151
Total Walking Time 133.03 ± 143.22 70.11 ± 85.50 30.58 ± 52.38 13.45 ± 38.46 0.0001*
Total Running Time 30.66 ± 57.74 16.09 ± 38.17 0.00 ± 0.00 0.00 ± 0.00 0.0088
Total Active Time 163.68 ± 164.56 86.20 ± 110.43 30.58 ± 52.38 13.45 ± 38.46 < 0.0001*
Number of Walks 28.47 ± 33.14 13.61 ± 19.42 5.06 ± 8.23 6.09 ± 17.71 0.0002*
Number of Runs 1.95 ± 4.23 1.48 ± 4.59 0.00 ± 0.00 0.00 ± 0.00 0.0990
Num of Active Periods 29.45 ± 33.50 12.89 ± 18.61 5.06 ± 8.23 6.09 ± 17.71 0.0001*
Longest Walk 16.58 ± 14.99 13.39 ± 15.63 6.52 ± 9.80 1.45 ± 3.24 0.0014
Longest Run 10.26 ± 16.39 5.46 ± 12.68 0.00 ± 0.00 0.00 ± 0.00 0.0026
Longest Active Period 20.53 ± 16.62 17.85 ± 20.08 6.52 ± 9.80 1.45 ± 3.24 0.0001*

*p < 10−3; PA: Physical Activity; HPA: Habitual PA; MPA: Moderate PA; VPA: Vigorous PA; MVPA: Moderate-to-Vigorous
PA

Table 6.3: Correlations to Clinical Outcomes

6MW 6MW T25FW MSWS MFIS MFIS MFIS MFIS
Distance Step Rate Speed Score Total Phy. Cog. Psych.

Conventional Summary Statistics
Maximum Step Rate 0.801** 0.863** 0.755** -0.756** -0.504* -0.569 ** -0.383 -0.564*
Avg Daily Steps 0.676** 0.676** 0.675** -0.627** -0.490* -0.537* -0.391 -0.493*
MPA Time 0.429* 0.407 0.442* -0.411* -0.430* -0.464* -0.338 -0.427*
VPA Time 0.264 0.261 0.304 -0.251 -0.254 -0.303 -0.165 -0.239
MVPA Time 0.415* 0.396 0.436* -0.397 -0.413* -0.453* -0.315 -0.406*

HMM-Based Statistics
HWSR 0.701* 0.815** 0.670* -0.717* -0.237 -0.279 -0.189 -0.121
HRSR 0.553 0.676 0.721 -0.703 -0.331 -0.460 -0.187 -0.378
Walking Time 0.355 0.302 0.377 -0.377 -0.440* -0.490* -0.324 -0.454*
Running Time 0.247 0.244 0.232 -0.211 -0.225 -0.278 -0.143 -0.189
Active Time 0.363 0.319 0.376 -0.370 -0.424* -0.481* -0.305 -0.425*
Longest Walk 0.338 0.322 0.322 -0.409* -0.412* -0.436* -0.331 -0.429*
Longest Run 0.217 0.237 0.219 -0.215 -0.193 -0.257 -0.105 -0.153
Longest Active Period 0.369 0.375 0.391 -0.415* -0.375* -0.451* -0.240 -0.384

*p < 10−4; **p < 10−8; PA: Physical Activity; HPA: Habitual PA; MPA: Moderate PA; VPA: Vigorous
PA; MVPA: Moderate-to-Vigorous PA; HWSR: Habitual Walking Step Rate; HRSR: Habitual Running Step Rate

In the stepwise regression models, both the 6MW step rate and MFIS Phy. were significant

predictors of average daily steps, explaining 51.6% of the total variance. T25FW speed and

the MFIS Phy. were significant predictors of MVPA, explaining 32.8% of the total variance.

T25FW was the most significant predictor of MPA, VPA, and MVPA (Table 6.4).

There were no significant relationships between HPA and clinical walking outcomes in

control subjects, suggesting that in the absence of disability, HPA is purely behavioral. From

a statistical standpoint, the low variability in capacity among controls makes it difficult to

identify a correlation.
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Figure 6.2: Correlations between the 6MW and Two Competing Measures of Capacity

Maximum Step Rate

Among the conventional statistics, the most significant clinical finding involved the maximum

step rate (MSR). One might argue from first principles that the MSR is just as valid as

the 6MW or T25FW as a direct measure of capacity. The MSR is the highest step rate

achieved over a week-long period, whereas the 6MW and T25FW measure speed achieved

during in-clinic testing. Each has its limitations as a measure of capacity, which might be

defined as the highest speed or step rate the subject is able to achieve. All three depend on

subject effort in some way, but the 6MW and T25FW are also affected by circumstances and
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symptoms at the time of testing. More practically, these measures differ in the duration of

effort: the MSR approximates the maximum rate subjects can sustain for a minute, compared

to the longer 6MW or shorter T25FW. The results presented in this section show that the

MSR is an excellent measure of walking capacity. It is certainly the best HPA-based measure

of capacity currently known. We believe the 6MW is the optimal measure of capacity due

to its longer duration and the wealth of supporting results, while the MSR is its real-world

compliment.

To begin, the MSR was most strongly correlated with clinical walking outcomes among

all of the HPA statistics. Specifically, the MSR was strongly correlated with 6MW step rate

(r = 0.863, p < 10−25), 6MW distance (r = 0.801, p < 10−20), T25FW speed (r = 0.755,

p < 10−16), MSWS-12 (r = −0.756, p < 10−16), and MFIS (r = 0.504, p < 10−25) in MS

subjects (Table 6.3). Figure 6.2 shows its superior performance over average daily steps

when estimating 6MW step rate and distance. It is not surprising that the MSR correlates

more strongly with 6MW step rate than 6MW distance; this difference can be explained by

variability in stride length, which determines the ratio of step rate to distance traveled.

These correlations support the MSR as a valid measure of walking capacity. Indeed,

they are stronger than corresponding correlations for any of the other HPA-based statistics,

showing that the MSR is the best HPA-based measure of capacity among those we have

tested. These results also verify a central assumption of this work, namely that average daily

steps – the most commonly used HPA statistic – are influenced by behavioral factors in

addition to walking capacity. The correlation observed between 6MW distance and average

daily steps (r = 0.676) is consistent with correlations reported by other studies (r = 0.519

and r = 0.630)[106, 83].

The MSR was faster than the 6MW step rate in 68.3% of subjects, resulting in a statistically

significant difference between the two measures (µ = 10.4, p < 10−7) (Fig 1, top left panel).

Stepwise regression retained the 6MW step rate and MFIS as significant predictors of the

MSR, with 75.0% of total variance explained (Table 6.4).
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Table 6.4: Stepwise Regression Results

Activity Statistic Significant Predictors β p-value Var. Explained

Conventional Summary Statistics

6MW Step Rate 93.627* 3.46E-05
Average Daily Steps MFIS Phy. 132.280 1.63E-01 51.6%

6MW Step Rate:MFIS Phy. -1.792 2.76E-02

T25FW Speed 27.300 7.50E-04
Total MPA Time MFIS Phy. 3.097 1.27E-01 31.8%

T25FW Speed:MFIS Phy. -0.895 7.67E-03

Total VPA Time T25FW Speed 3.678 5.00E-03 9.2%

T25FW Speed 37.482 2.29E-04
Total MVPA Time MFIS Phy. 4.851 5.61E-02 32.8%

T25FW Speed:MFIS Phy. -1.276 2.46E-03

HMM-Based Statistics

Maximum Step Rate 6MW Step Rate 0.853** 2.51E-20 75.0%
MFIS -0.229 4.64E-02

6MW Step Rate 0.516* 1.44E-05
HWSR MSWS-12 -0.732 4.26E-03 73.4%

MFIS 0.229 2.47E-02

HRSR T25FW Speed 13.690 2.82E-02 52.0%

Total Walking Time MFIS Phy. -3.646* 2.89E-06 23.5%

Total Running Time MFIS Phy. -0.811 1.14E-02 7.6%

Total Active Time MFIS Phy. -4.457* 4.57E-06 22.7%

*p < 10−4; **p < 10−8; PA: Physical Activity; HPA: Habitual PA; MPA:
Moderate PA; VPA: Vigorous PA; MVPA: Moderate-to-Vigorous PA; HWSR:
Habitual Walking Step Rate; HRSR: Habitual Running Step Rate; 6MW: 6-
Minute Walk; MFIS: Modified Fatigue Impact Scale; MSWS: MS Walking Scale

Differential Correlation by Disability Level

In mild MS, the MSR and average daily steps are moderately to strongly correlated with 6MW

step rate (r = 0.657, p < 10−6; and r = 0.601, p < 10−4, respectively) and 6MW distance

(r = 0.467, p = 0.001; and r = 0.548, p < 10−4, respectively). Similarly, T25FW speed is

moderately correlated with MSR (r = 0.398, p = 0.006) and average daily steps (r = 0.536,

p < 0.001) in mild MS. The MFIS, on the other hand, is moderately correlated with the MSR

and average daily steps in mild subjects (r = −0.412, p = 0.004; and r = −0.358, p = 0.014,

respectively) and moderate subjects (r = −0.424, p = 0.018; and r = −0.443, p = 0.013,

respectively).

As disability progresses, correlations to walking outcomes increase while correlations to
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the MFIS decrease. In severe MS, the MSR and average daily steps are almost perfectly

correlated with 6MW step rate (r = 0.982, p < 10−7; and r = 0.976, p < 10−6, respectively)

and 6MW distance (r = 0.979, p < 10−6; and r = 0.962, p < 10−5, respectively). T25FW

speed also correlates very strongly with MSR (r = 0.919, p < 10−5) and average daily steps

(r = 0.944, p < 10−5), whereas the MFIS is not significantly correlated with either activity

statistic (p > 0.8) in severe MS.

In summary, correlations between HPA and clinical outcomes vary substantially across

the MS-disability spectrum. Average daily steps are an excellent measure of walking capacity

in severe subjects, but they are significantly influenced by fatigue and behavioral factors in

moderate and mild MS, precluding them from accurately measuring capacity. Indeed, the

correlation between average daily steps and MFIS physical subscale is significant in mild and

moderate MS, but not severe MS.

6.3.3 Clinical Significance of HMM-Based HPA Statistics

Having presented the clinical significance of several standard HPA summary statistics, we now

illustrate the added clinical value of HMM-based classification. From a clinical perspective,

the HMMs uncouple walking capacity from walking behavior, two factors that are tangled

together in the HPA statistics in common use. Average daily steps, which are intended

primarily to measure capacity, are confounded by behaviors because subjects choose how

often they walk; thus, daily steps are not proportional to walking ability. Cut-point based

physical activity, which is intended primarily to measure behavior, is confounded by capacity,

as not all subjects are equally able to reach the pre-specified, population-level cut-points. The

HMM untangles these factors by learning about subjects’ habitual activity states. Capacity

can be characterized in terms of the intensity of these states, whereas behavior can be

characterized by their frequency and duration. The stepwise regression results are a highlight

of this section, because they demonstrate that capacity has in fact been uncoupled from our

proposed behavioral outcomes, including walking time and running time.
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The final results presented in this section pertain to our secondary hypothesis regarding

the relationship between physical activity and the best HPA cut-points available. As we

show, walking and running fall outside of these cut-points in a large portion of our subjects,

further emphasizing the importance of personalized activity classification.

Summary of HMMs

Fewer total model states were identified in MS subjects (median 4, range 3-6) compared to

controls (median 5, range 2-6) (p < 0.001). Walking was identified in 76.3% of controls, 60.1%

of mild MS, 41.9% of moderate MS, and 18.2% of severe MS (χ2 = 15.7, p = 0.001). Running

was identified in 31.6% of controls, 19.6% of mild MS, and no subjects with moderate

or severe MS (χ2 = 14.7, p = 0.002). In all subjects, the number of active states was

significantly associated with younger age (p < 0.001), but not sex (p = 0.095), level of

education (p = 0.333), or employment status (p = 0.586). MS subjects with more education

had more active states (p = 0.026).

Figure 6.3 shows HMM classification in a control subject (top) and a subject with mild MS

(bottom) during periods of physical activity. Step rates in each minute (right) are identified

as running, walking, or other states based on fitted negative binomial distributions (left)

and an underlying stochastic model. Note that classification depends on adjacent step rates

as well as the current rate. In the mild MS subject, for example, minute 30 is classified as

running, yet the step rate is lower than minute 35, which is classified as walking.

The HMMs identified walking or running in a majority of subjects (59.5%), but it is

equally important to note that walking was not recognized in approximately 40% of subjects.

These subjects almost certainly walked at some point during the week, but not enough to

justify adding a “walking” state to the model in terms of improvement to the BIC. This result

underscores the profound difference between capacity and behavior: a full 40% of subjects

were not active often enough for the model to detect it. This rate differed between controls
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Figure 6.3: Activity Classification by HMM in Two Subjects

(23.7%) and mild to moderate MS (45.5%), supporting the finding that MS subjects are less

active than controls[184, 185].
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Statistics from HMMs

The habitual walking step rate (HWSR) was similar between controls, mild MS, and moderate

MS: the decreases between groups was not statistically significant (p = 0.196). However,

severe subjects had much lower HWSR (p < 0.001). The habitual running step rate (HRSR)

was similar in controls and MS subjects (p = 0.615). Total walking time and total active

time were significantly different between disability groups (p < 0.001), with controls having

almost twice as much active time compared to mild MS (189.9%), and over five times that of

moderate MS (535.3%). Active time was identified in 18.2% of subjects with severe MS; this

was in contrast to the conventional analysis, which did not find MVPA in any of the severe

subjects. The length of the longest active period differed between groups ( p < 0.001), with

a median of 17.5 minutes in controls (range 0-59), 10 minutes in mild MS (range 0-70), 0

minutes in moderate MS (range 0-30), and 0 minutes in severe MS (range 0-0).

HWSR was strongly correlated with 6MW step rate (r = 0.815, p < 10−11) and 6MW

distance (r = 0.701, p < 10−7) in MS, but not in controls (p > 0.4) (Fig 3). Total active time

was moderately and significantly correlated with the MFIS, including the MFIS Phy. and

MFIS Psych. (p < 10−4), but not with clinical walking outcomes (p > 10−4). The longest

active period was moderately and significantly correlated with the MSWS-12, MFIS, and

MFIS Phy. (p < 10−4) (Table 3). Among the demographic characteristics, total active time

was significantly associated only with age (r = −0.470, p < 10−7), much like total MVPA.

In contrast to the MSR, the HWSR was slower than the 6MW step rate in 94.4% of

subjects. This difference was statistically significant (µ = −18.2, p < 10−19). Moreover, the

difference between 6MW step rate and HWSR was moderately correlated with heart rate

elevation during the 6MW in all subjects (r = 0.529, p < 10−4) (Fig 6.4). Step rates during

running were significantly higher than the 6MW step rate (µ = 21.7, p < 10−5).

While the MSR is the best single measure of walking capacity, the MSR and HWSR can

be used together even more effectively. Indeed, their sum has higher correlation to the 6MW

step rate (r = 0.884, p < 10−14) than either factor alone. The MSR tends to over-estimate
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Figure 6.4: Difference between 6MW Step Rate and HWSR Predicts Heart Rate Elevation

6MW step rates, whereas the HWSR tends to under-estimate them. In other words, 6MW

step rates are faster than subjects walk on a regular basis, but slower than their maximum

rate. Therefore, any HPA-based estimate of the 6MW step rate should be placed between

the HWSR and MSR. This result confirms that subjects walk quickly during the 6MW, as

instructed, exceeding their habitual pace. In fact, the MSR was lower than the 6MW step

rate in almost a third of subjects (31.7%), underscoring the genuine effort they made during

the 6MW.

In the stepwise regression models, the 6MW step rate, MSWS-12, and MFIS were all

retained as significant predictors of the HWSR, jointly explaining 73.4% of HWSR variance.

Only T25FW speed was selected in the HRSR model, explaining 52.0% of HRSR variance.

In contrast to the conventional statistics, total active time and the longest active period

depended most on physical fatigue, not objective walking outcomes: MFIS physical subscale

alone was retained in the models for total walking time, total running time, total active time,

longest walk, longest run, and longest active period (Table 6.4). However, the MFIS physical
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subscale explained less than 25.0% of the variance in these statistics.

The primary contribution of stepwise regression is to show that, in contrast to MVPA,

the HMM activity statistics are not affected by capacity. Given that all subjects in our

cohort are able to be physically active, the number and length of activities should not be

affected by walking ability (though the associated step rates might be). The conventional

statistics are influenced not only physical fatigue but also the T25FW, violating this property.

The explanation is straightforward: many subjects with lower capacity dont reach the MPA

cutoff while active. In contrast, physical fatigue is the only significant predictor of the HMM

statistics. This factor explains less than 25% of variance in HMM statistics, leaving over

75% to unquantified behavioral factors. A behavioral outcome should not be influenced

by capacity, but instead evaluate subjects activity in proper context. The HMM statistics

achieve this, while the conventional statistics do not.

Activity Cut-Points

Step rates during habitual walking (HWSR) were higher in controls than in MS, and they

decreased with increasing disease severity. Median HWSRs fell just above the MPA cut-point

in controls, mild MS, and moderate MS (Figure 6.5); cut-points for severe MS have not

been developed[87]. The steep drop-off in HWSR in severe subjects may be related to use of

assistive devices, which substantially increase energy expenditure[86]. We note that the step

rate cut-points are based on MSWS-12 scores, not EDSS, therefore the cut-points shown for

moderate MS were applied to two of our mild MS subjects. This difference did not affect any

of the results presented.

The HWSR and HRSR varied substantially not only between disability groups, but also

between subjects with similar disability (Figure 6.5). The median HWSR was 105.5 in controls,

102.0 in mild MS, 96.7 in moderate MS, and 45.4 in severe MS. HWSRs fell below subject-

appropriate MPA cut-points[87] in 30.1% of controls, 35.7% of mild MS subjects, 38.5% of
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Figure 6.5: Variability in HWSR and HRSR within and between Disability Groups

moderate MS subjects, and all severe MS subjects. HRSRs fell below subject-appropriate

VPA cut-points[87] in 25.0% of controls and 22.2% of mild MS subjects.

The HWSR results might seem to support the MPA and VPA cut-points, but closer

inspection reveals several problems. HWSR varied substantially between subjects, as shown

in Figure 6.5, so that the HWSR fell below the MPA cut-point in over a third of subjects.

Consequently, their walking was not classified as MPA in the conventional analysis. Even

when HWSR falls above the cut-point, walking might not be classified as MPA due to
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within-subject step rate variability.

Deciding if this is an error – in other words, whether walking should be classified as

MPA – depends on energy expenditure. If a subjects energy expenditure while walking does

not exceed the U.S. DHHS requirement, then the walk should not be classified as MPA.

Ultimately this is an empirical question which we intend to study directly in future work.

However, energy expenditure at habitual walking speeds is remarkably consistent between

persons[194], making it more likely that HWSR variability is caused by differences in age,

weight[187], and leg length[86], as opposed to differences in energy expenditure.

Moving away from cut-points also provides improved information about the length and

number of activity periods. The cut-point approach tends to overestimate the number

of activity periods and underestimate their length[85] due to step rate variability during

activities. As a result, the length and number of MPA, VPA, and MVPA periods obtainable

from conventional analysis are not accurate. In contrast, the HMMs are contextually-aware;

they “see” the step rates before and after the current point, reducing classification error.

This is demonstrated in the bottom panel of Figure 2: the transient decrease in minute 30 is

still identified as part of a single running activity.

6.3.4 Summary of Clinical Results

By applying a tried and true statistical method – the HMM – to habitual physical activity in

MS, we have developed independent, real-world measures of walking capacity and walking

behavior and demonstrated the limitations of contemporary methods of HPA processing.

These methods fail to distinguish walking capacity from daily walking behaviors, resulting in

imprecise outcome measures which are influenced by both factors. The MSR and HWSR

measure capacity by detecting subjects’ highest achieved step rate and habitual step rate,

respectively, and their validity is supported by strong, statistically significant correlations to

clinical walking outcomes. By this metric, the new statistics markedly outperform conventional

HPA statistics. On the other hand, walking and running statistics from the HMMs are not
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affected by capacity; they primarily measure behavior, making them appropriate outcomes for

behavioral interventions. Moreover, our results cast fundamental doubts on the conventional

approach to HPA, particularly the use of cut-points to classify MVPA, due to physiologic

and behavioral variability between persons. These results illustrate the need for personalized,

adaptive physical activity monitoring in the context of physical disability.

While these clinical results hold only in MS, we anticipate that similar results would be

found in other forms of disability. Our primary goal is to improve MS outcomes, but we

also aim to promote these techniques in HPA interpretation outside of MS. This will require

continued work to validate the new statistics in a broader population. In particular, further

study may be necessary in severe MS-related disability (EDSS≥ 4.5), which comprised only

8.7% of our study population.

Having demonstrated the benefits of standard HMMs in a common clinical scenario, we

now turn to the primary contribution of this chapter: Active Event Identification (AEI).

HMMs improve activity classification through personalization, but AEI pushes several steps

further. As we will see, AEI is model-adaptive; by judiciously eliciting input from patients,

it learns to identify events in patient-defined terms, which can in turn inform its internal

understanding of the world.

6.4 Active Event Identification (AEI)

In this section we present the AEI algorithm itself, along with supporting results. AEI is

designed to learn about health events in subject-defined terms; it learns a correspondence

between the system’s understanding of the world and the subject’s understanding of it. Often

the subject has access to objective information that the system doesn’t, so we can think of

this correspondence as a reliable labeling of events by the subject. For example, subjects

know whether they’re walking or running, eating a meal, or having a panic attack, and

can provide that information upon request. While the events themselves are objective –



Chapter 6 Active Health Event Identification 142

they could be identified by an independent observer – the system measurements associated

with those events may vary substantially from person to person, limiting the accuracy of

more conventional classification methods. In other cases, monitoring may be focused on

subjective experiences, such as pain or stress. The subject has privileged access to this

information, so consulting him or her directly is the most straightforward way – perhaps

the only way – to learn about these experiences’ physiologic manifestations. At the same

time, these consultations, or queries, come at a cost, namely the inconvenience to the subject.

Minimizing patient inconvenience is critical to the success of monitoring systems, as we have

repeatedly emphasized, so AEI must be judicious in its query selection.

It is important to note that in most cases, even the subjects themselves could not label

events based on system observations alone. The subject knows when they’re walking, for

instance, but this doesn’t imply that they could identify their walks based on step counts or

other sensor data. Subjects can label events as they occur or by remembering them after the

fact, but the match between system observations and subject observations is new information

discovered by AEI.

Intuitively, the AEI algorithm learns to classify a stream of observations in subject-defined

terms by querying at opportune times. Each observation ot at time t is in O, and query

responses rt are in R. The responses may be viewed as additional observations, but they are

only available when the system decides to query (and the subject responds). The relationship

between observations, query responses, and hidden system states is shown by the probabilistic

graphical model in Figure 6.6. This model is identical to an HMM with the addition of query

responses, which are shaded in gray to indicate that they are not always obtained. These

responses may also be viewed as the subject-defined state, whereas the usual states s ∈ S are

model-defined states.

When fitting personalized HMMs, we used the Baum-Welch algorithm[191], the most

common approach to HMM training. Baum-Welch is an offline algorithm, meaning it is

designed to run after all observations have been collected. In AEI, on the other hand,
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Figure 6.6: Probabilistic Graphical Model of AEI

subjects are queried about observations as they occur, so an online, real-time approach is

required. Additionally, at each time t our algorithm must immediately decide whether to

query. Queries should be as informative as possible – a notion we will formalize shortly – so

the informativeness of each potential query must be assessed in real time. The first problem

is solved by utilizing an online implementation of Baum-Welch, and the second is solved

through active model learning. These topics are discussed in turn in the next two sections.

The goal of AEI is to correctly label observations in subject-defined terms. In other words,

it must learn to predict subject responses. In the results sections, AEI is assessed in terms

of the accuracy of those predictions, which improves over time. Further, its query selection

should be better than random query selection in terms of improving its prediction accuracy.

If not, active query selection is not useful.

This section begins with background regarding online Baum-Welch and active learning,

then presents the AEI algorithm itself. The effectiveness of AEI is first explored with synthetic

data. Finally, we evaluate AEI using our physical activity testbed, which is based on the

fitted HMMs from persons with MS.
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6.4.1 Online Expectation Maximization

There are a number of methods for online learning of HMMs, which is sometimes called

symbol-wise learning[195]. AEI utilizes a straightforward, online adaptation of the Baum-

Welch algorithm[196], an implementation of expectation maximization for HMMs. In this

section we remind readers of the usual Baum-Welch update rules, then show how they are

modified to suit the online case. A thorough presentation and derivation of Baum-Welch may

be found in [191].

Baum-Welch begins with an initial point-estimate of HMM parameters θ0 = {π0, φ0, λ0}.

The quantities αi(t) = P (o1,t, St = i | θ) and βi(t) = P (ot+1,T | St = i, θ) are calculated

recursively as follows for each state i ∈ S in what is known as the forward-backward algorithm:

αi(1) = πsλi(ot) (6.3)

αi(t+ 1) =
( N∑
j=1

αj(t)φji

)
λi(ot+1) (6.4)

βi(T ) = 1 (6.5)

βi(t) =
N∑
j=1

φijλj(ot+1)βj(t+ 1) (6.6)

From α and β, the additional quantities γi(t) = P (St = i | o1,T , θ) and ξij(t) = P (St =

i, St+1 = j | o1,T , θ) may be calculated:

γi(t) =
αi(t)βi(t)∑N
j=1 αj(t)βj(t)

(6.7)

ξij(t) =
γi(t)φijλj(ot+1)βj(t+ 1)

βi(t)
(6.8)

These quantities are then used to update θ to the maximum likelihood parameters with

respect to the expected number of state transitions and observations from each state. The
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update rules below assume that λi ∼ N (µi, σ
2
i ), a univariate normal distribution.

πi = γi(1) (6.9)

φij =

∑T−1
t=1 ξij(t)∑T−1
t=1 γi(t)

(6.10)

µi =

∑T
t=1 γi(t)ot∑T
t=1 γi(t)

(6.11)

(σ2)i =

∑T
t=1 γi(t)(ot − µi)2∑T

t=1 γi(t)
(6.12)

In this way, the parameters θ are repeatedly updated until a convergence criterion is

reached, typically a threshold on the change in model likelihood.

This procedure is infeasible in an online setting, because it scales with the length of

the observation sequence, which is always growing. Instead, we use a modified version of

Baum-Welch which computes α, γ, and ξ for the current time only, then updates HMM

parameters by incorporating this new information. More specifically, at the current time T ,

which is the last time observed so far, we compute the following:

αi(T ) =
( N∑
j=1

αj(T − 1)φji

)
λi(oT ) (6.13)

γi(T ) =
αi(T )∑N
j=1 αj(T )

(6.14)

ξij(T − 1) =
αi(T − 1)φijλj(oT )∑N

k=1 αk(T )
(6.15)

These updates follow from the usual Baum-Welch updates given that βi(T ) = 1 for all

i; the important differences are (1) the new values are calculated only for time T , as we
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have mentioned, and (2) αj(T − 1) was calculated with model parameters from the previous

iteration, not the most recent model parameters. Model parameters θ are then updated to

incorporate information at time T as follows:

φTij =

∑T−1
t=1 γi(t)∑T
t=1 γi(t)

φT−1
ij +

ξij(T − 1)∑T
t=1 γi(t)

(6.16)

µTi =

∑T−1
t=1 γi(t)∑T
t=1 γi(t)

µT−1
i +

γi(T )oT∑T
t=1 γi(t)

(6.17)

(σ2)Ti =

∑T−1
t=1 γi(t)∑T
t=1 γi(t)

(σ2)T−1
i +

γi(T )(oT − µTi )2∑T
t=1 γi(t)

(6.18)

Since parameters are updated as each new observation comes in, the parameter index is

simply the time T , as our notation implies. In other words, at time T we update θ for the

T th time. The parameter updates appear more complicated than the usual forward-backward

updates, but are actually easier to calculate, as the value
∑T−1

t=1 γi(t) is simply stored in

memory, and
∑T

t=1 γi(t) =
∑T−1

t=1 γi(t) + γi(T ). Importantly, we do not compute an entire

forward pass, so αi(T ) only approximates P (o1,t, St = i | θT−1). This is due to the fact that

that αi(T − 1) was computed using θT−2, αi(T − 2) was computed using θT−3, and so on.

Nevertheless, this procedure has been shown to perform well in practice[196], and it also

performs well in our datasets.

6.4.2 Active Learning

Deciding whether to query the subject is an example of active learning. This form of machine

learning lies between supervised learning, in which all instances are labeled, and unsupervised

learning, in which none of them are. In active learning, instances are initially unlabeled, but

labels may be obtained from an oracle either in limited number, or at a cost[197]. In our

application, the oracle is the patient, who has privileged information about current activities

or experiences, and queries are budgeted over time.
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The key to active learning lies in the method of assigning value to the potential labels

that might be obtained. Once the value of labeling a particular instance is known, the learner

typically requests the label of highest value. Our problem is more complicated, as we only

allow AEI to obtain a label for the current time T , but we defer this discussion until the next

section. The value of labeling can be based on several criteria, including uncertainty regarding

the label, expected change to the model, expected reduction in classification error, and several

other criteria[197]. In AEI, we wish to learn a correspondence between model states S and

person-defined states R. This correspondence is specified by ψ = P (R = r | S = s), a

parameter of the augmented HMM depicted in Figure 6.6. The parameter ψ is similar to λ,

but it is discrete rather than normally distributed. Intuitively, we’d like to choose queries

which reduce our uncertainty about ψ ∈ Ψ. We formalize this intuition as the entropy of

the posterior over Ψ given all other information. In other words, the expected value V of

querying at time T is given by the following[198]:

V (T ) = H(RT | o1,T , r1,T−1, θ)−H(RT | Ψ, o1,T , r1,T−1, θ) (6.19)

To interpret this equation, we first note that r1,T−1, the previously recorded subject

responses, may be viewed as additional observations which are not always known. When

responses become available, this new information is incorporated with a simple modification

to the online EM update rules. If ψ were fixed, the expression λi(oT ) in equations 6.13 and

6.15 could simply be replaced with λi(oT )ψi(rT ) to account for the probability of observing

rT . Instead, we maintain a distribution over Ψ to make active learning possible. As a result,

we must use the expected value of Ψ, E(Ψ), based on the current posterior over Ψ. Setting

ψT = E(Ψ), we update equations 6.13 and 6.15 as follows:

αi(T ) =
( N∑
j=1

αj(T − 1)φji

)
λi(oT )ψTi (rT ) (6.20)
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ξij(T − 1) =
αi(T − 1)φijλj(oT )ψTi (rT )∑N

k=1 αk(T )
(6.21)

Returning to equation 6.19, the expression H(RT | o1,T , r1,T−1, θ) is the entropy of the dis-

tribution P (RT = r | o1,T , r1,T−1, θ), where H(X) is given by−
∑

x∈X P (X = x) logP (X = x).

Similarly, H(RT | Ψ, o1,T , r1,T−1, θ) is a conditional entropy, where H(X | Y ) =
∑

y∈Y P (Y =

y)
∑

x∈X P (X = x | Y = y) logP (X = x | Y = y). We begin to evaluate equation 6.19 by sub-

stituting these expressions for H. Then, using our forward-backward algorithm notation from

the previous section, we utilize an online approximation for P (RT = r | Ψ = ψ, o1,T , r1,T−1, θ),

which in turn leads to an expression for P (RT = r | o1,T , r1,T−1, θ):

P (RT = r | Ψ = ψ, o1,T , r1,T−1, θ) =
N∑
i=1

ψi(r)γi(T ) (6.22)

P (Rt = r | o1,T , r1,T−1, θ) =
∑
ψ∈Ψ

P (Ψ = ψ | o1,T , r1,T−1, θ)
N∑
i=1

ψi(r)γi(T ) (6.23)

By substituting equations 6.20, 6.21, and the expressions for H into equation 6.19, we

end up with an equation which may be evaluated to determine V (T ) at each time T once oT

is known. The only remaining concern is the value of P (Ψ = ψ | o1,T , r1,T−1, θ), the posterior

over Ψ, which must be updated to P (Ψ = ψ | o1,T , r1,T , θ) when a new response rT is obtained.

Note that P (Ψ = ψ | o1,T , r1,T−1, θ) = P (Ψ = ψ | o1,T−1, r1,T−1, θ), since the new observation

oT alone does not affect our beliefs about Ψ given our online problem formulation. To simply

the next few expressions, we write P (Ψ = ψ | o1,T , r1,T−1, θ) and P (Ψ = ψ | o1,T , r1,T , θ) as

pTΨ(ψ). We can now use Bayes’ rule to determine the value of pTΨ(ψ) with respect to the

current belief state γ(T ):
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pTΨ(ψ) ∝ P (rT | Ψ = ψ, o1,T , r1,T−1, θ)p
T−1
Ψ (ψ) (6.24)

=
( N∑
i=1

ψi(rT )γi(T )
)
pT−1

Ψ (ψ) (6.25)

Rather than evaluating the denominator found in Bayes’ rule, we may simply normalize

this distributionas shown in the next equation. Since γ is an online approximation, however,

we utilize a conservative update rule for pTΨ(ψ) rather than the direct update in 6.25. The

rule is similar to the online EM updates for φ, µ, and σ2 (Equations 6.16 - 6.18), but we

weight old vs new information based on η, the number of responses obtained thus far.

pTΨ(ψ) =
η − 1

η
pT−1

Ψ (ψ) +
pT−1

Ψ (ψ)
∑N

i=1 ψi(rT )γi(T )

η
∑

ψ∈Ψ p
T−1
Ψ (ψ)

∑N
i=1 ψi(rT )γi(T )

(6.26)

With this background in place, we now turn to the AEI algorithm itself.

6.4.3 The AEI Algorithm

Active event identification (AEI) is designed to teach our monitoring system a mapping

between system states S and subject-defined states R. The term “subject-defined” implies that

these states are inherently subjective, and in some cases this may be true. More generally,

however, the subject has privileged information about their status which is not directly

available to the monitoring system. They know (with certainty) whether they’re walking,

running, eating a meal, or experiencing a panic attack, and can teach the system to recognize

those events. In some cases, the model may already “understand” these states in terms of

their objective manifestations, but still need to learn their real-world labels. Importantly,

however, learning this mapping can actually improve underlying model parameters by reducing

uncertainty about the hidden model states S. In light of the arguments presented in Chapter

2, this aspect of AEI is critical. By selectively acquiring information from subjects, the
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algorithm can improve its internal model to compensate for heterogeneity, drift, and other

factors.

The mapping between S and R is determined by ψ = P (R = r | S = s), as discussed in

the previous section. AEI learns about ψ over time by selecting queries expected to reduce

its uncertainty about Ψ, a population of possible instances of ψ. More specifically, it seeks to

reduce the entropy of pTΨ(ψ), the posterior distribution over Ψ at time T .

The first step in implementing AEI involves specifying the population Ψ. As our previous

notation implies, we have chosen Ψ to be finite. Each member ψ ∈ Ψ is an |S| by |R| matrix

whose elements ψij specify the probability that the subject will provide response j from

model state i. Note that while our distribution over Ψ is updated over time, each ψ ∈ Ψ

is time-invariant. We suppose that each state i has a correct label j, so that there exists a

correct mapping fc between model states and subject responses for which fc(i) = j. Each

possible ψ corresponds to a unique mapping of this form, the number of which is |R||S|.

However, the subject is also capable of making an error with probability pe. Together, we

have the following structure for each ψ:

ψij =


1− pe f(i) = j

pe
|R|−1

f(i) 6= j

(6.27)

The initial distribution over Ψ – as well as the model parameters θ – may be initialized to

incorporate prior knowledge when available. In this work, we initialize AEI with a uniform

distribution over Ψ.

Lastly, we return to the fundamental question of active learning: when do we query? In

an offline learning scenario, we could find argmaxt V (t), the time maximizing the expected

query value, and query at that time. In our online setting, however, only the current value is

available. Rather than determining which query is best, the system must determine whether

the current value is good enough. Motivated by the secretary problem[199], we incorporate a

“minwait” parameter which specifies the minimum wait required between successive queries.
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The algorithm keeps track of the maximum value of V (t) during its required waiting period.

When the wait is over, it decides to query whenever V (T ) exceeds this value.

A number of variations on this scheme might be considered. In fact, we have introduced

a decay on the maximum value in our own experimental results. For the purposes of general

AEI algorithm development, however, this simplest variation is most appropriate.

Active Event Identification Algorithm

procedure AEI(α, γ, ξ, θ, Ψ, p0
Ψ(ψ), minwait)∑

(γ)← 0
η ← 0
wait ← 0
threshold ← 0
while monitoring do

oT ← observation
update α, γ, ξ with oT . (Eq 6.13 - 6.15)
update θ with α, γ, ξ,

∑
(γ) . (Eq 6.16 - 6.18)

v ← V (T ) . (Eq 6.19)
if wait < minwait then

wait ← wait + 1
threshold ← max(threshold, v)

else if v ≥ threshold then
query subject
rT ← response
ψT = E(Ψ)
update α, γ, ξ with oT , rT . (Eq 6.20, 6.14, 6.21)
update θ with α, γ, ξ,

∑
(γ) . (Eq 6.16 - 6.18)

update pTΨ(ψ)with rT , γ,
∑

(γ), pT−1
Ψ (ψ) . (Eq 6.26)

wait = 0
threshold = 0∑

(γ)←
∑

(γ) + γ
η ← η + 1

end if
end while

end procedure

For readability, the details of AEI parameter updates have been omitted. They may

be found in the previous two sections; the specific equations required are specified in the

comments to the right of each update statement.
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Care must be taken when initializing AEI. We recommend uninformative values for α,

γ, and ξ in particular, as the first few parameter updates depend heavily on their current

values. For example, initializing α with all weight on a single state will invariably result in

pathological HMM parameters, leading to errors. If prior information is included,
∑

(γ) may

instead be initialized to a nonzero value to prevent this information from being immediately

lost in the first parameter update. As suggested by Stenger et al [196],
∑

(γ) may be replaced

with a fixed or variable learning rate depending on application requirements.

The loop in AEI continues indefinitely. Indeed, our strongly online implementation, which

utilizes a constant amount of memory and computation, allows the algorithm to continue as

long as hardware and real-world considerations will allow. The exceptions to this rule are the

numeric values themselves, which can continually grow or shrink with successive iterations.

This may be solved by normalizing the Baum-Welch parameters α, γ, and ξ, and by utilizing

a learning rate in place of
∑

(γ).

6.4.4 AEI Simulation Results

In the first phase of validation, AEI was applied to synthetic data generated by Markov

chains with Gaussian state to observation distributions. 50 chains with four states each

were used to generate 50 corresponding observation sequences 10,000 samples in length. The

mean and variance for each state were randomly selected from U(0, 1) and U(0.025, 0.125),

respectively, and were distinct for each of the 50 chains. The initial state vector was set to

π = (0.25, 0.25, 0.25, 0.25), and the following transition matrix φ was used:

φ =



0.98 0.015 0.003 0.002

0.015 0.98 0.003 0.002

0.04 0.04 0.9 0.02

0.04 0.04 0.02 0.9


(6.28)
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This transition matrix was chosen to meet several criteria. First, self-transitions are

common, mimicking real-world events, which tend to span many sensor readings. Second, two

of the states occur much frequently than the other two; in other words, there are two typical,

commonly observed states and two unusual, infrequently observed states. Again, this was

motivated by real-world events; we are most interest in accurately identifying the unusual

states. Real-world health events such as sleep apnea, panic attacks, or physical activity occur

infrequently, but the goal of AEI is to accurately identify them.

The AEI algorithm was run with five states, each with Gaussian state to observation

distributions. The means of these distributions were evenly spaced between 0 and 1, with

variance equal to 0.04. Initial values of α, γ, and ξ were then determined by introducing a

1000-sample “lag” used for a single pass of the forward-backward algorithm followed by a

single HMM parameter update. The resulting values at t = 1000 were used to initialize AEI.

The most important initial setting for AEI, the distribution over Ψ, was chosen to be

uniform over all possible ψ ∈ Ψ. In other words, no information about the correct ψ∗ ∈ Ψ

was provided to the algorithm. Subject-defined events were determined by randomly mapping

each state si of the synthetic Markov chain to a response rj ∈ {1, 2, 3, 4}. The primary goal

of AEI was to learn this mapping through its queries.

Figure 6.7 shows the application of AEI to one of the synthetic Markov chains. The top

panel shows subject-defined events. By carefully inspecting this plot, we can observe that

two of the states in the Markov chain – one frequent and one infrequent – have been mapped

to the yellow event. The second panel shows the model defined states. We see that our online

implementation of Baum-Welch has identified the four distinct model states within the first

2000 samples. The third panel is the most important of the figure; it shows the system’s

event predictions. By sample 3000, we see that it has learned to match the events shown in

the first panel. Through selective querying, it has determined the correct mapping between

S and R.

The fourth panel shows the predictions of an AEI-like algorithm that queries at random
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Figure 6.7: Example of AEI Applied to Gaussian HMMs

times. We will refer to this algorithm as RQ (for “random query”). RQ’s internal logic is the

same as AEI with the exception of query selection. With its random queries, RQ is not able

to identify the infrequent, brown-colored state even after 10,000 samples, and it identifies the

green state much less quickly than AEI. The bottom panel shows the timing of AEI’s queries.

In total, both algorithms queried 73 times.

Figure 6.8 shows the accuracy of AEI in all 50 synthetic datasets. The left panel shows

overall accuracy, defined as (correct event predictions ÷ total samples). The line shows the

median accuracy among all 50 datasets, and the error bars show the interquartile range.
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Figure 6.8: Accuracy of AEI Applied to Gaussian HMMs

It is clear that AEI outperforms RQ in terms of the speed of its initial improvement in

accuracy. Beyond 5000 samples AEI’s performance is marginally better than RQ. In the

right panel, however, the difference between the two algorithms is dramatic. This panel

shows classification accuracy for the infrequently occuring responses only, defined as (correct

infrequent event predictions ÷ total infrequent event samples). By this metric, the advantage

of AEI is clear. While RQ succeeds in learning the frequently occurring states, it often fails

to learn the infrequently occurring states. This is a critical disadvantage in any real-world

health monitoring scenario.

Intuitively, the event identification algorithms have limited opportunities to learn about

the infrequent states. AEI is able to identify and seize these opportunities by quantifying the

value of queries, whereas RQ is unable to identify them.

6.4.5 Testbed: Physical Activity in MS

The second phase of AEI validation was conducted using a physical activity testbed, or

simulator, based on data from persons with MS. The fitted HMMs presented earlier in this

chapter (Section 6.3) were used to generate new observations for a 14 day period. Use of this
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testbed was necessary because the raw data alone is not sufficient for AEI, which requires

subject-defined labels. While labels can be estimated from the raw data, the testbed approach

is superior because the true states of the underlying Markov chain are known with certainty.

The possible subject-defined states were “walking”, “running”, or neither. Formally, our

set of responses R was given by R = {walking, running, not active}. Walking and running

states were both identified in 18 subjects out of the 126 in our cohort, many of whom were

unable to run due to moderate or severe disability. Results from these 18 subjects were used

to create the testbed. Each fitted HMM had between 5 and 7 states in total. As we have

previously described, one of these states is a “not worn” state which always produces zeros

as observations, and the remaining states are defined by negative binomial distributions. The

fitted HMMs in the testbed also include transition matrices and initial state distributions,

so generating new observations is straightforward. Responses were determined based on

the underlying HMM state. Indentification of walking and running states is described in

Section 6.3.2. The running state was mapped to the response “running”, the walking state

was mapped to “walking”, and all other states were mapped to “not active”. The 14 new

days’ worth of observations corresponded to 14× 60× 24 = 20160 new samples.

Demographics for the testbed subjects are summarized in Table 6.5. All of the subjects

with MS had mild disability (EDSS ≤ 2.5), and only one of the subjects, a control, was male.

Age and walking outcomes were similar between groups.

AEI and RQ initialization were very similar to the previous section. This time a lag of

1440 samples (1 day) was used. As before, both event identification algorithms were given 5

distinct states, each with Gaussian state to observation densities. Their means were evenly

spaced between 0 and 200, with variance equal to 1600. Again, the initial distribution over Ψ

was uniform.

Figure 6.9 shows the application of AEI to data from one of the testbed subjects. This

figure follows the same format as Figure 6.7: the top panel shows the subject-defined events

(R), the second panel shows the model states identified by AEI, the third panel shows
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Table 6.5: Demographics and Clinical Outcomes for Testbed Subjects

Variable Control Mild MS
Number of Subjects 10 (55.6%) 8 (44.4%)
Sex, F:M (% Female) 9:1 (90%) 8:0 (100%)
Age, mean ± SD 31.9 ± 10.1 40.3 ± 12.4
6MW Distance, mean ± SD 2119.6 ± 322.6 2003.2 ± 206.6
6MW Step Rate, mean ± SD 124.5 ± 11.8 131.4 ± 8.3
T25FW, mean ± SD 3.48 ± 0.49 3.65 ± 0.55
MSWS Score, mean ± SD NA 15.1 ± 8.1
MFIS Total, mean ± SD 18.4 ± 7.3 19.8 ± 20.5

SD: Standard Deviation; 6MW: 6-Minute Walk; T25FW: Timed 25-Foot
Walk; MSWS: MS Walking Scale; MFIS: Modified Fatigue Impact Scale

AEI’s predictions of subject-defined events, and the fourth panel shows RQ’s predictions of

subject-defined events. By day 2, AEI has begun to understand events in subject-defined

terms, and by day 4 it is highly accurate. RQ, on the other hand, has very poor accuracy

throughout the 14 day period. In particular, it is never able to identify running, which occurs

least often. Again, AEI has learned the correct mapping between S, shown in the second

panel, and R, shown in the first panel, through selective querying. RQ queries just as often,

but its queries are much less effective in terms of improving classification accuracy. In total,

both algorithms queried 64 times in total over the 14 days. In a real-world scenario, the

frequency of queries can be tuned using the “minwait” parameter.

Figure 6.10 shows the accuracy of AEI in all 18 of the testbed subjects. As before,

accuracy increases quickly by the end of the first day of querying (Day 2), with better results

observed for AEI compared to RQ. Differences may still be identified by Day 14, but they

are very small. Once again, the right panel shows the dramatic difference between algorithms

in terms of identifying infrequently occurring events. In this case, the infrequently occurring

events are “walking” and “running”, and the only frequently occurring event is “not active”.

Note that an algorithm whose prediction was always “not active” would perform well in

terms of overall accuracy; this is exactly what is occurring in the left panel. For this reason,

the right panel is much more indicative of the algorithm’s ability to learn. RQ sometimes
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Figure 6.9: Example of AEI Applied to Physical Activity Testbed

performs well, as shown by the error bars, which indicate the interquartile range among all

subjects. However, AEI consistently performs well, while RQ does not. On average, AEI

correctly identifies over 90% of the minutes in which subjects are physically active by Day 6,

whereas RQ identifies less than 75% of them even after Day 14.

This second round of validation further supports the effectiveness of AEI and the advan-

tages it gains via active learning. Again, AEI is able to use information about the expected

value of query responses in order to time its queries to optimize learning.
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Figure 6.10: Accuracy of AEI Applied to Physical Activity Testbed

6.5 Summary and Future Work

This chapter began with clinically significant results that motivated and supported active

event identification. A ubiquitous technique – the fitting of a Hidden Markov Model –

helped to clarify the relationship between walking capacity and walking behaviors, potentially

supporting a new approach to the monitoring of habitual physical activity in chronic disease.

HMMs and other hidden variable models can be applied to a wide variety of health monitoring

scenarios, such as apnea detection[200] or the identification of heart sounds[201]. Indeed,

whenever physiologic measurements may be modeled as conditionally independent given an

underlying state, an HMM-based approach to classification may be useful. The HMM is

therefore an ideal foundation for an adaptive event classification system.

The culmination of this chapter was the presentation of active event identification (AEI),

an adaptive algorithm which interacts with the subject in order improve its understanding

of health-related events. AEI can use subject interactions to learn about meals, physical

activities, heart attacks, seizures, and many other events. The subject knows when these

events occur, and can therefore teach the system to recognize them given an appropriate

paradigm for system-subject interaction. AEI optimizes these interactions by prompting at

particularly valuable moments, allowing it to improve classification accuracy in many typical



Chapter 6 Active Health Event Identification 160

monitoring scenarios without unduly burdening the patient. Even more exciting, AEI opens

up an entirely new dimension in monitoring. By learning to recognize events in subject-defined

terms, AEI can attempt to map subjective experiences to objective, physiologic manifestations.

This aspect of AEI has applications in affective computing, psychology, and other fields that

emphasize the subject perspective. There are countless unexplored questions in this domain,

many of them related to the physiologic underpinnings of subjective experience.

Moreover, the subject is not the only “oracle” which can provide additional information

about events. AEI can be applied to situations in which a high-powered must be used

selectively, as described in Chapter 2, or care providers must decide whether to utilize a

costly clinical diagnostic. By drawing upon the flexible, well-known HMM framework, AEI

has innumerable applications.

Independent of AEI itself, these results illustrate the potential of active learning and patient

interaction in health monitoring. We believe that patient interaction is an underutilized,

exceedingly valuable source of clinically-relevant information. With the advent of mobile

technologies, our ability to tap into this information is now limited by methodology, not the

availability of the data itself. Active learning is a promising, versatile method to improve our

understanding of clinical data, and it has a growing theoretical foundation. Promoting active

learning and mobile-based patient interactions is an important goal of this work.

AEI is adaptive in every sense explored in this work. It adapts its decisions (query or

not query), its outputs (event classifications), and its internal model to the growing history

of objective observations and subject responses. These adaptations allow it to gracefully

overcome many common difficulties encountered in health monitoring, as outlined in Chapter

2. With some judicious tuning of the learning rate, AEI can deal with heterogeneity and

drift through continual model adaptation. It reduces patient burden by optimizing its

interactions with the subject, as we have repeatedly emphasized, and it offers an elegant

solution to the “problem” of subjectivity by learning about events in the patient’s own

terms. Importantly, however, it is only appropriate for monitoring problems which satisfy the
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assumptions described in Section 6.1. These assumptions are not met, for example, by the

scenarios presented in Chapter 4, in which consecutive measurements are highly correlated,

or Chapter 5, in which underlying states fall on a spectrum of disability.

6.5.1 Limitations and Refinements

AEI has many limitations. In many ways, it is a work in progress. Most obviously, the

validation process has just begun. While use of the physical activity testbed is an improvement

over purely synthetic data, AEI remains to be validated in real, clinical data. This is quite

difficult, as labeled data is hard to come by. Ironically, the scarcity of labeled data has partly

motivated development of AEI, yet it is also a limiting factor. While it is possible to test AEI

retrospectively with a curated, labeled dataset, the ideal method of validation is a prospective

trial, which would serve not only to validate the algorithm, but also to assess is real-world

utility.

Additionally, AEI has several limitations from a technical perspective. While Baum-Welch

is never guaranteed to maximize the likelihood function, our online implementation may be

particularly susceptible to undesirable local optima. As we have warned, the algorithm must

be carefully initialized to avoid overfitting to the first few observations. A method to correct

overfitting and/or pathologic HMM parameters must be developed prior to a prospective

deployment.

From an optimal decision-making perspective, AEI is greedy. It attempts to maximize

the value of its next query, but makes no attempt to assess the impact of querying on future

query value. This may be interesting from a theoretical standpoint, but practically speaking,

choosing queries which are optimal over the long-term is neither realistic nor necessary.

In its current form, AEI is extremely susceptible to the “curse of dimensionality”, because

the size of Ψ is |R||S|. This was not an issue in our validation studies due to the limited number

of model states and responses, but must be corrected to make AEI generally applicable. The

easiest solution to this problem might be to learn about model states in sequence. The system
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could first determine which response is associated with s1, for example, then move on to s2

once its confidence about s1 exceeds some threshold.

A more flexible and general approach is the use of ensemble learning, or Variational

Bayes[202], which has been applied to active learning of HMMs in a different context[203].

This approach would allow us to place fewer assumptions on the structure of Ψ and assess

the impact of queries on the model as a whole rather than on Ψ alone. Variational Bayes is a

more principled way to maintain a population of models than the ad hoc approach we have

used, though it comes with its own set of difficulties.

Lastly, our criterion for query selection could be explored in more detail. As we have

pointed out, we have been motivated by the secretary problem, which itself has many variants.

Further, there are numerous caveats and costs that must be accounted for in a real-world

deployment. One particularly promising direction might be the incorporation of additional

contextual information, such as location or phone usage, to inform the algorithm about the

cost of querying. Generally speaking, there are a large number of potentially fruitful research

directions related to AEI.

6.5.2 Active Behavioral Feedback

Lastly, there is an important connection between AEI and behavioral feedback, a topic of

considerable interest in current clinical research. Section 2.4 overviews recent work in mobile

interventions targeting behavior modification in type II diabetes in and several other chronic

diseases. Indeed, encouraging healthy behaviors and implementing other disease prevention

strategies might be the most impactful potential applications of mobile health technologies.

AEI relates to behavioral feedback in two related ways. First, it may be able to facilitate

effective feedback by informing the monitoring system about subject health and behaviors.

For instance, accurate information about the subject’s meals and snacks can be leveraged

by a feedback system to encourage healthy eating habits. Additionally, knowledge of the

physiologic manifestations of events – say, the corresponding change in blood glucose – can
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also help care providers better understand subject health, which contributes to behavior

modification strategies.

Second, the queries selected by AEI are themselves a form of feedback. For better or

worse, the appearance of a query reminds the subject that their behaviors are being monitored

and interpreted. If the current event is physical exercise, the query might feel rewarding:

it tells the patient that their positive behavior has been noticed. On the other hand, the

situation might be reversed if the event were a nighttime snack, for instance. Depending on

the circumstance or person, AEI’s queries could have either positive or negative effects.



Chapter 7

Closing Remarks

The initial hype surrounding mobile health has passed, and we are now in the “trough

of disillusionment”. Despite the large number of remote monitoring trials that have been

reported, the impact of mobile technologies remains unclear, particularly over the long-term.

In our view, the core vision of the movement is sound: ubiquitous sensing and computing will

make clinical medicine more exact, accessible, and holistic. However, there are a number of

unforeseen obstacles now taking shape. Converting real-world data into clinical insights is a

monumental task requiring collaboration between clinicians, engineers, and data scientists, one

made more difficult by the complexities and heterogeneity of human physiology and behavior.

Further, data collection and conceptualization ultimately depends on the cooperation of

clinical trial participants, who tend to become less engaged over time.

Adaptive, personalized algorithms offer tremendous advantages in the face of these

dilemmas. The overarching goal of this work has been to demonstrate these advantages

through an extended case study in multiple sclerosis, a chronic and notoriously heterogeneous

disease. By adjusting to the physiology and preferences of individual patients, adaptive

algorithms can (1) maintain accurate classification, estimation, and/or decision-making

despite these differences, (2) reduce the burden of monitoring placed on the patient, and (3)

reduce or eliminate the need for large-scale data collection prior to deployment. Adaptation

164
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is closely connected to the goals of precision medicine, which brings renewed focus and clarity

to health monitoring by emphasizing variability between persons.

Over the course of this material, we have gradually worked toward algorithms that

adapt in the strongest sense of the term. Our DTW-based physiologic signal monitoring

algorithm is inherently personalized, as it evaluates the current signal with respect to a

known baseline. It is not adaptive according to our definition, however, because currently

there is no method to reevaluate this baseline over time. In Chapter 4 we suggest possible

extensions to correct this shortcoming. Briefly, a baseline set of signal templates can be

curated via distance-based clustering. Adaptive symptom reporting is adaptive, as the name

implies, because it dynamically selects symptom-related queries in real-time based on an

evolving history of observations. This approach allows it to accurately estimate disability

while minimizing the burden placed on the patient. Active health event classification takes

adaptation a step further by continually improving its internal model of the world. In this

sense it is model-adaptive, or strongly adaptive, and can be deployed with minimal prior

knowledge if the application requires it.

In may ways, Chapter 6 is the culmination of this work. Like ASR, AEI optimizes

system-patient interactions through intelligent, adaptive prompting, and like the Warp Score,

it gracefully adjusts to heterogeneity between and within persons. In the terms of Chapter 2,

AEI addresses problems of patient burden, heterogeneity, and subjectivity through active

learning and model adaptation. It can be applied to a wide variety of health events, with

additional applications outside of health care: instead of the patient, the “oracle” queried by

our system might be a high-powered sensor, an expensive diagnostic, or an expert annotator.

This chapter is the most theoretical portion of the thesis, contributing to current research in

active learning and self-adaptive systems.

Closing material specific to our research, including limitations and detailed plans for future

work, is presented at the end of Chapters 3-5. Instead, we close with insights from two clinical

research participants, one a patient and the other a provider, that remind us of the personal



Chapter 7 Closing Remarks 166

nature of patients’ perspectives and preferences on health monitoring. The first quote comes

from a subject in our remote monitoring cohort, who explained that “answering the questions

helped me face up to my mild disabilities and keep them in perspective”. For this person,

routine symptom reporting was a positive experience, perhaps even an empowering one, and

indeed, they completed the surveys quite frequently. On the other hand, one of our providers

reminds us that many patients prefer not to confront their disability on a daily basis; these

patients rely on her to worry about their disease while they “put it on the shelf”. In order for

mobile health to escape the “trough of disillusionment”, such differences between patients,

whether physiologic or behavioral, must be understood and respected.
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