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Introduction 

Over the past couple decades, machine learning has become an almost universal tool to 

be applied with success across many different fields. Algorithms' capacity to predict, analyze, 

and optimize has dramatically reshaped a lot of jobs and businesses. One industry in which it has 

begun to be applied is that of healthcare (Bhardwaj et al., 2017). For instance, some deep 

learning algorithms have been proven to be more accurate in analyzing medical imaging, such as 

MRI, than human doctors (Nishida et al., 2022). Early detection of a disease or tumor from a 

scan can dramatically improve a patient’s chances of survival and recovery. The potential for 

dramatically increased accuracy and efficiency would be welcome in the US, a country where 

“healthcare costs are rising at rates close to double of our economic growth rate” (Bhardwaj et 

al., 2017). 

Despite some documented success, these algorithms must also deal with the fact that the 

healthcare industry is one with uniquely extreme ethical concerns. Misdiagnosis by a computer 

does not allow for an easy assignation of blame. A doctor not properly understanding the way the 

algorithm works could lead to misuse or lack of trust. In many image recognition algorithms, 

accuracy has been shown to differ based on race or gender, creating inequity and bias in 

healthcare (Chen et al., 2021). Fundamentally, as Karmakar (2021) notes, the nature of 

algorithms and medicine itself are at odds:  

Whilst any AI can be said to operate through objective millisecond binary decisions, with 

outcomes ascribed fixed values by stakeholders… medicine works by implementing 

long-term decisions optimised by complex overlapping ontologies, such as guides of best 

practice, that call for subjective value decisions, utilising a plurality of objective data 

with discretionary nuance.  

 

Due to the widespread implementation of the technology and the documentation of these 

problems, a variety of solutions have been proposed. 
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One proposed solution to eliminate some of these concerns is implementing participatory 

design, a theory in which all stakeholders are involved in the design process (de Boer & Kudina, 

2021). In the technical portion of my project, I will be discussing my internship from last 

summer at Capital One, focusing in on the importance of the participatory design strategy we 

used when developing our application for the company. By involving the users of our new 

application in the design process early on and throughout the demo phase, we were able to save a 

lot of time and develop a product that was more easily understood and more useful to them. In 

my STS portion, I will be exploring how the implementation of medical image analysis 

algorithms manage the ethical risks with the benefits, focusing on the participatory design 

framework. 

 

Technical Topic 

 Over the summer before my fourth year at the University of Virginia, I had the 

opportunity to intern at Capital One, a large financial company based in McLean, VA, as a 

software engineer. Although I had taken part in group projects in software development classes 

at school, this internship was my first professional experience as a developer, and as a result, I 

was able take away a lot of important lessons from it. 

 On the job, I worked on a team of nine: four interns, a manager, a product owner, an agile 

development lead, and two full-time developers. Our team was tasked with developing an 

enterprise-used software application based off a previous one that was no longer being used and 

had not ever been fully developed to solve the problem at hand. Our application was intended to 

streamline the process of adding a new data model to the enterprise document management 

platform, which at the time required extensive meeting time with a developer team and ended 
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with them hard coding the solution into the database. The application was also supposed to allow 

easy viewing of the database so that users could explore and even build off existing models. 

 Our team worked within an Agile framework called Kanban. We had daily stand-ups 

where we met to review our progress on our currently assigned tasks and to bring up any issues 

or help we needed. We used JIRA and Slack to communicate and keep our progress up to date. I 

worked on a variety of tasks including developing new UI using Vue.js, creating API endpoints 

to allow our front-end to communicate with our DynamoDB database, and create files to deploy 

our application through the enterprise Jenkins pipeline. 

 My goal over the course of the internship was to learn as much as I could about what 

being a professional developer is like as well as acquire valuable skills that I might use within 

the industry. I got a lot of exposure to AWS, Vue.js, and Jenkins, all of which I was very 

unfamiliar with before the summer, so I was forced to ask a lot of questions to complete my 

tasks. I also got valuable experience applying an Agile framework in development from start to 

finish on a project and experiencing daily check-ins on the status of everyone on the team. 

One of the lasting things that stuck with me the most was the amount of time and thought 

we spent on design before we started coding and after we had developed our earliest demos. Our 

team was very deliberate in demoing the software for the teams that would be using it the most 

and taking feedback on how to make it more intuitive and useful to them. Up until this point, I 

had mainly just briefly sketched out a basic design or dove straight into coding my solution. 

However, as this was the first time that I was developing something that would make a 

quantifiable impact on many people’s lives, it made sense that we were more methodical and 

thorough with our planning. Being able take the frameworks and techniques learned in a class 

like Advanced Software Development and apply them in a work environment where the results 
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were tangible and important to people around me was a great framing for my last year of college 

before the professional world. I had not learned about the framework of participatory design at 

this point, but now that I have, I plan on looking back at our design process through that lens. 

 

STS Topic 

 Medical imaging such as MRIs, x-rays, and ultrasound are crucial tools used by doctors 

to make diagnoses on patients. Traditionally these images are examined by doctors to detect 

problems, such as signs of a stroke or tumor, but in recent years, machine learning image 

recognition algorithms have been used in tandem with human doctors to analyze these medical 

images. These algorithms have gotten to the point where they are often performing on or above 

the level of human analysis (Nishida et al., 2022; O’Connell et al., 2022). Even in other areas 

such as stroke diagnosis, where they are limited by the amount of data available, algorithms are 

still a useful tool to be paired with experts when examining medical imaging (Mainali et al., 

2021). The benefits brought to fields like radiology make this technology impossible to ignore as 

the future of the field (Wang & Summers, 2012). 

Use of a technology to make important medical decisions inevitably leads to a variety of 

ethical and legal concerns (Grote & Berens, 2020). For example, if a mistake is made, placing 

the responsibility on a doctor is not possible. If the doctors or patients, do not fully understand 

the technology, a lack of trust can develop even if studies show it to be more accurate. A group 

of scientists completed several studies showing that patients trusted AI diagnosis less than 

human doctors, even when they are shown that the AI is more accurate (Juravle et al., 2020). Dai 

and Tayur (2022) argue that for the technology to succeed trust and buy-in from both patients 

and physicians are necessary. Some of the ethical issues arise from purely technical problems 
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such as insufficient data and weak labels in the algorithms (de Bruijne, 2016). In response to 

these issues, frameworks and guidelines have been proposed on how to implement it while 

avoiding these concerns (Leimanis & Palkova, 2021). One popular solution is that of 

participatory design, the concept that all users and stakeholders should have equal input into 

design (de Boer & Kudina, 2021). The solution argues that a diverse group of doctors and 

patients should be included in the design process to mitigate bias and lack of trust. 

Unfortunately, machine learning algorithms are notoriously black box, meaning that they 

are hard to understand from an outside view. Because they are not fully coded by a human and 

instead trained on a large dataset, changing automatically to become more accurate, their 

decision-making and true design process cannot even be explained by the developer. Komura 

and Ishikawa note this complication: “Typical DL processes for histopathological image class 

identification (such as cancer versus normal tissue) only provides the result of the classification 

and its score; there is no way for the pathologists to know the rationale for classification and the 

features captured by the DL network. (2019).” Due to this opaque design process traditional 

participatory design frameworks are difficult to apply and may require change to work on this 

problem (Donia & Shaw, 2021). The algorithms themselves often give no explicit reasoning 

behind identifying a tumor in an MRI image, just a yes or no output. To a patient or a doctor 

attempting to explain the diagnosis, this lack of reasoning can be both frustrating and concerning. 

Other frameworks have been suggested to repair this damage to the physician and patient 

relationship, including Guobin and Xiaoxi’s combination of traditional Chinese medical theory 

with AI (2019). 
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In my STS project, I will explore these problems and the framework of participatory 

design in detail, attempting to understand how this framework could make algorithmic medical 

imaging analysis a viable tool that physicians can use with confidence and good conscience. 

 

Research question and methods 

How can participatory design be used to balance ethical concerns with potentially 

increased accuracy in machine learning algorithms analyzing medical imaging? 

This question is vital due to the concerns outlined in the STS section above. Without 

addressing these concerns, the healthcare industry, one that is built on the universal agreement to 

pursue the goal of personal health, could become inequitable, legally liable, and full of distrust 

with disastrous consequences. I will research this question first by reviewing data from existing 

studies on the accuracy of machine learning algorithms in medical imaging. Doing so will help 

establish the potential benefits that algorithmic medical image analysis offers and the provide 

some insight into the usage trends. I will also spend time studying how popular image 

recognition algorithms were designed and compare different types of these algorithms’ accuracy 

and bias over the same datasets (Zhang & Sejdic, 2019). 

On the ethical and legal side, I will examine several pieces written by medical 

professionals and STS academics on the potential challenges created by introducing this 

technology to make diagnoses with regards to bias, accountability, and data privacy (Jaremko et 

al, 2019; Ngiam & Khor, 2019; Sollini et al., 2020). Then I will examine studies that explore 

human trust in AI diagnosis compared to a diagnosis from doctors. 

Finally, I will examine many of the proposed solutions to these challenges, focusing on 

participatory design and the potential challenges of implementing this framework to this specific 
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problem. I will also examine guidance from experts and healthcare professionals on how to 

practically implement algorithmic diagnosis on medical imaging. 

 

Conclusion 

Researching this question will be extremely valuable and important in making sure that 

patients receive equal and quality care in the future when these algorithms inevitably take on an 

even larger role in healthcare. I anticipate finding that biases can be incredibly hard to identify or 

fix when looking directly at the code for the algorithm itself, as much of the way these 

algorithms work is very black box, such that the user is only seeing the inputs and outputs to the 

code. I also anticipate there being a much greater distrust of algorithmic diagnosis as a result that 

must be overcome for them to take on a larger role in medicine. I expect to find that while 

participatory design can help alleviate the second of these two concerns, it will be tough to do 

anything for the first concern other than ensure the data collection process is equitable. This 

project will impact each key stakeholder in the technology including developers, medical 

practitioners, and patients receiving care, and I hope that it will give each of them a better 

understanding of the larger issue and an approach to solve it. 
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