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Abstract

The burgeoning big data era has been pushing our limits of computing and processing. While

hardware miniaturization and Moore’s law have driven innovation in digital electronics for

several decades, scaling hardware has recently become challenging due to the high energy

cost of computing and the increasingly steep memory wall caused by the segregation of the

memory and processing units. One alternative is to utilize spins of electrons instead of charge

to store and process information, popularly known as spintronics. Nanomagnetic devices are

the building blocks in spintronics and exhibit non-volatility, which is attributed to the energy

barrier between different spin states. While nanomagnets are now integrated onto silicon as

commercial non-volatile memory elements, size scaling them for compactness reduces their

energy barrier and turns them volatile. This dissertation addresses this considerable challenge

by exploring different modes of energy barrier engineering in nanomagnetic devices that

leverage topological invariants and traditional nanomagnets for unconventional computing.

First, we utilize ultrasmall (∼ 10 nm) and ultrafast (∼ 1000 m/s) topological excitations

— magnetic skyrmions with topologically protected barriers for temporal computing. We

engineer the topological barrier by tuning the interfacial Dzyaloshinskii-Moriya interaction

(DMI) to control the size and stability of skyrmions. We model a racetrack with periodic

notches to produce and tune the energy barrier to hold skyrmions in place in the presence of

thermal jitter and further employ machine learning (ML) to automate the process. Second,

while topology (skyrmions) is one way to artificially increase the barrier of a tiny magnet,

an alternate approach is to utilize instead the truly random white noise in low barrier
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magnets (LBMs) to accelerate fast optimization algorithms. This concept of probabilistic or

p-bits, in effect, a binary stochastic neuron (BSN), relies, however, on magnets of perfect

circular symmetry and is hyper-sensitive to process variations. We study the reliability of

the computational networks built from LBMs and utilize their inherent stochasticity for

inferencing tasks. Additionally, we model more realistic, commercially viable medium barrier

magnets (MBMs) actuated by short current pulses for energy-efficient and robust probabilistic

computing. Third, we turn to potentially more energy-efficient strain-gated dynamical barrier

lowering of a nanomagnet in a heterogeneous piezoelectric/magnet/topological insulator

(TI)/magnet stack that naturally encompasses logic and memory in an in-memory computing

architecture with a minuscule energy cost and negligible footprint to circumvent the memory

wall bottleneck. We solve a coupled stochastic Landau-Lifshitz-Gilbert (LLG) equation for

the heterostructure, analyze the phase space of the working device, estimate the device

level energy cost, and project it to the architecture level for in-memory logic operations.

This dissertation may provide a comprehensive approach to energy barrier engineering in

nanomagnetic devices, potentially leading to alternative technologies beyond complementary

metal-oxide-semiconductor (CMOS) and facilitating more than Moore era.
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Chapter 1

Introduction

1.1 Background

The advancement of modern high-performance computing has primarily revolved around the

Boolean computing paradigm, leveraging complementary metal-oxide-semiconductor (CMOS)

hardware. Over the years, digital electronics have been driven by sustained hardware scaling

and Moore’s law. With the recent slowdown in transistor scaling and rapid growth of software,

along with the migration from cloud computing toward edge devices, there is a pressing

need to re-examine the limits of computing. At the device level, transistor miniaturization

faces limitations imposed by thermodynamics (the Boltzmann tyranny). Meanwhile, at the

architecture level, in the conventional Von Neumann computer architecture, the transfer of

data is hindered by the latency caused by the separation of memory and processing units

(memory wall problem).

An alternative approach involves leveraging the spin degrees of freedom of elections —

popularly known as spintronics, which relies on the active control and manipulation of spin

within magnetic devices [11–13]. Nanomagnetic devices are at the core of the spintronics

technology. Nanomagnet-based nonvolatile memory has a rich history, with field-switched

magnetic random access memories (MRAMs) and spin-tranfer torque (STT)-based MRAMs
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(STT-MRAMs) now being commercialized [14, 15]. With both the integration density of

dynamic random access memory (DRAM) and comparable performance to static random

access memory (SRAM), STT-MRAMs benefit further from their compatibility with CMOS

processes and voltages, zero standby leakage, scalability, high endurance, and high retention

time. However, one of the significant challenges with the widespread adoption of STT-MRAMs

as a universal memory technology is the high write energy and low read speed along with

reliability issues coming from a shared read-write path [16,17]. Structures with orthogonal

read–write paths, such as those using spin-orbit torque (SOT) MRAMs (SOT-MRAMs)

provide a possible way out — a metallic path used to write information, separate from an

orthogonal read path [18].

In a nanomagnet-based non-volatile memory, information is stored in two distinct spin

states — spin up (bit ‘1’) and spin down (bit ‘0’), which are separated by an energy

barrier (Fig. 1.1(b) top left). This energy barrier restricts the spontaneous fluctuation of

magnetization between these two states, which ensures non-volatility. While magnets are

now integrated onto silicon as commercial non-volatile memory elements [19, 20], size scaling

them for compactness reduces their energy barrier and turns them volatile [21].

This brings us to the evaluation of bits encoded by ultra-small topological (solitonic) exci-

tations in thin magnetic films, such as magnetic skyrmions [22]. Magnetic skyrmions are spin

vortices that act as tiny mobile magnets (∼ 10 nm) and can encode information in ultrasmall

volumes below the thermal superparamagnetic limit that constrains regular nanomagnets [23].

The solitons can be driven at high speeds (∼ 1000 m/s) by modest currents along magnetic

racetracks with low energy dissipation in heavy metal (HM) underlayers, generating unique

device applications [23,24]. The high density of ultrasmall skyrmions stabilized somewhat

by their topological barriers (Fig. 1.1(a) top), as well as their quasi-ballistic, tunable, and

linear dynamics are particular attributes that make skyrmionic devices potentially useful in

a variety of unconventional applications, for instance, temporal computing [25]. Moreover,

introducing notches in a racetrack can produce a large energy barrier (Fig. 1.1(a) bottom),
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which restricts the diffusive displacement and ensure a long lifetime of skyrmions.

Alternatively, the volatility (stochasticity) of small magnets in the superparamagnetic limit

can be utilized for emerging technology such as probabilistic/stochastic computing [26–28].

The energy barrier of the magnets used in this paradigm of computing is in the order of

thermal energy (∼ kBT , kB is the Boltzmann constant and T is the temperature) as opposed

to high barrier magnets (HBMs) with energy barrier > 40 kBT that are typically used for

non-volatile MRAM (Fig. 1.1(b) top left) and are referred to as low barrier magnets (LBMs).

The magnetization of the LBM fluctuates randomly between the spin-up and spin-down

states (Fig. 1.1(b) top right), giving rise to probabilistic bits (‘p-bits’) and can be harnessed

for accelerating optimization algorithms where the p-bit devices can be utilized as a tunable

true random number generator (TRNG) hardware unit [26]. The concept of p-bits naturally

connects to the binary stochastic neuron (BSN) concept in the area of machine learning

(ML) [29] and an analog version of this is the analog stochastic neuron (ASN) [30]; both of

them can be utilized for inferencing tasks. However, LBMs are extremely sensitive to process

variations and hard to build in practice, which motivates the exploration of more realistic

medium barrier magnets (MBMs) actuated by short current pulses. MBMs have energy

barriers in the range of 20− 40 kBT and their actuation with a short current pulse makes

them an energy-efficient and robust TRNG unit for probabilistic and stochastic computing

(Fig. 1.1(b) bottom) [31].

Moreover, there is considerable interest in exploring emerging material stacks that can be

heterogeneously integrated with high-quality interface control to enable new energy-efficient

and ultrafast actuating mechanisms for low-power data storage and computing. One such

direction combines piezoelectric, magnet, and topological insulator (TI). A piezoelectric-

induced strain can strategically switch a magnet from out-of-plane to in-plane by lowering its

energy barrier dynamically [32]. A magnet atop TI can modulate TI’s surface conductivity

through its magnetization orientation (Fig. 1.1(c)) [33,34]. TI offers unique properties such

as spin-momentum-locked topological surface states with charge-to-spin conversion efficiency
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much greater than unity, resulting in energy-efficient SOT-based switching of a storage

magnetic tunnel junction (MTJ) – making the stack suitable for compact and energy-efficient

processing in memory (PiM) [34] applications.

1.2 Dissertation organization

This dissertation explores different modes of energy barrier engineering in nanomagnetic

devices that leverage topological invariants and traditional nanomagnets. In Chapter 2, we

look into energy barrier engineering for magnetic skyrmions for temporal computing. Using

first-principles density functional theory (DFT) calculations, we tune interfacial Dzyaloshinskii-

Moriya interaction (DMI), which controls the topological barrier of the skyrmions and

eventually the size and stability (Section 2.1). Furthermore, we employ micromagnetic

simulations to design a notched racetrack for producing and tuning the energy barrier to

hold skyrmions in place against thermal jitter and automate the energy barrier predictions

through ML-based surrogate model (Section 2.2). Chapter 3 discusses how we can utilize the

inherent stochasticity of low and medium-barrier magnets for probabilistic, stochastic, and

neuromorphic computing. In particular, we study the LBM-based computational networks

and quantify the error in such networks, as the LBMs are extremely sensitive to process

variations (Section 3.1). Additionally, we analyze and compare the BSN model that connects

to LBM-based p-bit characteristics and its analog counterpart ASN model for signal prediction

tasks (Section 3.2). Furthermore, we model and analyze MBM-based MTJ actuated by a short

current pulse employing our in-house Fokker–Planck solver for robust and energy-efficient

TRNG units for probabilistic and stochastic computing (Section 3.3). In Chapter 4, we look

into another energy-efficient actuating mechanism, such as strain-based switching of a magnet

in a piezoelectric/magnet/TI/magnet (MTJ) stack to gate the TI surface current, which

writes information in the MTJ, through lowering gating magnet’s barrier dynamically from

out-of-plane to in-plane. This four-layer stack naturally suits a compact device in a crossbar
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architecture for in-memory computing.

In a nutshell, topics covered in this dissertation can be categorized as follows, and a

pictorial synopsis is shown in Fig. 1.1.

• Research Front 1: Energy barrier engineering in skyrmionics for temporal computing

• Research Front 2: Energy barrier engineering (low to medium barrier) in nanomagnets

for probabilistic computing

• Research Front 3: Energy barrier lowering in piezoelectric/magnet/topological

insulator/magnet stacks for in-memory computing

Figure 1.1: Pictorial synopsis of the topics covered in this dissertation. (a) (Top) Energy
barrier of skyrmions modulated by DMI. (Bottom) Energy barrier in a notched racetrack.
(b) Energy barrier in nanomagnets for HBM, LBM, and MBM actuated by a short pulse. (c)
TI topological surface states modulation via magnetization orientation of a gating magnet.
The orange arrows indicate the logical connection between different research fronts.
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Chapter 2

Energy barrier engineering in skyrmionics

for temporal computing

Magnetic skyrmions are topologically protected ultra-small and ultra-fast spin textures and

are attractive for next-generation spintronic applications, such as racetrack memory and logic

devices for temporal computing [22,25,35–38]. In magnetic materials, skyrmions emerged

from the complex interplay between various energy terms, such as exchange interaction,

anisotropy energy, Zeeman energy, demagnetization energy, and DMI [22,39]. The delicate

balance between these energy contributions governs the energy barrier associated with the

skyrmions and determines the size and stability of skyrmions. Additionally, for data retention

in skyrmion-based memory applications, skyrmions must be locally held in place for a long

time. This chapter discusses the energy barrier engineering in skyrmions through DMI

for tuning the size and stability of skyrmions (Section 2.1) and through artificially created

constrictions for holding them in place (Section 2.2). This chapter is reprinted from Ref. [40]

with permission from APS coauthored with KH. Khoo, Y. Quessab, J-W. Xu, R. Laskowski,

P. V. Balachandran, A. D. Kent, and A. W. Ghosh and from Ref. [5] with permission from

APS coauthored with H. Vakili, and A. W. Ghosh.
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2.1 Engineering topological barrier of skyrmions through

tuning Dzyaloshinskii-Moriya interaction

The interfacial DMI, an antisymmetric exchange originating from the strong spin-orbit

coupling (SOC) in systems with broken inversion symmetry [41, 42], is one of the key

ingredients in the formation of skyrmions in magnetic multilayers [43–45]. Controlling the

DMI offers the possibility to manipulate skyrmion properties, i.e., size and stability [46,47].

Over the past few years, the underlying DMI physics and overall skyrmion dynamics

have been studied extensively for ferromagnetic (FM) systems [45, 48–53]. Ref. [48] reported

interfacial DMI in Pt/Co bilayer with varying thickness of Pt and Co layers. A wide range of

heavy metals (HMs) with large SOC in proximity with FM layers demonstrated the role of

band overlap around the Fermi level on the sign and magnitude of the DMI [49,51]. Moreover,

another common approach to produce a net effective DMI is to insert a FM layer between

different SOC metals [45,54]. Although both HM/FM bilayers and HM/FM/HM sandwiched

structures have been explored, most of the reported results are based on ideal interfaces.

Indeed, very few studies focus on the role of disorder on DMI [55]. Furthermore, ferrimagnetic

materials have drawn attention due to their low saturation magnetization, low stray fields,

reduced sensitivity to external magnetic fields, and fast spin dynamics, all of which favor

ultra-fast and ultra-small skyrmions [23, 56–59]. One prototypical example is GdCo thin film.

GdCo is an amorphous alloy with antiferromagnetically coupled two sublattices (Gd and

Co). At low temperatures, two different sublattices have different magnetic moments, i.e.,

Gd has a higher magnetic moment, and Co has a much lower magnetic moment. The net

magnetization can be expressed as M = |M(Co, 0K)(1− T/Tc)a −M(Gd, 0K)(1− T/Tc)b|,

where Tc is the Curie temperature of GdCo alloy. However, the magnetization of GdCo

is a function of temperature. With increasing temperature, the magnetic moment the Gd

decreases faster than Co. The net magnetization of GdCo goes to zero at a temperature,

which is commonly known as magnetic moment compensation temperature, and makes it
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compensated. Very recently, Quessab et al. have experimentally studied the interfacial DMI

in amorphous Pt/GdCo thin films (magnetic compensation of GdCo occurs ∼ 150 K), and

shown a strong tunability of the DMI by varying the thickness of the GdCo alloy and cap

layer composition [6]. However, a detailed understanding of DMI, including the impact of

two-sublattice ferrimagnetism, as well as the role of an experimentally realistic, chemically

disordered interface are both missing.

In this section, we present a systematic theoretical analysis of the DMI in a compensated

ferrimagnetic alloy using first principles calculations. In particular, we explore the variation

of the DMI in Pt/GdCo/Pt1−xWx (Fig. 2.1) and find a strong tunability from 0 to 4.42

mJ/m2 with variation in the W composition (Fig. 2.2). We studied the influence of atom

placement and observed that the DMI is sensitive to structural variations such as the GdCo

configuration in the thin magnetic film, and the PtW configuration at the interface. This

is important to consider because, in reality, we have an amorphous alloy and the interfaces

in deposited films are not perfect. We find a spectrum of DMI values that show an overall

saturating trend, as seen in the experimental data [6]. We argue that the change in SOC

energy in the interfacial HM layers, especially the constancy of the SOC energy at the bottom

layer and reduction of it in the cap layer, generates the observed saturating trend in the

DMI with percentage of W incorporated (Fig. 2.3). Additionally, we theoretically predict

the variation of the DMI depending on the cap layer material, specifically for Pt/GdCo/X,

where X = Ta,W, Ir (Fig. 2.4). We find that the DMI is highest for W in the cap layer

and lowest for Ir, a trend that correlates with 3d-5d Co-X band overlap at the cap layer

interface (Fig. 2.6). Furthermore, the observed DMI trend agrees well with the experimentally

measured spin Hall angle (Fig. 2.5), indicating an energy-efficient application with W in the

cap layer. Our results identify the chemical and geometric factors responsible for interfacial

DMI, and provide a potential path forward towards the engineering of material properties

towards next generation skyrmion based spintronic applications.
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2.1.1 Computational details

We use the technique of constraining the magnetic moments in a supercell to calculate the

DMI within the DFT framework [48]. The Vienna ab initio simulation package (VASP) is

used for the DFT calculations [60]. We use the projector augmented wave (PAW) potential to

describe the core-electron interaction [61,62]. The Perdew-Burke-Ernzerhof (PBE) functional

form of the generalized gradient approximation (GGA) is used for the exchange-correlation

functional [63]. In order to treat the on-site Coulomb interaction of Gd 4f -electrons, we

use the GGA+U method [64] with an effective value of U = 6 eV for Gd, as reported in

previous studies for both bulk and slab calculations [65–67]. We also validate the effective

U for our GdCo alloy by taking a range of U values from 1− 7 eV, and confirming a stable

ferrimagnetic ground state configuration of GdCo at U = 6 eV. A 4 × 1 × 1 supercell of

Pt(2)/GdCo(2)/Pt1−xWx(2) (numbers in the parenthesis represent the number of monolayers)

is used in all our calculations. While creating the GdCo alloy by replacing Gd atoms in

the hcp Co(0001) slab, a 25% Gd composition is maintained, which is the closest to the

experimental proportion (22% Gd [6]) achievable within our structural arrangement. The

trilayers are formed by aligning fcc(111) and hcp(0001) planes. The in-plane lattice constant

of the slab structure is set to 2.81 Å, equal to the calculated nearest neighbor distance of

bulk Pt, and the supercells are separated by a vacuum layer of 10 Å in the [001] direction.

The cutoff energy is set to 500 eV, and a 4× 16× 1 Monkhorst-pack k -grid is used for all

the calculations. We verify the convergence of our calculations with cutoff energy, number of

k -points, and the thickness of the vacuum layer.

The three-step DMI calculation procedure starts with ionic relaxation along the atomic

z -coordinate to mimic a thin film, until the forces become less than 0.01 eV/Å and, the energy

difference between two ionic relaxation steps becomes smaller than 10−6 eV. Next, in the

absence of SOC, the non-spin polarized Kohn-Sham equations are solved to find an initial

charge density. Finally, SOC is included, and the total energy of the system is calculated

self-consistently for clockwise (CW) and anticlockwise (ACW) spin configurations (Fig. 2.1)
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Figure 2.1: Schematic of Pt(2)/GdCo(2)/Pt1−xWx(2) structure (number in parentheses
denoting the number of monolayers) corresponding to x = 12.5% for (a) CW, and (b)
ACW spin configurations. The red arrows in the figure show the spin orientations for non-
collinear calculations. L1, ...,L6 denote the layer number while numbers in circles label atomic
positions.

until the energy difference between two consecutive steps becomes smaller than 10−6 eV.

We consider antiferromagnetic coupling between Co and Gd moment while performing the

relaxation and ground-state calculations.

2.1.2 Tuning DMI through W composition in the cap layer

The DMI energy (EDMI) can be defined as

EDMI =
∑
⟨i,j⟩

dij · (Si × Sj) (2.1)

where Si, Sj are the nearest neighboring normalized atomic spins and dij is the corresponding

DMI vector. The total DMI strength, dtot, defined by the summation of the DMI coefficient

of each layer, to a first approximation, is calculated by the energy difference between the CW

and ACW spin configurations [48], and expressed as dtot = (ECW − EACW )/12. The relation

between the dtot that relates the DMI energy to spin configurations and the micromagnetic

DMI, D that relates the micromagnetic energy per unit volume to magnetization m via the
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equation E = D(mz∂xmx−mx∂xmz+mz∂ymy−my∂ymz) [22] is given by D = 3
√
2dtot/NFa

2,

where NF and a represent the number of magnetic layers and the fcc lattice constant

respectively [48]. We take into account both the Co-Co and Co-Gd bond while doing the

DMI calculations, and report the average DMI per bond.

Before presenting the numerical results, it is worth mentioning that we can only investi-

gate a limited subset of the structures for our calculations, as exploring all combinatorial

possibilities is not feasible in terms of time and computational resources. We consider two

separate alloy configurations: (i) Gd alloying in the magnetic layers, and (ii) W alloying in

the cap layers.

In case (i), we first fix the position of the Gd atoms in the GdCo alloy. We maintain

25% Gd composition separately in each magnetic layer, arguing that steric repulsion implies

two Gd atoms are energetically unlikely to sit in the same layer, as assumed in previous

studies [68]. The Gd atoms can thus arrange themselves in
(
4
1

)
×

(
4
1

)
= 16 ways. These

sixteen combinations can be grouped into just four distinct sets because of their translational

symmetry. In Fig. 2.1, looking at positions (1−8) in magnetic layers (L3 & L4), it can be seen

that Gd in (1, 7), (2, 8), (3, 5), and (4, 6) positions represent equivalent structures once the unit

cell is periodically extended. Similarly, the other three groups are [(1, 8), (2, 5), (3, 6), (4, 7)],

[(1, 6), (2, 7), (3, 8), (4, 5)], and [(1, 5), (2, 6), (3, 7), (4, 8)]. We confirmed this equivalence by

calculating the energy of the Pt/GdCo stack by varying all the Gd positions and indeed find

equal energy for the four structures within the same group. For case (ii), we choose one

representative from each of the above four groups and proceed with W positional variations in

the cap layer. While exploring W alloy configurations, for lower composition (12.5%− 50%),

W is only incorporated in layer L6. Finally, we vary all the possible W positions and calculate

the DMI for a total of 76 structures.

Figure 2.2(a) shows the calculated DMI, D for Pt/GdCo/Pt1−xWx, as a function of W

composition. At x = 0%, the DMI vanishes as expected because, for a perfectly symmetric

trilayer structure, the contributions from the bottom and top interfaces are equal and opposite.
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Figure 2.2: The DMI as a function of W composition (x) in Pt/GdCo/Pt1−xWx. (a) DMI
variation with respect to W positions while the Gd atoms are fixed at (1, 7) positions. (b)
Total spectrum of the DMI as both Gd and W positions are varied. For a specific W
composition, each of the different colors represents the variation of Gd atomic positions,
and the scattered points within the same color represent different W positions for that
particular Gd arrangement in the structure (Fig. 2.1). (c) Surface DMI in comparison with
experimentally observed DMI [6]. The numbers followed by the symbols Gd and W represent
the positions of the respective atoms in the structure shown in Fig. 2.1.

As the W composition increases from 0% to 12.5%, we find a maximum DMI of 2.93 mJ/m2.

The underlying mechanism behind this non-zero DMI is the symmetry breaking of the

Pt/GdCo/Pt structure by the insertion of W atoms in the cap layer. When a W atom is

included in the cap layer, the overall symmetry of the stack is broken, but it still leaves intact

the mirror symmetry with the normal of the symmetry plane parallel to the b-axis (Fig. 2.1),

and hence by the Moriya rules [42], we get the D vector parallel to b-axis. We find that a

small amount of W (12.5%) gives a large DMI change, and subsequent to that initial rise,

with increasing W content, the DMI saturates. As the composition of W increases, we find a

maximum DMI of 4.42 mJ/m2 corresponding to 75% W composition.

We find that the DMI is very sensitive to the structural details, specifically the positions of

the Gd and W atoms. Figure 2.2(a) shows the variation of D as the position of the W atoms

changes. In Fig. 2.2(a), for all cases, Gd atoms are fixed at the (1, 7) positions. We show the

variation of W positions for the structures with 12.5%, 25%, and 75% compositions because

for the other three cases there is only one combination possible in terms of W positions.

Figure 2.2(b) shows the total spectrum of the DMI variation while varying both the Gd and

W positions in the structure. Interestingly, for all the cases, the increasing trend of the DMI is
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very similar. We conjecture that changing the position of the atoms within the small unit cell

will change the nature of the interface that gives variations in the DMI. For example, in the

case of Pt/GdCo/W, when Gd atoms placed at position (1,7), the SOC energy change in the

interfacial Pt layer is higher than that of position (3,7), which translates to the corresponding

DMI as well.

To validate our results against the recent experiment [6], we calculate the surface DMI

(in units of pJ/m) by multiplying the calculated DMI, D with the thickness of the magnetic

layers. In our calculations, we use the thickness as NFa/
√
3 = 4.6 Å for the magnetic layers,

while the experimental thickness is 5 nm. Figure 2.2(c) shows the surface DMI from both the

DFT calculation and the experiment, scaled by their respective thickness. In the experiment,

a non-zero DMI of 0.56 pJ/m (solid black line) is found for the Pt/GdCo/Pt structure

because of the asymmetry in the bottom and the top interfaces due to the difference of

interface roughness and intermixing [6]. On the contrary in our DFT model, we use a perfect

crystal structure that gives a near zero DMI for the symmetric cases (a small non-zero DMI

might arise from intrinsic asymmetry within a thin crystalline GdCo film modeled here). We

find an overall matching trend between the DFT and experimental data for the rest of the

compositions. An exact quantitative agreement between the DFT results and the experiment

is difficult to achieve because we use a crystal structure for our model, whereas, in the

experiment, amorphous or polycrystalline materials are used. Additionally, the magnetization

also differs between our model and the experiment as the thickness and the dimensions of the

structure are different. However, we argue that the structural imperfections in the experiment

amount to an ensemble averaging over the various configurations we theoretically explore,

so that the experimental data falls in the middle of the spectrum (gray shaded area) of our

DFT data.
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Figure 2.3: (a) Change in SOC energy at the interfacial HM layers (L2 & L5) as a result of
changing spin chirality of the magnetic layers (L3 & L4) from CW to ACW. All the color
bars on the left (right) side represents the SOC energy change at L2 (L5) for different W
compositions. (b) Layer resolved DMI for structures having W composition, x = 0%− 50%.

2.1.3 Change in SOC energy dictates the DMI trend

In Fig. 2.2, the DMI increases in a non-linear fashion as a function of W composition as

opposed to a linear increase one may expect. This non-linear trend can be explained by

the change of spin-orbit coupling energy, ∆ESOC in the HM layers adjacent to the magnetic

layers in Fig. 2.1. The ∆ESOC is defined by the change in SOC energy as the spin orientation

changes from CW to ACW at the magnetic layers (L3 & L4 in Fig. 2.1). In Fig. 2.3(a), we

show the ∆ESOC per atom in L2 (adjacent to the bottom magnetic layer) and L5 (adjacent

to the top magnetic layer) for all W compositions (0%− 100%). We find that ∆ESOC in L5

changes drastically as W composition changes from 0% to 12.5%, slowing down thereafter.

On the other hand, distributions of ∆ESOC in L2 are not very sensitive to the W composition.

Although we find a relatively lower ∆ESOC at L2 for 75% and 100% W compositions, the

corresponding ∆ESOCs at L5 are positive. In trilayer structures, the DMIs of the bottom

and top interface are additive [45, 54], so that the sum arising from L2, and L5 accounts for

the observed non-linear change of DMI in Fig. 2.2. From our findings, we conjecture that the

symmetry breaking plays a vital role on the DMI while the effect of W composition is not

that prominent, in agreement with the recent experiment [6].

To corroborate our analysis, we calculate the layer resolved DMI contribution from a single
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Figure 2.4: (a) Calculated DMI in Pt/GdCo/X, where X=Ta, W, Ir. (b) Layer resolved DMI.

layer by changing the spin orientation of that particular layer of interest from CW to ACW

while the spins of all the other layers remain in the original ground state configuration [48].

For instance, when we calculate the DMI contribution of L3 (Fig. 2.1), we only change the

spin orientation of L3 from CW to ACW (along x and z), and we constraints the spins of all

other layers along y, keeping the antiferromagnetic ground-state coupling between Gd and Co

magnetic moments. Figure 2.3(b) shows the layer resolved contribution of the DMI for the

structures with 0%− 50% W composition. The results show that the DMI comes only from

the interfacial magnetic layers. We can see that the change in the DMI contribution from the

top interfacial layer (L4) with increasing W is small, generating a similar trend as ∆ESOC

shown in Fig. 2.3(a). Additionally, the contribution from the bottom interfacial layer (L3)

remains almost the same throughout the range of W compositions. The addition of the DMI

from the bottom and the top interfaces produces a saturation in the overall DMI curve.

2.1.4 Tuning DMI through cap layer heavy metal

Finally, our theoretical model allows us to explore the tuning of DMI in ferrimagnetic systems

with different cap layer compositions, which could be critical in designing suitable materials

for hosting ultrasmall high-speed skyrmions. Furthermore, for applications, skyrmions can

be driven by current-induced SOT [69]. Changing the cap layer HM offers the ability to
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Figure 2.5: Experimentally measured spin Hall angle in Pt/GdCo/X, where X=Ta, W, Ir,
showing a similar qualitative trend as the calculated DMI. The figure is reprinted from [7]
with permission.
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Figure 2.6: Projected density of states (p-DOS) showing 3d-5d band overlap between Co
(black) and X (colored) in Pt/GdCo/X. (a) X=Ta, (b) X=W, and (c) X= Ir. The red up
(down) arrow represents the spin-up (spin-down) channel.
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tune the SOT efficiency and DMI simultaneously. We report the DMI of Pt/GdCo/X where

X = Ta,W, Ir, to demonstrate the effect of cap layer 5d transition HM on the DMI in

Fig. 2.4(a). We choose the cap layer as X = Ta, W, Ir because we want to maximize the

SOT for fast and energy-efficient dynamics in addition to tune DMI. W and Ta are known

for their giant spin-Hall angle [70, 71], and previous studies have shown an additive DMI for

a ferromagnet sandwiched between Pt and Ir [44,54], which motivates us to explore these

structures and see which one of them has the largest DMI. We find that W in the cap layer

favors higher DMI than Ta and Ir. The trend of the calculated DMI is in agreement with

the trend of experimentally measured spin Hall angle (SHA) via spin-torque ferromagnetic

resonance (ST-FMR) as shown in Fig. 2.5. A higher SHA indicates a greater SOT efficiency,

suggesting that the Pt/GdCo/W is a suitable structure for hosting small and stable skyrmions

for energy-efficient applications, facilitating the interplay between SOT and DMI [7]. To

explain the DMI trend, we calculate the layer resolved DMI contribution from bottom and

top interfaces, as shown in Fig. 2.4(b). From Fig. 2.4(b), we can observe that the DMI

contribution from the top interface (L4) is large when Ir is used as a cap layer material while

the DMI contributions are smaller for the cases of W and Ta. The observed trend of the

DMI can be explained qualitatively by the Co 3d -X 5d band overlap, which controls the

corresponding orbital hybridization. Figure 2.6 shows the projected density of states (p-DOS)

of Co-3d and HM-5d orbitals. Clearly, in Co/Ir, the band overlap around the Fermi level

is higher than that of Co/W and Co/Ta, which in turn produce larger DMI contributions

from L4 for Ir over W and Ta. The band overlap of Co/W and Co/Ta are close to each other.

However, we note that the sign of the DMI contribution from the top interface is different

for Ir than Ta and W. By analyzing the atom resolved orbital projected density of states of

the cap layer HM, we find that for Ta and W, dxy, dx2−y2 are the major contributors near

the Fermi-level while dxz, dyz have smallest contributions. On the other hand, for Ir, dxz, dyz

has significant contributions near the Fermi-level. We correlate this behavior with the DMI

contribution from L4 (Fig. 2.4(b)), i.e, the Ir 5d states near Fermi-level contribute differently

17



than Ta and W, which translate qualitatively into the DMI behavior from the magnetic layer

adjacent to the cap layers. Moreover, the variation of the DMI sign depending on the adjacent

HM has previously been seen in both theoretical and experimental studies [49,72]. Finally,

adding the DMI contribution from both the interfaces (Fig. 2.4(b)) gives a smaller overall

DMI for Pt/GdCo/Ir because of the large negative contribution from the top interface.

2.1.5 Conclusion

In summary, we demonstrate the impact of W composition in the cap layer of Pt/GdCo/Pt1−xWx

trilayer structures using first principles calculations. We find excellent tunability of the DMI

that shows a tendency of saturation with increasing W composition. The saturating trend of

the DMI is attributed to the change of SOC energy at the top and the bottom intefacial HM

layers as a function of W composition. Moreover, we find DMI sensitivity to the structural

variation. We also demonstrate the DMI variation in Pt/GdCo/(Ta, W or Ir). We find W

in the cap layer provides a higher DMI than Ta and Ir, due to the varying degree of orbital

hybridization controlled by the band overlap between 3d -5d orbitals at the cap layer interface.

Pt/GdCo/W also requires less current to move skyrmions, which makes the system suitable for

energy-efficient applications. Our results provide critical insights to the control mechanism of

DMI in ferrimagnetic GdCo based systems, providing a path towards manipulating skyrmion

properties for spintronic applications.
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2.2 Engineering energy barrier via notches for skyrmions’

positional stability

Conventional memory technology is bottlenecked by the delay in fetching instruction sets

between the logic cores and the memory elements that are slower to scale. Magnetic

skyrmions [43,73,74] bear non-trivial properties, such as topological protection [75], ultra-small

size [23], high-speed [76], current-induced motion including nucleation and annihilation [47,77].

Therefore, they have emerged as potential candidates for digital and analog information-

carrying bits in low-power high-density, fast, all-electronic non-volatile memory, and logic

applications [9,22,25,78–80]. Skyrmions originate and stabilize by the DMI [41,42] in systems

lacking inversion symmetry while tuning the DMI [6, 7, 40, 48] controls skyrmion size [46] and

overall stability.

Racetrack memory [81] is one of the common platforms studied in the context of skyrmion-

ics [25,35,82,83]. In a skyrmion-based Boolean racetrack memory, information is encoded

by the presence (bit ‘1’) and absence (bit ‘0’) of skyrmions at a particular position. For

an analog domain utilization of a skyrmion racetrack, such as a native temporal memory

for race logic [25], the information is encoded directly into the spatial coordinates of the

skyrmions that can be translated back into the timing information of wavefront duty cycles

carrying out the race logic operations [84]. The positional stability of skyrmions is a critical

issue for both of these applications because a randomly displaced skyrmion can alter the

bit sequence in Boolean memory applications and change the spatial coordinates hence the

encoded analog timings in race logic applications. For reliability, it is essential to guarantee

the positional stability of skyrmions for a certain amount of time. For instance, for long-term

memory applications, it requires positional stability of years, while for cache memory, hours

or even minutes would be sufficient. In an ideal racetrack, skyrmions are susceptible to

thermal fluctuations and exhibit Brownian motion leading to diffusive displacement [85,86].

Moreover, skyrmions show inertia-driven drift shortly after removing a current pulse rather
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than stopping immediately. One way to control such undesirable motion is by engineering

confinement barriers such as defects created by local variations of material parameters and

notches etched into the racetrack, which ensures the pinning of skyrmions [47,87]. Notches can

provide a controlled localization of the skyrmion, and using multiple of them in a racetrack

allows digitizing the positional information of the skyrmion. It would ensure a deterministic

behavior for any skyrmionic device that relies on the position of the skyrmion in the racetrack,

ranging from traditional long-term memory applications to temporal computing applications

where the temporal data are stored in the spatial coordinates of the skyrmion.

The interactions and dynamics of skyrmions with defects and other pinning sites such

as notches have been studied over the past few years [87–90]. References [47, 91] reported

skyrmions displacement by the current induced spin-torque with the presence of defects

(defects were realized by notches with varying anisotropy). Nucleation of skyrmions in a

constricted geometry has been discussed in ref. [92]. Reference [93] used notch to suppress

the clogging of skyrmions bit in a racetrack while ref. [94] incorporated notch to do logic

operations. Reference [95] discussed the coupling between mobility and breathing mode of

skyrmions in a racetrack where periodic notches with varying DMI are placed opposite to

each other. Few of the studies have discussed the energy barrier associated with the pinning

sites peripherally [85, 96,97]. Recently, notches have been used to achieve positional stability

in skyrmion and domain wall-based artificial synapses [98–101]. Nonetheless, what is missing

is a systematic analysis of a notched racetrack, the mechanics of the energy barrier, and its

impact on skyrmion mobility, stability, and unintended nucleation and annihilation which

sets its operating limits. The combination of required positional stability and operational

current range defines an optimal ‘Goldilocks’ regime in parameter phase space, which is the

focus of this work.

In this section, we systematically analyze our ability to produce and tune the energy

barrier in a skyrmion-based racetrack with notched geometry (Fig. 2.7) using micromagnetic

simulations to achieve positional stability of skyrmions for traditional long-term memory

20



applications as well as the unique temporal computing applications. In particular, we vary the

material parameters DMI (varying skyrmion sizes), the geometry of the notches (Fig. 2.8a),

and thickness of the racetrack (Fig. 2.8c) to achieve a high tunability of the energy barrier

for long-term positional stability of skyrmions. We demonstrate that the energy barrier is

attributed to the constriction in the skyrmion sizes arising from the notch created in the

racetrack. Additionally, we come up with an empirical equation based on our simulations

(Fig. 2.9). Furthermore, we explain and compare our simulated data with the analytical energy

equations of skyrmions on an unconfined infinite plane plus a phenomenological confinement

correction that shows an excellent match (Fig. 2.10a). The quantitative difference between

the energy of skyrmions on an unconfined infinite plane and our simulated data is attributed

to the different geometric boundary conditions (Fig. 2.10b). We also explore other pinning

sites, such as local variations of material parameters to put the notched geometry into

perspective with other types of defects (Fig. 2.11). Moreover, we show the energy barrier

dependence on the shape of the notch (Fig. 2.12). Besides, we find that the required unpinning

current is small enough for skyrmion-based devices to be integrated with electrical circuits

(Fig. 2.13). Finally, we predict the energy barrier and construct mathematical expressions

utilizing ML-based surrogate models (Figs. 2.15–2.17). Our results provide a path forward

towards practical, reliable skyrmion-based racetrack memory applications.

2.2.1 Computational details

We perform the simulations using mumax3 [102], a micromagnetic simulator that solves

the Landau-Lifshitz-Gilbert (LLG) equation. The dimensions of the racetrack are length

L = 800 nm, width W = 200 nm, and thickness tF = 5 nm. The simulation mesh is divided

into 400× 100× 5 grids with a cell size of 2 nm× 2 nm× 1 nm without considering periodic

boundary condition. We note that the choice of cell size is much lower than the exchange length

lex (∼ 33 nm). We use GdCo material parameters such as exchange stiffness Aex = 7 pJ/m,

anisotropy Ku = 50 kJ/m3, saturation magnetization Ms = 100 kA/m throughout all the
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Figure 2.7: (a) Simulated racetrack with notched geometry. Each of the figures represents
different snapshots of the skyrmion trajectory along the racetrack, referred to as ‘image index’.
(b) The energy vs image index for the optimal trajectory of a skyrmion with varying DMIs in
a 800 nm× 200 nm racetrack with notch radius, RN = 100 nm. The left valley, peak, and
right valley correspond to the image index shown in the top, middle, and bottom panels of
Fig. 2.7(a) respectively. (c) Change in skyrmion radius, ∆Rsk when the skyrmion passes over
the notch. Higher DMIs initiate larger initial skyrmions that undergo bigger shrinkage and
larger energy costs when forced through the constriction.

calculations unless otherwise specified [8,9,23]. We use varying interfacial DMIs to control

the size of skyrmions because the DMI can be easily tuned by interface engineering [6,40].

We calculate the minimum energy path (MEP) using the String method [103, 104]. The

basic idea of the string method is to find the transition path by evolving a curve (string)

connecting two endpoints along the energy landscape and the reparametrization of the string

by interpolation [103,104]. It is an iterative method that continues until the path converges

to the MEP with the desired accuracy. In our simulations, we use 100 iterations to calculate

the MEP.

2.2.2 Tuning Eb through material and physical parameters

Figure 2.7(a) shows the schematic of a racetrack with notched geometry. We create the

semi-circular notch (radius RN) by removing materials from the racetrack. The snapshots

represent different positions of the skyrmion trajectory (referred to as ‘image index’) along

the racetrack as it moves from one side to the other side of the notch. Figure 2.7(b) shows

the total energy obtained from the MEP calculations for a racetrack with notch radius

100 nm and thickness 5 nm (recall the racetrack width is 200 nm). The zero for energy
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Figure 2.8: Material parameters dependence of the energy barrier, Eb. Effect of notch size
(radius RN ) on (a) Eb, and (b) ∆Rsk, both for varying DMIs. We see that a larger RN leads
to a larger |∆Rsk| that corresponds to a higher barrier. (c) Thickness dependence of Eb in
a racetrack (RN = 100 nm). The inset shows that Eb increases linearly as a function of
racetrack thickness, tF for any specific D. The linear variation of Eb vs tF is consistent with
the overall uniform cylindrical shape of the skyrmion at ultrathin limit. The color code to
represent DMI variations in (a), (b), and inset of (c) are the same.

is set as the energy of the first image index in the simulation domain shown in Fig. 2.7(a)

top. We vary the interfacial DMI, D from 0.50 mJ/m2 to 0.68 mJ/m2 and find energy

barriers range from ∼ 5 to 45 kBT . For the used exchange and anisotropy, the critical DMI,

Dc = 4
√
AexK/π = 0.71 mJ/m2, which gives the ratio D/Dc from 0.70 to 0.96 where the

effective anisotropy, K = Ku− 1
2
µ0M

2
s [105,106]. We find that the energy barrier results from

the change in the skyrmion radius, ∆Rsk that arises from the interaction between skyrmion

and the edge of the notch [96, 107] as the skyrmion passes past the notch. We conjecture

that the reduction of the skyrmion size in squeezing through the constriction produces the

energy barrier. Figure 2.7(c) shows a series of ∆Rsk corresponding to the energy plots shown

in Fig. 2.7(b). As the D increases, for a specific exchange and anisotropy, the skyrmion size

gets bigger, making it harder to squeeze through and generating a higher energy barrier. The

positional lifetime of the skyrmion is often described using an Arrhenius form τ = f−1
0 eEb/kBT

where f0 is the attempt frequency, and Eb is the height of the gaussian energy profile (energy

barrier). Approximately an Eb of 30 kBT (35 kBT ) will provide positional lifetime in seconds

(days) for f0 = 1010 Hz. 45 kBT energy barrier will give a lifetime in years. We note that

estimating the exact attempt frequency is still an open question, and the value can be higher

due to the entropy effect [108–110]. However, we use 1010 Hz because the most commonly
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accepted estimate for the attempt frequency is in the range of 109 − 1010 Hz for magnetic

materials [111–114]. We calculate the MEP for various notch sizes and demonstrate the impact

on the energy barrier in Fig. 2.8(a) for RN = 55− 105 nm. We find that for all the DMIs, the

energy barrier increases as RN increases, by reducing the size of the skyrmion, consistent with

Fig. 2.8(b). As RN increases, the skyrmion size shrinks more, |∆Rsk| gets larger, and the

energy barrier increases proportionally. However, if we continue to increase RN , at some point,

the skyrmion starts annihilating as the region over the notch is insufficient to pass through

and the skyrmion touches the notch boundary and the edge of the racetrack. For instance,

from Fig. 2.8(a), we can see that throughout the range of the DMIs (D = 0.50−0.68 mJ/m2),

skyrmions pass through without annihilation up to RN = 100 nm. For a larger notch, for

example, RN = 105 nm, the skyrmion gets annihilated when D is greater than 0.59 mJ/m2.

We also vary the thickness tF of the racetrack for several DMIs, and find an increase in energy

barrier height for a thicker racetrack for a specific D. Figure 2.8(c) shows the thickness

dependence of the energy barrier in a racetrack with RN = 100 nm. We get an energy

barrier of ∼ 45 kBT for a ∼ 45 nm skyrmion (D = 0.68 mJ/m2) in a moderately thick

(5 nm) racetrack, which ensures years long lifetime that makes the device suitable for storage

class memory applications. The inset shows the linearity of Eb as a function of tF , which

dictates that we can increase the energy barrier even further by increasing the thickness of

the racetrack. Clearly, we can get a large enough energy barrier for smaller skyrmions as well

in a thicker racetrack.

2.2.3 Deriving empirical equations for estimating Eb

To quantify Eb, combining the data we get by varying the D, RN , and tF , we come up with

a fitted empirical equation, normalized by tF . Fig. 2.9(a) shows the simulated Eb vs RN data

are perfectly described by the fitted curves of the form y = a(ebx − 1). We find that a is an

exponential function of D, while b is a quadratic function of D, as shown in Fig. 2.9(b) and
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Figure 2.9: (a) Fitting of Eb (normalized by tF ) with respect to RN . (b), (c) The relation
between the fitting constants obtained from (a) and D. The red colored texts in each graph
represent the fitting function.

Figure 2.10: (a) Energy landscape of skyrmions in a racetrack (RN = 100 nm) from the
MEP simulations (scatter circles) and analytical equations (solid curves) [8,9]. The analytical
equations include the energetics of 2π skyrmions on an infinite plane plus a phenomenological
confinement correction. (b) Explanation of the mismatch between simulated and analytical
(calculated using Eq. 2.4) data in a racetrack (RN = 100 nm). A skyrmion confined above
the pinning site has the energy of a skyrmion confined in a circle of diameter W −RN above
the notch minus that of an unconfined infinite plane skyrmion. Including only one fitting
term can describe Eb with good accuracy for varying D values. The black circular region
above the notch in the inset schematic represents the simulation geometry for the confined
case.

2.9(c) respectively. The final form of the equation is

Eb/tF = a(ebRN − 1) (2.2)
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where a and b are related to D as follows

a = a1e
b1D + c1

b = a2D
2 + b2D + c2 (2.3)

where the prefactor constants are material specific. For GdCo, [a1, b1, c1] = [6.874 ×

10−10, 31.64, 0.04783, and [a2, b2, c2] = [−0.6922, 0.7471 ,−0.1693]. The units of Eb, tF , D,

and RN are in kBT , nm, mJ/m2, and nm respectively. It is worth mentioning that the form

of the Eq. (2.2) is physically meaningful as it gives Eb = 0 when RN = 0, which is expected.

As energy of skyrmion increases linearly with tF for the limit of uniform cylindrical shape of

skyrmion (inset of Fig. 2.8(c)) at the limit of ultrathin films (≲ 10 nm), the tF is simply a

scaling factor.

We compare our simulated data with the analytical equation derived for skyrmions [8, 9].

The different energy terms that give total energy equation of the skyrmions on an infinite

plane are derived as [8, 9]

Eex = (2πAextF )

(
2Rsk

∆
+

2∆

Rsk

N2
sk

)
fex(ρ)

EDMI = − (2πRsktF ) πDfDMI(ρ)

Eani = (4πKutF )Rsk∆fani(ρ) (2.4)

where Rsk, ∆, Nsk are skyrmion radius, domain wall width, and skyrmion winding number

respectively. The form factors for small size, obtained by fitting numerical simulations, are

given by [8, 9]

fex(ρ) ≈
[
1 + 1.93

ρ (ρ− 0.65)

ρ2 + 1
e−1.48(ρ− 0.65)

]
fani(ρ) ≈

[
1− 1

6ρ
e−ρ/

√
2
]

fDMI(ρ) ≈
[
Nsk +

1

2πρ
e−ρ

]
(2.5)
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where ρ = Rsk/∆. Figure 2.10(a) shows that our simulated energy profiles (scattered circles)

are perfectly matched with the analytical equation (solid curves) that includes the energetics

of skyrmions within 2π model on an infinite plane Eunconf. = Eex + EDMI + Eani, plus a

phenomenological confinement correction Econf. corr. (see the dotted and dashed black curves

in the inset of Fig. 2.10(a) for Eunconf. and Econf. corr. respectively; adding up these two curves

give the Etot). Econf. corr. can be expressed as

Econf. corr. = Ae−(x−B
C

)
2

(2.6)

where A is the magnitude, B = 47, C = 20, and x is a placeholder for ‘image index’. A is a

quadratic function of RN and D, and can be expressed as

A = pR2
N + qRN + r

p = p2D
2 + p1D + p0

q = q2D
2 + q1D + q0

r = r2D
2 + r1D + r0 (2.7)

where [p2, p1, p0] = [−0.0661, 0.0648, − 0.0142], [q2, q1, q0] = [11.8989, − 11.8985, 2.7966],

and [r2, r1, r0] = [−134.0478, 100.5548, − 10.6283]. We note that we use Nsk = 1 and the

value of Rsk and ∆ obtained from simulations while calculating the energy from the Eq. (2.4).

However, Eq. (2.4) alone fails to capture the simulated energy profiles because it assumes

an unconfined planar geometry, while in our simulations, we use a confined geometry. We

conjecture that our simulated energy barrier will be somewhere in between the skyrmion

energy on an unconfined infinite plane and that for a confined circular region around the

notch. To verify, we calculate the static energy of skyrmions both for a circle (Ecir) above

the notch region with diameter W −RN (see the inset of Fig. 2.10(b)), and for an unconfined

infinite plane (Einf ). In Fig. 2.10(b), we show the energy difference between Ecir and Einf for
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a racetrack with RN = 100 nm. We find that our simulated Eb matches with α(Ecir − Einf )

for the entire range of D, where α is a prefactor dependent on the racetrack geometry. We

compare α(Ecir −Einf ) and Eb for other notch radii and find overall agreement while α varies

as a function of notch radius.

2.2.4 Alternate pinning sites: local variation of material params

We explore alternate pinning mechanisms to compare the energy barrier among them. One

common approach to introduce pinning sites is a local variation of the material parameters

in a specific region in the racetrack [47,87,115–117]. In practical systems, the variation of

material parameters can be achieved by naturally occurring and intentional defects, grain

boundaries, composition, thickness gradient in the thin films, voltage gating, modulating the

heavy metal layer, etc. We create the pinning sites by locally varying Ku, Aex, D, and Ms.

We vary one parameter at a time while the other parameters remain constant throughout the

racetrack. Figure 2.11(a) shows the energy barrier for different pinning sites, including the

fully notched geometry for a 5 nm thick racetrack having a semi-circular pining site of 100 nm

radius. It appears that a racetrack with a fully notched geometry produces the highest energy

barrier compared to the rest, which attributes to the largest change in skyrmion radius while

passing over the notch as shown in Fig. 2.11(b). Additionally, notches are easier to create

experimentally than controlling local variations of material parameters.

2.2.5 Estimating Eb for rare-earth Mn4N

We also calculate Eb for another promising material Mn4N for skyrmion-based spintronics

applications [118–121]. Mn4N is a ferrimagnet and attractive for hosting small and speedy

skyrmions [121]. In a 5 nm thick Mn4N racetrack (RN = 75 nm), we find an Eb of ∼ 45 kBT

for a ∼ 40 nm skyrmion, while for GdCo with identical RN , tF , and Rsk, the Eb is ∼ 22 kBT .

The used parameters for Mn4N are Aex = 15 pJ/m, Ku = 110 kJ/m3, Ms = 105 kA/m [118].

Our finding suggests that Mn4N offers a higher Eb than GdCo, which is mainly because of
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Figure 2.11: (a) Energy barrier for different pinning sites in a 5 nm thick racetrack. For
all the cases, the pinning site is a semi-circular region of 100 nm radius. Ku and Aex of
the pinning site are 2 times higher, and D and Ms are 10 times lower than the rest of the
track region. We choose the ratio that gives the highest Eb. (b) Change in skyrmion radius
corresponding to the Eb in (a), shows a proportional relation between Eb and |∆Rsk|.

the higher exchange stiffness of Mn4N. Needless to say that the Eb can be further increased

by tuning the RN and tF of the racetrack.
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2.2.6 Alternate notch shape: triangular notch

We have focused on semi-circular notches so far, however, the shape of the notch is important

for the dynamics of the skyrmions, including their nucleation and annihilation [91–94]. As a

case study, we show the energy barrier associated with a triangular notch with 75 nm and

100 nm depth in comparison with the semi-circular notch of the same radii in Fig. 2.12 for a

5 nm thick racetrack. We see that for the same skyrmion size, a triangular notch produces

a lower Eb than the semi-circular one. Moreover, annihilation occurs for smaller skyrmion

size in the case of a triangular notch. For instance, for 100 nm notch depth, skyrmion gets

annihilated when D is greater than 0.62 mJ/m2 as shown in Fig. 2.12. These findings show

that a semi-circular notch is more favorable to achieving a high energy barrier. Nonetheless,

one important thing to note is that the trend of the energy barrier is qualitatively similar

irrespective of the notch shape. Therefore, our derived quasi-analytical equations hold for

other notch shapes as well with different prefactor constants. Similarly, our explanation of

simulated Eb in terms of α(Ecir −Einf ) also works for triangular shaped notch for a different

fitting parameter α. For instance, in a 5 nm thick racetrack with 75 nm notch, α = 0.37 for

semi-circular shape while for triangular shape α = 0.25.

2.2.7 Large energy barrier yet low unpinning current

While a barrier is needed to hold the skyrmion in place, it is equally important to ensure that

the critical current to depin the skyrmions is not too large, as that would cause unacceptable

energy dissipation when integrated with the peripheral circuitry, not to mention random

skyrmion annihilation, and even occasional unintended nucleation [122]. The energy barrier

can be tuned by varying various knobs such as materials parameters and notch geometries.

However, we need to optimize it to get a high enough hold time for the skyrmions yet require

a moderate unpinning current.

Figure 2.13 shows the unpinning current of racetracks with 95 nm and 100 nm notch

radii, and 5 nm thickness. The current density distribution for the racetrack with the notch
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Figure 2.13: The critical current Jc (black) to unpin the skyrmion and the corresponding Eb

(blue) for a 5 nm thick racetrack as a function of Rsk. We see a low unpinning current with
a fairly large energy barrier. The arrows point each colored data to the corresponding y-axis.

is calculated using COMSOL Multiphysics® [123]. We employ SOT with a SHA θsh = 0.15

while estimating the unpinning current. We use current pulses ranging from 8 ns to 25 ns to

unpin the skyrmions. We find that bigger skyrmions need a shorter pulse and the critical

current increases as Eb increases. The energy barrier increases faster with radius than the

critical current, which would help us to get a large enough barrier and a small enough

unpinning current. We find moderate critical currents for large energy barriers. For instance,

a ∼ 45 nm skyrmion can be unpinned with currents of 6.6× 1010 A/m2 and 7.6× 1010 A/m2

while the corresponding energy barriers are ∼ 40 kBT and ∼ 45 kBT respectively, which are

orders of magnitude smaller than the critical current required to unpin domain walls [81,119].

Moreover, the obtained critical currents are significantly lower than the nucleation current

(> 1012 A/m2) of the skyrmions in a constricted geometry [92, 122], which prevents any

unintended nucleation of skyrmions during the unpinning process.

2.2.8 Prediction of Eb using surrogate ML models

As discussed, the energy barrier Eb associated with a notch in a racetrack that provides the

positional stability of skyrmions depends on various physical and material parameters, i.e.,
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D, RN , tF etc. Finding a Goldilocks regime for the energy barrier and unpinning current

requires optimization of multiple variables. However, these micromagnetic simulations are

computationally expensive. For example, one {D, RN , tF} parameter combination requires a

run time of ∼ 6 hours in a graphical processing unit (GPU). A priori, the optimal {D, RN , tF}

combination that will give rise to long positional lifetime τ for every skyrmion host material

is not known. High-throughput strategy to sweep the entire parameter space in a brute

force manner is not efficient. We develop a closed-loop, adaptive ML framework for building

surrogate models1 for micromagnetic simulations that enable rapid prediction of Eb (output)

as a function of {D, RN , tF} (inputs) using a previously unexplored acquisition function

in the materials science literature, referred to as information condensing active learning

(ICAL) [124]. We compare its performance with the traditional parametric standard deviation

(SD) method. Moreover, we uncover insights from the trained black-box models using global-

level post-hoc model explainable methods, namely partial dependency plots (PDP) and

global feature importance (GFI), and finally, construct mathematical expressions based on

grammatical evolution (a symbolic regression technique) for predicting Eb as a function of

{D, RN , tF} [125]. The grammatical evolution method uses the data set constructed from

the adaptive learning framework and leverages the insights gleaned from PDPs to build the

analytical expression. The results from grammatical evolution are also compared with the

well-known genetic programming method [126–129]. We demonstrate the efficacy of this

approach using the magnetic parameters of the ferrimagnetic Mn4N/HM system.

A. Materials informatics workflow

Our overarching computational workflow is shown in Fig. 2.14. There are four components in

this workflow: (i) Defining the search space (S) and selecting the training data for building

ML models. We enumerated a total of 330 unique combinations of input descriptors {D, RN ,

tF} to define S. The initial selection of the data points for training the ML models can be

1ML model is developed by Prof. Prasanna Balachandran’s group (MSE, UVA)
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chosen either randomly, use of a space-filling design method such as the Latin hypercube

sampling (LHS) [130], recommendation from the domain experts, or based on the available

data from surveying the published literature. We used the LHS method to select 20 data

points from S. We calculated the Eb for the 20 data points using the protocol discussed

earlier based on micromagnetic simulations as implemented in the mumax3 package [102].

(ii) Closed-loop adaptive learning to build surrogate ML models for the micromagnetic

simulations [131,132]. Here, the goal is to build a surrogate model f : X 7→ y that will rapidly

learn a mapping, which is representative of the entire search space. We approximate f using

the ensemble of support vector regression (eSVR) models. It is common in the literature to

use the parametric SD as the acquisition function for such problem formulation [133], where

a data point with the largest eSVR predicted SD in the unexplored search space (referred to

as virtual space V) will be recommended for validation and feedback. In addition to SD, we

also explored a new acquisition function referred to as the ICAL, which was first introduced

by Jain et al. for batch or pool-based active learning [124]. Unlike the parametric SD, the

ICAL acquisition function does not make any distribution assumption. We implemented

two independent adaptive learning loops to compare SD and ICAL acquisition functions.

As a result, we built two independent surrogate models: eSVR-SD and eSVR-ICAL for the

micromagnetic simulations. The adaptive learning loop was terminated after 50 iterations.

(iii) Post-hoc model explanation of the trained surrogate models. To uncover insights about

the trained eSVR models, we used the GFI analysis [134] and PDPs [135]. In addition, we

use the PDPs to extract candidate expressions that best fit the Eb = f(Xi) relationship,

where Xi is an input descriptor. (iv) Extracting mathematical expressions using grammatical

evolution [125]. We combine the candidate expressions obtained from each PDP to inform the

grammatical evolution algorithm in a novel way that is not explored in the literature, which in

turn returns a final expression that best captures the variance in the data. The performance

of grammatical evolution is also compared with the well-known symbolic regression methods

such as genetic programming [126,127].
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Adaptive Learning
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Figure 2.14: Schematic representation illustrating the integration of closed-loop adaptive
learning workflow with post-hoc model explainable techniques and symbolic regression. We
start by enumerating all possible combinations of the three inputs (X) {D, RN , tF}, which
defines our large search space (S). A subset of 20 data points were selected from this search
space using the space-filling Latin hypercube sampling (LHS) method. We then calculated
Eb (our output, yt) for these 20 data points using mumax3. We now have a training data
set (T ), T = (Xt,yt). The next step is the closed-loop adaptive learning framework. We
used an ensemble of support vector regression (eSVR) to map a quantitative relationship
between Xt and yt. The trained eSVR model was then used to predict the Eb for the data
points in the virtual set V , where V = S −Xt. We then rank each data point in V using two
independent acquisition functions: the non-parametric ICAL and parametric SD. The top
ranked candidate is recommended to mumax3 for the calculation of Eb. We then augment
T with the new data point and iterate. The entire adaptive learning loop was setup to run
autonomously. The next step is the post-hoc analysis of the trained black-box eSVR models
based on global feature importance and partial dependence plots, which helps us in uncovering
the functional relationships between each input descriptor in Xt and the predicted Eb as
learned by the eSVR models. The outcomes from post-hoc model explanation methods inform
the symbolic regression. We employed the grammatical evolution method to accomplish this
task. The outcome from grammatical evolution is an interpretable mathematical model to
predict Eb = f(D,RN , tF ).
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B. Performance of the ML models

The mumax3 simulation parameters [1–4] and the Mn4N search space is given in Table 2.1

and Table 2.2, respectively. Figure 2.15 shows the predictive performance of the trained eSVR

models on training and previously unseen test data. Both models have high R2 (> 0.95) on

the unseen test data, indicating good prediction performance. However, Fig. 2.15(b) indicates

that the eSVR-ICAL model underestimates the Eb value when Eb > 60 kBT , while the

eSVR-SD model (Fig. 2.15(a)) does not show such a trend. One of the reasons for observing

this trend is attributed to the way in which the SD and ICAL acquisition functions have

recommended new data points in the adaptive learning loop. It is important to note that our

input descriptors span a three-dimensional space. Our analysis reveals that the SD acquisition

function predominantly sampled the edges, faces, and corners of the search space at the rate

of 62%, 24%, and 14%, respectively. Intriguingly, the SD acquisition function did not sample

a single data point in the interior of the three-dimensional discrete input descriptor space.

In contrast, the ICAL acquisition function sampled the edge, face, and corner of the search

space at the rate of 14%, 46%, and 2%, respectively. Thus, the ICAL acquisition function also

sampled the interior of the search space 38% of the time. Despite the similar R2 score, we

notice the key difference in the sampling strategy between the two acquisition functions. The

impact of sampling is also seen in the GFI analysis. The final eSVR-ICAL model ranked D

as the most important descriptor followed by RN and tF . Although the eSVR-SD model also

ranked D as the most important descriptor, both RN and tF were ranked as approximately

equal.

In Fig. 2.16, we compare the PDPs for the trained eSVR-SD and eSVR-ICAL models. The

PDPs capture the marginal effect that an input descriptor has on the predicted outcome of a

ML model. Since we have an ensemble of SVR models, we calculated the marginal dependency

for each input descriptor within each SVR model in the ensemble. Figure 2.16 shows the

averaged marginal effect for an input descriptor that is representative of the entire ensemble

of models and the error bars reflect the associated standard deviations. However, the size of
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Figure 2.15: Comparison of the predictive power of the trained eSVR models on their training
set (red diamond) and unseen test set (black circle) that was not used for training the models.
Parity plot of (a) eSVR-SD model with R2 = 0.986 for the training set and R2 = 0.989 for
the test set, (b) eSVR-ICAL model with R2 = 0.987 for the training set and R2 = 0.970 for
the unseen test set. In both (a) and (b), X-axis is the mumax3-calculated Eb and Y-axis is
the ML predicted Eb. Although the overall performances of both models are good, differences
are evident especially in (b) when Eb > 60 kBT .

the error bar is smaller than the data points. Despite being trained on different datasets,

both eSVR-SD and eSVR-ICAL models have captured similar trends: D and RN show

non-linear relationship with Eb, whereas tF has a linear relationship with Eb. Intriguingly, a

similar conclusion was made based on GdCo data discussed earlier without using any ML

approach [5].

The next step involves transforming the data shown in PDPs (Fig. 2.16) into mathemat-

ical expressions. To accomplish this, we used a non-linear least squares fitting procedure.

We selected a total of nine commonly used mathematical expressions (see Table 2.3) and

individually fit those expressions to the data shown in Fig. 2.16. In principle, this list of

expressions can be extended to any arbitrary number. In this step, we only focused on D and

RN descriptors because of their non-linear relationship with Eb. For the two input descriptors

(D and RN ), the top five best fit expressions are selected as candidates to inform the symbolic

regression using the grammatical evolution method. The goal of grammatical evolution is to
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Figure 2.16: Partial dependence plots for Mn4N. (a), (b), and (c) uses the trained eSVR-SD
model to calculate the marginal dependencies; (d), (e), and (f) uses the trained eSVR-ICAL
model to calculate the marginal dependencies. The marginal effects of individual features D,
RN and tF on Eb as learned by the trained ML models are captured by the plots. Descriptors
D and RN show a non-linear relationship with Eb, whereas tF shows a linear relationship
with Eb. Despite the differences in the sampling between SD and ICAL acquisition functions,
both models have captured similar trends.

leverage these candidate expressions derived from Fig. 2.16 to construct a final expression

that correlates well with the Eb. We designate Eq. (2.8) as the final expression for Eb from

grammatical evolution, which can be written in the multivariate power law functional form

as follows:

Eb

tF
∝ D8 ×R2

N ⇒ α×D8 ×R2
N (2.8)

where α = 5.34× 10−5 ± 3.67× 10−7 is the pre-factor optimized by Bayesian inference. The

performance of Eq. (2.8) was compared with the eSVR-ICAL model. The results are shown

on Fig. 2.17, where the Eq. (2.8) had an R2 score of 0.989. Thus, using PDP-informed
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Figure 2.17: X-axis is the Eb calculated from micromagnetic simulations (mumax3) for Mn4N
and Y-axis is the predicted Eb from αD8R2

N tF model given in Eq. (2.8) (filled black diamond)
and eSVR-ICAL model (filled red circles). Error bars for Eq. (2.8) are computed from
Bayesian inference. In the case of eSVR-ICAL model, error bars represent the ensemble
standard deviation of model predictions.

Table 2.1: The micromagnetic parameters used for Mn4N [1–4]. These parameters are used
in the mumax3 calculation and treated as constants. For comparison, the micromagnetic
parameters used by Ref. [5] for GdCo are also given.

Material GdCo Mn4N
Exchange, Aex (pJ/m) 7 15
Anisotropy, Ku (kJ/m3) 50 110

Saturation Magnetization, Ms (kA/m) 100 105

Table 2.2: The search space of Mn4N. Min and Max indicates the lower and upper boundary,
respectively. The Resolution means the distance between each sampled value.

Property Min Max Resolution
DMI D (mJ/m2) 1.17 1.52 0.07

Notch radius RN (nm) 50 100 5
Thickness tF (nm) 2 6 1

grammatical evolution, we can also formulate a fitted equation that captures the Eb trend,

without sacrificing the accuracy; albeit explanation of the physical meaning behind the D8

term needs further work.
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Table 2.3: Candidate functions used for fitting PDPs. “a” indicates the fitting parameter
with an initial value of a = 1.

Function list Function name Fitting expression
1 linear_model y = a ∗ x
2 x_2 y = a ∗ x2

3 x_3 y = a ∗ x3

4 x_4 y = a ∗ x4

5 log_func y = log(a ∗ x)
6 exp_func y = exp(a ∗ x)
7 xlnx y = a ∗ x ∗ log(x)
8 lnx2_func y = a ∗ (lnx)2
9 double_well y = a ∗ (x4 − x2)

2.2.9 Conclusion

In summary, we demonstrated that skyrmion positional stability is achievable by creating

notches along a racetrack. We presented quantitative analyses, backed by analytical equations

for various material parameters, notch geometries, and racetrack thicknesses. An optimal

combination of skyrmion size, notch radius, and thickness of the racetrack provides a large

enough energy barrier (∼ 45 kBT ) to achieve a positional lifetime of years for long-term

memory applications. We found a moderately low minimum critical current to unpin the

skyrmion (∼ 1010 A/m2), which is an essential aspect for low-power operations. Furthermore,

we demonstrated a materials informatics workflow that synergistically integrates adaptive

learning with post-hoc model explanation and symbolic regression methods to accelerate

the prediction of energy barrier. These results provide critical design insights on skyrmionic

racetracks, and potentially an argument for reliable, long-term skyrmion-based memory

applications.
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Chapter 3

Energy barrier engineering in

nanomagnets for probabilistic computing

In chapter 2, we have seen that we can utilize the exotic properties of skyrmions for encoding

information for abacus-type applications and how we can tune their size, stability, and

positional lifetime. However, skyrmions-based technology is still in its early stages, and the

material systems are not yet mature enough for industry-level production. Moreover, one of

the known challenges is the electrical readout of skyrmions because of their small fill factor

under a reading MTJ. Additionally, if we make skyrmions very small, stability becomes

a concern, similar to that of traditional nanomagnets. Now, we turn to the traditional

nanomagnets, whose energy barrier is proportional to the volume of the magnets. Therefore,

downscaling a magnet makes it volatile as the energy barrier becomes small. Although

magnets with low barriers are unsuitable for information storage, they can be used for

probabilistic, stochastic, and neuromorphic computing [26,27]. This chapter explores using

LBMs in stochastic applications, their reliability issues (Section 3.1), their application in

inferencing tasks (Section 3.2), and engineering MBMs to circumvent some issues associated

with LMBs (Section 3.3). This chapter is reprinted from Ref. [136] with permission from

IEEE coauthored with S. Ganguly, and A. W. Ghosh, from Ref. [137] with permission from
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Frontiers coauthored with S. Ganguly, and A. W. Ghosh, and from Ref. [138] coauthored

with L. Rehm, A. Shukla, Y. Xie, S. Ganguly, S. Rakheja, A. D. Kent, and A. W. Ghosh.

3.1 Reliability of the computational networks built from

low-barrier magnets

Low energy barrier magnet technology, which utilizes nanomagnets with barrier height in the

order of thermal energy, has recently been proposed as a potential candidate for hardware

accelerators for probabilistic computing and stochastic sampling [29,139]. These accelerators

may be broadly considered as hardware Markov chain Monte Carlo implementation that

utilizes the built-in stochasticity provided by the dynamics of the LBM, which results in highly

compact devices with true stochasticity, as compared to linear feedback-shift register (LFSR)

based pseudo-random number generators (pRNGs) [26]. The magnetization component mz

of the LBM randomly fluctuates between two stable states (↑, ↓) under the influence of the

thermal noise, and the probability of getting any one of the two stable states can be driven

via an external current [27]. There are a handful of applications ranging from probabilistic

computing to machine learning and artificial intelligence that leverage the intrinsic stochastic

nature of LBMs [27, 30, 140–142]. The prototype hardware building blocks are the BSNs,

popularly known as “p-bits” with programmable weights in a recurrent configuration. An

illustrative example of a dual-stacked feedback cross-bar structure is shown in Fig. 3.1(a). The

synaptic weights or the “program” is loaded in memristors located at the cross-points of the

core cross-bar structure, whereas the neurons are at the peripheries. Using a dual cross-bar

structure, it is possible to build recurrent networks, including a Restricted Boltzmann Machine

(RBM, Fig. 3.1(b)), an example application area of this accelerator. The RBM is embedded

in the computing fabric by enabling certain neurons and synaptic connections while disabling

the rest.
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Figure 3.1: (a) Illustrative schematic of an embedded RBM, an energy-based optimization
and learning algorithm, in a dual-stacked feedback cross-bar structure with neurons (the
compute units) at the edges (large circles), while the synaptic weights (the program) loaded
in memristors located at the cross-points of the core cross-bar structure (small circles). The
active neurons and synapses are colored bold (red and yellow), while inactive units are greyed
out. (b) The RBM network that gets embedded in (a). The bidirectional blue lines represent
the synaptic connections between the neurons (red circles). The yellow circles used in (a) are
not shown here for simplicity. (c) The design of an LBM MTJ-based p-bit unit. (d) Ideal
characteristics of a p-bit device. (e) Schematics of different characteristics distortions. (f)
Illustration of energy barrier variation in a nanomagnet. Symbols (diamond, square, etc.) in
(e) and (f) represent different variabilities henceforth.

Although BSN-based non-Boolean probabilistic applications are inherently more error

resilient than conventional nanomagnet switches used for deterministic Boolean memory

and logic applications, the computational reliability of these accelerators that employ LBMs

as their hardware RNG, needs to be carefully assessed. Recently, several studies have

discussed the impact of geometric, structural, and process variation from device-to-device

that can create ignorable to high variability in the characteristics of LBMs depending on the

degree of variation [143–145], however, the resulting impact of these “non-idealities” on the

computational networks is still largely not understood.

In this section, we discuss the issues of variability in the context of circuits and networks

built from LBM-based BSN devices. We categorize the variability into a few broad classes,
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namely shifting and scaling of the device characteristics from the ideal as expected from

the mathematical model, and the variability of the barrier heights for two broad classes of

algorithms that can be solved using p-bits, such as energy minimization-based optimization

algorithm (EMOA) and probabilistic graphical algorithm (PGA). EMOA includes problems

such as Ising model and RBMs, which seek to define a problem in terms of a thermody-

namically definable “energy-landscape” with the embedding of the desired optimal result in

the ground/vacuum energy, while PGA includes Bayesian decision diagrams, which do not

have an inherent notion of energy and thermodynamics. In terms of network connectivity

(using the spectral theorem of linear systems) [146], this implies that the EMOA networks

have symmetric or undirected connections, resulting in eigenstates that are real-valued and

reachable via real-space computation, whereas PGA networks are asymmetric or directed,

resulting in non-real or complex eigenstates not reachable via real-space computation.

We estimate the error per p-bit (EPP) to quantify the performance deviation from the

ideal devices. We find the EPP shows a sub-linear saturation for EMOA, while in the PGA,

the error grows linearly to super-linearly. Moreover, the networks are found to be more prone

to shifting variability than scaling. Additionally, for EMOA, larger networks are less affected

by the variability, while for PGA, the trend is the opposite. Our findings may provide a

potential path forward toward designing reliable LBM-based hardware accelerators.

3.1.1 Building ‘p-bits’ using LBMs

The building blocks of MRAM technology are MTJs. MTJs consist of a thin insulator

sandwiched between two ferromagnetic layers - a “pinned layer" whose magnetization is fixed

and a “free layer" whose magnetization can be reoriented by a spin current (Fig. 3.1(c)). The

free layer exhibits a double potential well corresponding to the two easy points (Fig. 3.1(f)).

The height of the barrier determines the expected state retention time using the Arrhenius

relation given by:

τ = τ0e
U/kBT (3.1)
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In the above equation, U(= µ0MsHkΩ/2) is the energy barrier, where the symbols respectively

stand for permeability of free space, saturation magnetization, magnetic anisotropy field

strength, and volume. For a conventional storage class memory, U is set to 40 − 60 kBT ,

which yields a decade-long state retention time τ depending on the τ0, the inverse of attempt

frequency that ranges from 0.1−1 ns [147]. However, if the magnet is ultra-scaled by reducing

the volume Ω or its profile is made circular, which reduces the Hk by removing the shape

anisotropy, the retention time can be scaled down to near τ0 [148]. In this case, the free layer’s

magnetization fluctuates between the two easy points under the influence of the thermal noise,

which is able to “kick” the magnetization over the barrier with ease, at near GHz frequencies.

The LBM-based MTJ typically utilizes CoFeB as the ferromagnetic material and MgO as

the insulator layer [139]; however, it’s an active field of research. MTJ structure allows this

fluctuation to be translated into an equivalent fluctuation in the resistance of the device, i.e.,

low (high) resistance depending on the parallel (anti-parallel) alignment between the pinned

and free layer magnetization, which can be used for building useful devices that can harvest

true randomness from the environment.

One such device is the “p-bit”, which is a binary stochastic neuron with a compact model

given by:

V out
i = sgn[tanh

(
βVin

i

)
+ α · rnd(−1,+1)]VDD/2 (3.2)

In this device, the output swings between −VDD/2 to VDD/2 corresponding to −1 and +1

state labels of mz, however, the ratio of these states is controllable by an input signal, which

imposes a tanh-like probability distribution. rnd is a uniform random distribution. The

parameters β and α represent the transfer gain of the unit and the relative contribution of

the stochasticity to the characteristics, respectively. For large scale correlated networks, V in

can be represented as:

V in
i = κ[hi +

∑
j

JijV
out
j /(VDD/2)] (3.3)

where j stands for the index over all input devices connected to the particular i-th device, h is

44



the bias vector, and J is the synaptic matrix. Different functionalities correspond to different

choices of h and J . κ is a coupling coefficient representing the inverse of the “temperature” of

the system.

3.1.2 Computational details

We implement the compact model of p-bit networks described by (3.2) and (3.3) in MATLAB

according to the methodology discussed by Camsari et al. [27]. The MATLAB model is a

parameterized version of the compact modeling simulation performed in SPICE [27,149]. In

MATLAB implementation, we use α = 1, β = 1 (for ideal case), κ = 0.8, and VDD = 2 V

throughout the calculation unless otherwise specified.

We use computational networks constructed from p-bits of varying sizes. For EMOA, we

use AND gate and full-adder having J matrices sized 3× 3 and 14× 14, respectively [27]. We

construct an arbitrary symmetric J matrix of 50× 50 for a large network. For PGA, we use

Bayesian networks (BNs) constructed from 8, 20, and 50 p-bits (J matrices are asymmetric

in these cases). For EMOA, EPP is computed by taking the summation of the absolute

difference between the output probability distribution of ideal and non-ideal cases, divided

by the number of p-bit units in the network. However, for PGA, we calculate the EPP from

the difference in the correlation matrix (σ(i, j) = 1
T

∫ T

0
V out
i V out

j dt) between the ideal and

non-ideal cases. Normalization through the number of p-bit units allows us to examine how

the average error changes with an increase in the number of p-bit units in the network. Note

that throughout the paper, EPP represents the average absolute output error introduced by

each p-bit unit in the network. For both algorithms, we use T = 106 simulation steps to get

to the V out. If the sample generation time is 2 ns, this is equivalent to 2 ms of compute time.

The mean and standard deviation of the EPP are calculated from N = 100 simulations.
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Figure 3.2: EPP from horizontal shifting for (a) EMOA and (b) PGA with different network
sizes (size of the J matrix). Fig. 3.2 and all the subsequent figures show the mean EPP
and the error bar represents the standard deviation. The mean and standard deviation
are calculated from 100 simulations. The figures use different colors to represent various
network sizes, and different symbols represent different distortions introduced in Fig. 3.1(e).
Inset in (a) shows the schematic of a 3 × 3 EMOA network, while inset in (b) shows the
schematic of an 8× 8 PGA Bayesian network representing a family tree (GF: Grandfather,
GM: Grandmother, etc.).

3.1.3 Impact of variability on the “p-bit” performance

LBM devices are hybrids of silicon CMOS, which is a highly mature technology, and spin-

tronics/magnetics, which is a relatively new technology. While they have been successfully

integrated into the context of high energy barrier storage class MRAM technology by several

commercial vendors, its LBM variant comes with lithographic challenges that may require a

long process of technological developments to perfect. These lithographic challenges mainly

concern the quality of magnetic films and the precision control over their geometry. Ref. [143]

studied the impact of geometrical irregularities, such as dimples, holes, shape variance, etc.

on the characteristic correlation times of LBMs and found that the distribution of correlation

times can be large. These kinds of variations can have implications that are beyond the

intrinsic behavior of the free-layer magnet of the MTJ itself. In particular, two critical sets

of variations are discussed next. Note that these variations become relevant in the context of

circuits and networks built from these devices.
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Figure 3.3: EPP from vertical shifting for (a) EMOA and (b) PGA with different network
sizes.

A. Characteristics distortion

Fig. 3.1(c) and 3.1(d) shows the proposed device and its ideal output characteristics, respec-

tively. The characteristics of the device depend on the swing that is generated by the NMOS

transistor turning on or turning off, balanced around the MTJ’s characteristic resistance,

i.e., the resistance of the transistor in the linear intermediate mode should match the MTJ’s

average resistance. In the linear mode of operation, the tanh shape shows up as an interplay

between the MTJ’s average and transistor’s intermediate resistance as it swings from on

to off, while the MTJ’s magnetization flipping adds the fluctuation on the characteristics.

A mismatch between these two can lead to a deviation from the “ideal” model presented

in (3.2). Moreover, variations from the ideal can occur as a result of limitations of the CMOS

components within the device, especially due to the limited transconductance gain. We

categorize the variations into four categories that broadly cover the phase space of such

distortions (shown in Fig. 3.1(e)): 1. horizontal shift; 2. vertical shift; 3. horizontal scale; 4.

vertical scale. Non-uniformity in the circular magnet often leads to asymmetry in parallel and

anti-parallel MTJ states. It tends to bias toward one state over another thermodynamically,

which might lead to a horizontal shift in the p-bit characteristics. Additionally, resistance
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mismatch between the MTJ and the NMOS and read disturbance can lead to a vertical

shift. Variation in the gain β can lead to horizontal scale, while vertical scale might arise

from loading effects from follow-on p-bits that the output stage may not be able to handle

adequately because of the weak buffer and large fan out. Fig. 3.2 shows the EPP that emerged

from horizontal shifting in the networks for both the EMOA and PGA problem classes. We

vary the maximum voltage shift from 0 V to 1 V . From Fig. 3.2(a), we find that for AND

gate, the error increases rapidly up to a ∼ 20% horizontal voltage shift and slows down

afterward. However, the error has an overall increasing trend. For larger networks, the error

starts saturating at ∼ 10% voltage shift. For AND gate, we find a maximum of ∼ 30% EPP

corresponding to a horizontal voltage shift of 1 V . We see that as the network size increases,

the error percentage decreases for EMOA. On the other hand, for PGA, from Fig. 3.2(b),

we can see that the error increases almost linearly as a function of horizontal voltage shift.

However, the relation between the error and the network size is opposite to that of EMOA.

Figs. 3.3 – 3.5 show the EPP that emerged from vertical shifting, horizontal scaling, and

vertical scaling, respectively, for both EMOA and PGA. The increasing trend of the EPP is

similar for different types of distortion; however, the error percentage varies depending on

the problem class, distortion type, and network size. We list the maximum error arising from

different types of distortion in Fig. 3.6, where different colors represent the overall trend of

EPP. It is important to note that we vary only one type of distortion at a time.

B. Energy barrier variability

It is clear from (3.1) that a small variation in the energy barrier U can lead to a large

variation in the expected state retention time τ . This translates to a circuit encountering

widely different time scales or a large dynamic range of operation within its individual

components. This can lead to significant issues with the operational viability of a circuit built

from p-bits. We, therefore, analyze the effect of energy barrier variation on the performance

of the networks. As a result of the energy barrier variation, the magnetic states of different
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Figure 3.4: EPP from horizontal scaling for (a) EMOA and (b) PGA with different network
sizes.
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Figure 3.5: EPP from vertical scaling for (a) EMOA and (b) PGA with different network
sizes.

nanomagnets update at different times than the ideal case (assuming 0 kBT energy barrier),

leading to an overall error in the output quantity. Fig. 3.7 shows the EPP for EMOA and PGA

arising from energy barrier variability. We find that for both classes of problems, the error

percentage is small (within ∼ 10%) up to an energy barrier variation of ∼ 10 kBT . For EMOA,

the impact of a high energy barrier variation in a small network is severe (∼ 40% error), while

the large network seems more forgiving in terms of error (∼ 4% error). On the contrary, the

trend is the opposite in the case of PGA. We find a maximum of ∼ 50% error for a large-sized
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Figure 3.6: EPP arising from different characteristics distortions (N = 100). The green, light
green, light red, and red colors represent the saturation, sub-linear, linear, and super-linear
trends of EPP, respectively, as a function of characteristics distortion.

BN. Note that the sample generation time is determined by the fastest magnet. Relying

on the slowest magnet would result in reduced computational throughput and extended

computation time. Therefore, we continue the computation by updating the magnetic state

of the fastest magnet while the slower magnets update their states intermittently on average.

This results in temporary freezing out of certain magnets during computation, leading to an

increase in the EPP. This suggests a trade-off between computational speed and accuracy,

which requires further investigation in future studies. Also, note that the characteristics

distortions are not included while taking into account the energy barrier variability.

3.1.4 Sampling vs. Simulated annealing

The results discussed above for EMOA are calculated using the sampling technique, based

on a fixed interaction strength κ (pseudo-inverse temperature) throughout the simulation,

and run the simulation long enough time (106 steps) so that the p-bits visit primarily the

low-energy state. Fig. 3.8 shows the EPP using simulated annealing in comparison with the

sampling technique. We vary κ from 0.5 to 5 after every 2× 105 steps while calculating the

output using the simulated annealing technique. We find that the error percentage is slightly
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Figure 3.7: EPP from energy barrier variability for (a) EMOA and (b) PGA with different
network sizes.

higher for all types of characteristics distortions for the simulated annealing technique. We

conjecture that this is because the sampling method, when run long enough, can cover the

system’s phase space better ergodically than a linear simulated annealing schedule, which is

in essence a guided importance sampling for a shorter time, may not be able to sample the

phase space as comprehensively to discover the true ground state. This may be improved by

more complex annealing schedules, which we do not discuss further.

3.1.5 Conclusion

In summary, we quantify the impact of non-idealities in computational networks built from

LBM-based BSNs using two different techniques. In all the possible variances studied in this

work, the error shows a sub-linear saturation at the extremal device variability points for

EMOA, while in the PGA, the error grows linearly to super-linearly. We conjecture that this

is because, in EMOA, the system tries to seek a single thermodynamically favorable fixed

point in a finite phase space, which limits the growth of error, whereas, in PGA, there is

no similar principle that can check the growth of the error. Additionally, running multiple

samples of the same problem with different random seeds (thereby simulating the “real world”)

helps in reducing the variance of the error, but not its mean value. This suggests that for
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Figure 3.8: EPP calculated using sampling technique (dashed line) vs. simulated annealing
technique (solid line) for EMOA for (a) horizontal shifting, (b) vertical shifting, (c) horizontal
scaling, and (d) vertical scaling.

a certain amount of device variability, the average error is fixed, which may be estimated

or characterized beforehand, and the results are certified accordingly. These findings may

provide critical design insights for building suitable LBM-based hardware accelerators.
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3.2 Employing stochasticity for inferencing tasks

High-performance computing has historically developed around the Boolean computing

paradigm, executed on silicon (Si) CMOS hardware. In fact, software has for decades been

developed around the CMOS fabric that has singularly dictated our choice of materials,

devices, circuits, and architecture – leading to the dominant processor design paradigm: von

Neumann architecture that separates memory and processing units. Over the last decade,

however, Moore’s law for hardware scaling has significantly slowed down, primarily due to

the prohibitive energy cost of computing and an increasingly steep memory wall. At the

same time, software development has significantly evolved around “Big Data” paradigm, with

ML and artificial intelligence (AI) dominating the roost. Additionally, the push towards the

internet of things (IoT) edge devices has prompted an intensive search for energy-efficient

and compact hardware systems for on-chip data processing [150].

One such direction is neuromorphic computing, which uses the concept of mimicking a

human brain architecture to design circuits and systems that can perform highly energy-

efficient computations [151–155]. A human brain is primarily composed of two functional

elemental units - synapses and neurons. Neurons are interconnected through synapses with

different connection strengths (commonly known as synaptic weights), which provide the

learning and memory capabilities of the brain. A neuron receives synaptic inputs from other

neurons, generates output in the form of action potentials, and distributes the output to the

subsequent neurons. A human brain has ∼ 1011 neurons and ∼ 1015 synapses and consumes

∼ 1− 10 fJ per synaptic event [156–158].

To emulate the organization and functionality of a human brain, there are many proposals

for physical neuromorphic computing systems using memristors [159–161], spintronics [162–

164], charge-density-wave (CDW) devices [165], photonics [166, 167], etc. In recent years,

there has been significant progress in the development of physical neuromorphic hardware,

both in academia and industry. The hierarchy of neuromorphic hardware implementation

spans from the system level to the device level and all the way down to the level of the
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material. At the system level, various large-scale neuromorphic computers utilize different

approaches - for instance, IBM’s TrueNorth [168], Intel’s Loihi [169], SpiNNaker [170],

BrainScaleS [171], Tianjic chip [172], Neurogrid [173], etc. They support a broad class of

problems ranging from complex to more general computations. At the device level, the

most commonly used component is the memristor which can be utilized in synapse and

neuron implementations [174–177]. Memristor crossbars are frequently used to represent

synapses in neuromorphic systems [178, 179]. Memristor can also provide stochasticity in

the neuron model [180]. Another emerging class of devices for neuromorphic computing is

spintronics devices [162]. Spintronics devices can be implemented with low energy and high

density and are compatible with existing CMOS technology [181]. The spintronics devices

utilized in neuromorphic computing include spin-torque devices [182–184], magnetic domain

walls [185–187], and skyrmions [188,189]. Optical or photonics devices are also implemented

for neurons and synapses in recent years [166, 190, 191]. The field is very new and many

novel forms of neuron and synaptic devices can be designed to match the mathematical

model of neural networks (NNs). Physical neuromorphic computing can implement these

functionalities directly in their physical characteristics (I-I, V-V, I-V), which results in

highly compact devices that are well-suited for scalable and energy-efficient neuromorphic

systems [27,30,149,192]. This is critical as current NN-based computing is highly centralized

(resident-on and accessed-via cloud) and is energy inefficient because the underlying volatile,

often von Neumann, digital Boolean-based system design unit has to emulate inherently

analog, mostly non-volatile distributed computing model of neural systems, even if at a simple

abstraction level [168]. Recent advances in custom design such as FPGAs [193] and more

experimental Si FPNAs [194] have demonstrated that a new form of device design rather

than emulation is the way to go, and physical neuromorphic computing based on emerging

technology can go a long way to achieve this [195].

There is an increased use of noise-as-a-feature rather than a nuisance in NN mod-

els [196–198], and physical neuromorphic computing can provide natural stochasticity, with
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various noise colors depending on the device physics [199,200]. Some prominent areas where

stochasticity and noise have been used include training generalizability [201], stochastic

sampling [202], and recently proposed and coming into prominence, diffusion-based generative

models [203]. In all these models, noise plays a fundamental role, i.e., these algorithms do

not work without inherent noise.

It is therefore critical to study and analyze the kinds of devices that will be useful to

implement physical neuromorphic computing. We understand from neurobiology that there

is a large degree of neuron design customization that has developed through evolution to

obtain high task-based performance. Similarly, a variety of mathematical models of neurons

have been designed in NN literature as well [30, 152, 204]. It is quite likely that the area

of physical neuromorphics will use a variety of device designs rather than the uniformity

of NAND gate-based design commonly seen in Boolean-based design, to achieve the true

benefits of energy efficiency and scalability brought forth by this paradigm of system design.

In this section, we study a subset of this wide variety of neuron designs that are well-

represented and easily available from many proposed physical neuromorphic platforms to

understand and analyze their task specialization. In particular, we analyze analog and binary

neuron models, including stochasticity in the model, for analog temporal inferencing tasks,

and evaluate and compare their performances. We numerically estimate the performance

metric normalized means squared error (NMSE), discuss the effect of stochasticity on

prediction accuracy vs. robustness, and show the hardware implementability of the models.

Furthermore, we estimate the memory capacity for different neuron models. Our results

suggest that analog stochastic neurons perform better for analog temporal inferencing tasks

both in terms of prediction accuracy and hardware implementability. Additionally, analog

neurons show larger memory capacity. Our findings may provide a potential path forward

toward efficient neuromorphic computing.
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3.2.1 Brief overview on neuron models

An essential function of a neuron in a NN is processing the weighted synaptic inputs and

generating an output response. A single biological neuron itself is a complex dynamical

system [205]. Proposed artificial neurons in most implementations of NNs (either software or

hardware) are significantly simpler unless they specifically attempt to mimic the biological

neuron [152,206,207]. As such their mathematical representations are cheaper and a significant

amount of computational capabilities derive from the network itself. However, a NN is an

interplay of the neurons, the synapses, and the network structure itself, and therefore the

neuron model itself may provide certain capabilities that can help make a more efficient NN,

in the context of the application specialization [208].

The set of behavior over which such neurons can be classified and analyzed is vast and may

include spiking vs. non-spiking behavior with associated data representation, deterministic vs.

stochastic output response function, discrete (or binary) vs. continuous (or analog) output

response function, the particular mathematical model of the output response function itself

(e.g., sigmoid, tanh, ReLU), presence or absence of memory states with a neuron, etc [209–211].

In the software NN world, specialization of certain neural models and connectivity are well

appreciated, as an example sparse vs. dense vs. convolutional layers, or the use of ReLU

neurons in the hidden layers vs. sigmoidal, softmax layers at outputs employed in many

computer vision tasks [212–214]. Figure 3.9(a) schematically shows the output characteristics

of different types of widely used neuron models.

In this work, we have focused on two particular behaviors of neural models that we

believe can capture a significant application space, particularly in the domain of lightweight

real-time signal processing tasks, and are readily built from emerging materials technology.

We specifically look at binary vs. analog and deterministic vs. stochastic neuron output

response functions (purple-colored bold font labels in Fig. 3.9(a)). We also use them in a

reservoir computing (RC)-like context for signal processing tasks for our analysis. Reservoir

computing uses the dynamics of a recurrently connected network of neurons to project an
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Figure 3.9: (a) Schematic of different types of widely used neuron models with their output
characteristics. In the bottom panel, all the red curves represent the deterministic neurons’
output characteristics. In the top panel, the blue curves represent the actual stochastic
output characteristics while the red is the corresponding deterministic/expected value of the
output (< stochastic output >) characteristics. Spiking neurons (SpN and SSpN) can be
considered in between the two limits of purely binary vs. purely analog neurons. Please note
that we only analyze the analog and binary neurons (including their stochastic counterparts)
in this work, as indicated by the purple-colored bold font labels. (b) Schematic of a reservoir
setup using neurons connected with each other bidirectionally with random weights.

input (spatio-)temporal signal onto a high dimensional phase space, which forms the basis

of inference, typically via a shallow 1-layer linear transform or a multi-layer feedforward

network [161, 215–218]. A schematic of a reservoir is shown in Fig. 3.9(b) where the neurons

are connected with each other bidirectionally with random weights. Multiple reservoirs may

be connected hierarchically for more complex deep RC architecture. RC may be considered

as an ML analog of an extended Kalman filter where the state space and the observation

models are learned and not designed a priori [215].

Our choice of evaluating these specific behavior differences on an RC-based NN reflects

the prominent use-case that is made out for many emerging nano-materials technology-

based neuron and synaptic devices, viz. energy-efficient learning, and inference at the edge.

These tasks often end up involving temporal or spatio-temporal data processing to extract

relevant and actionable information, some examples being anomaly detection [219], feature
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tracking [220], optimal control [221], and event prediction [222], all of which are well-suited

for an RC-based NN. Therefore this testbench forms a great intersection for our analysis.

It should be noted that we do not include spiking neurons in this particular analysis.

Spiking neurons have significantly different data encoding (level vs. rate or inter-spike interval

encoding) and learning mechanisms (back-propagation or regression vs. spike-time dependent

plasticity) that it is hard to disentangle the neuron model itself from demonstrated tasks,

therefore we leave such a contrasting analysis of spiking neuron devices with non-spiking

variants for a future study.

The neurons are modeled in the following way:

y = fN(
∑

wTx) + rN (3.4)

Here, the symbols have the usual meaning, i.e., y is the output activation of the neuron, fN

is the activation function, which is a sigmoidal or hyperbolic tangent for most non-spiking

hardware neurons, and rN is a random sample drawn from a random uniform distribution to

represent stochasticity. It is possible to use a ReLU-like activation function or some other

distribution for sampling stochasticity, particularly if the hardware neuron shows colored

noise behavior, we do not particularize for such details and keep the analysis confined to the

most common hardware neuron variants. Therefore, in our analysis, the rN term is weighed

down by an arbitrary factor to mimic the degree of stochasticity displayed by the neuron,

and the fN is either a continuous tanh() for analog neuron or a sgn(tanh()) for a binary

neuron (sgn() being the signum function).

3.2.2 Computational details

As discussed previously, the neuron models are analyzed in the context of a reservoir computer,

specifically an echo-state network (ESN). An ESN is composed of a collection of recurrently

connected neurons, with randomly distributed weights of the interconnects within this
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collection [223,224]. This forms the “reservoir”, which is activated by an incoming signal, and

whose output is read by an output layer trained via linear regression.

We employ different neuron models in this work, such as analog and binary neurons

(with and without stochasticity in the model), which makes a total of four models at our

disposal, namely, analog neuron (AN), analog stochastic neuron (ASN), binary neuron (BN),

and binary stochastic neuron (BSN). The dynamical equations of the reservoirs built using

different neuron models are described as follows [30]:

AN : x[t+ 1] = (1− a) ∗ x[t] + a ∗ tanh(z[t+ 1])

ASN : x[t+ 1] = (1− a) ∗ x[t] + a ∗ tanh(z[t+ 1]) + b ∗ rN [t]

BN : x[t+ 1] = (1− a) ∗ x[t] + sgn(a ∗ tanh(z[t+ 1]))

BSN : x[t+ 1] = (1− a) ∗ x[t] + sgn(a ∗ tanh(z[t+ 1]) + b ∗ rN [t]) (3.5)

where z[t + 1] = W inu[t + 1] + W sx[t]. Here, u is the input vector, x[t] represents the

reservoir state vector at the time t, a is the reservoir leaking rate (assumed to be the constant

for all the neurons), b is the neuron noise scaling parameter to include stochasticity in the

neuron model, rN is a uniform random distribution, and W in and W s are the random weight

matrices of input-reservoir and reservoir-reservoir connections, respectively. We use the same

leaking rate across all models to ensure a fair comparison among the neuron models on an

equal footing. It can be challenging to compare models that have different parameters as it

can introduce biases. One of the unique features of reservoir computing is having random

weight matrices [215] and we consider five different network topologies by creating five sets of

W s using random ‘seed’ for various reservoir sizes, which makes our analysis unbiased to any

particular network topology. The W s elements are normalized using the spectral radius. We

perform 1000 simulations within each network topology making the total sample size 5000

for every reservoir size within each neuron model. The output vector y is obtained as:
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y = W outx (3.6)

where W out represents the reservoir-output weight matrix. We consider two different types of

training methods, i.e, ‘offline’ and ‘online’ training. In the case of ‘offline’ training, we extract

the output weight matrix, W out once at the end of the training cycle and use that static

W out for the testing cycle. In contrast, for ‘online’ training, W out is periodically updated

throughout the testing cycle. The entire testing cycle is divided into 40 segments. The first

segment uses the W out extracted from the initial training cycle. We calculate a new W out

after the first segment of the testing cycle. Then, we update the W out such that the elements

are composed of 90% from the older version and 10% from the new one. The updated W out

is used for the second segment and the procedure keeps going on throughout the testing cycle.

This stabilizes the learning at the cost of higher error rates as the learning evolution slowly

evolves to a new configuration. This is akin to the successive over-relaxation methods used

in many self-consistent numerical algorithms for improved convergence.

3.2.3 Binary vs. Analog: inference errors

We implement the temporal inferencing task, specifically, the time-series prediction task to

test and compare the performance of different neuron models. We consider an input signal

of the form u(t) = A cos(2πf1t) + B sin(2πf2t), which we referred to as a clean input. We

use A = 1, B = 2, f1 = 0.10 Hz, and f2 = 0.02 Hz. Although we choose the magnitude

and frequency of the input arbitrarily, we further investigate other combinations of these

variables (Table 3.1) to ensure that our analysis remains independent of them. We train the

neuron models using the clean input signal and test the models on a test signal from the

same generator. The neuron models learn to reproduce the test signal from its previously

self-generated output. The performance of the neuron models for time-series prediction tasks

is usually measured by the NMSE, which is the metric that indicates how accurately the
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Figure 3.10: Comparison of NMSE for an analog time-series prediction task between (a)
ASN and (b) BSN models as a function of reservoir size with 5% stochasticity incorporated
in both the neuron models for a clean input signal. The form of the clean input signal is
u(t) = A cos(2πf1t) + B sin(2πf2t), where A = 1, B = 2, f1 = 0.10 Hz, and f2 = 0.02 Hz.
ASN performs better than BSN for the entire range of reservoir size as indicated by the
average (µ) NMSE (cyan dashed-dotted line). ASN shows a decreasing trend in NMSE as a
function of reservoir size while BSN results remain almost unchanged. The NMSE data for
every reservoir size is obtained from five different reservoir topologies and 1000 simulation
runs (different random ‘seed’) within each topology (total sample size is 5000). The color
bar represents the frequency of the NMSE data. Note that in some cases, our model fails to
generate a meaningful NMSE as the reservoir output blows up. We get meaningful output
from ∼ 90%− 100% cases depending on the reservoir sizes, and those data are plotted here
and used to estimate the average NMSE. The bottom panel is the zoomed version of the
top panel and the magenta dashed-dotted lines are the guide to the eye that shows the data
distribution in the range of µ± σ. The color codes to represent the µ and σ are the same for
the subsequent figures henceforth.

models can predict the test signal. If ytar is the target output and ypre is the actual predicted

output, for NT time steps, we define NMSE as:

NMSE =
1

NT (ymax
tar − ymin

tar )

i=NT∑
i=1

(ytar(i)− ypre(i))
2 (3.7)
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Figure 3.10(a) and (b) show the NMSE for ASN and BSN, respectively for the time-series

prediction task for various reservoir sizes. We generate the results using the ‘offline’ training

as discussed in the method section, for a clean input signal. We incorporate the stochasticity

by adding 5% white noise in both neuron models (b = 0.05). The total sample size is 5000

for a specific reservoir size, however, it is worth mentioning that we do not get valid NMSE

for all the 5000 cases because the network fails to predict the input signal and blows up

for some cases. We get ∼ 90% − 100% successful cases depending on the reservoir sizes.

Only valid data points are included in Fig. 3.10 and all the subsequent figures. We find

ASN performs better than BSN for all the reservoir sizes indicated by the average NMSE

(cyan dashed-dotted line). Overall the NMSE is less scattered for ASN than BSN, so is

their standard deviation, (magenta dashed-dotted line) as shown in the bottom panel of

Fig. 3.10. For ASN, we find that the average NMSE has a decreasing trend as the reservoir

size increases, which indicates larger size networks can predict better. This happens because

of the substantially richer dynamics and phase-space volume possible in a large network. In

contrast, for BSN, the average NMSE is almost unchanged as the reservoir size increases.

We vary the stochasticity incorporated in the neuron models. Figure 3.11(a) and (b) show

the distribution of the NMSE for different percentages of stochasticity, b for ASN and BSN

models, respectively. We find that ASN performs better than its BSN counterpart throughout

the ranges of b as indicated by the average NMSE. For ASN, the average NMSE shows a

sub-linear trend as a function of b (Fig. 3.11(c)) for various reservoir sizes, while for BSN,

the average NMSE remains unchanged (Fig. 3.11(d)). For pure analog neuron (b = 0%),

the NMSE is not much spread out, and also, for larger reservoir size, the average NMSE is

smaller than the neuron model with stochasticity, however, having a neuron model with zero

stochasticity is not practical. Moreover, stochasticity helps to make the system stable and

reliable as discussed in the next sub-section. Although the average NMSE increases with

increasing b, we conjecture that b = 2− 5% would be optimal.

The aforementioned results are based on a clean input signal. We tested the models for
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Figure 3.11: Evolution of NMSE for different degrees of stochasticity (noise percentages)
associated with the (a) ASN and (b) BSN models. ASN performs better than the BSN model
for analog time-series prediction tasks throughout the ranges of the degree of stochasticity as
indicated by the average NMSE shown in (c) and (d) for ASN and BSN, respectively. The
characteristics of the average NMSE as a function of reservoir size i.e., the decreasing trend
for ASN while almost no change for BSN holds throughout the range of b.

distorted input as well. For the distorted case, we add a white noise in the clean input and the

form of the distorted input signal is u(t) = A cos(2πf1t) +B sin(2πf2t) + C[rand(1, t)− 0.5].
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The white noise is uniformly distributed for all t values, both in the positive and negative

half of the sinusoidal input. The degree of noise has been chosen arbitrarily. Again, we show

various degrees of noise (Table 3.1) to make the analysis independent of a specific value of the

noise margin. The NMSE results shown in Fig. 3.12(a) and (b) are calculated using A = 1,

B = 2, C = 1, f1 = 0.10 Hz, and f2 = 0.02 Hz. We find a better performance for ASN

than that of BSN for the distorted input as well. It appears that for ASN, with a distorted

input signal, the spectrum of NMSE is smaller, which reduces the standard deviation. The

characteristics of the average NMSE are similar for the clean and distorted input for both

ASN (Fig. 3.12(c)) and BSN (Fig. 3.12(d)) models. However, the average NMSE is slightly

lower for the distorted input for both types of neuron models. Furthermore, we use different

combinations of signal magnitude, frequency, and the weight of noise in the input signal. We

list the average NMSE for various reservoir sizes in Table 3.1. Additionally, we explore other

input functions beyond the simple sinusoidal input used in the aforementioned results. In

particular, we use a sinusoidal with higher harmonic terms, a sawtooth input function, and a

square input function. The used form of the functions are u(t) = 4
π

∑15
i=1

1
n
sin 2πnf1t (odd n),

u(t) = A sawtooth(2πf1t) +B sawtooth(2πf2t), u(t) = A square(2πf1t) +B square(2πf2t),

respectively. In the case of sinusoidal with higher harmonic terms, we use the fundamental

frequency f1 = 0.1 Hz. For the sawtooth and square inputs, the magnitude and frequency

remain the same as of the original sinusoidal clean input. The results are summarized in

Fig. 3.13, where the label Input 1, Input 2, Input 3, and Input 4 correspond to the sinusoidal

clean input, sinusoidal with higher harmonic terms, sawtooth, and square input functions,

respectively. Fig. 3.13 shows that for all the different inputs, ANS performance is better than

BSN in terms of NMSE. Comparing all the cases, we conjecture that ASN performs better

than BSN for the temporal inferencing task.
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3.2.4 Deterministic vs. Stochastic: generalizability and robustness

One important aspect of any NN implementation is the generalizability and robustness of

the learning. A model trained to a very specific data distribution will fail when it is running

on a distribution that differs from the trained model. This is particularly true if a generative

model guides its own subsequent learning, which is the example we have used in our online

learning scenario. In this case, the underlying distribution is varied slowly while the network

evolves its internal generative model to match the output of distribution, i.e., it works as a

dynamically evolving temporal auto-encoder.

The stochasticity of the neuron response will add errors to the generated output as we

see in the previous cases, however, we find that after a few iterations of the online learning

cycle, the ability of this online learning blows up, i.e., the linear regression-based learning

cannot keep up with the test distribution evolution and the error builds up (we call it blowup)

and the whole training needs to be fully reset or reinitiated and cannot merely evolve from

previous learning. This blowup occurs 100% for deterministic analog neurons, and the rate

reduces as the degree of stochasticity increases (parameter b).

This is shown in Table 3.2 for various input functions. It should be noted that at very high

stochasticity while the training is more robust, the errors will be high, therefore a minimal

amount of stochasticity is useful as a trade-off between these ends. The degree to which

the trade-off can be performed depends on the application scenario. If full retraining is too

expensive or not acceptable, then a relatively higher degree of stochasticity in the neuron

is necessary, but if it is cheap and acceptable to retrain the whole network frequently, a

near-deterministic neuron will be better suited to meet the requirements

3.2.5 Synaptic weights dynamic range: hardware implementability

One critical aspect of hardware implementability of neuromorphic computing is the ability to

modulate the weights and the dynamic range or the order of magnitude to which weights may

be distributed. It can be shown that a 30-bit weight resolution represents about a 100 dB
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Figure 3.12: Evolution of NMSE for different degrees of stochasticity for (a) ASN and (b) BSN
models for a distorted input signal. Random white noise is added to the clean input signal to
introduce distortion and the form of the distorted signal is u(t) = A cos(2πf1t)+B sin(2πf2t)+
C[rand(1, t) − 0.5], where A = 1, B = 2, C = 1, f1 = 0.10 Hz, and f2 = 0.02 Hz. ASN
performs better than BSN for the distorted input, as indicated by the average NMSE shown
in (c) and (d) for ASN and BSN, respectively, which dictates the robustness of the ASN
model in terms of performance irrespective of the input signals.
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Figure 3.13: Comparison of NMSE for time-series prediction task between ASN and BSN
models for various input functions for a reservoir size of (a) N = 20 and (b) N =30. The
degree of stochasticity incorporated in both neuron models is 5%. The label Input 1, Input
2, Input 3, and Input 4 correspond to the sinusoidal clean input, sinusoidal with higher
harmonic terms, sawtooth, and square input functions, respectively. ANS performance is
better than BSN in terms of NMSE for different input functions.

dynamic range. While such ranges might be comparatively easily implemented in software, it

is significantly difficult to implement such a high dynamic range in physical hardware. While

some memristive materials may show multi-steps, it is hard to achieve much more than one

order of magnitude change in the weights. Please note that we do not mean the change in the

physical characteristics (typically the resistance) used to represent the weights themselves,

but rather the number of steps that the weight can be implemented as.

We compare the dynamic range of the learned synaptic weights that need to be implemented

in the reservoir networks (in the trained output readout layer) for various input functions and

find that the ASN networks show the smallest dynamic range for all the cases (Fig. 3.14) and

suggest the easiest path to hardware implementability of physical neuromorphic computing.

It is important to note that the hardware implementation of neuromorphic computing is an

open question and the dynamic range of the synaptic weights is one of the important factors

when it comes to the physical deployment of neuromorphic computing as discussed above.

ASN networks show better performance in terms of the dynamic range of learned synaptic

weights compared to other models, which suggests that networks that employed ASN models

might have better hardware implementability; however, it requires more analysis in terms of
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Figure 3.14: Dynamic range of the learned synaptic weights, Wout for all the neuron models
(N = 20). 5% stochasticity is considered in the ASN and BSN models. ASN model shows
the smallest dynamic range that leads to better hardware implementability. The label Input
1, Input 2, Input 3, and Input 4 correspond to the sinusoidal clean input, sinusoidal with
higher harmonic terms, sawtooth, and square input functions, respectively.

energy cost, scalability, and reconfigurability, which we leave as a future study.

3.2.6 Memory capacity

The performance of reservoir computing is often described by memory capacity (MC) [225–227].

It measures how much information from previous input is present in the current output state

of the reservoir. The task is to reproduce the delayed version of the input signal. For a

certain time delay k, we measure how well the current state of the reservoir yk(t) can recall

the input u at time t− k. The linear MC is defined as:

MC =
∑
k

cov2(u(t− k), yk(t))

σ2(u(t− k)σ2(yk(t))
(3.8)

where u(t− k) is the delayed version of the input signal, which is the target output, and yk(t)

is the output of the reservoir unit trained on the delay k. cov and σ2 denote covariance and

variance, respectively.
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Table 3.3 shows the linear MC for different neuron models for the distorted input u(t) =

A cos(2πf1t) +B sin(2πf2t) +C[rand(1, t)− 0.5], where A = 1, B = 2, C = 1, f1 = 0.10 Hz,

and f2 = 0.02 Hz. We consider the delayed signal over 1 to 50 timesteps, meaning k spans

from 1 to 50. We find that analog neurons have significantly larger linear MC than binary

neurons. For analog neurons, linear MC increases as the reservoir size increases, which is

expected because a larger dynamical system can retain more information from the past [225].

Additionally, including stochasticity in the analog neuron model degrades the linear MC as

reported previously [225]. In contrast, binary neurons fail to produce substantial differences

in linear MC when reservoir size is varied and stochasticity is included in the model.

Besides the previously mentioned properties, physical neuromorphic computing exhibits

chaos or edge-of-chaos property, which has been shown to enhance the performance of

complex learning tasks [228–230]. The edge-of-chaos property refers to the transition point

between ordered and chaotic behavior in a system. In the discussed models, it may be

possible to achieve the edge-of-chaos state by introducing increasing amounts of noise to the

models, resulting in chaotic behavior that could potentially improve network performance.

We find that with an increased degree of stochasticity in the neuron models, the learning

process becomes more robust, which could be a signature of the performance improvement

by including the edge-of-chaos property. However, the prediction accuracy and the linear MC

tend to decrease with a higher degree of stochasticity, so the trade-off needs to be considered.

It should be noted that a more comprehensive analysis is required to fully understand the

impact of edge-of-chaos behavior on the discussed neuron models, which is beyond the scope

of this paper and will be explored in future studies.

3.2.7 Conclusion

In summary, we studied different neuron models for the analog signal inferencing (time-series

prediction) task in the context of reservoir computing and evaluate their performances for

various input functions. We show that the performance metrics are better for ASN than BSN
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Table 3.1: Average NMSE data extracted from the ASN and BSN models (b = 5% ) for
various reservoir sizes. The form of the input signal is, u(t) = A cos(2πf1t) +B sin(2πf2t) +
C[rand(1, t)− 0.5].

Model Reservoir Size Avg. NMSE for different input signals

{A, B, C}
= {0.5, 1.0, 0.0}

{f1, f2}
= {0.20, 0.04} Hz

{A, B, C}
= {1.0, 2.0, 0.5}

{f1, f2}
= {0.10, 0.02} Hz

{A, B, C}
= {1.0, 2.0, 1.5}

{f1, f2}
= {0.10, 0.02} Hz

ASN

N = 10 0.1729 0.1453 0.1501

N = 20 0.1585 0.1199 0.1161

N = 30 0.1183 0.0960 0.0984

N = 40 0.1080 0.0775 0.1001

N = 50 0.0791 0.0605 0.0816

BSN

N = 10 0.2510 0.2396 0.2546

N = 20 0.2233 0.2102 0.2184

N = 30 0.2103 0.1895 0.2028

N = 40 0.2331 0.2156 0.2040

N = 50 0.2329 0.2142 0.2173

for both clean and distorted input signals. We find that the increasing degree of stochasticity

makes the models more robust, however, decreases the prediction accuracy. This introduces

a trade-off between accuracy and robustness depending on the application requirements and

specifications. Furthermore, the ASN model turns out to be the suitable one for hardware

implementation, which attributes to the smallest dynamics range of the learned synaptic

weights, although other aspects, i.e., energy requirement, scalability, and reconfigurability

need to be assessed. Additionally, we estimate the linear memory capacity for different neuron

models, which suggests that analog neurons have a higher ability to reconstruct the past

input signal from the present reservoir state. These findings may provide critical insights

for choosing suitable neuron models for real-time signal-processing tasks and pave the way
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Table 3.2: Robustness vs. accuracy trade-off (N = 20). The label Input 1, Input 2, Input 3,
and Input 4 correspond to the sinusoidal clean input, sinusoidal with higher harmonic terms,
sawtooth, and square input functions described earlier, respectively.

Model b (%) Blowup (%) Avg. NMSE

Input 1 Input 2 Input 3 Input 4 Input 1 Input 2 Input 3 Input 4

AN 0 100 100 100 100 − − − −

ASN

1 74.7 81.3 98.5 98.6 0.3175 0.2759 0.4947 0.5475

2 66.4 79.3 92.0 92.9 0.2921 0.3225 0.3947 0.5537

3 60.7 78.7 85.9 88.9 0.2854 0.3301 0.3744 0.5591

4 56.2 77.0 81.0 84.3 0.2782 0.3534 0.3572 0.5515

5 53.9 76.3 76.4 80.7 0.2778 0.3597 0.3636 0.5358

10 49.1 71.6 66.5 71.4 0.2849 0.3903 0.3398 0.5316

15 48.8 69.3 59.7 67.3 0.3019 0.4266 0.3557 0.5412

Table 3.3: Linear memory capacity (MC) for different neuron models.

Model Reservoir Size MC

b = 0% b = 5%

Analog
N = 40 39.0 32.5

N = 50 45.2 36.2

Binary
N = 40 2.7 2.8

N = 50 3.4 3.2

toward building energy-efficient neuromorphic computing platforms.
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3.3 Modeling short pulse-actuated medium barrier magnet-

based robust and energy-efficient TRNG units

TRNGs are employed in many applications, including cryptography [231], Monte Carlo

simulations [232], neuromorphic computing [137,233], and probabilistic [27] and stochastic

computing [234]. Conventional software algorithm-based and CMOS-based random number

generators, e.g., LFSR do not serve the purpose of TRNGs because they produce pseu-

dorandom bitstreams that are correlated and can be predetermined if the initial seed is

known [235–237]. In contrast, TRNGs utilize physical phenomena that are inherently random,

such as thermal noise, and radioactive decay [238–241]. Existing CMOS-based implementa-

tions of TRNGs use thermal jitter for generating true random numbers; however, they have

large footprints and are energy-hungry [242–244].

Spintronic TRNGs provide an opportunity in this regard [245–247]. MTJs constitute a

fundamental building block for spintronic devices and manifest CMOS compatibility [20,248].

MTJs consist of two ferromagnetic layers — a “pinned layer" whose magnetization is fixed

and a “free layer" whose magnetization can be reoriented by a spin current — separated by

an insulator. The alignment between the magnetization of the pinned layer and the free

layer creates parallel (P) and anti-parallel (AP) states. The MTJ free layer exhibits a double

potential well with two low energy states along the easy axis, separated by an energy barrier

Eb. The free layer magnetization can be switched from P to AP and vice versa by applying a

current/voltage pulse utilizing STT [249–251]. Such STT-driven MTJs show a prominent

stochastic switching behavior in the presence of a thermal field [199,252] that will form the

basis of our analysis.

In the past, MTJs consisting of HBMs (Eb > 40 kBT ) were frequently advocated as TRNGs;

however, they suffer from high energy costs and low throughput [245,253,254]. At the opposite

end of the spectrum, superparamagnetic tunnel junctions employing LBMs (Eb ∼ kBT ) have

also been advocated as probabilistic bits. These LBMs allow the magnetization states to
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randomly fluctuate between P and AP, under the influence of the thermal field [26, 255,256].

Although the process is very energy-efficient, LBMs suffer from slow dynamics and are rather

sensitive to process and temperature variations that degrade the quality of the random

bitstreams (meaning they are not “fair coins”) [26,31]. The rate of fluctuations in passively

fluctuating magnets is very sensitive to temperature [26,257]. Accounting for these variations

would require more circuit overhead, e.g., more MTJ devices, and XOR operations to pass the

NIST test for TRNG [26,31]. Besides, they require near-perfect circular cross-sections and are

thus hard to build in practice [136,143,258]. Stochastic magnetic actuated random transducer

(SMART) devices based on perpendicular MTJs with MBMs (Eb ∼ 20− 40 kBT ) seem like

a good compromise between these two extremes, for building energy-efficient and robust

TRNGs [31,259]. However, a systematic analysis of their energy-delay-reliability-variability

trade-off has not yet been undertaken.

In this section, we present a comprehensive analysis of STT-driven SMART TRNGs. We

numerically solve the Fokker–Planck (FP) equation to calculate the 50% switching probability

across a wide range of pulse durations (Fig. 3.15) and analyze the effect of different kinds

of variations on this probability. Specifically, our study investigates the influence of pulse

amplitude and duration (Fig. 3.16), temperature (Fig. 3.17), and geometric and material

parameters (Fig. 3.18) on the 50% switching probability. We find that SMART devices

exhibit relatively low sensitivity to the process-voltage-temperature (PVT) variations but

greater sensitivity to pulse duration variation, especially when operated under a short-pulse

limit. We estimate the energy dissipated during stochastic switching (Fig. 3.19) and find

that short pulse-activated switching consumes less energy than the same device operated

with longer pulses, which suggests that SMART devices operating in the short-pulse limit

can achieve robustness and energy efficiency concurrently. Our results provide a potential

pathway toward the realization of fast, energy-efficient, and robust TRNG operations.
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Figure 3.15: (a) Probability density for an MBM (∆ ∼ 35) activated by a 1 ns pulse (top
panel). The pulse is turned ON at t = 0 ns. A bimodal distribution emerges after the pulsing,
which leads to a 50% switching probability. The bottom panel shows the time evolution of the
probability density (colormap) during the pulsing. (b) Probability of switching (colormap) as
a function of pulse amplitude and duration. The dotted blue overlaid curve represents a 50%
switching probability.

3.3.1 Computational details

The magnetization dynamics is commonly described by the stochastic LLG equation, given

by:

1 + α2

γ
· ∂m
∂t

= −µ0 · (m×Heff)− αµ0 ·m× (m×Heff)

− ℏ
2e

· ηI

MsΩ
·m× (m×mp),

(3.9)

where m = M/Ms is the normalized magnetization and Ms is the saturation magnetization.

I is the applied charge current and mp is the unit vector along the spin polarization direction.

α, µ0, γ, η, ℏ, e, and Ω are the magnetic damping coefficient, permeability of free space,

gyromagnetic ratio, spin polarization efficiency factor, reduced Plank constant, elementary

charge, and MTJ free layer volume, respectively. Generally, without external field, the

effective field Heff includes anisotropy, demagnetization, dipolar effects, Dzyaloshinskii–Moriya

interaction, exchange coupling, and thermal effects. Nonetheless, a common practice for thin
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perpendicular anisotropy magnets is to include the effective anisotropy field Hk (including

uniaxial anisotropy and demagnetization), and the thermal field Hth (Heff = Hk +Hth) [249,

259, 260], which we also adopt in our study. We consider a macrospin model in which the

spins are assumed to be strongly exchange coupled. The Hth provides a random stochastic

field, which can be incorporated in a Monte Carlo solution of the Eq. (3.9).

Alternatively and more efficiently, by solving a FP equation, we can quantify the statistical

nature of magnetization switching under thermal fluctuations [252, 261–263]. We numerically

solve the 1-D differential equation form of the general FP equation:

∂ρ

∂t
= −∇ · (Lρ) +Di∇2ρ, (3.10)

where ρ(θ; t) is the probability density of the magnetization at time t, θ being the magnetization

angle to the easy axis (z-axis). L is the sum of all the effective torques and Di is the effective

diffusive constant that accounts for the thermal fluctuations and is defined as:

Di =
αγkBT

(1 + α2)µ0MsΩ
. (3.11)

The details of the numerical methods can be found in Ref. [263].

The probability of switching can be estimated from the probability density as follows:

Psw =

∫ π

π/2

ρ(θ; t)dθ = 1−
∫ π/2

0

ρ(θ; t)dθ. (3.12)

3.3.2 Short-pulse actuated STT switching for Psw = 0.5

STT-driven magnetization switching under applied current or voltage pulses can generally

be categorized into two limits — ballistic and diffusive. Ballistic switching refers to the

magnetization dynamics under short-duration pulses, while longer-duration pulses dictate the

diffusive limit. In the ballistic limit, the short pulse transfers spin-angular momentum to the

free layer, and there is little effect of thermal fluctuation during the pulsing. The switching
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probability in the ballistic limit for a macrospin model can be expressed as [31, 264]:

P ballistic
sw = exp

[
−π2∆

4
exp

{
−
(

V

Vc0

− 1

)
2tpw
τD

}]
, (3.13)

where thermal stability factor, ∆ = Eb/kBT = µ0HkMsΩ/2kBT and critical voltage for

switching, Vc0 = 2αeµ0HkMsΩRP/ηℏ, RP is the MTJ junction resistance in the P state.

τD = (1 + α2)/αγµ0Hk is the intrinsic time scale for the dynamics. Hk = 2Ku/µ0Ms −Ms

is the effective anisotropy field, where Ku is uniaxial anisotropy constant. V and tpw are

the applied pulse amplitude and duration, respectively. Note that Eq. (3.13) is valid for

high barrier (∆ ≫ 1) and strong drive voltage (V ≫ Vc0) and its residual error is estimated

of the order exp{−∆} [265–267]. However, the numerically solved FP works both in the

supercritical (V ≫ Vc0) and sub-critical (V ≪ Vc0) regimes [261,263]. As the ∆ and V/Vc0

become smaller, the difference between the numerical FP and Eq. (3.13) increases because

the latter assumes no thermal fluctuations during the pulse. In our numerical FP simulations,

we use an MBM having ∆ ∼ 35 unless otherwise specified. The parameters used in the

simulations are listed in Table 3.4.

Figure 3.15(a) shows the probability density of an MBM (∆ ∼ 35) activated by a 1 ns

pulse. The initial quasi-equilibrium Boltzmann distribution confined near the θ = 0 well (θ

is the angle between the magnetization and the z−axis) as shown by the blue curve in the

top panel of Fig. 3.15(a). We turn ON the pulse at t = 0 ns. Immediately after pulsing at

t = 1.1 ns, STT from the short duration pulse drives the probability density to the θ = π

well, creating a bimodal distribution. If we relax the system for some time, we can clearly

see the bimodal distribution leading to a 50% switching probability. It takes ∼ 1 ns to reach

the quasi-equilibrium distribution after turning OFF the pulse (t = 2 ns curve). The bottom

panel of Fig. 3.15(a) shows the evolution of the probability density during the pulse duration.

At the beginning of pulsing, the probability density is confined to the north pole of the

unit Bloch sphere (θ = 0) and starts spreading with time towards the south pole (θ = π).
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Figure 3.15(b) shows a colorplot of the probability of switching Psw as a function of pulse

amplitude V , and pulse duration tpw. As expected, the pulse amplitude required for the

magnetization switching is inversely proportional to the pulse duration [251]. The dotted blue

overlaid curve shows the 50% switching probability, which is the ideal value of the TRNG

operation. We aim to operate the device near this value.

3.3.3 Impact of pulse amplitude and duration on Psw = 0.5

The probability of switching is tunable through pulse amplitude V , and pulse duration tpw as

shown in Fig. 3.15(b). For a specific tpw, we set V such that the probability of switching is

50% (Psw = 0.5). We denote the voltage required for Psw = 0.5 as V1/2. From Fig. 3.15(b), it

is clear that V1/2 will decrease as the tpw increases and vice versa. However, both the V1/2

and tpw are subject to variation because, in reality, it is not feasible to apply an absolutely

precise pulse amplitude and duration. We show the impact of such variations on the switching

probability around the 50% midpoint (referred to as ‘midpoint switching probability’ hereafter)

in Fig. 3.16. Figure 3.16(a) shows the change in midpoint switching probability as V is varied

to be ±10% of V1/2 for various tpw. We find the change of midpoint switching probability with

respect to V , dPsw/dV is lower for the short-pulse limit than for the longer pulse limit. On

the other hand, Fig. 3.16(b) shows the change in midpoint switching probability with respect

to tpw, dPsw/dtpw for ±10% variations in tpw. We get an opposite trend for the sensitivity to

tpw. From Eq. (3.13), it can be shown that dPsw/dV is proportional to tpw while dPsw/dtpw is

proportional to (V/Vc0 − 1) around Psw = 0.5. Therefore, in the short-pulse limit, dPsw/dV

is lower while dPsw/dtpw is higher because short pulses require larger pulse amplitudes. Note

that tpw is kept fixed while we vary V . Similarly, V remains fixed at the corresponding V1/2

value during tpw variations. Also, note that for Fig. 3.16(b), we show data up to 20 ns because

dPsw/dtpw becomes vanishingly small for longer pulses.
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Figure 3.16: Variation in midpoint switching probability with respect to (a) pulse amplitude
and (b) pulse duration for various pulse durations.
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approximation in the ballistic (short pulse) and diffusive (long pulse) limits, respectively, and
the texts represent the corresponding equation.

3.3.4 Impact of temperature on Psw = 0.5

Temperature plays a critical role in STT-driven MTJ switching, as it directly impacts the

functionality and reliability of the device [268,269]. During the writing process, Joule heating

can increase the junction temperature, which affects the device performance [270]. The impact

of thermal fluctuations mainly affects the initial magnetization distribution and the thermal

stability factor (∆ = Eb/kBT ) [263, 269, 271]. When T increases from room temperature

(300 K), ∆ decreases. Therefore, for a specific tpw, with a fixed V1/2, Psw would be greater
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than 0.5. Similarly, Psw would be less than 0.5 when T decreases below 300 K as it increases

∆. As expected, Fig. 3.17(a) shows a linear relationship between the Psw and T for a ±10%

change in T from room temperature. Figure 3.17(b) shows the dPsw/dT for various tpw. We

find that dPsw/dT in the short-pulse limit is lower than for the longer-pulse limit. This higher

sensitivity of dPsw/dT in the diffusive limit arises from the double exponential dependence of

Psw on the energy barrier and temperature,

P diffusive
sw = 1− exp{−f0tpwexp(−Eb/kBT )}, (3.14)

where f0 is the attempt frequency. Interestingly, our FP-based result agrees well with the

macrospin approximation in both ballistic and diffusive limits (Eqs. (3.13), (3.14)). Specifically,

in the ballistic limit, dPsw/dT can be estimated as dP ballistic
sw /dT = ln 2/2T while for the

diffusive limit, dP diffusive
sw /dT = (ln 2/2T ) ln(f0tpw/ ln 2) around the Psw = 50% value. We

use f0 = 1 GHz, which is a commonly accepted value for magnetic materials [147]. We also

show the dPsw/dT for the MTJ free layer with lower and higher ∆ values than that of MBM

(∆ ∼ 35). We find that dPsw/dT are similar regardless of the ∆ values in the ballistic limit,

while there is a slight variation in the dPsw/dT in the diffusive limit, where a lower ∆ value

results in a higher temperature sensitivity. We understand that temperature change will

change the material parameters, and the initial effect of these changes can be accounted for in

our model. While we expect qualitatively similar results, considering the temperature effect

on all parameters simultaneously requires a detailed analysis, which we leave as a future

study.

3.3.5 Impact of process variations on Psw = 0.5

We now move on to the impact of geometric and material parameter variation on the midpoint

switching probability. Equation (3.13) suggests that for a specific V and tpw, the probability

of switching characteristic is driven by three quantities, namely ∆, Vc0, and τD. These
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quantities are all dependent on the geometric and material parameters of the free layer, and

in practice are also susceptible to temperature and process variations during fabrication. It is

thus critical to analyze the impact of parameter variation on the switching probability [272].

We show the impact of variation in free layer diameter D and thickness tF and material

parameters Ms, Hk, α, and η on the midpoint switching probability in Fig. 3.18. Among

these parameters, D and tF affect ∆ and Vc0 proportionally through volume, while α and

Hk act like physical forces that oppose switching, affecting ∆ and Vc0 proportionally and τD

inversely. For a fixed Hk, the parameter Ms has a similar effect on ∆ and Vc0, while η only

affects Vc0 inversely. Overall, from Fig. 3.18, we find that for all kinds of parameter variations,

the variation in the midpoint switching probability is weaker in the short-pulse limit than for

longer pulses. This attribute indicates the robustness of the TRNG operation against process

variations in short-pulse-activated SMART devices. While assessing parameter sensitivity, we

keep V1/2 fixed to its ideal value for a specific tpw and vary only one parameter at a time. The

percent variation for D, tF , Ms, Hk, α, and η are ±2.5%, ±5%, ±5%, ±5%, ±5%, ±10%,

respectively. We select these variations in ranges that each produce a linear fit with Psw.

Also, note that for Hk and α variations (Figs. 3.18(d) and 3.18(e)), we exclude very low pulse

duration because at such small tpw values, the interplay between ∆, Vc0, and τD changes Psw

in such a way that we are unable to get a linear fit to the Psw data with respect to Hk and α.

3.3.6 Energy cost of switching

The above discussions on the 50% switching probability of the short-pulse driven MBM focus

on robustness. However, the other important metric during switching is energy dissipation.

Moreover, from Fig. 3.16, we can see that dPsw/dV and dPsw/dtpw show opposite trends

as a function of tpw. The energy dissipation metric can set the pulse limits for the device

to achieve energy efficiency and robustness simultaneously. The STT-driven switching in

the presence of a thermal field is stochastic and the junction conductance varies in time in

a stochastic way. For a constant applied voltage, we can estimate the ensemble-averaged
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Figure 3.18: Variation in midpoint switching probability with respect to (a) free layer
diameter, (b) free layer thickness, (c) saturation magnetization, (d) anisotropy field, (e)
magnetic damping coefficient, and (f) spin polarization efficiency factor for various pulse
durations. For all the variations, the change in the midpoint switching probability is lower
for the short pulse limit than the longer pulse limit, leading to robust TRNG operations.
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Figure 3.19: (a) Average junction conductance, (b) average energy dissipation, and (c) average
energy-resistance product for 50% switching for various pulse durations. In (a), the inset
shows the zoomed view of ⟨G⟩. In all the figures, the error bars represent the standard
deviation in our ensemble.

energy dissipation ⟨E⟩ = V 2⟨G⟩tpw, where ⟨G⟩ is the ensemble-averaged junction conductance

during the pulse duration. One might assume ⟨G⟩ = (GP + GAP)/2, considering half the

time the magnetization is in the P state, while in the other half, it is in the AP state (GP

and GAP are the junction conductance in the P and AP state, respectively); however, it

is not guaranteed that the magnetization will spend equal time in P and AP states. An
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accurate way is to employ the probability density obtained by solving the FP equation,

⟨G⟩ = 1
tpw

∫ tpw
0

dt
∫ π

0
dθρ(θ; t)G(θ), where G(θ) = 1

2
(GP +GAP) +

1
2
(GP −GAP) cos θ.

Figure 3.19(a) shows the ⟨G⟩ for various tpw. For short tpw, ⟨G⟩ is close to the GP, and

as the tpw increases, ⟨G⟩ decreases because the magnetization spends more time in the AP

states (see inset for zoomed view). However, ⟨G⟩ starts to saturate for longer pulses. We

conjecture that for longer pulses, the thermal energy started taking over, which limits the

evolution of probability density to the AP states regardless of the pulse duration. If we

consider ⟨G⟩ = (1 − k)GP + kGAP, k varies from ∼ 15 − 30% as a function of tpw. It is

noteworthy that ⟨G⟩ is greater than (GP +GAP)/2 throughout the range of the tpw. From

⟨G⟩ we calculate the ensemble-averaged energy dissipation ⟨E⟩ in Fig. 3.19(b). We find a

lower ⟨E⟩ for the short-pulse limit over the longer-pulse limit. There is an optimal pulse

duration that minimizes the energy dissipation [259] because the V1/2 increases significantly

as tpw decreases, which results in a high ⟨E⟩ for very short pulse durations (picoseconds). In

the short-pulse limit (≲ 1 ns), the energy dissipation is in the range of only a few femtojoules,

which is orders of magnitude lower than the CMOS-based TRNGs (usually in the picojoules

range) [243, 273]. It should be noted, that we are only considering the random bit write

(activation) energy here. Finally, we quote ⟨E⟩RP (in fJ.kΩ unit) because it is relatively

easy to vary the RP in the experiment (RP = 1/GP is the junction resistance in the P state).

Using the tunnel magnetoresistance (TMR) relation, TMR = (GP −GAP)/GAP in the G(θ)

equation, from straightforward algebra, it can be shown that the quantity ⟨E⟩RP depends

only on the applied voltage, TMR, and the probability density obtained from the FP equation.

In the short-pulse limit, for 100% TMR, ⟨E⟩RP is ∼ 5 fJ.kΩ or lower. Note that in Fig. 3.19,

we show data up to 20 ns because the energy dissipation is very high for longer pulses and is

unsuitable for comparison with the short-pulse limit.
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Table 3.4: Material parameters for MTJ free layer.

Symbol Definition Value
D (nm) Diameter 15
tF (nm) Thickness 1.5
Ms (kA/m) Saturation magnetization 300 [260]
Ku (kJ/m3) Uniaxial anisotropy 600 [260]
α Damping coefficient 0.01 [260]
TMR Tunnel magnetoresistance 100% [274]
RP (RAP) (kΩ) Resistance in P (AP) state 2.5 (5.0)
η Spin polarization efficiency 0.433

3.3.7 Conclusion

In summary, we demonstrate the suitability of MBM-based SMART devices for TRNG

operations for a wide range of pulse durations. We studied the impact of various kinds of

variations around the 50% percent switching probability. Furthermore, we evaluate the energy

consumption associated with the stochastic switching process. Our results show that the

SMART devices operating in the short-pulse limit (≲ 1 ns) can achieve both robustness and

energy efficiency. Our findings offer insights into the development of fast, energy-efficient,

and reliable TRNGs for various applications.
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Chapter 4

Energy barrier lowering in

piezoelectric/magnet/topological

insulator/magnet stacks for in-memory

computing

The future of semiconductors in electronics, especially in the Edge Computing era, requires

confronting multiple fundamental scientific challenges with a holistic approach – encompassing

new material combinations with emergent functionalities, devices explicitly designed around

those properties, and circuits built on those devices to reduce overall size, power, delay, and

error [275, 276]. To this end, the intersection of magnetism, topology, and strain offers a

suite of symmetries and tunable properties that can be exploited strategically to synthesize

components beyond the reach of conventional semiconductor technology [34]. For instance,

a gated piezoelectric can strain a magnet to alter its energy landscape [277] and rotate its

magnetization from in to out-of-plane [278]. An out-of-plane magnet atop a 3D TI can

gap its topological surface states (TSS) by breaking time-reversal symmetry and turn it

semiconducting, modulating its spin conductivity [33, 279,280]. Finally, the spin-momentum
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locked TSS can write information onto an MTJ with a large SOT, its SHA exceeding

unity [281–284]. This heterogeneous stack naturally encompasses logic and memory in a PiM

architecture with a minuscule energy cost and negligible footprint [34].

PiM is an emerging architectural design that integrates memory and logic simultaneously,

leading to energy-efficient and faster information processing [285–288]. In traditional Von

Neumann architecture, the physical separation between memory and processing units results

in significant latency due to the back-and-forth data transfer [289,290]. In contrast, in PiM

architectures, some processing tasks are performed locally within the memory, allowing the

“processed” data to be transferred to the primary processing unit with reduced latency [291].

The individual memory cells in a PiM architecture (bit cells) are organized in a crossbar

layout. Selectors control each row and column of the crossbar grid, enabling the bit cells for

read or write operations. Utilizing sense amplifiers, the entire row of the crossbar can be read

by comparing the state of the bit cells with a known reference voltage or current to perform

logic operations within the memory [292–294].

MRAM is a leading contender for a PiM bit cell due to its non-volatility, high speed,

low power consumption, high endurance, scalability, and excellent compatibility with CMOS

process technology [10,288,295]. The fundamental building block for MRAM devices is the

MTJ, which consists of a thin insulator sandwiched between two magnetic layers—a “pinned

layer” whose magnetization is fixed and a “free layer” whose magnetization can be reoriented

by a spin current. Recently, current-induced SOT mechanism, resulting from either the spin

Hall effect [71,296] or the Rashba effect [297], has emerged as a promising approach for energy-

efficient switching of the MTJ free layer. SOT-based switching addresses several limitations

of its counterpart, STT-based switching, such as the need for high write currents, shared

read-write paths, and wear of the insulating layer [298–300]. SOT-based MRAM (SOTRAM)

is a three-terminal device featuring a decoupled read-write path and in-plane charge current

flow in the non-magnetic layer underneath the MTJ free layer with a high charge-to-spin

conversion efficiency, yielding a low write current and infinite endurance [71, 296]. SOTRAM
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is attractive as a last level embedded cache [301,302], with distinct advantages for PiM-like

edge-based motion detection and cross-modality object recognition [10, 303]. Traditional

SOT devices typically utilize HMs such as Pt [296,304], Ta [71], and W [70] as spin current

injectors; however, these HMs exhibit low SHA (Pt: 0.08, Ta: 0.15, and W: 0.4 [305]), leading

to low charge-to-spin conversion efficiency [284]. Achieving higher charge-to-spin conversion

efficiency (large SHA) is essential for energy-efficient applications.

Recently, TIs have garnered attention as an attractive spin source for SOT switching [281–

283,306,307]. TIs are characterized by their unique features, including spin-momentum-locked

TSS, insulating bulk states, and SHA greater than unity [308–310]. The conducting TSS arise

from band inversion at the surface, mediated by strong SOC, and are topologically protected

by time-reversal symmetry [311–313]. These attributes make TIs highly efficient spin current

injectors for SOT switching, facilitating energy-efficient information writing [314]. Conversely,

a magnet’s ability to modulate the spin conductivity of the TSS of a TI, when in proximity

with the TI, based on its magnetization direction, offers a pathway for an intrinsic gating

mechanism to control the TI surface current [33,34]. Switching the magnet (gating magnet

hereafter) from in-plane to out-of-plane orientations, gaps in the TSS can be opened, thereby

modulating the spin conductivity [279, 280]. This 90◦ switching of the gating magnet can

be achieved through various mechanisms, such as strain [315–318], voltage control magnetic

anisotropy [319], and changing the anisotropy by an applied voltage [33,320]. Nonetheless,

strain-induced 90◦ switching of magnets is very energy-efficient [32, 277, 317, 318], where

a piezoelectric material induces electrical strain in response to an applied gate voltage to

facilitate switching from in-plane to out-of-plane and vice versa.

In this chapter, we design and model a potentially compact and energy-efficient four-layer

piezoelectric/magnet/TI/magnet (MTJ) stack suitable for a bit cell in in-memory computing

architecture. We employ a coupled stochastic LLG simulation to study and analyze the device

dynamics. We present the device’s functionality, the required phase space for stress generated

by the piezo-induced strain and the gating magnet’s anisotropy, and the writing condition’s
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phase space (writing voltage vs. switching time/delay) of the MTJ. We estimate the energy

cost for gating and writing mechanisms and find that energy dissipation is significantly

reduced compared to HM-based SOT switching, which indicates the benefits of utilizing

TI as a spin source and an intrinsic gating mechanism as opposed to an access transistor

traditionally used. Furthermore, we project the energy cost for 2-bit AND and OR operations,

which shows lower energy costs than traditional HM-based SOT switching. Finally, we show

the impact of various material parameters on the device metric and discuss some of the

challenges of implementing the devices.

4.1 Computational details

To characterize the magnetization dynamics in our device, we solve a coupled stochastic LLG

equation in the macrospin limit using the fourth order-Runge Kutta Method. As explained

in section 4.2, the device consists of a piezoelectric/gating magnet/TI/MTJ heterostructure.

We simultaneously solve the magnetization dynamics of the gating magnet and the MTJ free

layer. In the case of the gating magnet, the LLG equation is described as:

1 + α2
1

γ
· ∂m1

∂t
= −µ0 · (m1 ×Heff1)

− α1µ0 ·m1 × (m1 ×Heff1),

(4.1)

where m1 = M1/Ms1 is the normalized magnetization and Ms1 is the saturation magnetization

of the gating magnet. α1, µ0, and γ are magnetic damping coefficient, permeability of free

space, and gyromagnetic ratio, respectively. We consider Heff1 = Hk1 +Hstress +Hth, where

Hk1 and Hstress are the effective anisotropy field and stress field of the gating magnet,

respectively [321, 322]. Hk1 = 2Ku1

µ0Ms1
− Ms1 (Ku1 is the uniaxial anisotropy of the gating

magnet). Hstress =
3λsσs

µ0Ms1
(λs is the magnetostriction coefficient of the gating magnet, and σs

is the stress generated by the electrical strain induced by the piezoelectric).
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For the MTJ free layer, the switching is facilitated by the SOT arising from the TI, and

the LLG equation takes the form:

1 + α2
2

γ
· ∂m2

∂t
= −µ0 · (m2 ×Heff2)

− α2µ0 ·m2 × (m2 ×Heff2)

− ℏ
2e

· θeffsh J

Ms2tf2
·m2 × (m2 × σp),

(4.2)

where e is the elementary charge, ℏ is the reduced Plank constant, θeffsh is the effective spin

Hall angle of the TI, tf2 is the thickness of the MTJ free layer, J is the surface current

density of the TI, and σp is the unit vector along the spin polarization direction, which is

in y−direction for x−directed current. The other variables and constants have the same

meaning as defined in Eq. (4.1), and a subscript of ‘2’ represents the parameter for the MTJ

free layer. θeffsh = θsh(1− sech(tTI/λ)), where θsh, tTI, and λ are the SHA, thickness, and spin

diffusion length of the TI. In Eq. (4.2), Heff2 = Hd +Hth. Hd is the demagnetization field

of the in-plane MTJ free layer and expressed as Hd = −Ms2[Ndx Ndy Ndz], where Ndx, Ndy,

Ndz are the demagnetization factors of the free layer along x, y, z axis, respectively.

In both Eqs. (4.1) and (4.2), Hth is a random thermal field with zero mean (µ = 0) and

standard deviation,

SD =

√
2αkBT

µ2
0γMsV∆t

, (4.3)

where α, Ms, and V are the damping coefficient, saturation magnetization, and volume of

the respective magnets. ∆t is the simulation time step. µ0, γ, kB, and T have their usual

meanings.

Throughout our study, we use TbCo as both the gating magnet and the MTJ free layer

magnet, Bi2Se3 as the TI, and Pb(Zr,Ti)O3 (PZT) as the piezoelectric materials unless

otherwise specified. The used parameters are listed in Table 4.1.
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Figure 4.1: (a) Schematic of a compact, low-power strained topological insulator SOTRAM
(STI-SOTRAM). An out-of-plane gating (selector) magnet gaps the bottom surface states of
the TI and places the upper magnet in storage mode (left fig.). The strain generated by the
piezoelectric rotates the selector magnet from out-of-plane to in-plane, restoring the bottom
layer surface states and activating the TI. The drain polarity VD sets the storage bit with m2y

(bit ‘0’) or −m2y (bit ‘1’) using high SHA SOT (middle and right figs, respectively). The
fixed layer of the MTJ reads the state as ‘0’ (parallel) or ‘1’ (antiparallel). (b) Schematic of a
PiM crossbar architecture where each activated stack (bit cell) can be selected by activating
the row column. Two selected bit cells can feed to a sense amplifier that processes the
local inputs by comparing with a reference voltage/current and performing Boolean logic
operations (e.g., AND, OR, etc.), thereby processing local data from the magnetic memory.
(c) Baising condition for read-write operations. WWL: Write Word Line, RWL: Read Word
Line, WBL: Write Bit Line, and RBL: Read Bit Line.

4.2 Four-layer vertical stack for PiM crossbar

Figure 4.1(a) depicts the schematic of the compact four-layer structure of the device comprising

a piezoelectric/gating magnet/TI/MTJ stack in the vertical direction. The device contains

a gating (selector) magnet at the bottom whose magnetization can be switched in and out

of the plane of the TI in nanoseconds with a voltage-gated piezoelectric at a low energy

cost [32, 278, 323]. An out-of-plane selector magnet gaps the bottom surface states of the

TI and places the upper MTJ free layer in storage mode. Activating the TI bottom surface

with applied voltage drives the top MTJ free layer into one of three modes – (i) altering its

magnetization with drain bias for data writing, (ii) discharging its stored magnetization state
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for data reading, the output set by its low (parallel)/high (antiparallel) resistance relative to

the MTJ pinned layer; (iii) or execute a logic operation (e.g., bitwise AND, OR, etc.) using

a sense amplifier. Since selector and storage magnets are co-located in a vertical geometry,

the structure is scalable and naturally suited for a PiM architecture that pre-processes stored

data locally, all with the same vertically integrated, compact bit cell as shown in Fig. 4.1(b).

Figure 4.1(c) shows the biasing condition for various operations.

4.3 Functionality of the device

The first functional block of the entire stack is the piezoelectric/gating magnet heterostructure.

Applying a voltage to the piezoelectric (PZT), electrical strain is generated and transferred

to the adjacent gating magnet (TbCo) via the magnetostriction effect. This strain is then

converted into stress, multiplied by the elastic modulus of the gating magnet, which counteracts

the uniaxial anisotropy of the gating magnet. When the stress is sufficient, it can switch

the gating magnet from out-of-plane to in-plane with minuscule energy consumption in the

order of ∼ 10 aJ [32, 278, 323] (energy cost estimation for our device is shown later). The

strain-induced switching of the gating magnet facilitates the opening and closing of the band

gap in the TSS of the TI (Bi2Se3), depending on the out-of-plane and in-plane magnetization

orientation of the gating magnet, respectively.

Figure 4.2(a) shows the magnetization dynamics of the gating magnet under the influence

of the stress induced by the piezoelectric strain. We started with an out-of-plane magnetization

(m1z = +1) for the gating magnet, which corresponds to the OFF state of the device as it

opens a band gap in the TSS and, hence, no current flow. Under the influence of stress,

it takes a very short time, ∼ 1 ns for the 90◦ switching (m1z = 0) of the gating magnet

for a stress σs = 100 MPa. The switching delay depends on the strength of σs and the

material parameters of the gating magnet. The out-of-plane magnetization component (m1z)

is fed to the next block (TI) dynamically, which modulates the band gap in the TSS and,
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Figure 4.2: Coupled LLG simulations showing gating magnet switching with strain (a),
turning ON TSS (closing band gap) and hence delivering surface current (b), and switching
MTJ free layer with SOT (c) without the thermal field. (d)-(e) Magnetization dynamics for
the gating magnet and the MTJ free layer, respectively, influenced by the stochastic thermal
field (50 simulations). (f) Histogram of switching time from 1000 stochastic simulations to
estimate the switching time corresponding to WER = 10−9. The switching time is calculated
as tsw = µ + 6SD from the histogram. The red curve is the Gaussian fit. The results are
generated using I0,surf = 6Ic,surf .

hence, the surface current. We consider a Dirac Hamiltonian form to model the surface

state of the TI. In the presence of a magnet in proximity to the TI, the Hamiltonian can

be expressed as H = ℏvF (σ × k) · ẑ +M0M1 · σ [33, 324], where vF is the Fermi velocity,

k is the wavevector, σ is the Pauli spin matrices, M0 is the exchange strength between the

gating magnet and TI, and M1 is magnetization of the gating magnet. From simple algebra,

for the case of an out-of-plane magnetization orientation of the gating magnet, we can show

the energy dispersion takes the form E = ±
√
ℏ2v2F |k|2 + (M0m1z)2, where |k| =

√
k2
x + k2

y.

This gives rise to a band gap Egap =
√
(2M0m1z)2 at k = 0. The band gap will modulate

the surface current of the TI as Isurf = I0,surfe
−Egap/kBT , where I0,surf represents the surface

current needed to switch the MTJ free layer for a specific switching delay. Figure 4.2(b)

shows the evolution of the Egap and the Isurf with time in response to the magnetization

dynamics of the gating magnet (Fig. 4.2(a)). Initially, when m1z = +1, a band gap of 2M0
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opened, and we get vanishing surface current. As the gating magnet switches (m1z = 0)

by the stress, the conductivity of the TSS is restored since the band gap is closed. We use

M0 = 0.1 eV, a typical value for Bi2Se3 [33,34]. Note that we cannot open an infinite band

gap as it is limited by the bulk band gap of the TI (0.3 eV for Bi2Se3 [325, 326]). We use

I0,surf = 6Ic,surf while generating Fig. 4.2(b), where Ic,surf is the critical surface current needed

to switch the MTJ free layer.
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Figure 4.3: (a) Gate voltage requirement in the PZT to generate electrical strain (stress).
The capacity to generate strain in the PZT limits the maximum achievable stress. (b) Gating
magnet’s uniaxial anisotropy vs. stress phase-space for the switching probability (colorplot) of
the MTJ free layer. The probability of switching is calculated from 105 stochastic simulations.
The dash-dotted line represents the TbCo uniaxial anisotropy (Ku1 = 64 kJ/m3).

We utilize an in-plane magnet-based MTJ for our device for primarily two reasons: (i)

SOT can provide deterministic switching without an external field assist only for an in-plane

magnet because of in-plane spin polarization (orthogonal to the charge current) [71, 281, 327],

and (ii) we are limited by the interaction between the TI and the MTJ free layer as such an

out-of-plane free layer will open gap in the TSS and hence no current conduction [33,279,280].

While utilizing an in-plane magnet occupies more area than a perpendicular magnetic

anisotropy (PMA) magnet, our design integrates the gating and storage magnets within

the same stack. This configuration offers both area and energy efficiency advantages, along

with the added benefit of field-free switching. Extensive research is underway for field-free

switching of PMA magnets. However, these require a graded structure or an added magnet
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Figure 4.4: Supplied drain voltage to the TI for writing operation. We use Isurf/Itot = 15%.

that provides the symmetry-breaking field and adds structural complexity [328,329]. We use

an in-plane magnet of “type y” (easy axis in y-direction). The critical current density for

switching Jc for this type of MTJ is expressed as [327,330,331]:

Jc =
2eα2µ0Ms2tf2

ℏθeffsh

(
Hin +

Hout

2

)
(4.4)

Hin is the in-plane shape anisotropy of the free layer, and Hout is the out-of-plane demagne-

tization component. The other variables and constants have the same meaning defined in

section 4.1. Using the parameters listed in Table 4.1, we find Jc = 1.88× 1010 A/m2, which

is at least one order of magnitude less than conventional heavy-metal-based SOT switch-

ing [305,327] and laid the foundation of energy-efficient switching. This amount of critical

current density needs to be supplied by the top surface states of TI for the switching of MTJ

free layer, from which we can estimate the critical surface current Ic,surf = JcWtsurf = 0.75 µA

(W is the device width, tsurf = 1 nm is the thickness of the TI top surface [306]).

Figure 4.2(c) shows the magnetization dynamics of the MTJ free layer in response to the

SOT generated by the TI surface current. We can clearly see the magnetization switching

(m2y = +1 to m2y = −1) with a switching delay of ∼ 4 ns for a surface current of 6Ic,surf .

Note that Figs. 4.2(a)-(c) are generated in the absence of a thermal field. Figures 4.2(d)
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and (e) show the magnetization dynamics of the gating magnet and the MTJ free layer,

respectively, under the influence of the thermal field for 50 simulation runs for the same

current as without thermal case, and we can see the stochastic behavior of the magnetization

dynamics. Figure 4.2(f) shows the histogram from 1000 simulations runs, and we find a

switching time of 10.75 ns, calculated by tsw = µ + 6SD, corresponding to a write error

rate WER = 10−9, which is the industry standard for memory applications [299]. In the

subsequent part, we calculate tsw similarly unless otherwise specified.

4.4 Gating and writing mechanism requirements

Figure 4.2 demonstrates the functionality of the device. We will now delve into the details and

constraints of the individual blocks. Beginning from the bottom to up, the piezoelectric/gating

magnet stack enables the strain-driven out-plane to in-plane switching. As discussed earlier,

the switching is governed by the competition between the uniaxial anisotropy energy and

the stress energy induced by the strain. PZT typically can generate an electrical strain

of 0.05% − 0.1% (500 − 1000 ppm) in response to an applied voltage [32], which sets the

achievable stress energy limit to counteract the anisotropy energy. The relation between

the applied voltage is VG/tpiezo = ϵ/d31 [32, 277], where VG, tpiezo, ϵ, d31 are the applied gate

voltage, thickness of piezoelectric, strain, and piezoelectric constant, respectively. The typical

d31 constant for PZT is 1.8× 10−10 [277]. TbCo has Young’s modulus of 100 GPa [332] and

λs = 400× 10−6 [333], which gives a range of stress σs from 50 to 100 MPa. Figure 4.3(a)

shows the gate voltage required for generating the strain (stress) for a 100 nm thick PZT. The

critical question is whether this stress is sufficient to overcome the anisotropy barrier. TbCo

has a low uniaxial anisotropy Ku1 of 64 kJ/m3 [283,334]. Considering the demagnetization

effect, the effecting anisotropy becomes 38.9 kJ/m3 (Keff = Ku1 − 1
2
µ0M

2
s1). Conversely, the

stress energy Estress =
3
2
λsσs [321,322] ranges from 30 kJ/m3 to 60 kJ/m3 depending on the

amount of strain (stress) shown in Fig. 4.3(a). Figure 4.3(b) presents the phase space for
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Figure 4.5: (a) Drain voltage requirement for high speed switching regime operation (2−10 ns).
(b) Energy dissipation in the TI during the writing process. (c) Comparison of energy
dissipation between traditional HM- and TI-based SOT mechanism. TI consumes orders of
magnitude less energy than the HM.

anisotropy and stress for the switching probability of the MTJ-free layer (colormap). The Psw

is calculated from 105 stochastic LLG runs [259] for 10 ns with a surface current of 6Ic,surf .

The figure illustrates the reciprocal relation between the Ku1 and σs, and the range of Ku1

and σs for a working device. This phase space is important because Ku1 can be tuned by

adjusting the composition of TbCo and alloying [335, 336], while σs is adjustable through

applied gate voltage.

Next, we consider the voltage requirement for the MTJ write operation (switching the

MTJ free layer). For the write operation, three important quantities are the switching

time/delay, switching current/voltage, and WER. We calculate the switching voltage vs.

switching time for various stress values in Fig. 4.4, showing the typical reciprocal relation for

spin-torque switching [138,251,337]. The switching voltage shown in Fig. 4.4(a) correspond

to WER = 10−9. As σs increases, the out-to-in-plane switching time of the gating magnet

is reduced, and it requires less time for the band gap to close, which is attributed to the

lower overall switching time of the device. We vary the surface current from 3.5 to 20 times

the critical surface current and let the magnetization evolve until it reaches 95% of its final

value (m2y = −0.95) [338]. We denote the time as the switching time for the individual

switching event, and from the switching time distribution of 1000 simulations, we calculate

the tsw corresponding to WER = 10−9. While calculating the total current requirement for

the required surface current, we consider a Isurf/Itot = 15% (see more discussion later).

95



4.5 Energy cost

Furthermore, we estimate the energy consumption for the switching process. The energy

has two components: the gating energy and the switching energy. The energy associated

with the gating mechanism comes from the applied voltage in the piezoelectric and can

be estimated as Epiezo = 1
2
CpV

2
G [32, 277], where Cp is the capacitance of the PZT, and

VG is the applied gate voltage. For the case of 0.1% strain, we get VG = 0.56 V and

Cp = ϵrϵ0WL/tpiezo = 0.071× 10−15 F (L is the length of the device, ϵ0 and ϵr = 1000 [277]

are the permittivity of free space and the relative permittivity of PZT, respectively). We

obtain Epiezo = 11.13 aJ using these values, which is minuscule and consistent with previous

studies [32,278,323]. The other part of the energy is the I2R loss in the TI. TI is typically

modeled as parallel surface and bulk channels (bulk channel accounts for the shunting through

the bulk states) [306,326]. The bulk resistance is Rbulk = L/σcWtbulk = 1.46 kΩ, where σc

is the average conductivity of the TI (σc = 5.7 × 104 Ω−1m−1 for Bi2Se3 [305]), and tbulk

is the thickness of the bulk state of TI. We use tbulk = 6 nm since the TI is 8 nm thick

and the thickness of the top and the bottom surface is 1 nm each [306]. We estimate Rsurf

based on the current distribution in the top surface channel, which is found to be 30% of

the total current as previously reported in both theory [326] and experiments [306]. This

makes Rsurf = 1.94 kΩ. Nonetheless, the bottom surface needs to be ground through the

gating magnet for the gating mechanism to work for our vertical structure. Therefore, we

split the bottom surface resistance equally with a ground in the middle and estimate the

equivalent resistance Req = 633.5 Ω, and eventually, we achieve 15% current through the

top surface channel of the TI for our resistance configuration. Shunting through the bulk

in TI is an open question, and it requires materials with a higher band gap to get more

current in the surface [326]. For high-speed applications, we want the switching time in

single-digit nanoseconds [299,302,339]. We estimate the energy used in this operation regime.

Figure 4.5(a) shows the voltage requirement for tsw for 2 − 10 ns (WER = 10−9), while

Fig. 4.5(b) shows the energy consumption for the writing operation for a range of Isurf/Itot.
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Isurf/Itot can be varied by tuning the conductivity, bulk band gap, and thickness of the

TI [306]. Our analysis suggests energy consumption in the TI is in the order of < 100 fJ,

even with a low current ratio of 15% in the top surface, which is energy efficient compared

to HM-based SOT switching (Fig. 4.5(c)), consistent with previous studies [283,305]. If we

increase the top surface current, the energy consumption will be decreased further. Fig 4.5(c)

shows the energy consumption comparison between HM and TI-based switching, which shows

an order of magnitude reduction in energy consumption for TI. Although the conductivity of

HM is very high, the current dictates the I2R loss, and TI requires a significantly low current

because of its higher SHA [305].

The total energy consumption Ewrite = Epiezo+ETI, which is dominated by the ETI because

of the minuscule energy in the gating mechanism. This suggests the advantage of the stain-

based intrinsic gating mechanism because it eliminates the need for an access transistor for

the write operation, costs negligible energy, and has a reduced footprint compared to a CMOS

access transistor. The energy consumption in TI will be much lower if we incorporate other TIs

with higher SHAs. For example, for BiSb (SHA = 10 and σc = 1.5× 105 Ω−1m−1 [305]), the

energy consumption is ∼ 0.9 fJ and ∼ 0.2 fJ for a current ratio of 15% and 20%, respectively,

which is ∼ 100× lower than Bi2Se3 and ∼ 1000× lower than traditional HM.

4.6 Energy cost projection for in-memory AND and OR

operations

The above-estimated write energy is at the bit cell level. Now, we project the energy cost

for a PiM array from the bit cell energy. In particular, we show the projection for a 2−bit

Boolean AND and OR operation using the PiM crossbar array (Fig. 4.1(b)). Before doing the

projection, we need to estimate the read energy cost. For reading operation, we use a small

sense current Isense = 1 µA, significantly less than the write current, eliminating the risk of

an accidental switch. We assume a resistance area product for the MTJ RPA = 2 Ωµm2 and
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a TMR = 100% [31], which makes RP = 2.5 kΩ and RAP = 5 kΩ, respectively (RP and RAP

are the resistance of MTJ in parallel and anti-parallel state, respectively). We consider a

16 nm PTM HP model for the read access transistor with a RON = 5 kΩ. We need to keep

the gate voltage ON for the read operation so that the TI surface state is conductive, adding

the gating energy during the read operation. Considering this, we found a read energy of

∼ 45 aJ and ∼ 55 aJ for parallel (bit ‘0’) and antiparallel (bit ‘1’) states at a read speed of

4 ns [340]. For in-memory 2−bit AND and OR operations, we need to select two bit cells

simultaneously, and the PiM operation is done by comparing the sense voltage from the bit

cells with a reference voltage Vref through a sense amplifier (see Fig. 4.1(b)), where Vref is set

to a value depending on the operation we want to perform. For two bit cells, we will have

{RAP, RAP}, {RAP, RP}, {RP, RAP}, {RP, RP} combinations in the resistance states of

the MTJ, corresponding to sense voltages {VAP, VAP}, {VAP, VP}, {VP, VAP}, {VP, VP}.

Setting a Vref = (VAP,AP + VAP,P)/2 ensures the sense amplifier will produce an output of ‘1’

only when both the bit cells are in antiparallel state (logic AND). Similarly, for logic OR,

Vref = (VAP,P + VP,P)/2 will serve the purpose. We can set the reference voltage by tuning

the reference resistance of the sense amplifier, and therefore, we can perform re-configurable

in-memory computing by tuning the reference voltage. The energy cost for a full cycle

(write-read) in-memory Boolean computing and area are summarized in Table 4.2. Note

that we assume a symmetric write operation [341] for both bits ‘0’ and ‘1’, and the energy

associated with the sense amplifier is estimated as 1
2
C∆V 2, where C is the capacitance of the

sense amplifier (typically 1 pF [342, 343]) and ∆V is the difference between the sense voltage

and the reference voltage.

4.7 Impact of material parameters

Finally, we present the effect of various key parameters on the device switching time tsw.

We show the effect of the thermal stability factor ∆1, exchange constant M0, and damping
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Figure 4.6: Variation in switching time with respect to (a) the thermal stability factor of
the gating magnet, (b) the damping coefficient of the gating magnet, and (c) the exchange
strength between the TI and the gating magnet. (d)-(f) Histograms of the switching time from
1000 stochastic LLG simulations corresponding to (a)-(c), respectively. We use I0,surf = 6Ic,surf
while calculating the tsw.

coefficient α1 of the gating magnet on tsw for various σs values. In Fig. 4.6, the top panel

shows the tsw while the bottom panel shows the histogram of tsw from 1000 simulations. For

the case of varying ∆1, as it increases, the switching time of the gating magnet will increase

for a specific σs, which increases the overall switching time of the device. While for a larger

α1, tsw reduces as the gating magnet switching time reduces with a large damping coefficient

because the gating magnet dynamics is governed by precessional and damping torques. Lastly,

if we increase M0, tsw increases because the gap opening is larger, and it takes longer to

provide sufficient surface state current in the TI. Note that even if we get a large M0, the

TSS band gap cannot be infinitely large as we are limited by the bulk bandgap of the TI. In

contrast, we need a larger value of M0 for a high ON/OFF ratio, which suggests the need for

a TI with larger bulk bandgap [34].
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Table 4.1: Material parameters

Dimension

Length L 20 nm

Width W 40 nm

Gating Magnet: TbCo

Thickness tf1 2.5 nm

Saturation magnetization Ms1 200× 103 A/m [283,334,336]

Damping α1 0.4

Uniaxial anisotropy Ku1 64× 103 J/m3 [283,334]

Magnetostrictive coefficient λs 400× 10−6 [333]

Young’s modulus Y 100× 109 Pa [332]

MTJ Free Layer: TbCo

Thickness tf2 12.5 nm

Saturation magnetization Ms2 400× 103 A/m [336,344]

Damping α2 0.01

Topological Insulator: Bi2Se3

Thickness tTI 8 nm [283,306]

Spin Hall angle θsh 3.5 [305]

Spin diffusion length λ 6.2 nm [345]

Conductivity σc 5.7× 104 Ω−1m−1 [305]

Piezoelctric: PZT

Thickness tpiezo 100 nm

Piezoelectric constant d31 1.8× 10−10 m/V [277]

Max. strain ϵ 1000 ppm (0.1%) [32]

Relative dielectric constant ϵr 1000 [277]

4.8 Challenges and opportunities

The above results show excellent promise for utilizing the STI-SOTRAM for an energy-

efficient bit-storage device. However, it is worth discussing the challenges associated with
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Table 4.2: Energy consumption and area for in-memory AND and OR operations. Ewrite and
Eread are the combined energy for both the bit cells, while Esense amp. represents the energy
associated with a single sense amplifier. Area is the total area of the bit cells and the read
access transistor (W/L = 10:1).

AND operation
Bit cell 1 state Bit cell 2 state Ewrite (fJ) Eread (fJ) Esense amp. (fJ) Etotal (fJ)

0 0 159.455 0.09 4.01× 10−4 159.55
0 1 159.455 0.10 6.30× 10−5 159.56
1 0 159.455 0.10 6.30× 10−5 159.56
1 1 159.455 0.11 6.30× 10−5 159.57

OR operation
0 0 159.455 0.09 3.65× 10−5 159.55
0 1 159.455 0.10 3.65× 10−5 159.56
1 0 159.455 0.10 3.65× 10−5 159.56
1 1 159.455 0.11 4.80× 10−4 159.57

Area = 6720 nm2

implementing STI-SOTRAM devices. There, of course, exist material issues [346] since we

need three separate interfacial processes with input-output isolation – (i) strain rotating the

bottom selector magnet, (ii) modulating the TSS with such rotation, and (iii) TSS writing

information onto the top storage magnet. For (i), magnetocrystalline anisotropy density Ku

is often larger than stress energy; however, sputtered magnets such as amorphous TbCo can

be compositionally tuned [335,336,347], while epitaxially grown CoFe film thickness can be

tailored to approach a small Ku near the out-of-plane to in-plane crossover occurs [348]. It

allows for achieving low Ku, which can be overcome through stress energy while large enough to

avoid spontaneous thermal fluctuations. The condition for switching is (3/2)λsσs > Ku. These

magnets exhibit high λs ∼ 200− 400× 10−6 [333,349] with elastic moduli ∼ 100 GPa [332],

yielding the switching of the magnetization with low stress.

For (ii), theory [280] and experiments [279] show that an interfacing out-of-plane magnet

opens a TSS bandgap, leaving only chiral quantum anomalous edge states with significantly

diminished spin surface current. A 3D tight binding-based study suggests the same, even

accounting for bands along the patterned TI side walls [34]. Critically, the magnet must

adjoin the TI, providing at least 50 mV exchange coupling. The g-factor for the Zeeman gap
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is highly material dependent (∼ 18 for Bi2Se3, ∼ 6 for Sb2Te2Se [350]), while that depends

on bulk bandgap due to the magnetic proximity effect (∼ 20 meV for EuS/Bi2Se3 [351],

∼ 100 meV for MnBi2Se4/Bi2Se3 [352]).

For (iii), SHA, even in sputtered TI, can be large (∼ 10− 20, about 100× greater than

conventional HMs, e.g., Pt), switching magnets very efficiently [305,353]. TIs have small bulk

bandgaps ∼ 100−300 meV that shunt current into the bulk and sidewalls. However, previous

studies show that even for a modest bandgap TI, an ON-OFF ratio of ∼ 10 can flip the

spins of a magnet with a very low WER of 10−9 [34]. This self-correction happens through

internal anisotropy fields [354], an increased bandgap with thin film quantization [305,355],

and reduced charge current with gap opening. To avoid current shunting into the storage

magnet, a thin layer of insulating NiO [356] or MgO [357] can be grown that transmits

magnon torque between the magnet/TI, or else use an insulating BaFe12O19 as the storage

magnet’s free layer [358].

Now, the important question arises: can we grow and pattern the heterogeneous stack? Re-

cently, our collaborators reported sputtered growth of amorphous/nanograined Bi2Se3 directly

onto a magnet on a piezo with compatible processing temperatures (personal communication).

Moreover, previous experiments show amorphous TI retains bandgap, topological protection,

and high SHA [305,359, 360], even after patterning with wet etching [361]. Therefore, the

usual back-end-of-the-line (BOEL) metallization steps should work. Besides mechanical

decoupling, the stacks are also electrically decoupled, as the strains on a common piezo

substrate stay localized around the contacts [278,362].

The other important concern is endurance. While HM-based SOTRAM endurance

is ∼ 1015, piezo fatigue and TI endurance limit our STI-SOTRAM device to ∼ 5 × 106

cycles [363,364]. This suffices for hyperdense, nonvolatile persistent cells, as the probability

of data overwrites per cell is very low (∼ 10−3, easily error corrected [365]).
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4.9 Conclusion

In summary, we demonstrated a novel four-layer piezoelectric/magnet/TI/MTJ bit cell design

with reduced energy cost and footprint for in-memory computing. Eliminating an access

transistor with a built-in strain-based gating mechanism has proved energy-efficient, yielding

an overall reduced energy cost. High-speed operation is achieved with significantly less

energy than the traditional SOT metals at the device and array level. Our results suggest

this heterogeneous stack may provide a compact and energy-efficient design for low-power,

high-speed in-situ applications.
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Chapter 5

Conclusion and outlook

The primary objective of this dissertation is to explore different modes of energy barrier

engineering in nanomagnetic devices used in spintronics applications, aiming to address some

of the bottlenecks of the existing computing technology. Nanomagnetic devices have the

potential to become a universal memory due to their non-volatility, scalability, and ultra-fast

operation, which could meet density and speed requirements simultaneously while offering

the extra feature of non-volatility. However, challenges arise as the size of the magnets is

reduced. In ultra-small dimensions, there is a trade-off between density and non-volatility.

The dichotomy is that smaller devices allow for high density but become volatile, losing the

long data retention. Conversely, if we want to store information for a long time, we must

use larger devices because the non-volatility is proportional to the volume of the magnet.

This dissertation aims to assess and workaround these conflicting issues associated with

nanomagnetic devices.

Specifically, we explore three facets of it. First, we examine ultra-small and ultra-fast

skyrmions as an alternative to traditional nanomagnets to leverage their small size while

retaining a high barrier and engineer their topological barrier by controlling DMI. We unveil

the underlying mechanism of the observed DMI behavior in a ferrimagnetic system with a

composition gradient in the capping layer and predict the energy-efficient cap layer materials.
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Additionally, we explore barrier engineering by placing notches in a magnetic racetrack,

which can provide a longer lifetime of skyrmions, supplemented by empirical equations and

ML-based automated prediction of the energy barrier. Next, we delve into the feasibility

of utilizing the smaller magnets with low barriers for probabilistic computing, stochastic,

and neuromorphic computing, capitalizing on the inherent stochasticity exhibited by this

class of magnets. We investigate the influence of different variations on the computational

networks built from LBM-based hardware units and quantify the error associated with

the output. We also analyze the performance of various neuron models that connect to

the stochasticity of the LBM for signal inferencing tasks. Additionally, we model more

practical and experimentally realistic MBMs that can potentially be energy-efficient, fast,

and robust TRNG units for probabilistic and stochastic computing. Finally, we combine new

materials to build a heterogeneous stack with an energy-efficient gating mechanism, which

dynamically engineers the barrier of a magnet for out-to-in-plane and vice versa. We deploy

a piezoelectric/magnet/TI/magnet stack to utilize the highly energy-efficient strain-based

gating to strategically modulate the TSS of a TI for energy-efficient data writing. This

heterogeneous stack naturally encompasses logic and memory in a PiM architecture with a

minuscule energy cost and negligible footprint. This dissertation may provide a path forward

to energy barrier engineering in nanomagnetic devices, potentially leading to next-generation

technologies, and here is an incomplete list of possible extensions of this work:

Storing multi-bit information in a notched racetrack

Multi-bit operations would require multiple notches in a racetrack. One of the future studies

in this direction could be to analyze the energy barrier and dynamics of skyrmions in a

racetrack with multiple notches to find out the optimal separation between the notches and

the relation between notch separation and skyrmion diameters. Other topics could include

the interaction between the skyrmion and notches while changing positions, the feasibility
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of using multiple skyrmions, and the effect of temperature on the metrics, i.e., the energy

barrier and unpinning current.

Ferroelectric “footprint” skyrmions

A known challenge in skyrmionics is the electrical reading of skyrmions, as the fill factor of

skyrmions compared to the reading MTJ is very low, which produces a low TMR and makes

it very difficult to read the resistance change based on the presence and absence of skyrmions.

Although emerging efforts are ongoing for all electrical detection of skyrmions, one promising

direction could be to use multiferroics materials as an abstraction layer to have an electrical

footprint of magnetic skyrmions (especially Néel skyrmions for practical applications) from a

magnetic layer so that the skyrmions can be detected capacitively.

Weyl semimetals (WSM) for field-free SOT switching

TI is an excellent spin source with a high SHA. However, the spin polarization is in-plane to

the TI. Therefore, the SOT from TI can only provide deterministic switching for in-plane

magnets. Here, low-symmetry materials, such as WSM, are potential candidates for field-

free switching to a PMA magnet because they can provide out-of-plane spin polarization

and hence out-of-plane SOT components. One future study worth pursuing is to use a

piezoelectric/magnet/WSM/PMA-magnet stack and control the conductivity of WSM surface

states through the strain from the piezoelectric to achieve field-free switching of the PMA

magnet. The feasibility of combining a TI and WSM as the spin source to achieve field-free

switching can also be explored.
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Appendix A

Dissipation in SMART MTJ devices

For stochastic magnetic actuated random transducer (SMART) devices, we assume (and to

a good approximation) that the junction conductance depends on the angle between the

magnetizations of the free and fixed layer θ as follows:

G(θ) =
1

2
(GP +GAP) +

1

2
(GP −GAP) cos θ. (A.1)

The tunneling magnetoresistance (TMR) is thus the fraction:

T =
GP −GAP

GAP

. (A.2)

A.1 Energy dissipation

We now consider the energy dissipated during a voltage pulse of duration tpw:

E =

∫ tpw

0

V 2

R(t)
dt =

∫ tpw

0

V 2G(t)dt = V 2

∫ tpw

0

G(t)dt. (A.3)

As we take the direction of the magnetization of the fixed layer to be up (in the z-direction),

θ is the polar angle of the free layer magnetization. The ensemble average energy dissipated
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is thus:

⟨E⟩ = V 2

∫ tpw

0

G(θ)P (θ, t)dt, (A.4)

where P (θ, t) is the probability of the magnetization angle θ at time t computed with the

Fokker-Plank equation (FPE).

Using Eq. (A.2), GP = (T + 1)GAP and we can rewrite Eq. (A.3) as follows:

G(θ) =

[
T

2
(1 + cos θ) + 1

]
GAP, (A.5)

=

[
T cos2

θ

2
+ 1

]
GAP, (A.6)

or, in terms of the parallel state conductance GP:

G(θ) =
GP

1 + T

[
T cos2

θ

2
+ 1

]
. (A.7)

Finally, the average energy dissipated to create a random bit can be written:

⟨E⟩ = V 2GP

1 + T

∫ tpw

0

(
T cos2

θ

2
+ 1

)
P (θ, t)dt. (A.8)

So, we see that the energy dissipated depends on the parallel state conductance and the

TMR. The larger the conductance and TMR, the greater the energy that will be dissipated

and one can write:

⟨E⟩RP =
V 2

1 + T

∫ tpw

0

(
T cos2

θ

2
+ 1

)
P (θ, t)dt, (A.9)

where RP = 1/GP is the junction resistance in the parallel state. In other words, ⟨E⟩RP only

depends on the voltage amplitude, TMR, and FPE results, P (θ, t).
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Appendix B

PiM sensing scheme

The working principle for in-memory computing is based on a simple sensing scheme. Fig-

ure B.1(a) shows the equivalent circuit for a 2−bit operation where two bit cells are simulta-

neously selected through the row-column selectors. R1 and R2 are the resistance of the read

access transistors, and RM1 and RM2 are the resistance of the MTJ. Depending on the state

of the MTJ, we can get either {RAP, RAP}; {RAP, RP}; {RP, RAP}; {RP, RP} values for RM1

and RM2, respectively, where RP is the resistance when the MTJ is in parallel state while

RAP for anti-parallel state. Figures B.1(b)-(e) depict the resistance combinations used in our

study (see Section 4.6).

Figure B.1: (a) Equivalent circuit representation when two bit cells are selected simultaneously
and fed to a sense amplifier for in-memory computing. The voltage level for AND and OR
operation are shown at the bottom. (b)-(e) Various possible combinations of resistance used
in our study. Fig. (a) is reproduced from [10] with permission.

Now, we can calculate the Vsense by multiplying the equivalent resistance with the sense

current, and that is compared with a reference voltage that is set depending on the desired
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operation. For example, for Boolean AND operations, we need to set the Vref as VAP,AP+VAP,P

2
,

so that the sense amplifier will give an output of logical ‘1’ only if both the MTJs are in AP

state. Similarly, for OR operations, the Vref would be VAP,P+VP,P

2
.

For the mean specific resistance and sense current (Isense = 1 µA) used in our study,

we get the following values for various voltages are: VAP,AP = 5 mV; VAP,P = 4.29 mV;

VP,P = 3.75 mV; Vref,AND = 4.65 mV; Vref,OR = 4.02 mV.
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(2024).
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