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Abstract

A thrust bearing is a type of rotary bearing that permits rotation between parts and is designed to support a load parallel to the axis of rotation. The film pressure that separates the surfaces is created by the surface's relative motion (rotation) as the lubricant is dragged into the converging wedge between the surfaces. The stationary and rotating surfaces are separated by the thin film of lubricants, such as oil, air, water, or other process fluid. The main performance characteristics of a thrust bearing are film thickness, load capacity, and temperature. Demand for turbo machines to run faster and the increasing use of nontraditional, low viscosity lubricants also demand new analysis tools that properly account for their physical properties. The oil lubrication in high speed or water lubrication is challenging for traditional turbulence modeling in bearing as the high rotating speed or the low viscosity of water produces highly turbulent bearings. Due to the inherent shortcomings, the traditional zero-equation can be improved to enable better prediction accuracy and less empiricism. There is a temperature drop region with the increase in speed. However, the physics causing such temperature drop is not well understood.

A series of studies are conducted to comprehensively analyze turbulence and thermal characteristics in thrust bearings through computational analysis. The finite element model is used to model three methods of modeling wall shear stress. Then sensitivity study of the three methods is performed for water and oil lubrication. Moreover, it compared the results between those three methods. For typical turbulence models, the value of \( y^+ \) must be within a certain range to maintain accuracy. Preserved the \( y^+ \) value to make water-lubricated thrust bearing models valid and optimized parameters in the Ng-Pan turbulence model. A new mixed zero-equation and one-equation turbulence model was developed in the new thrust bearing modeling code package “ThrustX”. It is a Thermo-hydrodynamic (THD) code consisting of looping between turbulence equation, Reynolds’ equation, film energy equation, and pad & runner conduction equation. A full fluid-solid CFX model was developed for a center pivot fluid-film thrust-bearing experimental model to study the physics of temperature drop in the transitional region. A novel physics finding causing the temperature drop in the transitional region was proposed, studied, and verified. A rigid verification between the experiment, benchmark FE code, and CFX was performed.

The CFX model is verified by using an experimentally measured pad temperature map and
by matching the temperature drop shown in the experiment to capture the cooling effect in the transitional region. The full fluid-solid CFX model has four groove regions – inlet and outlet grooves between the pads, a groove at the inner diameter groove, and a groove at the outer diameter.

All modeling results show good agreement with the available test data. The minimum film thickness with method three excluded is consistently larger. For water-lubricated conditions, the influence of the core turbulence region is not as obvious as that for oil-lubricated conditions. Minimum film thickness shows a significantly improved fit with the cross-film element number modified from the benchmark. The proposed modified Ng-Pan turbulence model fits well with the benchmark, showing a significant improvement in fit over the original Ng-Pan model at high Reynolds number cases. The eddy viscosity from the mixed zero-equation and one-equation turbulence model is very close to Eddy Viscosity Transport (EVT) and DNS results. The turbulence model in the mixed zero-equation and one-equation turbulence model is much improved compared to Ng-Pan zero-equation. The SST turbulence model captures the temperature drop in the transitional region and produces a very different thermal picture from the laminar groove models. It is found that the turbulence in the groove is the significant factor that causes the temperature drop, rather than turbulence developing in the film, from traditional understanding. The turbulence in the groove created eddies in the flow in the groove, and such enhanced mixing and conduction in the groove, produce a nearly uniform, reduced temperature at the leading edge of the film. As the groove flow becomes increasingly turbulent, the leading-edge temperature drops due to the increased turbulence in the groove conducting more heat away, with better heat transfer to the surrounding surfaces. The study of temperature drop in the transitional region to the thrust bearing modeling can significantly improve the understanding of predicting the overall thermal performance characteristics and dynamic coefficients for fluid film lubricated thrust bearings.
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**Nomenclature**

\[ y \] Distance from the wall [m]

\[ \nu \] Kinematic viscosity [m\(^2\)/s]

\[ y^+ \] Nondimensional first layer height [1]

\[ \delta^+ \] Dimensionless thickness of viscous sublayer [1]

\[ \alpha, \beta \] Constants used in \( \delta^+ \) [1]

\[ Rep \] Reynolds number at pivot location [1]

\[ k \] Kinetic Energy of turbulent fluctuations [kg \cdot m\(^2\)/s\(^2\)]

\[ \nu_T \] Kinematic eddy viscosity [m\(^2\)/s]

\[ t \] Time [s]

\[ \tau_{ij} \] Specific Reynolds Stress tensor

\[ l \] Turbulence length scale [m]

\[ \sigma_k \] Constant

\[ S_{ij} \] Mean strain-rate tensor [/s]

\[ \delta_{ij} \] Kronecker delta [1]

\[ x, y, z \] Cartesian coordinate [m]

\[ u, v, w \] Velocity components in x, y, z directions [m/s]

\[ \mu \] Dynamic molecular viscosity [Pa\cdot s]

\[ \rho \] Density [kg / m\(^3\)]

\[ C \] Constant [1]

\[ A^+ \] Constant [1]

\[ h \] Film thickness [m]

\[ \varepsilon_m \] Eddy-diffusivity for momentum [m\(^2\)/s]

\[ \tau_w \] Wall shear stress [Pa]

\[ u^+ \] Dimensionless term used in eddy-viscosity model [1]

\[ z^+ \] Dimensionless term used in eddy-viscosity model [1]

\[ \kappa \] Von Karman constant used to define eddy-viscosity model [1]

\[ \tau_0 \] Shear stress at z=0 [Pa]

\[ r, \theta, z \] Coordinates in cylindrical coordinate system [m, degree, m]

\[ u_r, u_\theta, u_z \] Velocities in cylindrical coordinate axes [m/s]
\( \tau_h \quad \text{Shear stress at } z=0 \quad [\text{Pa}] \)

Point in film at which eddy-viscosity for lower wall has the same value as that of the upper wall

\( z_m \quad \text{Dimensionless term used in eddy-viscosity model [1]} \)

\( \tau_c \quad \text{Shear stress at the core of turbulent pipe flow [Pa]} \)

\( \mu^* \quad \text{Eddy viscosity} \quad [\text{Pa} \cdot \text{s}] \)

\( \beta \quad \text{Transition constant} \quad [\text{m}^4 \cdot \text{s} / \text{N}] \)

\( \Gamma_0, \Gamma_1, \Gamma_2 \quad \text{Functions in turbulent Reynolds equation definition} \quad [\text{m}^2 \cdot \text{s} / \text{kg}] \)

\( \hat{p} \quad \text{Constant cross-film pressure} \quad [\text{N} / \text{m}^2] \)

\( \omega \quad \text{Rotor speed} \quad [\text{m} / \text{s}] \)

\( v_d \quad \text{Diffusion flow} \quad [\text{mol} \cdot \text{m}^2 / \text{s}] \)

\( c_p \quad \text{Specific heat at constant pressure} \quad [\text{J} / (\text{kg} \cdot \text{K})] \)

\( T \quad \text{Temperature} \quad [\text{K}] \)

\( k^* \quad \text{Turbulent thermal conductivity} \quad [\text{W} / (\text{m} \cdot \text{K})] \)

\( k \quad \text{Thermal conductivity} \quad [\text{W} / (\text{m} \cdot \text{K})] \)

\( Q \quad \text{Heat source per unit volume per unit time} \quad [\text{W} / \text{m}^3] \)

\( \hat{y}_i \quad \text{Predicted values} \)

\( y_i \quad \text{Regression's dependent variable} \)

\( n \quad \text{Times [1]} \)

\( u_* \quad \text{Friction velocity at the nearest wall} \quad [\text{m} / \text{s}] \)

\( \alpha, \beta \quad \text{Constants used in } \delta^+ [\text{1}] \)

\( Re_p \quad \text{Reynolds number at pivot location} [\text{1}] \)

\( d^* \quad \text{First layer thickness calculated for a uniform mesh} \quad [\text{m}] \)

\( u \quad \text{Moving surface velocity} \quad [\text{m} / \text{s}] \)

\( \Omega \quad \text{Rotor angular speed} \quad [\text{rad} / \text{s}] \)

\( D \quad \text{Diameter of the rotor} \quad [\text{m}] \)

\( N \quad \text{Number of elements across the film} \quad [\text{1}] \)

\( H_{\text{min}} \quad \text{Minimum film thickness} \quad [\text{m}] \)

\( H_{\text{piv}} \quad \text{Film thickness at pivot location} \quad [\text{m}] \)

\( u_i \quad \text{Mean velocity in tensor notation} \quad [\text{m} / \text{s}] \)
\( x_j \)  
Position vector in tensor notation [\( m \)]

\( C_D \)  
closure coefficient, 0.08 [1]

\( \sigma_k \)  
Turbulence closure coefficient [1]

\( p \)  
Pressure [Pa]

\( U \)  
Surface speed [m/s]

\( C_p \)  
Center position [m]

\( X_j \)  
Journal horizontal position [m]

\( Y_j \)  
Journal vertical position [m]

\( \theta_p \)  
Pivot angular location [degree]

\( J \)  
Jacobian

\( N_i \)  
Shape function

\( r, s, t \)  
Local coordinate

\( \tau \)  
Shear stress [Pa]

\( \mu_T \)  
Turbulent dynamic viscosity [Pa \( \cdot \) s]

\( i, j, k \)  
Unit vectors in x, y, and z directions

\( K_x, K_y, K_z \)  
Coefficients for second-order derivative term

\( M_x, M_y, M_z \)  
Coefficients for first order derivative term

\( P \)  
Coefficient for first order term

\( A, B \)  
Coefficients for linear equation

Subscripts

- oil  
Oil lubrication

- water  
Water lubrication

Abbreviations

TEHD  
Thermo-elasto-hydrodynamic

RMS  
Root mean square
1. Introduction

1.1 Overview of Previous Work

1.1.1 Basic working principle in thrust bearings

Figure 1 shows a thrust bearing applied in a hydro-generator. A thrust bearing is a type of rotary bearing that permits rotation between parts and is designed to support a load parallel to the axis of rotation. A typical tilting-pad fluid film thrust bearing is shown in Figure 2 [1]. The geometry and coordinate systems for a tilting-pad, fluid-film thrust bearing are shown in Figure 3 [2]. Hydrodynamic lubrication is where a layer or wedge of lubricant supports the bearing material, and no contact is made directly between the rotating shaft and bearing surfaces. Demand for turbo machines to run faster and more efficiently under higher loads with longer maintenance cycles requires more accurate design and analysis tools to ensure their high-performance operation without unexpected failures. Likewise, the increasing use of nontraditional, low viscosity lubricants also demands new analysis tools that properly account for their physical properties.

![Figure 1: A typical tilting-pad fluid film thrust bearing](image-url)
The working principle of fluid film bearings is shown in Figure 4. A convergent wedge of fluid produces hydrodynamic lift as the fluid is dragged into the gap by viscous shearing. The stationary and rotating surfaces are separated by the thin film of lubricants, such as oil, air, water, or other process fluid. The film pressure that separates the surfaces is created by the surface's relative motion (rotation) as the lubricant is dragged into the converging wedge between the surfaces. The main performance characteristics of a thrust bearing are film thickness, load capacity, temperature, and power loss.
1.1.2 Internal flow in thrust bearings

Flow in film region

Figure 5 [3] shows the velocity vectors on the axial midplane of a pad and halfway through the film thickness to show the physical flow within the thrust bearings. The velocity is circumferential mainly due to the runner’s shear drag. Due to the influence of the circumferential velocity, the inlet flow is at the leading edge, and the hot oil carry-over is at the trailing edge. The velocity vectors also have radial components that cause inner and outer radius leakage. The Inner Diameter (ID) leakage (due to centrifugal pumping effects) and hot oil carry-over are internally circulated, and the net flow leaving the bearing is the Outer Diameter (OD) leakage [3].
Flow in thrust bearing system

How the lubricant flows within the thrust bearing housing is crucial to a bearing’s thermal performance. Figure 6 shows the flow in conventional thrust-bearing housing. Thrust bearings work in pairs in two directions [4]. If the shaft goes left, the left pad holds the load, while if the shaft goes right, the right-hand side pad holds the load. The lubricant is supplied into the bearing through radial holes behind the pads. The fluids enter the Inner diameter groove, then passes into the film between the pad and runner, and finally exit the Outer Diameter Groove (ODG) and Trailing Edge (TE) Groove, which is the Leading Edge (LE) Groove for the next pad. After the lubricant reaches the inside bearing bore, it is distributed circumferentially due to the rotating shaft, mixed with the ID leakage, and feeds the radial grooves between pads. A tangentially oriented drain hole eventually collects the exit flow on top. The numbers indicating parts are shown below: 1-Inner Diameter Groove (IDG); 2-Film; 3-Pad; 4-Runner; 5-Shaft; 6-Outer Diameter Groove (ODG); 7-Leading Edge (LE) groove; 8-Trailing Edge (TE) groove.
Hot oil carry-over

The inaccurate leading-edge temperature is the most significant uncertainty in thrust bearings [5]. Presently, researchers have a general empirical method for understanding the process of hot oil carry-over. Existing hot oil carry-over models approximate the average leading edge temperature. However, the current hot oil carry-over models are not detailed and accurate. Therefore, researchers do not understand the groove flow in detail, which is necessary for accurate leading edge temperature predictions.

The relatively hot lubricant exiting the previous pad is called hot oil carry-over. Its mixing with supply oil is the phenomenon that makes inlet temperature less accurate [6]. In high-speed applications, temperature rather than film thickness is the limiting criterion. Figure 7 [3] schematically shows the oil flow between two pads. Lubricant entering a pad \( (Q_{in}) \) is composed of two streams: oil leaving the trailing edge of the upstream pad \( (Q_{out}) \) and oil from outside \( (Q_{supply}) \). The oil from the upstream pad is relatively hot due to internal viscous shearing. The pad temperature is greatly influenced by the temperature of the oil entering the pad, which in turn depends upon the proportion of the lubricant carried over on the collar as hot oil from the previous pad. The mean temperature of the oil entering the pad can be considerably higher than the fresh oil supplied to the bearing [7]. The
quantitative distribution of trailing edge oil and fresh oil flow strongly depends on the tangible operating boundary conditions [8].

![Figure 7: Flow between two pads](image)

Heshmat and Pinkus comprehensively discuss phenomena that impact the mixing process between the supplied fresh oil and the trailing edge flow of the upstream pad [9]. Heshmat and Pinkus [9] and Mitsui [10] use experimental data for their analyses and recommend empirical mixing factors to be applied in theoretical bearing codes. The fluid flow in the inlet cannot be described by the Reynolds equation but provides boundary conditions for its numerical solution [8]. Therefore, different researchers investigated fluid flow in the inlet region applying computational fluid dynamic (CFD) tools [11] [12] [13] [14]. The most widely used theory is Mitsui’s hot oil carry-over model [10] [15]. In Mitsui’s model, the groove mixing temperature is a function of flux, supply temperature, trailing edge temperature, and an empirical value of the hot oil carry-over factor. There have been other hot oil carry-over models developed in the past by Pinkus and Sternlicht [16] (1962), Neal [17] [18] [19] (1970), Ettles [6] [20] [21] (1969), Vohr [22] (1981) and Heshmat and Pinkus [9] (1986). Although these models are more complex than Mitsui’s model, they require experimental data to correlate several empirical constants and, in practice, have shown no clear advantage over Mitsui’s model.

**Groove turbulence**

Processes at the inlet region contribute to the boundary condition for the leading edge of the downstream pad. As a result, they substantially impact the lubricant film's temperature characteristic. For decades, researchers have tried to understand it and find a

Groove turbulence affects turbulence within the film and groove mixing but was often not accounted for in legacy finite element modeling and commercial CFD modeling. This study demonstrates the utility of a groove model to remove the empiricism associated with a hot oil carry-over model in fluid film thrust bearings. The hot oil carry-over methods are predominantly empirical methods that use one value of temperature across the entire leading edge. Those hot oil carry-over models do not explicitly account for heat transfer in the groove and are, therefore, incomplete. The full fluid-solid-groove model used here includes the hot oil carry-over process in the calculation and gives an improved prediction of temperature variation across the entire film leading edge surface.

1.1.3 Turbulence: fundament

Turbulence, or eddying motion, is a local swirling motion of a fluid where the vorticity is very intense [28], as shown in Figure 8. A wide range of sizes of eddying motion appears, producing vigorous mixing momentum and effective turbulent stress. As shown in Figure 9, the larger-scale turbulent motions carry most of the energy while randomly stretching the vortex elements that comprise the smaller eddies, cascading energy to them in the form of turbulent kinetic energy. The state of a turbulent flow at a given position depends upon upstream history. As shown in Figure 10, considering turbulence’s fluctuating properties, after imagining having done a Fourier analysis of the fluctuating flow, wavelength and wavenumber [29] are introduced. With it, more mathematical methods can be applied. The energy dissipation rate is set by the long-wavelength motion, while the energy is dissipated by viscosity in the shortest wavelengths.
Finding the smallest eddy scale is intuitive as it is easier to find, and it is desirable to test whether turbulence is a continuum problem. When the eddy is smaller, its motion tends to have a smaller time scale. When the eddy is small enough, the rate of larger-scale eddies supplying is equal to the rate of smaller eddies’ energy dissipation. The smallest scales are called Kolmogorov scales (1941) [30], and it only depends on the rate of larger-scale eddies supplying $\varepsilon$ and molecular viscosity $\nu$. And the length, time, and velocity scales are \((\nu^3/\varepsilon)^{1/4}, (\nu^2/\varepsilon)^{1/2}, (\nu \varepsilon)^{1/4}\). Most turbulence models use Taylor’s equation (1935) $\varepsilon \sim \frac{k^{3/2}}{l}$ as a length scale. The overall development of the theoretical understanding of turbulence is depicted in Figure 11.
1.1.4 Turbulence: general modeling

Navier–Stokes (N-S) equations describe the motion of viscous fluid substances, which is fundamental to viscous flow theory. The incompressible steady flow equation is shown in Eq. 1. $u$ is velocity, $\nabla$ is gradient, $\nu$ is kinematic viscosity of the fluid, $\nabla w$ is the gradient of pressure over density.

$$ (u \cdot \nabla) u - \nabla^2 (\nu u) = -\nabla w \quad \text{Eq. 1} $$

In particular to turbulence theory of Reynolds averaging (1895) [31], Reynolds decomposition is used to separate the expectation value of a quantity from its fluctuations [32]. The method is shown in Eq. 2, where the expectation $\bar{u}$ is the steady (time-averaged) component, and the fluctuation $u'$ is the expectation value subtracted from this quantity.
There is no analytical theory to predict the evolution of turbulent flows, the random fluctuation is extremely sensitive to initial conditions, and the N-S equation can only be solved directly for simple flow cases. For most real turbulent flows, numerical simulations using turbulence models are the only way to predict the evolution of turbulence.

\[ u = \bar{u} + u' \]  
Eq. 2

The purpose of Reynolds decomposition is to isolate slowly changing values and fluctuation values. This is the first step, and the next step is to try to remove the fluctuation terms. The Reynolds-averaged Navier–Stokes equations (RANS) is the result. RANS is the time-averaged equation of N-S eq, and it can be used with approximations based on knowledge of the properties of flow turbulence to give approximate time-averaged solutions to the N-S eq [32]. In order to achieve this, the mass conservation equation shown in Eq. 3 is also necessary. Taking N-S eq. in the x direction as an example, shown in Eq. 4, the term \( u \frac{\partial u}{\partial x} \) in N-S becomes four terms \( \bar{u} \frac{\partial u}{\partial x}, u' \frac{\partial u'}{\partial x}, u' \frac{\partial \bar{u}}{\partial x}, u' \frac{\partial u'}{\partial x} \). The second and third term are eliminated after time averaging, the fourth term becomes \( \frac{\partial (u'u')}{\partial x} \) after applying mass conservation. \( u' \bar{u}' \) is a symmetric tensor, so it has six unknown quantities, plus pressure and three velocities, there are ten unknown quantities. However, there are only four equations, including one mass conversation and N-S equations in three directions. How to solve the term \( u' \bar{u}' \) is the so called “closure problem”, and the term \( \rho \bar{u}' \bar{u}' \) is called Reynolds stress.

\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0 \]  
Eq. 3

\[ \rho \left( u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} \right) = - \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( \mu \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \mu \frac{\partial u}{\partial y} \right) + \frac{\partial}{\partial z} \left( \mu \frac{\partial u}{\partial z} \right) \]  
Eq. 4

The Reynolds stress equation is the second-moment related to answering the “closure problem”. The Reynolds stress equation uses the exact Reynolds stress transport equation as the formation and is the complete classical turbulent model. The components of the Reynolds stress tensor are directly computed, accounting for the directional effects of the Reynolds stresses and the complex interactions in turbulent flows. The Reynolds stress equation is derived by multiplying the N-S equation by a fluctuating property and time averaging the product. The derivation process is shown in Figure 12. The final format
of the Reynolds stress equation and the physical meanings of each term is shown in Figure 13.

\[
\overline{u'_i}N(u_i) + u'_iN(u_i) = 0
\]

\[
\begin{align*}
\overline{u'_i} & = u'_i - \overline{u'_i} \\
\overline{u'_i} & = u'_i - \overline{u'_i} \\
\overline{u'_i} & = u'_i - \overline{u'_i} \\
\overline{u'_i} & = u'_i - \overline{u'_i} \\
\overline{u'_i} & = u'_i - \overline{u'_i} \\
\overline{u'_i} & = u'_i - \overline{u'_i} \\
\end{align*}
\]

\[
\frac{\partial u'_i}{\partial x_k} = 0
\]

\[
\begin{align*}
\frac{\partial u'_i}{\partial x_k} & + u'_k\frac{\partial u'_i}{\partial x_k} \\
\frac{\partial u'_i}{\partial x_k} & + u'_k\frac{\partial u'_i}{\partial x_k} \\
\frac{\partial u'_i}{\partial x_k} & + u'_k\frac{\partial u'_i}{\partial x_k} \\
\frac{\partial u'_i}{\partial x_k} & + u'_k\frac{\partial u'_i}{\partial x_k} \\
\frac{\partial u'_i}{\partial x_k} & + u'_k\frac{\partial u'_i}{\partial x_k} \\
\frac{\partial u'_i}{\partial x_k} & + u'_k\frac{\partial u'_i}{\partial x_k} \\
\end{align*}
\]

\[
-2\nu \frac{\partial u'_i}{\partial x_k} \frac{\partial u'_i}{\partial x_k} + v \frac{\partial^2 u'_i}{\partial x_k^2} = 0
\]

**Figure 12: Derivation of Reynolds stress equation**

\[
P_{ij} = -\varepsilon_{ij} + \Pi_{ij}
\]

Production tensor \( P_{ij} \)

Dissipation tensor \( \varepsilon_{ij} \)

Velocity-pressure-gradient tensor \( \Pi_{ij} \)

\[
\begin{align*}
P_{ij} & = -\frac{1}{\rho} \left( \frac{\partial u'_j}{\partial x_i} + \frac{\partial u'_i}{\partial x_j} \right) \\
\varepsilon_{ij} & = 2\nu \frac{\partial u'_i}{\partial x_k} \frac{\partial u'_j}{\partial x_k} \\
\Pi_{ij} & = -\frac{1}{\rho} \left( \frac{\partial u'_j}{\partial x_i} + \frac{\partial u'_i}{\partial x_j} \right)
\end{align*}
\]

Pressure-strain-rate tensor \( R_{ij} \)

Pressure transport tensor

**Figure 13: Reynolds stress equation**

The Boussinesq hypothesis (Boussinesq, 1877) solves the closure problem. It is the second answer to remove the fluctuation terms and is the “approximations based on knowledge of properties of flow turbulence” mentioned in the last paragraph by introducing the concept of eddy viscosity. Boussinesq relates the Reynolds stress to the velocity gradient through the eddy viscosity to close the system of RANS. The Boussinesq equation is shown in Eq. 5, or simply as \(-\overline{u'_i}u'_j = \nu_T S_{ij}\). \(\nu_T\) is kinematic eddy viscosity, \(S_{ij}\) is strain-rate tensor shown in Eq. 6, and \(k\) is the turbulence kinetic energy shown in Eq. 7.
\[ -\overline{u'_i u'_j} = 2\nu_T S_{ij} - \frac{2}{3} k \delta_{ij} \]  

Eq. 5

\[ S_{ij} = \frac{1}{2} (\overline{V u} + (\overline{V u})^T) \]  

Eq. 6

\[ k = \frac{1}{2} \overline{u'_i u'_i} \]  

Eq. 7

The mixing length model (1925) [33] describes momentum transfer by turbulent Reynolds stresses using eddy viscosity. The mixing length is conceptually analogous to the concept of “mean free path”: a fluid parcel will conserve its properties for a characteristic length, \( \xi' \), before mixing with the surrounding fluid. Using the concept of mixing length, the fluctuation terms can be seen as the average value deviation from its surrounding environment after it has moved over the mixing length \( \xi' \). Therefore, using the Boussinesq equation, mixing length eddy viscosity is equal to the velocity gradient divided by \( \xi'^2 \).

To improve the ability to predict properties of turbulent flows and to develop a more realistic mathematical description of the turbulent stresses, Prandtl (1945) postulated a model in which the eddy viscosity depends upon the turbulent kinetic energy. This additional equation considers that turbulent stresses (eddy viscosity) are affected by flow history and is thus a one-equation turbulence model.

**1.1.5 Turbulence: modeling in bearings**

Care must include the dominant flow phenomena in high-speed oil or water-lubricated applications. As the flow regime in these bearings is almost always turbulent or transitioning to turbulent flow, this portion of the modeling approach is significant in producing an accurate system model. As lubrication in thrust bearings is one kind of drag flow, it is essential to model the wall shear stress between the fluid, the static pad, and the moving runner. Turbulence in the groove also influences the thin film turbulence and the groove conductivity. This research work includes groove turbulence as part of a more comprehensive turbulence model than has been done previously.

The flow in bearings can range from laminar to turbulent. The flow in thrust bearings transitions from laminar to turbulent when the lubricant has low viscosity, like water, or the shaft speed is very high. For example, with water lubrication, the Reynolds
number can easily be larger than 40000. The Reynolds number is defined as $Re = \frac{\rho \omega r h_{min}}{\mu}$, where $\rho$, $\omega$, $r$, $h_{min}$, and $\mu$ are the density, angular velocity, radius of the pad, minimum film thickness, and viscosity. A laminar-based or zero-equation turbulence model analysis method and tool cannot predict accurate performance characteristics in such high Reynolds number applications. For example, traditional analysis methods usually predict the film thickness to be a negative value.

For the application of thrust bearings, the numerical methods of RANS and Large Eddy Simulation (LES) have been used by researchers, of which RANS is the most commonly used. The RANS methods used in turbulence studies can be divided into zero-equation, one-equation, and two-equation turbulence models. Zero-equation models simplify the analysis by assuming an algebraic relationship between the mean flow's eddy viscosity and length scales. The most significant difference between one-equation and two-equation turbulence models is that one-equation models relate the turbulent length scale to some typical flow dimension. In contrast, two-equation models determine the turbulent length scale as part of the solution. More details will be discussed later in section 3. Since the late 1960s [34], researchers have predominantly used zero-equation models in finite element (FE) bearing analysis codes.

Constantinescu employed Prandtl’s mixing length concept for calculating journal and thrust bearings subjected to turbulence lubrication [35] [36] [37] [38] [39] [40] [41]. Ng and Pan [34] [42] [43] utilized the concept of eddy viscosity to represent the turbulent stresses in terms of the mean velocity gradient. Hirs [44] [45] adopted a bulk-flow approach requiring no physical representation of the turbulent transport mechanism. Hirs also compared Hirs's bulk-flow, Ng's law-of-wall, and Constantinescu's mixing length method. Hirs's approach is completely different in that it is based solely on experimental observations.

On the other hand, two-equation turbulence models (k-$\varepsilon$, k-$\omega$, and SST) are typically used in commercial Computational Fluids Dynamics (CFD) software packages, which have been the basis of many industrial bearing studies. Typically, either turbulence or laminar flow condition is chosen for the whole flow regions. Also, for the turbulent flow, either one-equation or two-equation turbulence flow is chosen. They usually study bearing characteristics [46] [47] [48] [49] and not turbulence modeling. Large eddy simulation
(LES) is less used than RANS in CFD. Zhu [50] chose LES as coherent turbulent structures can be obtained with acceptable computational cost using LES.

Another significant modeling uncertainty in fluid-film thrust bearings is the bearing temperature drop associated with the transitional region: the fluid flow transitioning from laminar to turbulence flow as the runner speed increases. Moreover, to the knowledge of this researcher, no study has identified the exact regions of turbulence and the onset of turbulence in the bearings. That is to say, one flow pattern is assumed in the whole flow region with the bearings.

Oil lubrication at high speeds and water lubrication are two challenging areas for modeling and operational predictions due to the high rotating speed or low viscosity of water resulting in highly turbulent bearing operation. The conventional method to model turbulence in bearings uses empirical function based on the law of wall [51] to solve eddy viscosity. The law of wall states the relation between non-dimensional distance to wall and nondimensional velocity. There are three regions for the inner layer. The first region is the laminar sublayer, where the nondimensional velocity equals to the nondimensional distance to the wall. The second region is the log-law region [52]. In this region, \( u^+ = \frac{1}{\kappa} \ln y^+ + C^+ \), where \( y^+ \) is the nondimensional distance to wall, \( u^+ \) is the nondimensional velocity to wall, \( \kappa \) is the Von Karman constant, \( C^+ \) is a constant.

1.1.6 Turbulence: experimental method

According to Newton’s law of viscous flow: shear stress = (dynamic viscosity) * (rate of deformation). Equilateral hyperbola states \( \left( \frac{H_p}{K_2 U^3 \rho} \right) \left( \frac{U_h}{v} \right) = 1 \). Eq. 14 shows the dimensionless values of the equilateral hyperbola. Until a critical Reynolds number is achieved, the experimental points follow the theoretical curve for laminar flow conditions. Above this critical value, the horsepower increases and shows what appears to be a transition region, after which the curve tends to approach a horizontal asymptote [53].
Besides the numerical methods to study turbulence in thrust bearings, experimental methods are also used, as shown in Figure 15. The quantities measured in experiments are usually temperature and power loss, and there are no direct kinetic energy observations. From experimental results [53], the Reynolds number for the boundaries between laminar, transitional turbulence, and turbulent flow for a tilting pad thrust bearing are as follows: \( \text{Re} < \text{Re}_{L} = 580 \), a lower critical Reynolds number, which is the start, and transitions to fully turbulent at \( \text{Re} > \text{Re}_{U} = 800 \), an upper critical Reynolds number.

Figure 14: Law of wall
1.1.7 Turbulence: transitional region

It is well known that bearing power loss and temperature will diverge from laminar predictions after a certain shaft speed is reached and surpassed [55] [56] [4] [57] [58] [59]. Traditionally, this phenomenon has been associated with turbulent flow in the film, and the transition point is of obvious interest to bearing designers. For years, researchers studied the performance characteristics of bearings undergoing a transition from laminar to turbulence through experiments [55] [60] [56] [61]. These experiments provide temperature profiles with speed and recorded temperature contours on the pad surface and thus are good references for studying the transitional region in thrust bearings. Researchers have also tried to understand the influence of turbulence on bearing performance using numerical methods (FE) to study turbulence in bearings since the late 1990s [49]. Importantly, these bearing studies have all used the zero-equation turbulence model and therefore do not calculate turbulent kinetic energy. In particular, the influence of the groove flow on the turbulent kinetic energy has not been carefully studied.

Gregory was the first to study transitional region in thrust bearings. Capitao and Mikula continued Gregory’s study and provided temperature profiles on pad surface
correlated with shaft speed and thus are an excellent experimental reference for a detailed study of the transitional region. Gregory (1974) [55] [62] focused on the power loss of thrust bearings at high operating speeds, while Capitao (1976) [56] [61] studied the effects of high-operating speeds on tilting pad thrust bearing performance, and first summarized the process of the phenomenon of temperature drop with increasing speed, as shown in Figure 16. He stated the process is a temperature peak, followed by a dramatic temperature decrease, then temperature rapidly climbing again. Mikula (1988-1991) [63] [5] [64] [65] further examined the same model that Gregory and Capitao studied and experimentally measured the temperature drop and power loss with the increasing operating speed. Thermal effects in thrust bearings are a major concern for high-speed applications. When the flow changes from laminar to turbulent, there is an overall temperature change, as seen in Figure 16. The temperature drop region begins at higher speeds as the load increases, showing that higher load cases have less turbulence than lower load cases. This is because the film is thinner for higher loads, which diminishes the turbulence. Yang [23] [24] [25] [26] (2019, 2021) had a severe simulation exploring machine learning method application in a journal bearing. His model included multiphase thermal flow in a transitional region, considering thermal deformation, with two-way fluid-structure interaction; and, stiffness and damping, and pad flexibility with the machine learning method. However, his model does not have groove regions.
1.1.8 CFD modeling in bearing groove

The Reynolds equation is the foundation for the fluid flow calculation used in traditional thermo-(elasto)-hydrodynamic lubrication (TEHD) assessments. Assuming conjugate heat transfer (CHT) boundary conditions between the individual components, the energy equation of the lubricant coating, as well as the heat conduction equations of the pads and the runner, can be determined using the fluid flow. E.g., [66] [67] [68]. However, these analyses do not describe fluid flow in the spaces between pads nor the secondary flows that pass the remaining pad-free surfaces [69]. Therefore, TEHD codes require estimated convection coefficients for the free surfaces to evaluate heat flow across the outer boundaries of the bearing model [69].


Figure 16: Temperature change in the transitional region [56]
1.2 Scope of Current Work

The methodological and applied research, as well as a considerable portion of the theoretical and collaborative work discussed in this dissertation, addresses the general topic of thermo-elasto-hydrodynamic (TEHD) bearing and turbulence modeling and analysis. The details of the scope of the current work are described below.

Chapter two of this dissertation focused on modeling Reichardt’s formula for eddyviscosity in the fluid film of tilting pad thrust bearings with an experimental tilting-pad fluid-film thrust bearing. The research questions in chapter two are: Q1 - What are the effects of various modeling methods for applying Reichardt’s equation in eddy viscosity calculations for turbulent bearings? Q2 - What best method(s) to use and under what conditions? Rotating machinery has rotating and static surfaces, and those two surfaces influence wall shear stress. In chapter two, the three widely used eddy viscosity modeling methods were analyzed to determine their effects on modeling the wall shear stress and the related effect associated with bearing performance. The three different finite element method models were analyzed using the Ng-Pan turbulence model to calculate the eddy viscosity. The sensitivity studies of the three methods were studied with both water and oil lubrication, and with runner thermal deformation on and off. From the results of this study, the temperature and film thickness predictions of the three methods were compared to optimize the turbulence modeling using the Ng-Pan method. The modeling results were studied to understand the influence of the three wall shear stress modeling methods.

Chapter three of this dissertation focuses on studying the methodology of turbulence parameter correction in water-lubricated thrust bearings. The research questions in chapter three are: Q1 - Is the traditional oil lubrication modeling equation adequate for water lubrication? Q2 - What are the additional modifications needed for water lubrication modeling, due to the different thermal characteristics of oil and water? Since water lubrication results in much larger turbulence than oil lubrication, the y+ value difference between oil and water lubrication is quite significant. This different y+ behavior requires a different meshing solution for water versus oil lubricated bearings. As cross-film meshing is much more sensitive than circumferential and radial meshing, chapter three is focused on studying the cross-film. Chapter three first created a strategy for determining the cross-film element number for water lubrication. Then compared the film thickness, pressure,
and power loss between cases of a benchmark before and after optimization. The optimized parameters were used in the Ng-Pan turbulence model, and a sensitivity study of various parameters for the optimized case was performed.

Chapter four focuses on applying a mixed zero-equation and one-equation turbulence model. The research questions in chapter four are: Q1 - Is there a way to remove the two boundary values to decrease the uncertainty? Q2 - If there is more than one other way, what is the best choice? Q3 - How is the new model better than the traditional model? Due to inherent shortcomings, the traditional zero-equation needs to be improved to enable better prediction accuracy. Chapter four introduces the physics of zero-equation and one-equation turbulence models. A novel model is developed, combining a one-equation model with an empirical length scale as the mixed zero-equation and one-equation turbulence model of a fluid film thrust bearing. This mixed zero-equation and one-equation turbulence model was combined with the Reynolds equation, energy equation, and heat conduction equation and compared against DNS and ANSY CFX for evaluation purposes, using Couette and Poiseuille flow as example validation cases.

Chapter five examines the temperature drop in the transitional region. The research questions in chapter five are: Is it correct that the temperature drop across a range of increasing velocity, as seen in Fig. 16, can be attributed to the onset of turbulence in the fluid film? (1) If the answer is yes, what turbulence contributes to the temperature drop? Further questions are: (a) What turbulence model should be used? (b) What is the physical mechanism that leads to the temperature drop? Moreover, (2) If the answer to (1) is no, will a laminar flow model correctly capture the temperature drop? Further questions are: for the turbulence model, what happens in the groove that behaves in specific temperature changes in the transitional region? Could the impacting physics be eddy? Conduction? Production? A well-documented, experimental, center-pivot fluid film thrust bearing was selected for the work in this chapter, and a full fluid-solid CFX model was built. In addition to the research questions listed above, examining several different phenomena related to bearing performance and modeling was necessary. These include the crowning of the pad surface, the individual contributions of the film, pad, runner, and groove regions to CFX modeling results, and the impact of leading-edge temperature on load capacity.
2. Modeling Reichardt’s Formula for Eddy-Viscosity in The Fluid Film of Tilting Pad Thrust Bearings

Oil-lubricated bearings are widely used in high-speed rotating machines such as those used in the aerospace, power generation, and automotive industries that often require this lubrication. However, environmental issues and risk-averse operations have made water-lubricated bearings increasingly popular. Due to different viscosity properties between oil and water, the low viscosity of water increases Reynolds numbers drastically and therefore makes water-lubricated bearings prone to significant turbulence effects. The turbulence model is affected by eddy-viscosity, while eddy-viscosity depends on wall shear stress. Therefore, effective wall shear stress modeling is necessary for producing an accurate turbulence model. Improving the accuracy and efficiency of methodologies of modeling eddy-viscosity in the turbulence model is essential, especially considering the increasingly widespread application of water-lubricated bearings for various industrial applications and also the traditional oil-lubricated bearings in high-speed machinery. This research aims to study the sensitivity of different methodologies for solving eddy-viscosity for turbulence modeling.

Eddy-viscosity and flow viscosity form the effective viscosity are the coefficient of the shear stress in the film. The turbulence model and Reynolds equation are bound together to solve when the hydrodynamic analysis is performed. Therefore improving the accuracy of the turbulence model is also vital to improving a bearing model’s ability to predict film pressure values, which will determine the velocity and velocity gradients in the film. The velocity gradients in the film are the other terms that determine the shear stress. The research questions in chapter two are: Q1 - What are the effects of various modeling methods for applying Reichardt’s equation in eddy viscosity calculations for turbulent bearings? Q2 - What best method(s) to use and under what conditions? This work used three approaches applying Reichardt’s formula to model eddy-viscosity in the fluid film. These methods are for determining where one wall’s effects begin and the other wall’s effects end. Trying to find a suitable model to capture the wall’s effects of these bearings, aiming to improve the turbulence model's accuracy, would be of high value to the bearing industry. Since wall shear stress determines the temperature, temperature determines the
viscosity. Viscosity determines the film profile and load capacity. The results of this study could aid in improving future designs and models of oil and water-lubricated bearings.

2.1 Introduction

As shown in Figure 17, Lubricated fluid film bearings are essential components of the rotating machinery they support. The inability to use oil-lubricated bearings in many applications with strict environmental or other design-driven limitations makes these applications challenging. The low viscosity of water produces highly turbulent bearings with less load capacity and lower stiffness and damping forces acting on the shaft than their oil-lubricated counterparts. Because water is not an ideal bearing lubricant, accurately modeling these bearings for design purposes is critical to producing a reliable design. This can pose a design challenge as designers seek to produce a reliable machine supported by bearings that adequately support the applied loads and control the vibration during operation.

Figure 17. Photo of typical water-lubricated thrust bearing

Fortunately, Reynold’s Equation-based solution [70] techniques applied to oil-lubricated bearings can also be applied here [71] [72]. However, care must be taken to include the dominant flow phenomena in high-speed oil or water-lubricated applications. As the flow regime in these bearings is almost always turbulent, this portion of the
modeling approach is significant to producing an accurate model of the system. For the TEHD analysis of turbulent bearings, the method presented by He [72] was based on the theory developed by Elrod and Ng [43] [34] [42] with a modification by Suganami and Szeri [73] to account for transitional turbulence. The turbulence is modeled using an eddy viscosity calculated through Reichardt’s formula.

This study aimed to analyze the application of Reichardt’s formula for eddy-viscosity, considering wall effects, to modeling a turbulent, oil or water-lubricated tilting pad thrust bearing. The three primary methods of this modeling approach were carried out and compared for a range of speed and loading conditions to determine if significant discrepancies between the three methods could be found. These different methods determine where one wall's effects begin and the other wall's effects end. Several model outputs were compared, and the primary causes of discrepancies are discussed in detail. The knowledge generated by this work can aid in developing thorough, accurate modeling approaches for these critical bearing applications.

**Wall boundary's impact on turbulence**

Turbulence, or eddying motion, is a local swirling motion of a fluid where the vorticity is very intense and, therefore, effective turbulent stress. There are three main ways of modeling turbulence in bearings. They are Constantinescu’s (1959) [35] [36] [37] [38] [39] [40] [41] mixing length theory using the concept of the free path, Ng’s (1965) [43] [34] [42] application of law-of-wall and the concept of eddy viscosity, and Hirs’s (1973) [44] bulk-flow considering pressure gradient. Elord & Ng (1967) [42] proposed a method of setting a core middle region of modeling wall shear stress in bearing. Clauser (1956) [74] studied the turbulence boundary layer in the broadened analysis framework compared to the laminar boundary layer. Brockett (1996) [71] mentioned three ways of modeling eddy viscosity considering wall shear stress, but he did not compare them. The ideas of the three methods are shown in Figure 18.
This study aimed to analyze the application of Reichardt’s formula for eddy-viscosity considering wall effects, and to model a turbulent, with oil or water-lubricated tilting pad thrust bearing. The three primary methods of this modeling approach were carried out and compared for a range of speed and loading conditions to determine if significant discrepancies between the three methods could be found. These different methods determine where one wall's effects begin and the other wall's effects end. Several model outputs were compared, and the primary causes of discrepancies found were discussed in detail. The knowledge generated by this work can aid in developing thorough, accurate modeling approaches for these critical bearing applications. The research plan was to use an FE code to model three methods of modeling wall shear stress. Then do a sensitivity study of those three methods, and compare the results between those three methods.

2.2 Reichardt Formula for Eddy-Viscosity

The law of wall describes the relationship between non-dimensional distance to wall and non-dimensional velocity. Nondimensional velocity is a function of shear stress, and non-dimensional distance to the wall is also a function of shear stress. Therefore, nondimensional velocity is a function of nondimensional distance to the wall. The partial derivative of the non-dimensional velocity to the non-dimensional distance to the wall is the term on the left-hand side of Reichardt’s formula.

The exact form of the eddy-diffusivity for momentum $\epsilon_m$ is unknown. Many experiments on wall turbulence show that the mean velocity $\bar{u}$ near the wall is a function
of the fluid viscosity $\mu$ and density $\rho$, distance from the wall $z$, and the wall shear stress $\tau_w$. When the dimensional analysis is applied to these parameters, two dimensionless groups emerge:

$$u^+ = \frac{\bar{u}}{\sqrt{\frac{|\tau_w|}{\rho}}} \quad \text{Eq. 8}$$

$$z^+ = \frac{z}{v} \sqrt{\frac{|\tau_w|}{\rho}} \quad \text{Eq. 9}$$

Therefore:

$$u^+ = G(z^+) \quad \text{Eq. 10}$$

This functional relationship is known as the “law of the wall” and can be deduced from other means [75]. This equation, coupled with the Boussinesq Hypothesis, leads to the equation: $\tau_{ij} = -\bar{p}\delta_{ij} + \mu(1 + \frac{\epsilon_m}{\nu})\bar{D}_{ij}$ at the wall and along with the non-dimensional Eq. 8 and Eq. 9 is enough to write the one-dimensional turbulence equation:

$$\frac{du^+}{dz^+} = \frac{1}{1 + \frac{\epsilon_m}{\nu}} \quad \text{Eq. 11}$$

Integrating this equation yields

$$u^+ = \int_0^{z^+} \frac{dz^+}{1 + \frac{\epsilon_m}{\nu}} \quad \text{Eq. 12}$$

As Huebner states [76], Reichardt asked the question, “What is the best functional representation for $\epsilon_m/\nu$ in Eq. 11 so that the equation closely agrees with the empirically determined relationship between the two non-dimensional groups expressing the law of the wall?”

Reichardt then proposed the following relationship:

$$\frac{\epsilon_m}{\nu} = \kappa \left[ z^+ - \delta_i^+ \tanh \left( \frac{z^+}{\delta_i^+} \right) \right] \quad \text{Eq. 13}$$

In which $\kappa$ is an empirically determined constant that ranges from 0.3 to 0.4, and $\delta_i^+$ is also an empirically determined constant that ranges from 5 to 15, respectively [13]. Reichardt originally proposed $\kappa = 0.4$ and $\delta_i^+ = 11$ [14]. Ng optimized the constants based on
published experimental data, which resulted in $\kappa = 0.4$ and $\delta^+_l = 10.7$ yielding accurate results over the range $0 < z^+ < 1000$ [13]. He states that $\kappa$ should decrease to 0.3 as $z^+ > 1000$.

2.3 Methods of Applying Reichardt’s Formula

Several approaches have been used in applying Reichardt’s formula. Each method also ignores the reciprocal influence of the walls [42]. Three methods to apply Reichardt's formula are as follows. These different methods determine where one wall's effects begin and the other wall's effects end. The general idea is that the top-half film uses shear from the top surface, and the bottom-half film uses shear from the bottom surface. The main difference between the three methods is primarily related to how the middle of the film is treated. Method one uses the middle surface, where the top and bottom surfaces have the same values. Method two uses the exact middle of the film, so the $y^+$ is not continuous in the middle. Method three uses the concept of the core region. In the Reichardt formula, the eddy is proportional to the $y^+$, so the eddy becomes more prominent near the middle. The boundary of the core region is defined when $\frac{\epsilon}{v}|_{\text{core}} = 0.07 y^+$.

Method one

The shear value in Reichardt’s formula was originally intended to be the shear stress at the wall. The shear stress at the lower wall in a lubrication problem can be approximated as:

$$\tau_0 = \sqrt{\tau_{rz}^2 + \tau_{\theta z}^2} \approx \mu \left( 1 + \frac{\epsilon_m}{v} \right) \sqrt{ \left( \frac{\partial u_r}{\partial z} \right)^2 + \left( \frac{\partial u_\theta}{\partial z} \right)^2 } \bigg|_{z=0}$$

Eq. 14

$$= \frac{\mu}{v} \sqrt{ \left( \frac{\partial u_r}{\partial z} \right)^2 + \left( \frac{\partial u_\theta}{\partial z} \right)^2 } \bigg|_{z=0}$$

And for the upper wall, there is also an approximation
\[ \tau_h = \sqrt{\tau_{hZ}^2 + \tau_{h\theta}^2} |_{z=h} \approx \mu \left( 1 + \frac{\epsilon_m}{\nu} \right) \sqrt{\left( \frac{\partial u_r}{\partial z} \right)^2 + \left( \frac{\partial u_\theta}{\partial z} \right)^2} |_{z=h} \]

Eq. 15

\[ = \mu \left( \frac{\partial u_r}{\partial z} \right)^2 + \left( \frac{\partial u_\theta}{\partial z} \right)^2 |_{z=h} \]

0 and h refer to the lower and upper walls, respectively. Continuity of the eddy-viscosity in the film is imposed. Since the eddy-viscosity in Eq. 13 is a unique function of \( z^+ = (z/\nu)\sqrt{\tau_w/\rho} \), this leads to:

\[ \frac{z_m}{\nu} \sqrt{\frac{|\tau_0|}{\rho}} = \frac{h - z_m}{\nu} \sqrt{\frac{|\tau_h|}{\rho}} \]

Eq. 16

in which \( z_m \) is the point in the film at which the eddy-viscosity functions, as determined from the two surfaces, have the same value:

\[ z_m = h \left[ \frac{\sqrt{|\tau_h|}}{\sqrt{|\tau_h| + \sqrt{|\tau_0|}}} \right] \]

Eq. 17

Reichardt’s formula can be rewritten as:

\[ \frac{\epsilon_m}{\nu} = \kappa \left[ z^{++} - \delta_l^+ \tanh \left( \frac{z^{++}}{\delta_l^+} \right) \right] \]

Eq. 18

In which:

\[ z^{++} = \frac{z}{\nu} \sqrt{\tau_w/\rho} \text{ if } z \leq z_m \]

Eq. 19

\[ z^{++} = \frac{(h-z)}{\nu} \sqrt{\tau_w/\rho} \text{ if } z > z_m \]

Eq. 20

The cross-film derivative of eddy-viscosity is not continuous at \( z_m \). This method was employed by Ng [34] and Huebner [76]. Elrod and Ng state that this method may lead to incorrect results when the shear vanishes at the wall [75]. Elrod and Ng proposed a solution to overcome this problem that leads to method one discussed here, which can be visualized in Figure 19. The method I is to apply Reichardt’s formula from both the upper and lower walls with an equilibrium position that needs to be calculated.
Method two

A second approach, initially suggested by Elrod [42], is shown in Figure 20. Method two is very similar to method one, but it assumes that the eddy-viscosity can be calculated from the local value of shear stress $|\tau|$ in the film.

$$|\tau| = \sqrt{\tau_{x}^{2} + \tau_{\theta z}^{2}}$$  \hspace{1cm} \text{Eq. 21}

In this case, $z_m = h/2$, and the cross-film derivative of eddy-viscosity is not continuous at $z_m$. The eddy-diffusivity in the upper one-half of the flow is influenced by the upper wall, while the eddy-diffusivity in the lower half of the flow is influenced by the lower wall [34]. Elrod stated that this method was more consistent with data published on turbulence boundary layers in the presence of adverse pressure gradients. [44] states that this may lead
to anomalies in the eddy-viscosity when the shear stress vanishes in the channel. They recommend allowing the eddy-viscosity to vary with local shear stress as long as a monotonically increasing value of $\epsilon_m/v$ is obtained. This method was employed by Ng and Pan [34] and Suganami and Szeri [73] [77].

Visualized method two is shown in Figure 21. Method two is to apply Reichardt’s formula from both the upper and lower walls with an equilibrium position at the center of the fluid film. The cross-film derivative of eddy-viscosity is not continuous at $z_m$. The eddy-diffusivity in the upper one-half of the flow is influenced by the upper wall, while the lower wall influences the eddy-diffusivity in the lower half of the flow.

**Method three**

![Figure 21. Graph of method three](image)

The last method is similar to method two except that the eddy-viscosity is allowed to vary from Richardt’s formula in the core of the flow. The core region is fully turbulent. Safar and Szeri [75] used:

$$\frac{\epsilon_m}{v}|_{\text{core}} = 0.07z_0^+$$  \hspace{1cm} Eq. 22

In the core region:

$$z_0^+ = \frac{h}{2v} \sqrt{\frac{|\tau_c|}{\rho}}$$  \hspace{1cm} Eq. 23

$$|\tau_c| = (|\tau_0| + |\tau_R|)/2$$  \hspace{1cm} Eq. 24

Safar and Szeri [75] state that effective viscosity depends on local shear and temperature. Elrod [42] also states that method three was consistent with experimental data for turbulent pipe flow. Szeri [75] stated a form of Clauser’s formula [74] for the core eddy viscosity,
and Clauser’s formula is independent of the transverse coordinate. They allowed the eddy-diffusivity value from Reichardt’s formula to approach the core value but not surpass it.

Method three was visualized in Figure 12. Method three contains a core region that contains turbulent flow only, as shown in the middle. It contains three inner interfaces in the direction from the pad to the runner.

2.4 Model Analysis

The influence of modeling Reichardt’s formula is studied through a sensitivity study. The bearing modeled for this analysis was a sector pad thrust bearing with a line pivot consisting of nine tilting pads, details of which are provided in Figure 22, Figure 23, and Table 2. Error! Reference source not found. shows how the modeling was performed in each set. The modeling was performed in the updated version of THRUST 5.3 developed by the Rotating Machinery and Controls Laboratory at the University of Virginia. A bearing load of 75400 lbf was calculated with multiple operating speeds, including fourteen different operating speeds for both including and excluding method three with method one and method two for oil lubricated conditions. Nine operating speeds were considered for both, including and excluding method three with method one and method two for water lubricated conditions. Eleven operating speeds were considered for including and excluding runner thermal deformation for oil lubricated conditions. Nine operating speeds for including and excluding runner thermal deformation for water lubricated conditions were then performed.

Turbulence in the film and thermal effects should be included in these three methods: allowing for turbulence in the film. Pad thermal deformation was also included. Runner thermal deformation is used as a comparing variable, allowing thermal conduction from the film to the runner and pad bearing surfaces. The turbulence correction factor can modify the film's thermal conductivity from the bearing. Runner temperature can vary axial-symmetrically with an insulated boundary condition at the inner radius. Temperature is allowed to vary three-dimensionally within the pad according to thermal boundary conditions applied to the pad.
Figure 22. Schematic of a thrust bearing

Figure 23. Structure of a thrust bearing

Table 1. Bearing Characteristics and Operating Conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pads</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Runner inside radius</td>
<td>5.8</td>
<td>in</td>
</tr>
<tr>
<td>Runner outside radius</td>
<td>10.2</td>
<td>in</td>
</tr>
<tr>
<td>Runner axial thickness</td>
<td>2</td>
<td>in</td>
</tr>
<tr>
<td>Pad arc angle</td>
<td>30</td>
<td>deg</td>
</tr>
<tr>
<td>Groove arc angle</td>
<td>10 deg</td>
<td></td>
</tr>
<tr>
<td>Lubricant thermal conductivity</td>
<td>1.74E-06</td>
<td>Btu in/(sec°F)</td>
</tr>
<tr>
<td>Viscosity (oil) at T=100, 160 °F</td>
<td>4.13E-06</td>
<td>reyn</td>
</tr>
<tr>
<td>Viscosity (oil) at T=210 °F</td>
<td>6.50E-07</td>
<td>reyn</td>
</tr>
<tr>
<td>Viscosity (water) at T=100, 160, 210 °F</td>
<td>5.00E-08</td>
<td>reyn</td>
</tr>
<tr>
<td>Lubricant (oil) density</td>
<td>850 kg/m^3</td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>Lubricant (water) density</td>
<td>970 kg/m^3</td>
<td></td>
</tr>
<tr>
<td>Oil supply temperature</td>
<td>120 °F</td>
<td></td>
</tr>
<tr>
<td>Applied bearing load</td>
<td>75400 lbf</td>
<td></td>
</tr>
<tr>
<td>Rotational speed</td>
<td>1000-80000 rpm</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 3</th>
<th>Runner thermal deformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 2</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Set 3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 5</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 6</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 7</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 8</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 9</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 11</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Set 12</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The other settings of this model are as follows: the iteration process matches the film thickness to the load. Iterations on pad tilt angles and pivot film thickness to match the load applied to the pad are performed. Linearized centrifugal inertia [78] term is included in the Reynolds equation solution. The tilting pad bearing pivot is rigid. No cutout is presented on the lower surface along the inner radius, neither at the leading or trailing edges of the pad on the outer diameter. The button material is specified, and the axial deflection on the underside of the button area of the pad is not zero. Only the edges of the button underside area are zeroed, allowing the center of the button underside to deflect.
This is to minimize the effects of too much thermal crowning. Pad and runner mechanical deformation are included. The Roeland viscosity-temperature model is used. Cavitation effects on the pressure and temperature distribution in the film are allowed during the pressure solution algorithm for oil but not allowed for water. Additional details on the modeling approach are found in [71].

2.5 Experimental Verification

The experimental data used for validation purposes was from the literature [79] [80] [81] [82]. The model is a thrust bearing consisting of a point tilting sector pad. The experimental device is shown in Figure 24, Figure 25, Figure 26, and Figure 27. The monitoring point 75/75 is shown in Figure 25. The bearing characteristic and operating conditions are given in Table 3. All the measurements are performed under steady-state conditions. The results of the comparison between the calculation and the experiment are presented in Figure 28. The results of the simulation and experiment were very close. The largest error between the simulation and experiment was 5%, which indicated that the simulation was quite accurate.

*Figure 24. Schematic diagram of the test rig [80]*
Figure 25. Photograph of the facility: (1) motor, (2) intermediate shaft, (3) journal bearings, (4) housing with test bearings, (5) flexible line for oil supply, (6) hydraulic system, one of four steel discs supporting the (7) housing, (8) load cell, (9) oil reservoir [80]

Figure 26. Photograph of the instrumented bearing [80]
Figure 27. Schematic diagram of the monitoring point

Table 3. Bearing Characteristics and Operating Conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pads</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Outer diameter</td>
<td>9</td>
<td>in</td>
</tr>
<tr>
<td>Inner diameter</td>
<td>4.5</td>
<td>in</td>
</tr>
<tr>
<td>Pad angle</td>
<td>50</td>
<td>deg</td>
</tr>
<tr>
<td>Pad thickness</td>
<td>1.1, 2.28</td>
<td>in</td>
</tr>
<tr>
<td>Pivot position (offset)</td>
<td>60</td>
<td>%</td>
</tr>
<tr>
<td>Pivot type</td>
<td>Spherical</td>
<td></td>
</tr>
<tr>
<td>Collar diameter</td>
<td>9.1</td>
<td>in</td>
</tr>
<tr>
<td>Collar thickness</td>
<td>2</td>
<td>in</td>
</tr>
<tr>
<td>Viscosity at T=104 °F</td>
<td>5.66E-06</td>
<td>reyn</td>
</tr>
<tr>
<td>Viscosity at T=212 °F</td>
<td>7.80E-07</td>
<td>reyn</td>
</tr>
<tr>
<td>Lubricant density</td>
<td>855</td>
<td>kg/m^3</td>
</tr>
<tr>
<td>Feeding temperature</td>
<td>86-140</td>
<td>°F</td>
</tr>
<tr>
<td>Bearing area</td>
<td>40.5</td>
<td>inch^2</td>
</tr>
<tr>
<td>Bearing load</td>
<td>0.5-2</td>
<td>Mpa</td>
</tr>
<tr>
<td>Rotational speed</td>
<td>1500-3000</td>
<td>rpm</td>
</tr>
</tbody>
</table>
Figure 28. Pad temperature of the monitoring point: (A) 1500 rpm and 2 MPa bearing load, (B) 3000 rpm with 2 MPa bearing load

2.6 Results

2.6.1 The Influence of Method Three on Oil Lubrication

To summarize these methods, method one is to apply Reichardt’s formula from both the upper and lower walls with an equilibrium position to be calculated. Method two sets
the equilibrium position directly equal to half the film thickness. Method three is to contain a core region that contains turbulent flow only. The reason for separating method three from methods one and two is that methods one and two are very similar. Their only difference is finding the equilibrium position where the effects of one wall end and the other begin. For method three, a core region exists in the middle to represent a fully turbulent region. Method three determines three inner interfaces in the direction from the pad to the runner: the interface between laminar and turbulent regions in the lower half of the film; the interface in the middle of the film thickness above, which is affected by the upper boundary, under which is affected by the lower boundary; the last interface is between the laminar and turbulent regions in the upper half of the film region.

The influence of method three with oil lubricated conditions was studied by including or excluding method three with either method one or method two. The results are shown in Figure 29 and Figure 30. In Figure 29, method one with or without method three is used for applying Reichardt’s formula, while in Figure 30, method two with or without method three is used to apply Reichardt’s formula. From Figure 29 and Figure 30, the influence of method three is apparent for oil-lubricated conditions. The minimum film thickness with method three excluded is consistently larger. The relative difference between the two sets of cases for each plot is shown in Figure 31 and Figure 32, respectively. From these figures, the minimum film thickness shows more than a 5% difference between including or excluding method three when the Reynolds number reaches around 11229 for method one and 14497 for method two and reaches values near 30% at higher Reynolds numbers. This shows a significant influence of method three in applying Reichardt’s formula.
Figure 29. Minimum film thickness using methods one and three for applying Reichardt’s formula for oil lubrication

Figure 30. Minimum film thickness using methods two and three for applying Reichardt’s formula for oil lubrication
Figure 31. With method one, the relative difference between including and excluding methods three for oil lubrication

Figure 32. With method two, errors between including and excluding methods three for oil lubrication
2.6.2 The Influence of Method Three on Water Lubrication

The influence of method three with water lubrication was studied by including or excluding method three with either method one or method two. The results are shown in Figure 33 and Figure 34 for method one and method two, respectively. From Figure 33 and Figure 34, for water-lubricated conditions, the influence of method three is not as apparent as that for oil-lubricated conditions. The minimum film thickness with method three excluded is always predicted to be larger, though the difference is not as that large as that for oil-lubricated conditions. The calculated errors between these cases for each plot are shown in Figure 35 and Figure 36, respectively. From Figure 35 and Figure 36, the minimum film thickness shows more than a 5% difference between including or excluding method three for the Reynolds number below 23211 for both methods one and method two, with even higher values of relative difference at lower Reynolds numbers. These results show that overall, choosing method three for applying Reichardt’s formula will primarily affect the minimum film thickness prediction. It is also worth noting that the overall trend in error is the opposite of the oil-lubricated case, where the error increased with speed.

**Figure 33.** Minimum film thickness using methods one and three for applying Reichardt’s formula for water lubrication
Figure 34. Minimum film thickness using methods two and three for applying Reichardt’s formula for water lubrication

Figure 35. The relative difference between including and excluding method three with method one for water lubrication
2.6.3 The Influence of Methods One and Two

The influence of methods one and two was studied by comparing the minimum film thickness between methods one and two for both the inclusion and exclusion of method three for applying Reichardt’s formula in the film, as well as for both oil-lubricated and water-lubricated conditions. The results of this comparison are shown in Figure 37, Figure 38, and Figure 39. In Figure 37, the minimum film thickness is predicted to be the same for method one and method two, with method three either included or excluded for the oil lubricated condition. In Figure 38, the minimum film thickness is predicted to be the same for method one and method two, with method three included or excluded for the water-lubricated condition. From this comparison of methods one and two, shown in Figure 39 and Figure 40, it can be concluded that both methods produce comparable results in their implementation. Method three is the primary source of variation.
Figure 37. Minimum film thickness versus Reynolds number using method one or method two with method three included or excluded for oil lubrication.

Figure 38. Minimum film thickness versus Reynolds number using method one or method two with method three included or excluded for water lubrication.
Figure 39. The relative difference between including and excluding method three with methods one and two versus Reynolds number for oil lubrication.

Figure 40. The relative difference between including and excluding method three with methods one and two versus Reynolds number for water lubrication.
2.7 Discussion

The accuracy of the turbulence model is critical to modeling fluid film bearings in the high Reynolds region. Methods one, two, and three are various ways to apply Reichardt’s formula for the eddy viscosity, which is highly important to turbulent flow calculations. Therefore, improving the accuracy of these methodologies is vital to improving the accuracy of bearing models and their ability to predict velocity and velocity gradients in the film. The accuracy of velocity gradients is a core factor in predicting the film's shear stress. The accuracy of all of these predictions is critical to predicting an accurate equilibrium state in the bearing film, the accuracy of which is vital to predicting load-carrying capabilities and dynamic performance. Creating an accurate model to capture the behavior of these bearings at equilibrium conditions would be of great value to the bearing industry. While a few studies have illustrated these three methods, there have been no model-to-model comparisons for applying Reichardt’s formula.

This research work studied the influence of methods one, two, and three on minimum film thickness. The results showed that choosing method three for applying Reichardt’s formula largely affected the minimum film thickness for oil-lubricated bearings. In contrast, the effect was less pronounced but still significant for water-lubricated bearings. The minimum film thickness with method three excluded was always predicted to be larger than that of the included case for both oil and water lubrication. The minimum film thickness showed more than a 5% difference between including or excluding method three when the Reynolds number reaches around 11229 for method one and 14497 for method two for oil-lubricated bearings, with more significant variation occurring at higher Reynolds numbers. For water-lubricated bearings, the minimum film thickness showed more than a 5% difference between including or excluding method three for the Reynolds number below 23211 for both method one and method two, with larger errors at lower Reynolds numbers. The only significant difference between method one and method two was that for method two, the minimum film thickness shows more difference between including or excluding method three at higher Reynolds numbers.

The ability to control these three methods applied for eddy viscosity gives engineers significant knowledge to design and model fluid film bearings. This research provides new insight and comparisons of the current state of the art. Improving the accuracy of bearing
performance predictions due to eddy viscosity effects is essential, especially considering the increasing application of high Reynold’s number oil-lubricated or water-lubricated bearings in high-speed industrial machinery. This control will allow for additional comparisons with experimental data as well.

One significant finding from this study was that the minimum film thickness shows a significant sensitivity to runner thermal deformation, as shown in Figure 41 and Figure 42. As there was no difference between methods one and two, only method one was used here. Figure 41 and Figure 42 are for oil-lubricated conditions, while Figure 43 and Figure 44 are for water-lubricated conditions. As shown in Figure 41, with runner thermal deformation included or excluded, the minimum film thickness shows an initial increase followed by a decrease as the Reynolds number increases. Figure 42 shows a range of relatively low error (of ~10%) caused by including or excluding runner thermal deformation. The minimum film thickness difference in the high Reynolds number flow region increases significantly. As shown in Figure 43 (water lubrication), with runner thermal deformation included or excluded, the minimum film thickness continuously increases as the Reynolds number increases. Figure 44 shows that there is also a relatively consistent difference of ~15% caused by including or excluding runner thermal deformation for the water-lubricated case. In the high Reynolds number flow region, the errors also increase.
Figure 41. Minimum film thickness versus Reynolds number with runner thermal deformation included and excluded for oil lubrication

Figure 42. The relative difference between including and excluding runner thermal deformation versus Reynolds number for oil lubrication
Figure 43. Minimum film thickness versus Reynolds number with runner thermal deformation included and excluded for water lubrication

Figure 44. The relative difference between including and excluding runner thermal deformation versus Reynolds number for water lubrication
2.8 Conclusion

This section presented a study of three different methods for applying Reichardt’s formula in eddy viscosity calculations for turbulent fluid film bearings. The study focused primarily on eddy-viscosity due to its importance to turbulence models commonly used in bearing analysis tools. A wide range of Reynolds numbers have been analyzed, showing unique behavior at higher and lower Reynolds number flows for oil and water lubricated conditions.

Three methods of applying Reichardt’s formula have been analyzed. The shear value in Reichardt’s formula was originally intended to be the shear stress at the wall. Method one applies Reichardt’s formula from both the upper and lower walls with a calculated equilibrium position separating the effects of each wall. Method two assumes that the eddy-viscosity can be calculated from the local shear stress value in the fluid films. This method applies Reichardt’s formula from both the upper and lower walls with an equilibrium position separating the effects of each at the center of the fluid film. The eddy-diffusivity in the upper one-half of the flow is influenced by the upper wall, while the lower wall influences the eddy-diffusivity in the lower half of the flow. The eddy-viscosity in method three is allowed to vary from Reichardt’s formula in the core of the flow. The core region is fully turbulent and contains three inner interfaces in the direction from the bearing surface to the runner. This emphasis on eddy-viscosity was due to its importance to turbulence models commonly used in bearing analysis tools. A wide range of Reynolds numbers has been analyzed, showing unique behavior at higher and lower Reynolds number flows for oil and water-lubricated conditions. Including method three in applying Reichardt’s formula produced a lower, more conservative film thickness prediction, an essential consideration for design engineers. This lower film thickness is due to a higher temperature (lower viscosity) for method three. The method with a core turbulence region significantly increases the wall shear stress for oil lubrication. For water lubrication, no existing method shows a different effect in predicting wall shear stress. Future work should include additional comparisons with experimental data to further validate these approaches. Overall, this knowledge is valuable and essential to accurately modeling and designing high-speed fluid film bearings used in high-performance industrial applications.
3. Methodology of Turbulence Parameter Correction in Water-Lubricated Thrust Bearings

Oil-lubricated bearings are widely used in high-speed rotating machines such as those found in automotive, power generation, and aerospace industries. However, environmental issues and risk-averse operations result in oil removal and replacement of all sealed oil bearings with reliable water-lubricated bearings. The low viscosity of water increases the Reynolds numbers drastically, making water-lubricated bearings prone to turbulence. This requires finer meshes for finite element modeling when compared to oil-lubricated bearings, as the low-viscosity fluid produces a very thin lubricant film. Analyzing water-lubricated bearings can also produce convergence and accuracy issues in traditional oil-based analysis codes.

Fitting the velocity profile with experiment data having a non-dimensional wall distance $y^+$ in a specific range, results in Ng-optimized Reichardt’s constants $k$ and $\delta^+$. The definition of $y^+$ can be used to approximate the first layer thickness calculated for a uniform mesh. On the condition that the $y^+$ is fixed to that of a standard oil bearing for which an oil-bearing code was validated. The number of elements across the film thickness and coefficients used in the eddy-viscosity equation can be adjusted to allow for convergence with fluids other than what the traditional oil-bearing code was designed for.

The research questions in chapter three are: Q1 - Is the traditional oil lubrication modeling equation adequate for water lubrication? Q2 - What are the additional modifications needed for water lubrication modeling, due to the different thermal characteristics of oil and water? This study proposed a new methodology to preserve the $y^+$ value to make water-lubricated thrust-bearing models valid. A method for determining the required number of cross-film elements in water-lubricated bearings was found. The results of this study can be used to improve the numerical model accuracy and thereby aid in improving future performance and designs of water-lubricated bearings.

3.1 Introduction

Bearings are machine elements that allow components to move relative to each other. Bearings are used in many applications, from supporting skyscrapers to allow them
to move during earthquakes to enabling the most delicate watches to operate precisely. There are generally two types of bearings: contacting and non-contacting. Contact-type bearings involve mechanical contact between elements. Non-contact bearings include externally pressurized, hydrodynamic fluid-film, and magnetic bearings. The life of non-contact bearings could be virtually infinite if the external power units required to operate them do not fail. In this paper, fluid-film bearings were analyzed.

The industrial revolution was made possible by rotating shafts supported by thin films of lubricant induced by hydrodynamic shear. The working principle of fluid film thrust bearings is shown in Figure 45. A convergent wedge of fluid producing a hydrodynamic lift is generated by the fluid dragged into the gap by viscous shear. With the increase in velocity, the lubrication regime will go through boundary lubrication, mixed lubrication, and hydrodynamic lubrication (full film). In this research work, the analysis focuses on the hydrodynamic lubrication region.

![Figure 45. Working principle of fluid film bearings: convergent wedge](image)

There are two well-known approaches to study turbulent lubrication: Prandtl mixing length theory [35] [36] [37] [38] [39] [40] [41] presented by Constantinescu and boundary layer theory presented by Elrod, Ng, and Pan [43] [34] [42] [44] [45]. Constantinescu treated the turbulent shearing stresses by introducing Prandtl’s mixing length theory. In contrast, Ng and Pan considered turbulent shear stress by introducing
Prandtl’s law of the wall. A common method to model turbulence is by using an eddy-viscosity in the Reynolds equation [34]. The eddy viscosity model is presented as

$$\mu^*(x, y, z) \equiv \mu(1 + \beta \frac{\epsilon_m}{\nu})$$  \hspace{1cm} \text{Eq. 25}

In which $\mu^*$ is the eddy viscosity, $\mu$ is the dynamic viscosity, $\beta$ is the transition constant, $\epsilon_m$ is the wall shear stress, and $\nu$ is the kinematic viscosity. Reichardt’s formula gives these eddy diffusivities for momentum divided by the kinematic viscosity [48]. Reichardt’s formula is presented as

$$\frac{\epsilon_m}{\nu} = \kappa \left[ z^+ - \delta^+ tanh \left( \frac{z^+}{\delta^+} \right) \right]$$  \hspace{1cm} \text{Eq. 26}

In which $\kappa$ is an empirically determined constant that ranges from 0.3 to 0.4, $\delta^+$ is also an empirically determined constant. Reichardt originally proposed $\kappa = 0.4$ and $\delta^+ = 11$ [43]. Ng optimized the constants $\delta^+ = 10.7$ based on published experimental data and yielded accurate results over the range $0 < z^+ < 1000$ [34]. Ng stated that $\kappa$ should decrease to 0.3 as $z^+$ became greater than 1000.

Some researchers worked on optimizing parameters in Reichardt’s formula to optimize turbulence model behavior for water-lubricated thrust bearings. Armentrout [46] developed a method to adjust $\delta^+$ within Reichardt’s formula as a function of the Reynolds number at the pad pivot location. The challenge of modeling water lubrication is that Reynolds numbers are almost entirely in the turbulent regime, creating a need for finer meshes as the low fluid viscosity produces a very thin fluid film. Meshing can also cause convergence and accuracy issues in traditional oil-based codes. Cavitation is often suppressed through high ambient pressure in water-lubricated bearings as well. Moreover, there are also challenges posed by the different thermal characteristics between oil and water.

Sun applied a Reynolds-averaged Navier–Stokes (RANS) approach to the turbulence closure of mean and fluctuating variables and entropy production [83]. Huebner presented a numerical scheme to study the effects of temperature-dependent viscosity on the performance of bearings operating in the thermohydrodynamic turbulent regime [76]. Capitao compared Constantinescu’s and Ng’s approaches and found that numerical results produced by the two turbulence theories were not significantly different for standard tilting
pad thrust bearings [60]. Hashimoto theoretically presented a method to solve the turbulent lubrication problems of sector-shaped, tilting-pad thrust bearings with pad deformations and centrifugal forces [84]. Chowdhury studied a wide thrust bearing in the turbulent flow regime theoretically with inertial and thermal effects considered [85]. Deng compared three different methods to apply eddy viscosity with a zero equation turbulent model for turbulent fluid-film bearings [86]. Gohara studied the static characteristics of a water-lubricated hydrostatic thrust bearing with a membrane restrictor without rotation numerically and experimentally [87]. San Andrés detailed a hydrostatic thrust bearing water-lubricated test rig’s design, construction, operation, and test results [88]. Lin studied water-lubricated spiral groove thrust bearings using commercial software [89]. No study about the meshing problem in water-lubricated turbulent thrust bearing has been found in the known literature. However, the mesh is a critical parameter to achieve convergence in turbulent water lubrication, especially for traditional oil-lubricated verified finite element thermo-elasto-hydrodynamic (TEHD) codes.

The challenge of modeling water lubrication is that Reynolds numbers are almost entirely in the turbulent regime, creating a need for finer meshes as the low fluid viscosity produces a very thin fluid film. The mesh can also cause convergence and accuracy issues in traditional oil-based codes. Cavitation is often suppressed through high ambient pressure in water-lubricated bearings as well. The challenge also lies in the different thermal characteristics of oil and water. Thermal deformation predominantly affects oil lubrication while having limited effects on water lubrication since the viscosity of the water is low, and the specific heat of the water is significantly larger, even though turbulence in the bearings increases the temperature of the water as well. Mechanical deformation can be more prominent with water lubrication, while its effects are typically lower than thermal deformation with oil lubrication. Therefore, preserving the $y^+$ value to make water-lubricated thrust bearing models valid is the main concern of this study.

3.3 Methodology

Non-dimensional wall distance $y^+$ for the wall-bounded flow can be defined in Eq. 27. $y^+$ is often referred to simply as $y$ plus and is commonly used in boundary layer theory and in defining the law of the wall.
\[ y^+ \equiv \frac{u_* y}{\nu} \]  

Eq. 27

Where \( u_* \) is the friction velocity at the nearest wall, \( y \) is the distance to the nearest wall, and \( \nu \) is the local kinematic viscosity of the fluid. Shown in Figure 46, \( \delta^+ \) is a dimensionless thickness of viscous sublayer, \( y^+ \) is dimensionless wall distance for the mesh.

\[ u = 0.99 u_* = u_m \]

Figure 46. Turbulent boundary layer

Any flow's non-dimensional characteristics should be respected for models to work properly. According to Szeri [90], \( \varepsilon_m/\nu \) for the Boussinesq hypothesis is given by Reichardt’s formula, fitting the velocity profiles with experiments, with a \( y^+ \) in the range of 0-1000. This results in Ng-optimized Reichardt’s constants of \( k = 0.4 \) and \( \delta^+ = 10.7 \) [43]. Szeri states that for \( y^+ > 1000 \) theoretical predictions and experiments have greater variance.

Some researchers tried optimizing parameters in Reichardt’s formula to optimize the turbulence model for water-lubricated thrust bearings. Armentrout [46] developed a method to adjust \( \delta^+ \) within Reichardt’s formula as a function of the Reynolds number at the pad pivot location, which they validated with CFD simulations, shown in Eq. 28. The relation between \( \delta^+ \) and the Reynolds number at the pad pivot location in a journal bearing is shown in Figure 47. These refinements brought the calculated bearing load capacities and power losses of the conventional Reynolds model into better agreement with those of the CFD model for a broad range of operating conditions [46]. One advantage of the CFD
model is that CFD can include film entrance inertia, convective inertia, and temporal inertia [91].

\[ \delta^+ = \alpha e^{-\beta Re_p} \quad \text{Eq. 28} \]

Where

\[ Re_p = \frac{\rho u h}{\mu} = \frac{\Omega D h}{v}, \alpha = 10.1, \beta = -1.57e - 5 \quad \text{Eq. 29} \]

In which \( \rho \) is the density, \( u \) is the moving surface velocity, \( h \) is the film thickness, \( \mu \) is the dynamic viscosity, \( \Omega \) is the rotor speed, \( D \) is the diameter of the rotor, and \( v \) is the kinematic viscosity.

\[ \delta^+ = 10.1e^{-1.57e-5Re_p} \]

\[ \begin{aligned} \text{Figure 47. Adjusted } \delta^+ \text{ versus pivot Reynolds number [46]} \end{aligned} \]

Similarly, the following equation can approximate the definition of \( y^+ \) where \( d^+ \) is the first layer thickness calculated for a uniform mesh, \( N \) is the number of elements across the film thickness \( h \), and \( u \) is the moving surface velocity.

For a uniform mesh:

\[ d^+ = \frac{h}{N} \quad \text{Eq. 30} \]

Therefore:

\[ y^+ = \frac{u d^+}{v} \sim \frac{\Omega D h}{vN} \quad \text{Eq. 31} \]

\[ u \sim \Omega D \quad \text{Eq. 32} \]
For typical turbulence models, the value of $y^+$ must be within a specific range to maintain accuracy. Therefore, it can be assumed that if the $y^+$ is fixed to that of a standard oil-lubricated bearing for which the modeling tool was validated, the following formulation can be used to adjust the mesh number $N$ to allow for absolute convergence with other fluids such as water. Specifically, the kinematic viscosity can be varied for use with different fluids assuming the rotational speed, diameter, and fluid film thickness are within reason from the original experiments used to validate THRUST. By fixing $y^+$ of the water lubrication equals to $y^+$ of the oil lubrication, an equation for the required number of elements $N$ across the film for water lubrication can be generated:

$$ y_{\text{water}}^+ = y_{\text{oil}}^+ \quad \text{Eq. 33} $$

$$ N_{\text{water}} = \frac{h_{\text{water}}}{h_{\text{oil}}} \frac{\rho_{\text{water}}}{\rho_{\text{oil}}} \frac{D_{\text{water}}}{D_{\text{oil}}} \frac{\nu_{\text{water}}}{\nu_{\text{oil}}} N_{\text{oil}} \quad \text{Eq. 34} $$

Where variables with the subscript ‘oil’ are for oil-lubricated conditions since most current thrust codes are verified with oil lubrication. The subscript ‘water’ is then used for water-lubricated conditions. Converting the kinematic viscosity to the fluid density and dynamic viscosity used by TEHD modeling tools, the equation for the required cross-film element number then becomes:

$$ N_{\text{water}} = \frac{h_{\text{water}}}{h_{\text{oil}}} \frac{\rho_{\text{water}}}{\rho_{\text{oil}}} \frac{D_{\text{water}}}{D_{\text{oil}}} \frac{\mu_{\text{water}}}{\mu_{\text{oil}}} N_{\text{oil}} \quad \text{Eq. 35} $$

3.2 Modeling

The bearing modeled in this analysis is a water-lubricated sector-pad thrust bearing consisting of six tilting pads, as shown in Figure 48, the inner radius of the pad is 190.5 mm, and the outer radius of the pad is 444.5 mm. The modeling was performed with a thrust bearing code (THRUST) developed by the Rotating Machinery and Controls Laboratory (ROMAC) at the University of Virginia, the theoretical details of which can be found in [71] [92]. An operating speed of 1,800 rpm was used along with an isothermal assumption with constant viscosity. Multiple pad loads were considered, as was the presence of turbulence. The initial guess to the pivot film thickness was a value obtained from a proprietary benchmark code that has been rigorously verified through experimental comparisons and CFD analysis.
This thrust bearing code predicts the steady-state operating characteristics of thrust bearings. As a TEHD prediction tool, THRUST assumes Reichardt’s formula for the turbulence model, shown in Eq. 26, generalized 2D Reynolds equation for turbulent flow, shown in Equation 27, and 3D energy equation, shown in Equation 28. Turbulence is included by obtaining average values of eddy momentum flux (Reynolds stress) and averaging the influence to a 2D Reynolds equation. Convergence is achieved by iterating on the pad tilting angles and film thickness at the pad pivot location until the integrated pressure matches the load applied to the pad.

The truncation error of individual terms in the governing numerical equations is achieved by evaluating the root mean square (RMS) value. The essential features of the RMS methods are shown in Eq. 38.

$$\frac{1}{r} \frac{\partial}{\partial r} \left( \Gamma_2 r \frac{\partial \rho}{\partial r} \right) + \frac{1}{r} \frac{\partial}{\partial \theta} \left( \Gamma_2 \frac{1}{r} \frac{\partial \rho}{\partial \theta} \right) = \frac{\omega}{\Gamma_0} \frac{\partial}{\partial \theta} \left( \frac{\Gamma_1}{\Gamma_0} \right) - \frac{\partial h}{\partial t} - \nu_d$$

Eq. 36

$$c_p \left[ \left( u_r \frac{\partial T}{\partial r} + u_\theta \frac{\partial T}{\partial \theta} + u_z \frac{\partial T}{\partial z} \right) \right] = \frac{1}{r} \frac{\partial}{\partial r} \left( k^* r \frac{\partial T}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial \theta} \left( k^* \frac{\partial T}{\partial \theta} \right) + \frac{1}{r} \frac{\partial}{\partial z} \left( k^* \frac{\partial T}{\partial z} \right) + Q + \mu^* \left[ \left( \frac{\partial u_r}{\partial z} \right)^2 + \left( \frac{\partial u_\theta}{\partial z} \right)^2 \right]$$

Eq. 37

$$RMS = \sqrt{\frac{\sum_{i=1}^{n} (y_i - y_i^*)^2}{n}}$$

Eq. 38
3.4 Results

The results of the comparisons of the minimum film thickness $H_{\text{min}}$ and the film thickness at the pad pivot location $H_{\text{piv}}$ between the benchmark and TEHD modeling tool, with and without a modified cross-film element number via Eq. 35, are shown in Figure 49 and Figure 50. Experimental comparisons and CFD analysis have rigorously verified the proprietary code used as the benchmark. Both $H_{\text{min}}$ and $H_{\text{piv}}$ are shown to decrease with an increase in the bearing load. $H_{\text{min}}$ from the benchmark was consistently significantly larger than the THRUST results with the cross-film element number unmodified. In contrast, the modified THRUST results with the cross-film element number resulted in an excellent match, particularly for loads above 7.56 kN. $H_{\text{piv}}$ from the benchmark code, was also significantly larger than the THRUST results with the cross-film element number unmodified. However, the match between the benchmark and THRUST was significantly improved with the modified cross-film element number. Both $H_{\text{min}}$ and $H_{\text{piv}}$ from THRUST with a modified cross-film number demonstrated significant increases compared with the unmodified cases.

![Figure 49. Comparison of minimum film thickness between the benchmark code and thrust bearing code with and without an optimized cross-film element number](image-url)
Figure 50. Comparison of pivot film thickness between the benchmark code and thrust bearing code with and without an optimized cross-film element number

Based on the minimum film thickness and film thickness results at the pad pivot location, the absolute values of the relative differences between the benchmark and THRUST with the cross-film element numbers modified and unmodified are shown in Figure 51 and Figure 52. Significant differences are seen between the benchmark and THRUST with an unmodified cross-film element number. However, after optimizing the cross-film element number to obtain an appropriate $y^+$ value, a good agreement between the benchmark and THRUST was found. For the relative differences in minimum film thickness, most values were found to be less than 3 %, with a slightly higher value at the lowest load case. Only one case exceeded 8% at low load. For the relative differences in film thickness at the pad pivot location, most values were found to be less than 8 %. Only one case exceeded 8% (low load case).
Figure 51. The relative difference of minimum film thickness predictions between the benchmark code and thrust bearing code with and without a modified cross-film element number.

Figure 52. The relative difference of pivot film thickness predictions between the benchmark code and thrust bearing code with and without an optimized cross-film element number.
The comparison of the maximum pressure in the fluid film between the unmodified and modified cross-film element numbers is shown in Figure 53. It is known that after optimizing the cross-film element number, the maximum pressure in the fluid film region is very close to the benchmark results and much better than that without optimization. The largest relative difference between the optimized case and benchmark is 2.6%. The pressure contour of the highest load, THRUST, with an optimized cross-film element number (A) and without (B), is shown in Figure 54. The x and y are the Cartesian coordinates for the pad, and the pressure measurements are expressed in psi. It can be seen from Figure 54 that the pressure profile appears as expected with the optimized cross-film element number. While for the unmodified case, the pressure contour does not appear correct in the following three aspects. First, the overall distribution shape is not correct. Second, the pressure gradient shape near the pad pivot location is too narrow in the circumferential direction. Thirdly, the negative pressure value of the entrance inertia [93] is unrealistically low.

![Graph showing comparison of maximum pressure in the fluid film between benchmark and thrust bearing code with and without an optimized cross-film element number.]

*Figure 53. Comparison of maximum pressure in the fluid film between the benchmark code and thrust bearing code with and without an optimized cross-film element number*
Figure 54. Pressure contour of the highest load in thrust bearing code (A) with and (B) without an optimized cross-film element number

The comparison results of the power loss between the benchmark and THRUST, with and without an optimized cross-film element number, are shown in Figure 55. The
relative differences in the power loss predictions between the benchmark and THRUST, with and without an optimized cross-film element number, are shown in Figure 56. These two figures show that optimized cross-film element number cases have lower relative differences than unmodified cases. However, after optimizing the cross-film element number, the power loss is underpredicted for the higher loads.

![Comparison of power loss between the benchmark code and thrust bearing code with and without an optimized cross-film element number](image)

*Figure 55. Comparison of power loss between the benchmark code and thrust bearing code with and without an optimized cross-film element number*
Figure 56. The relative difference of power loss predictions between the benchmark code and thrust bearing code with and without an optimized cross-film element number

The mesh independent study can be applied to oil and water lubrication, shown in Figure 57 and Figure 58. Figure 57 shows that a cross-film element number seven is enough for the oil lubrication, so seven is set for the cross-film element number for the oil lubrication in this paper. Figure 58 shows that the necessary cross-film element number for the water lubrication is known through a mesh-independent study. The cross-film element numbers for each load are shown in Table 4. Table 4 shows that the proposed method overestimated the cross-film element number, which may increase the calculation time but still increase the accuracy, which is the most important concern for researchers. There are two reasons for this difference. The first reason is that the physical meaning of the proposed method in this study is to fix the first mesh layer in the viscous sublayer for both oil and water lubrication, as seen in Figure 46. As the viscous sublayer is relatively small compared to the whole flow region, the impact of this viscous sublayer is overestimated if considering it only. The second reason is that the cross-film element number for the oil lubrication found in this case was relatively small (7). Since this is required to be a whole number, rounding errors can also increase the water-lubricated cross-film element number of the proposed method. Physically, a minimum number of elements is required to resolve the
flow profile in the cross-film direction. An insufficient cross-film element number causes oscillating results for oil-lubricated cases.

Figure 57. Mesh independent study with different cross-film element numbers for oil lubrication: (A) lowest load, (B) highest load
Figure 58. Mesh independent study with different cross-film element numbers for water lubrication: (A) lowest load, (B) highest load
Table 4. Comparison of cross-film element numbers used

<table>
<thead>
<tr>
<th>Load (N)</th>
<th>proposed method</th>
<th>Mesh independence</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4448</td>
<td>373</td>
<td>351</td>
<td>5.9</td>
</tr>
<tr>
<td>8896</td>
<td>335</td>
<td>251</td>
<td>25</td>
</tr>
<tr>
<td>17793</td>
<td>301</td>
<td>201</td>
<td>33</td>
</tr>
<tr>
<td>26689</td>
<td>283</td>
<td>151</td>
<td>47</td>
</tr>
<tr>
<td>35586</td>
<td>273</td>
<td>101</td>
<td>63</td>
</tr>
</tbody>
</table>

3.5 Experimental validation

Besides the comparison between the thrust bearing and the benchmark codes, the authors also performed the comparison of experimental, thermo-elasto-hydrodynamic (TEHD), and thermal non-deforming computational fluid dynamics (CFD) results in ANSYS CFX for thrust bearings by using THRUST [91] [94], the experimental data is from Glavatskih [79] [80] [81] [82] [95]. This solid case-by-case comparison validated the accuracy of the thrust bearing code and demonstrated a good match between the experiment, THRUST and CFX can be seen in Figure 59.

![Figure 59: Comparison of inlet film thickness between the experiment, THRUST, and CFD](image-url)
3.6 Discussion

As shown in Figure 47, the current Eq. 28 does not produce a perfect fit at lower values of \( \delta^+ \) nor higher Reynolds numbers. Armentrout’s equation was generated for a journal bearing. Hence its applicability to thrust bearings and thrust bearing code is questionable. The \( \delta^+ \) in this study were calculated from Eq. 28 subtracted by 2, as shown in Table 5. This way, a good fit between THRUST and the benchmark could be obtained. Hence, besides the proposed method to preserve the \( y^+ \) value to make water-lubricated thrust bearing models valid, this study also did a study of the influence of parameters in Reichardt’s formula, and will be introduced in this discussion.

<table>
<thead>
<tr>
<th>Load (N)</th>
<th>( Re_p )</th>
<th>Armentrout's eq.'s ( \delta^+ )</th>
<th>Optimized ( \delta^+ )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4448</td>
<td>82000</td>
<td>2.79</td>
<td>0.79</td>
</tr>
<tr>
<td>8896</td>
<td>54600</td>
<td>4.29</td>
<td>2.29</td>
</tr>
<tr>
<td>17793</td>
<td>35600</td>
<td>5.78</td>
<td>3.78</td>
</tr>
<tr>
<td>26689</td>
<td>27400</td>
<td>6.57</td>
<td>4.57</td>
</tr>
<tr>
<td>35586</td>
<td>22700</td>
<td>7.07</td>
<td>5.07</td>
</tr>
</tbody>
</table>

The eddy viscosity turbulence effect increases with decreasing \( \delta^+ \), while \( \delta^+ \) has a minimum physical value as it is defined as the distance across a boundary layer from the wall to a point where the flow velocity has essentially reached the 'free stream' velocity. To develop a new relationship for \( \delta^+ \) for water-lubrication thrust bearings, modified coefficients were developed to match THRUST to benchmark results. It is proposed that Armentrout’s equation has the correct empirical form for \( \delta^+ \), but it has insufficient accuracy for high Reynolds number cases. The form of \( \alpha \) and \( \beta \) should be of a similar form to fit both oil and water data. The coefficients can be solved in Eq. 39 and Eq. 40. From Eq. 39 and Eq. 40, the corresponding constants were found to be: \( \alpha = 10.25 \) and \( \beta = -3.00e - 5 \).

\[
\beta = \left( \frac{1}{Re_{p2} - Re_{p1}} \right) \ln\left( \frac{\delta^+}{\delta^+_2} \right)
\]  
Eq. 39

\[
\alpha = \delta^+ e^{\beta Re_p}
\]  
Eq. 40
Figure 60 shows the fit between the proposed modified equation and the benchmark. THRUST using Armentrout’s equation, was selected as the oil benchmark since Armentrout’s equation is accurate at low Reynolds number cases, while the benchmark code was selected as the water benchmark. Overall, the proposed modified Armentrout’s equation fits well with the benchmark, showing a significant improvement in fit over the original Armentrout’s equation at high Reynolds number cases.

\[
\delta^+ = \frac{\text{THRUST using Armentrout's equation}}{\text{Benchmark code}}
\]

Figure 60. New approximation for $\delta^+$

$\delta^+$ values obtained from the proposed modified Armentrout’s equation and the original equation can be compared to the benchmark to show the difference in accuracy. From Figure 60, the $Re_p = 54600$ case was shown to have the largest error. The relative difference between the modified Armentrout’s equation and the benchmark at this point was only 12.8 %, while that of Armentrout’s original equation was 87.5 %. From this, it is surmised that the new coefficients applied to Armentrout’s equation can predict the film thickness at the pad pivot location much more accurately for water bearings than the
original equation. The results in Figure 58 also confirm that the change in $\delta^+$ required for a good fit between the proposed modified Armentrout’s equation and the benchmark was close to the estimated optimized value of 2.

Figure 61 shows $\delta^+$ used in Reichardt’s formula has a significant influence on film thickness prediction. The predicted minimum film thickness values as a function of $\delta^+$ for various loads and Reynolds numbers at the pad pivot location. To fix the Reynolds number at the pivot location to 1500, 6000, 24000, and 96000, the TEHD modeling tool was run iteratively at each load to achieve each Reynolds number by varying the operating speed until the difference between the current and previous iterations was below 1%. From Figure 61, it is shown that the minimum film thickness decreases with the increase of $\delta^+$, with larger values found for lighter loads. From Figure 62, it is shown that the minimum film thickness increases with the increase of Reynolds number at pad pivot location. Figure 61 and Figure 62 highlight the sensitivity of film thickness to both $\delta^+$ and Reynolds numbers at the pad pivot location.

*Figure 61. Minimum film thickness sensitivity to $\delta^+$ and load*
Besides the proposed method to preserve the $y^+$ value to make water-lubricated thrust bearing models valid and the proposed modified Reichardt’s formula. Mesh ratio could also be considered to improve the calculation accuracy. To improve the solution accuracy and convergence for the 2D Reynolds equation, the ratio of the radial and circumferential directions in each layer of the cross-film direction divided by the cross-film element number, as shown in Figure 63, could be optimized. The element lengths in the radial and circumferential directions are much larger than in the cross-film direction. The mesh ratio between the radial and cross-film direction and the circumferential and cross-film direction could also be improved to improve the solution quality of the turbulence model. Limiting the skew ratio to 10-1000 depending on the flow physics [72] [96].
3.7 Conclusions

This study proposed a new methodology to preserve the $y^+$ value to make water-lubricated thrust-bearing models more accurate. A method for determining the required number of cross-film elements in water-lubricated bearings was found. The accuracy of turbulent TEHD results improved significantly after using the proposed methodology. An improved model for determining accurate values of $\delta^+$ used in the turbulence model for water-lubricated thrust bearings was also presented and discussed. Combined, these two enhancements to the thrust bearing TEHD modeling can significantly improve their accuracy in predicting the performance characteristics of water-lubricated thrust bearings. Verifications were performed through the benchmark, mesh independent study, and experiment.

The traditional model for oil lubrication is not adequate for water lubrication. The cross film element number solving Reynolds equation, nondimensional distance, and the coefficients in Reichardt’s turbulence need to be refined for water lubrication. An innovative contribution of this work is the establishment of a new perspective in the analysis of water lubrication where Reynolds numbers are large, generating turbulent flow as the dominant flow type as opposed to the traditional laminar flow found in oil lubrication. This perspective creates a new class of functional estimation procedures that parametrically account for the proper mesh characteristics for water-lubricated thrust bearings from oil-lubricated bearing characteristics intuitively and efficiently. These estimation procedures are motivated by the philosophy that the cross film element number
and coefficients used in the eddy-viscosity equation should directly target the model convergence in fluids analysis other than that which traditional oil bearing-based analysis methods are designed for. This philosophy was followed by creating estimator functions for the mesh correction within a defined range of dimensionless wall distance induced from the wall-bounded flow. This dimensionless wall distance is used as the basis of a function. Parameters used to control the influence of this function and parameters indexing other aspects of the eddy viscosity are jointly estimated. From an empirical perspective, this is equivalent to assuming a priori that the same dimensionless wall distance for the subject fluid and choosing the hyperparameters controlling uniform mesh prior assumptions to balance the joint estimations.

These estimation procedures were developed in response to the unknown value of required cross-film elements encountered during collaborative projects on water lubrication, as well as to address a dearth of unifying philosophical motivation to improve the analysis of non-traditional fluid lubricants in the analysis of thrust bearings used in turbomachinery. This framework has produced exciting and potentially powerful results in its application to the analysis of water-lubricated machines. While these two techniques have shown to improve accuracy significantly for the range of operating conditions reported in this study, additional experimental validation, bearing designs, lubricating fluids, and operating conditions could be considered for additional verification in future work to establish the domain of usefulness of these approaches more thoroughly.
4. Applying a mixed zero-equation and one-equation turbulence model

4.1 Introduction

Most bearing studies use FE codes to predict bearing characteristics, and most of these codes use a zero-equation turbulence model. Ho and Vohr (1974) [47] used a model in which the eddy-viscosity was proportional to the time-averaged kinetic energy of turbulence and estimated the turbulent length scale from the Van Driest formula (1956) [48]. Van Driest provided a continuous velocity and shear distribution for turbulent flow near a smooth wall. Kosasih (1993) [49] used Prandtl’s mixing length theory and Van Driest’s mixing length formula in thrust bearings to study inertia and centrifugal forces. Watson-Kassa and Morgan (2020) used one equation and Van Driest formula as the length scale in the seal and referred to this length scale as the “Watson-Kassa” length scale; however, these results are yet to be published and publicly available in the literature at this date.

The research questions in chapter four are: Q1 - Is there a way to remove the two boundary values to decrease the uncertainty? Q2 - If there is more than one other way, what is the best choice? Q3 - How is the new model better than the traditional model? A new thrust-bearing modeling code packet, “ThrustX”, is used for this portion of the research work. ThrustX is a Thermo-Hydrodynamic (THD) code for a fixed film. It consists of looping between turbulence equation, Reynolds’s equation, film energy equation, and pad & runner conduction equation. The hydrodynamic (HD) part of ThrustX is in the innermost loop, and it mainly consists of modeling Reynolds’s equation and the turbulence equation. THD part adds the thermal effects to ThrustX.

4.2 Current Status of Turbulence Study in Thrust Bearings

Recent studies tried to improve the ability to use zero-equation turbulence models to predict the turbulence behavior in thrust bearings [86] [97]. [86] studied an improved method of modeling shear stress. They investigated three methods of applying zero-equation turbulence models. These three methods were intended to predict more accurate shear stress because shear stress is critical to the zero-equation turbulence model. [97]
investigated methods for improving mesh quality. They created a new class of functional estimation procedures that parametrically account for the proper mesh characteristics for water-lubricated thrust bearings from oil-lubricated bearing characteristics intuitively and efficiently. An estimating function was created for the mesh correction within a defined range of dimensionless wall distance induced from the wall-bounded flow.

However, these two studies still did not solve the inherent inevitable shortcomings of these zero-equation models. Therefore, advancement in the turbulence model is needed and should be implemented in the bearing studies to improve accuracy and model prediction capabilities under turbulent and transitional turbulence operating conditions.

4.3 Research Motivation and hypotheses

Fluid flow becomes turbulent when the Reynolds number is high in the lubricant film. The flow pattern (laminar or turbulent) is needed to be known for the appropriate modeling. Turbulence modeling works quite well for the fully turbulent bearing operation. However, significant errors can occur when the flow regime is misidentified, i.e., a turbulent flow bearing is wrongly modeled as laminar or vice versa. The current method of determining turbulence operation is calculating the film's Reynolds number (usually the maximum) and comparing it to the two prescribed threshold values. However, the shortcomings in the current state-of-the-art approach to bearing analysis to advance the design and efficiency of rotating machinery are that there is no consistent or reliable way to accurately prescribe those two threshold Reynolds numbers. In addition, the justification for using the maximum Reynolds number is questionable for a thrust bearing.

There are inherent inevitable shortcomings for these zero-equation models: (1) zero-equation use two empirically determined thresholds [98] [61] [99] [100] [101] [53] to control the boundaries for laminar and turbulent flow. (2) unlike a one-equation turbulent model, zero-equation models cannot calculate the transported turbulence quantity turbulence kinetic energy, which determines the eddy viscosity. With the increase of Reynolds number, the flow progresses from laminar, transitional turbulence to fully turbulent. The two thresholds mean the Reynolds number when: i) transferring from laminar flow to transitional flow, and ii) the Reynolds number for fully turbulent flow.
Furthermore, traditionally, zero-equation turbulence models such as Ng-Pan are used in bearing modeling as they are reasonably accurate, simple, and require less computation time and computing resources. With the improvement of modern computer capabilities, one equation turbulence modeling is now practical to implement and should also enable better accuracy.

4.4 Research tasks

Due to their simplicity and numerical stability, FE-bearing analysis codes widely use the zero-equation turbulence model. However, one and two-equation turbulence models have better accuracy. With advancing computer capabilities, applying one and two-equation turbulence model-based FE bearing codes are now feasible.

Besides the advancement of computing resources, the inevitable weakness of the current zero-equation turbulence models used in FE-bearing codes is that they use two somewhat arbitrary thresholds to control the boundaries for laminar and turbulent flow. As shown in Figure 64, the two vertical lines represent the two thresholds. There are three situations for the flow pattern: (1) if the maximum Reynolds number is smaller than the boundary between laminar and transition, the flow is all laminar; (2) if the minimum Reynolds number is larger than the boundary between transition and turbulent region, all the flow is modeled as turbulent; (3) if the maximum and minimum Reynolds number are within the two thresholds, the flow is in the transition region, which is handled as adding a turbulence scaling factor. These assumptions are problematic because the two threshold numbers are not known in advance. Simply estimating these two threshold numbers could result in significant prediction errors.

![Diagram of two thresholds for controlling the laminar and turbulent flow](image)

*Figure 64: Diagram of two thresholds for controlling the laminar and turbulent flow*
In recent studies from the Rotating Machinery and Controls Laboratory (ROMAC) at the University of Virginia [102], it has been found that a one-equation turbulence model can be applied to both laminar flow and low Reynolds number turbulent flow. This discovery, coupled with the weakness of the zero-equation turbulence model in determining the two threshold numbers, suggests that bearing calculations can be improved by replacing the zero-equation turbulence model with one and two-equation turbulence models. This approach removes the need to determine the two threshold numbers.

An n-equation model is a model that requires the solution of n additional differential transport equations in addition to those expressing conservation of mass, momentum, and energy for the mean flow. As shown in Table 6, there are three types of turbulence models contained in this proposal (the stress transport model is not discussed here): (1) zero-equation models, (2) one-equation models, and (3) two-equation models. In modern terminology, we refer to a model based on the mixing-length hypothesis as an algebraic model or a zero-equation model of turbulence. One-equation models use one partial differential equation besides conservation of mass, such as Prandtl’s one-equation model (1945) and the Spalart-Allmaras model [103]. Two-equation models use two additional partial differential equations in addition to the mass conservation equation, such as SST [103] [104] [105] [106] [107] [108] [109] [110], $k - \varepsilon$ [111] [112] [113] [114] and $k - \omega$ [115] [116]. SST consists of Baseline (BSL) model and a modification to BSL. BSL is a mix of $k - \omega$ and $k - \varepsilon$. SST used a modified near-wall treatment, allowing grid generation. ThrustX is a new Thermo- Hydrodynamic (THD) thrust-bearing finite element (FE) code that will be developed in this proposal. $k - \omega$ and $k - \varepsilon$ have issue modeling the near wall region. ThrustX uses state-of-the-art modern coding methods and applies an innovative method to perform a creative zero-equation and one-equation mixed turbulent model.

<table>
<thead>
<tr>
<th>Name of Model</th>
<th>Number of turbulent flow transport equations</th>
<th>Turbulence quantities transported</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-equation</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td>One-equation</td>
<td>1</td>
<td>$k \rightarrow v_T$</td>
</tr>
</tbody>
</table>

*Table 6. Comparing zero, one, and two-equation turbulence model*
4.5 Modeling

A new thrust-bearing modeling code package, “ThrustX”, was used for this portion of the research work, shown in Figure 65. Figure 65 shows Thermo-hydrodynamic (THD) code structure for a fixed film. It consists of looping between turbulence equation, Reynolds’ equation, film energy equation, and pad & runner conduction equation. The hydrodynamic (HD) part of ThrustX is in the innermost loop, and it mainly consists of modeling Reynolds’s equation and the turbulence equation. THD part adds the thermal effects to ThrustX.

![Diagram of THD code structure in ThrustX](image)

*Figure 65: THD code structure in ThrustX*

The process of modeling Prandtl’s one-equation is shown in Figure 66. After the Reynolds equation is solved, the three velocities \( u, v, w \), and the nine velocity gradients \( \frac{\partial u}{\partial x}, \frac{\partial u}{\partial y}, \frac{\partial v}{\partial x}, \frac{\partial v}{\partial y}, \frac{\partial w}{\partial x}, \frac{\partial w}{\partial y}, \frac{\partial v}{\partial z}, \frac{\partial w}{\partial z}, \frac{\partial v}{\partial z} \) are passed to Prandtl’s one-equation turbulence model. The inner-most loop of Prandtl’s one-equation turbulence model is iterated until the turbulent kinetic energy \( k \) is converged. Then it passes the combined laminar viscosity and turbulent dynamic eddy viscosity as the effective turbulent viscosity back to the Reynolds
equation as an updated viscosity value. Then this process is repeated until converged pressure and kinetic energy values are achieved.

\[ \text{Turbulent viscosity} = \text{laminar viscosity} + \text{eddy viscosity} \]

**Figure 66: Reynolds eq. and turbulence eq. modeling flowchart**

### 4.5.1 Prandtl equation

Prandtl’s one-equation turbulence model solves turbulent kinetic energy through a Partial Differential Equation (PDE) solution and is used in ThrustX to more accurately account for bearing turbulence. Prandtl’s one equation turbulence equation is shown in Eq. 41 and Eq. 42. The Watson-Kassa length scale is shown in Eq. 43. The Prandtl one-equation turbulence model is comprised of the following terms: \( u_j \cdot \nabla k \) is convection term, \( \tau_{ij} \frac{\partial u_i}{\partial x_j} \) is production term, \( C_D \frac{k^2}{l} \) is dissipation term, and \( \nabla \cdot \left[ \left( \nu + \nu_T \right) \frac{\partial k}{\partial x_j} \right] \) is viscous and turbulent diffusion terms. \( k \) is turbulent kinetic energy, \( u_j \) is velocity vector, \( \nabla k \) and \( \frac{\partial k}{\partial x_j} \) are gradient of turbulent kinetic energy, \( \tau_{ij} \) is the Reynolds stress tensor, \( \frac{\partial u_i}{\partial x_j} \) is velocity gradient, \( C_D = 0.08 \) and \( \sigma_k = 1 \), are closure coefficient. \( l \) is length scale, an empirical equation shown in Eq. 9. The idea of this function is to model the length scale based on the distance to the runner and pad surface. \( \nu \) is the viscosity, and \( \nu_T \) is eddy viscosity. Reynolds stress uses Boussinesis hypothesis to replace fluctuation terms with eddy viscosity term, shown in Eq. 43. \( S_{ij} \) is strain-rate tensor, \( S_{ij} = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right) \), \( \nabla u \) is velocity gradient tensor, \( \nu_T \) is eddy viscosity and assumed \( k^2 \delta \), \( \delta_{ij} \) is Kronecker delta \( \delta_{ij} = \begin{cases} 0 & \text{if } i \neq j \\ 1 & \text{if } i = j \end{cases} \).
\[
\frac{\partial k}{\partial t} + u_j \cdot \nabla k = \tau_{ij} \frac{\partial u_i}{\partial x_j} - C_D \frac{k^2}{l} + \nabla \cdot \left[ (\nu + \frac{\nu_T}{\sigma_k}) \frac{\partial k}{\partial x_j} \right] \quad \text{Eq. 41}
\]

\[
\tau_{ij} = 2\nu_T S_{ij} - \frac{2}{3} k \delta_{ij} \quad \text{Eq. 42}
\]

\[
l = C \left( 1 - e^{-\left(\frac{y_{\text{stator}}}{A^*}\right)^n} \right)^m \left( 1 - e^{-\left(\frac{y_{\text{rotor}}}{A^*}\right)^n} \right)^m \quad \text{Eq. 43}
\]

Eddy-viscosity transport model (Menter’s one-equation model) solves eddy viscosity through PDE and is used in Computational Fluid Dynamics (CFD) software ANSYS CFX. Direct Numerical Simulation (DNS) does not use a turbulence model because the grid and time steps are resolved so that an unsteady solution is possible and is referenced to test Prandtl’s one-equation. Reichardt’s zero-equation turbulence model is an empirical equation for eddy viscosity. It is used in the previously developed ROMAC thrust bearing modeling tool (THRUST and other similar codes) to compare to ThrustX.

The weak form for the finite element modeling of the Prandtl one-equation turbulence model is shown in Eq. 44, Eq. 45, Eq. 46, Eq. 47, and Eq. 48. The stiffness matrix consists of viscous and turbulent diffusion, convection, and dissipation; the load vector is the production term.

\[
\int_v \left( C_2 B^T B + N^T u_i B + C_1 N^T \right) k dv = \int_v Q N^T dv \quad \text{Eq. 44}
\]

Weak form of Prandtl equation:

\[
\int_v \left( C_2 B^T B + N^T u_i B + C_1 N^T \right) k dv = \int_v Q N^T dv \quad \text{Eq. 45}
\]

\[
C_2 = \nu + \frac{\nu_T}{\sigma_k} \quad \text{Eq. 46}
\]

\[
C_1 = C_D \frac{1}{l} \quad \text{Eq. 47}
\]

\[
Q = \tau_{ij} \frac{\partial u_i}{\partial x_j} \quad \text{Eq. 48}
\]
4.5.2 Energy equation

\[ \rho c_p u \cdot \nabla T = \nabla \cdot (k^* \nabla T) + Q + \mu^* \left[ \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2 \right] \]  
Eq. 49

\[ q^* = -k^* \nabla T \]  
Eq. 50

Boundary conditions: there are two types of thermal boundary conditions

1. The fixed temperature on the boundary surface \( S_T \): a fixed temperature as \( T_s = T_n \)
2. Fixed specified heat flow on the boundary surface \( S_q \): a fixed heat flux as \( q^* \cdot n = -q_n^* \)

Weak form:

\[ \left( \int_v k^* B^T B dv + \int_v \rho c_p N^T u B dv \right) [T] = \int_v QN^T dv - \int_{S_T} N^T q^* \cdot n ds + \int_{S_q} N^T q_n^* ds \]  
Eq. 51

4.5.3 Heat conduction equation

\[ \frac{\partial q_x}{\partial x} + \frac{\partial q_y}{\partial y} + \frac{\partial q_z}{\partial z} = Q \]  
Eq. 52

\[ q = -k \nabla T \]  
Eq. 53

There are three types of boundary conditions, as shown below:

1. Fixed temperature on \( S_T \): \( T_s = T_n \)
2. Fixed specified heat flow on \( S_q \): \( q \cdot n = -q_n \)
3. Convective \( S_h \): \( q \cdot n = h(T_s - T_\infty) \)

Weak form:
\[
\left( \int_{v} kB^T B dv + \int_{S_h} hN^T N ds \right) [T]
= \int_{v} QN^T dv - \int_{S_T} N^T q \cdot n ds + \int_{S_q} N^T q_n ds + \int_{S_h} N^T hT_\infty ds
\]

Eq. 54

4.6 Turbulence results

Prandtl’s one-equation model is used to model turbulence in bearings FE in this research work. This section shows that Prandtl’s one-equation turbulence model in Couette and Poiseuille flow has been developed and tested. The boundary conditions, the finite element modeling, and the tests are shown in the following paragraph.

4.6.1 Test of Prandtl model in Couette flow

The parameter for the model is shown in Table 7:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length in x</td>
<td>0.1</td>
<td>mm</td>
</tr>
<tr>
<td>Length in y</td>
<td>0.1</td>
<td>mm</td>
</tr>
<tr>
<td>Length in z</td>
<td>0.1</td>
<td>mm</td>
</tr>
<tr>
<td>Initial viscosity</td>
<td>0.001</td>
<td>Pa*s</td>
</tr>
<tr>
<td>Density</td>
<td>1000</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Runner speed</td>
<td>10</td>
<td>m/s</td>
</tr>
</tbody>
</table>

The boundary surfaces in Couette flow are shown in Figure 67 and are described as follows:

- Leading and trailing surface: \( dk/dn = 0 \)
- Pad surface and runner surface: \( k = 0 \), and the runner surface speed.
- Inner radius and outer radius surface: \( dk/dn = 0 \)
The mesh independent check and the mesh at Reynolds number 1600 in ThrustX are shown in Figure 68 and Figure 69. Figure 68 records the maximum and average eddy viscosity difference between each new cross-film element number and the last. It is known from Figure 68 that when the cross film element number is 24, the mesh is independent, with the difference of both maximum and average eddy viscosity below 0.4%. A mesh-independent check at the highest Reynolds number 1600 ensures mesh independence in all lower Reynolds numbers since higher Reynolds numbers require denser meshes.

ANSYS CFX is chosen to validate the eddy viscosity. The turbulence model in CFX is Menter’s one-equation turbulence model, which requires $y^+<1$. The Reynolds number is controlled by changing the runner's speed. The turbulence numerics is second
order. The advection scheme of turbulence is high resolution. The advection scheme of turbulence eddy frequency and turbulence kinetic energy is upwind.

Similar to the mesh independence check in FE, the mesh independent check and the mesh at Reynolds number 1500 in CFX are shown in Figure 70 and Figure 71. Figure 70 records the change of the solution per finest solution of the average and maximum eddy viscosity with different element numbers. The mesh is independent when the total element number is 28594, with the average and maximum eddy viscosity difference below 1% compared to the 15341 element number.

The $y^+$ of CFX cases with the highest Reynolds number of 1600 is 0.8. This ensures $y^+$ in all Reynolds number cases is smaller than 0.8 because $y^+$ is a function of the Reynolds number. The higher the Reynolds number, the denser the mesh needed, which means $y^+$ is smaller.

![Figure 70: CFX Mesh independent check](image)

![Figure 71: Mesh in CFX](image)

The boundary conditions in CFX are shown in Figure 72:

- Leading surface: inlet, zero static pressure, flow direction: normal to BC
- trailing surface: outlet, zero static pressure
- runner surface: moving no-slip wall
- Pad surface: stationary, no-slip wall
- Inner radius and outer radius surface: symmetry
Before validating eddy viscosity in the turbulence model, an intermediate step of validating the velocity profile was performed. A certain number of dynamic viscosities in the cross-film direction were constrained, then the velocity in the flow direction between ThrustX and CFX was compared. The velocity values of ThrustX and CFX are shown in Figure 73, and the values are agreed upon. As shown in Figure 74, velocities in the vertical flow direction and the cross-film direction are zero due to the geometry of the problem.
The eddy viscosity distribution was tested by comparing mixed zero and one-equation (used in ThrustX), Ng-Pan zero-equation (used in THRUST), Eddy-viscosity transport one equation turbulence model (used in CFX), and DNS values for various Reynolds number. The DNS results were from a collaborator (Cori Watson-Kassa) in ROMAC. The cross-film eddy profile with Re=1000 in Couette flow is shown in Figure 75. This figure shows that the eddy viscosity from the mixed zero-equation and one-equation turbulence model is very close to the Eddy Viscosity Transport (EVT) and DNS results. The mixed zero-equation and one-equation turbulence model and EVT have similar peak eddy viscosity. In contrast, mixed zero-equation and one-equation turbulence models have lower peaks than DNS. The EVT and DNS have similar eddy viscosity profiles in the middle cross-film region. While the mixed zero-equation and one-equation turbulence model has a slightly flatter eddy viscosity profile shape in the middle cross film region compared to EVT and DNS.

The turbulence model of the mixed zero-equation and one-equation turbulence model is much improved compared to Ng-Pan zero-equation. The reason for the improvement is that the shape of Reichardt’s formula is primarily defined by the shape of ‘tanh’ within its formula. The influence of the two shear stresses from the two walls is calculated separately. Therefore, the middle cross-film region calculation is tricky and
relatively inaccurate. In contrast, mixed zero-equation and one-equation, and EVT turbulence models are more accurate as they calculate the eddy viscosity through a PDE. DNS essentially uses tiny grids and time steps to resolve all of the terms in the unsteady Navier-Stokes equations. Since turbulence results from unsteady terms, there is no need for a separate turbulence model. Traditional CFD uses the model (zero-equation and one-equation) to eliminate or reduce the unsteady terms and facilitate a solution with fewer grid points and time steps. Assuming the DNS solution is the best baseline. The EVT and mixed zero-equation and one-equation turbulence model solutions should approach the DNS as the mesh density increases.

**Figure 75: Cross film eddy profile in Couette flow**

The comparison of eddy viscosity contour between ThrustX and Eddy-viscosity transport model (Menter’s one-equation model) CFX at a Reynolds number of 1000 is shown in Figure 76. The cross-film eddy viscosity distribution is the same across the flow direction, so only the leading edge surface is shown in Figure 76. The difference in max eddy viscosity between ThrustX and Menter’s one-equation CFX is 1.1%. ThrustX has a wider high cross-film eddy viscosity region than Menter's one-equation CFD. This is because the eddy viscosity profile shape in ThrustX is flatter than CFX in the middle. Therefore the complete eddy viscosity profile of ThrustX was pushed down. This means
modeling in the middle cross film region of ThrustX could be further improved, which means the shear stress modeling in the middle cross film region could also be optimized.

Figure 76: Eddy viscosity contour of (a) ThrustX and (b) Eddy-viscosity transport model (Menter’s one-equation model)

4.6.2 Test of Prandtl model in Poiseuille flow

The boundary surfaces in Poiseuille flow in ThrustX are shown in Figure 77. The detailed boundary conditions are shown below:

- Leading and trailing surface: $dk/dn = 0$. Fixed static pressure, with a pressure difference
- Pad surface and runner surface: $k = 0$.
- Inner radius and outer radius surface: $dk/dn = 0$

Figure 77: Boundary conditions
The weak form for finite element modeling Prandtl one-equation turbulence model in Poiseuille flow is the same as in Couette flow.

The boundary conditions in of Prandtl model in Poiseuille flow in CFX:

➢ Leading surface: inlet, fixed value static pressure, flow direction: normal to BC
➢ trailing surface: outlet, fixed value static pressure
➢ runner surface: stationary, no-slip wall
➢ Pad surface: stationary, no-slip wall
➢ Inner radius and outer radius surface: symmetry

The turbulence numerics is second order. The advection scheme of turbulence is high resolution. The advection scheme of turbulence eddy frequency and turbulence kinetic energy is upwind.

The comparison of eddy viscosity between ThrustX and Eddy-viscosity transport model (Menter’s one-equation model) CFX at Reynolds number 500 is shown in Figure 78. The cross-film eddy viscosity distribution is the same across the flow direction, so only the leading edge surface is shown in Figure 78. The difference between the max eddy values is 0.5%. Like the Couette flow results, ThrustX has a wider high cross-film eddy viscosity region compared to Menter's one-equation CFX. This is because the eddy viscosity profile shape in ThrustX is flatter than CFX in the middle. Therefore, the complete eddy viscosity profile of ThrustX was pushed down. This means modeling in the middle cross film region of ThrustX could be improved, which further means the shear stress modeling in the middle cross film region could also be optimized.

![Figure 78: Eddy viscosity values of (a)ThrustX and (b) Eddy-viscosity transport model (Menter’s one-equation model)](image-url)
4.6.3 Prandtl model in converging region

Figure 79 shows the eddy viscosity contour from solving Prandtl’s one-equation in the converging film. Converging wedge is the working principle of fluid film thrust bearings. After modeling ThrustX in Couette and Poiseuille flow, the next step is to model ThrustX in a converging film. As shown in Figure 79, the eddy viscosity contour on the leading edge is similar to that in the Couette and Poiseuille flow. While as the film is converging, the cross-film eddy viscosity distribution changes across the flow direction. The distribution of the cross-film eddy viscosity demonstrates a parabolic distribution.

![Eddy viscosity contour in ThrustX](image)

Figure 79: Eddy viscosity contour in ThrustX

4.7 Conclusions

This study proposed a new methodology to model turbulence to make fluid film lubricated thrust bearing models more accurate. A novel mixed zero-equation and one-equation turbulence model was developed for calculating eddy viscosity in fluid film thrust bearings. The accuracy of turbulent THD results improved significantly (compared to the zero equation model) using the proposed methodology. This enhancement to the thrust bearing THD modeling can significantly improve their accuracy in predicting the overall performance characteristics of fluid film lubricated thrust bearings. Verifications were performed through DNS, CFX, and THRUST comparison.

A mixed zero-equation and one-equation turbulence model is an effective and accurate way to remove the two thresholds to decrease the uncertainty. The new model predicts much more accurate eddy viscosity in the cross film. An innovative contribution
of this work is the establishment of a novel mixed zero equation and one equation turbulence model in the analysis of fluid film lubrication, where the dominant flow is turbulent. This perspective created a new modeling method for solving Prandtl’s turbulence equation with an empirical length scale that solves eddy viscosity. Unlike using an empirical function of Reichardt’s equation, this new method physically solves a PDE to calculate eddy viscosity. This new procedure was motivated by the philosophy that a more physical solution is better than empiricism. The length scale was based on the nature of the rotating machinery, which includes two surfaces with relative motion, and shear stress greatly depends on the distance between the two surfaces. This philosophy was followed by combining the Prandtl one equation and empirical length scale, better than a purely empirical zero equation Reichardt’s equation, while still not demanding as many computing resources as two-equation turbulence models would. This new mixed zero equation and one equation turbulence model were used in the inner loop with the Reynolds equation. From an empirical perspective, this is equivalent to assuming the length scale is less or equal to the empirical purely zero equation turbulence model value. By adding a Prandtl one equation model and physically solving for eddy viscosity, the new method increases accuracy and decreases empiricism.

This framework has produced exciting and potentially powerful results in its application to the analysis of turbulent fluid film thrust bearings. While the new turbulence model has been shown to improve accuracy significantly for the range of operating conditions reported in this study, additional experimental validation and operating conditions could be considered for additional verification in future work to improve the applicability of this approach further.
5. Modeling Center Pivot Fluid Film Thrust Bearing Temperature Drop in Transitional Region

5.1 Introduction

This chapter examines the temperature drop in the transitional region. The research questions in chapter five are: Is it correct that the temperature drop across a range of increasing velocity can be attributed to the onset of turbulence in the fluid film? (1) If the answer is yes, what turbulence contributes to the temperature drop? Further questions are: (a) What turbulence model should be used? (b) What is the physical mechanism that leads to the temperature drop? Moreover, (2) If the answer to (1) is no, will a laminar flow model correctly capture the temperature drop? Further questions are: for the turbulence model, what happens in the groove that behaves in specific temperature changes in the transitional region? Could the impacting physics be eddy? Conduction? Production? A well-documented, experimental, center-pivot fluid film thrust bearing was selected for the work in this chapter, and a full fluid-solid ANSYS CFX model was built.

An experimentally verified [61] full fluid-solid CFX model was created to answer the research questions. Capitao’s experiment [60] is ideal for this work as it provides multiple temperature probes on the pad surface, which were used to validate the CFX model. The validation includes (1) verification of 9 probe temperatures on the pad surface and (2) verification of the temperature drop across the appropriate range of shaft velocity. This full fluid-solid model allows for accurate thermal modeling and analysis and demonstrates the application of a CFX model of the groove to reduce empiricism in hot oil carry-over models typically used in the fluid-film thrust-bearing analysis.

This chapter seeks to fundamentally better understand the transitional region effect in fluid-film thrust-bearings, which is not well captured in current industry state-of-the-art bearing analysis codes. The traditional method [72] of accounting for turbulence is to assign a turbulence scaling factor based on the Reynolds number at one location, which is at the center of the leading edge, as shown in Figure 80. Reynolds number is defined as $Re = \frac{\rho hu}{\mu}$, where $\rho$ is density, $h$ is film thickness, and $u$ is circumferential velocity, $\mu$ is dynamic viscosity. The turbulence scaling factor is assumed to be the same for all fluid
domains, which may be difficult to justify. For example, the circumferential velocity increases with radius, so the Reynolds number can vary, particularly in large bearings. Likewise, viscosity varies with temperature, and film thickness is not uniform.

![Diagram of fluid-solid domain](image)

**Figure 80: Reynolds number measuring location in legend finite element modeling**

The work in this chapter serves to correctly model and understand the flow throughout the fluid-solid domain, including all four groove regions, in addition to answering the research questions listed above. This chapter also demonstrates the variability and sensitivity of center-pivot fluid-film thrust-bearing CFX modeling to the inclusion of crowning modeling. Furthermore, this chapter examines the impact of the film, pad, runner, and groove on bearing calculations and the impact of leading-edge temperature on load capacity.

The flow in the full fluid-solid CFX model is shown in Figure 81. Figure 81a) shows the multiple modeling domains in the circumferential direction, and Figure 81b) shows the multiple modeling domains in the radial direction at the mid-sector surface. There is heat convection in the groove and film. Moreover, there is also heat conduction in the pad and runner, and on the interface between fluid and solid. The groove model includes grooves at the leading edge, trailing edge, inner diameter, and outer diameter.

<table>
<thead>
<tr>
<th>Leading edge groove (energy eq.)</th>
<th>Pad (heat conduction eq.)</th>
<th>Trialing edge groove (energy eq.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film (energy eq.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runner (heat conduction eq.)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.2 Center pivot experimental model

The bearing modeled is from an experiment [60]. This model is the Capitao center pivot experimental model, six-pad thrust bearing, as shown in Figure 82. The parameters of the Capitao model are shown in Table 8.
Figure 82: Capitao experimental model

Table 8. Capitao model parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pad arc</td>
<td>51</td>
<td>deg</td>
</tr>
<tr>
<td>Groove and pad arc</td>
<td>60</td>
<td>deg</td>
</tr>
<tr>
<td>Pad number</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Pad inner radius</td>
<td>66.5</td>
<td>mm</td>
</tr>
<tr>
<td>Pad outer radius</td>
<td>133.5</td>
<td>mm</td>
</tr>
<tr>
<td>Single pad area</td>
<td>59.6</td>
<td>cm²</td>
</tr>
<tr>
<td>Pad load</td>
<td>100-400</td>
<td>psi</td>
</tr>
<tr>
<td>Groove inner radius (estimated)</td>
<td>65</td>
<td>mm</td>
</tr>
<tr>
<td>Groove outer radius (estimated)</td>
<td>135</td>
<td>mm</td>
</tr>
<tr>
<td>Sector and ID groove thickness (estimated)</td>
<td>33.3</td>
<td>mm</td>
</tr>
<tr>
<td>OD groove thickness (estimated)</td>
<td>6.65</td>
<td>mm</td>
</tr>
<tr>
<td>Film thickness</td>
<td>iteration</td>
<td>mm</td>
</tr>
<tr>
<td>Runner thickness (estimated)</td>
<td>44.5</td>
<td>mm</td>
</tr>
<tr>
<td>Circumferential tilting angle</td>
<td>iteration</td>
<td>deg</td>
</tr>
<tr>
<td>Radial tilting angles</td>
<td>iteration</td>
<td>deg</td>
</tr>
<tr>
<td>Density</td>
<td>857</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Viscosity</td>
<td>0.027 @ 37.8°C</td>
<td>Pa*s</td>
</tr>
<tr>
<td>Viscosity</td>
<td>0.006 @98.9°C</td>
<td>Pa*s</td>
</tr>
<tr>
<td>Fluid specific heat capacity (estimated)</td>
<td>2150</td>
<td>J/(kg*K)</td>
</tr>
<tr>
<td>Fluid thermal conductivity (estimated)</td>
<td>0.13</td>
<td>W/m*K</td>
</tr>
</tbody>
</table>
The Capitao experiment provides nine temperature probes on the pad surfaces at a shaft speed of 9000 rpm, as shown in Figure 83. The probe locations on the pad are shown in Figure 84. Nodes 1-3 are near the Outer Diameter (OD), nodes 4-6 are on the Middle Diameter (MD), and nodes 7-9 are near the Inner Diameter (ID). The circumferential and radial percentages of the nine probes are shown in Table 9.

<table>
<thead>
<tr>
<th>supply temperature</th>
<th>46 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shaft speed</td>
<td>9000 rpm</td>
</tr>
</tbody>
</table>

*Figure 83: Pad temperature in Capitao experimental model [56]*
Figure 84: Temperature probes in Capitao experimental model [56]

Table 9. Circumferential and radial percentage of the nine probes

<table>
<thead>
<tr>
<th>Node number</th>
<th>Circumferential percentage from LE (%)</th>
<th>Radial percentage from ID (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td>90</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>90</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

With the increase of the shaft speed, there is a temperature drop roughly between 8000 rpm, and 10000 rpm, as shown in Figure 85. This temperature drop region is often referred to as the transitional region. The temperature depicted in the figure is from probe 4, which is located in the middle of the trailing edge. As shown above, data for the other eight temperature probes is only available at 9000 rpm.
5.3 Center pivot CFX model

The CFX model is shown in Figure 86. The model has the full fluid domain, including the film, Groove Between Pads (GBP), Outer Diameter Groove (ODG), and Inner Diameter Groove (IDG). Furthermore, the model has a full solid domain, including a pad and runner.

The film profile in the CFX model used a film produced by an industry-standard TEHD benchmark code (Minhui’s [72] in-house code) using the finite element method. The pivot film thickness and circumferential and radial tilting angles are shown in Table 10. The film profile in CFX has been rigidly tested by comparing pad deformation and film thickness of four corner points between the CFX model and the benchmark. The location of the four corner points in CFX is shown in Figure 87. Points 1 and 2 are located on the leading edge, and points 3 and 4 are on the trailing edge. Table 11 and Table 12 show the pad deformation and film thickness for the four corner points. The film profile is matched well with the benchmark code film profile.
Figure 86: Full fluid-solid CFX model for Capitao experiment

Table 10. Film profile predicted by benchmark code

<table>
<thead>
<tr>
<th>Pivot film thickness (m)</th>
<th>Circumferential tilting angle (degree)</th>
<th>Radial tilting angle (degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00008</td>
<td>0.022</td>
<td>0.0053</td>
</tr>
</tbody>
</table>

Figure 87: Corner points location

Table 11. Comparison of pad deformation between CFX and benchmark code

<table>
<thead>
<tr>
<th>Corner 1</th>
<th>Corner 2</th>
<th>Corner 3</th>
<th>Corner 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark code, mm</td>
<td>-1.21e-2</td>
<td>-8.31e-3</td>
<td>-1.33e-2</td>
</tr>
<tr>
<td>CFX, mm</td>
<td>-1.34e-2</td>
<td>-9.25e-3</td>
<td>-1.34e-2</td>
</tr>
</tbody>
</table>
Table 12. Comparison of film thickness between CFX and benchmark code

<table>
<thead>
<tr>
<th></th>
<th>Corner 1</th>
<th>Corner 2</th>
<th>Corner 3</th>
<th>Corner 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark code, mm</td>
<td>7.54e-2</td>
<td>9.62e-2</td>
<td>5.22e-2</td>
<td>5.07e-2</td>
</tr>
<tr>
<td>CFX, mm</td>
<td>7.49e-2</td>
<td>9.60e-2</td>
<td>5.28e-2</td>
<td>5.17e-2</td>
</tr>
</tbody>
</table>

The turbulence model is Shear Stress Transport (SST) with thermal energy. The difference between the thermal and total energy is shown in Table 13. The SST with total energy model was originally designed for gas turbine applications by a Boeing engineer, Menter [106], in 1994. Therefore, SST with total energy is for compressible flow with a Mach number larger than one (supersonic flow). The SST with thermal energy model was created to address numerical stability issues in SST with total energy. SST with thermal energy is suitable for incompressible, low-speed flow and has no stability issues [117].

Table 13. Comparison of film thickness between CFX and benchmark code

<table>
<thead>
<tr>
<th>Model</th>
<th>Compressibility</th>
<th>Speed</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST _ total</td>
<td>Compressible</td>
<td>&gt;1 Mach</td>
<td>Stability issue</td>
</tr>
<tr>
<td>SST _ thermal</td>
<td>Incompressible</td>
<td>&lt;1 Mach</td>
<td>No stability issue</td>
</tr>
</tbody>
</table>

5.3.1 Meshing

The Capitao center pivot model meshing considered the mesh sensitivity of cross film element number, cross film growth rate, circumferential and radial aspect ratio, and the connection between film and groove regions. Table 14 and Table 15 show the values chosen for the mesh sensitivity study of the cross-film element number in laminar and turbulence. Table 16 and Table 17 show the values chosen for the mesh sensitivity study of cross film growth rate in laminar and turbulence. Table 18 and Table 19 show the values chosen for the mesh sensitivity study of element mesh circumferential and radial aspect ratio to cross film mesh size in laminar and turbulence.
Table 14. Mesh sensitivity study of cross film element number, laminar

<table>
<thead>
<tr>
<th>Case</th>
<th>Cross film element number, 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 15. Mesh sensitivity study of cross film element number, turbulence

<table>
<thead>
<tr>
<th>Case</th>
<th>Cross film element number, 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 16. Mesh sensitivity study of cross film growth rate, laminar

<table>
<thead>
<tr>
<th>Case</th>
<th>Cross film growth rate, 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>3</td>
<td>1.15</td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 17. Mesh sensitivity study of cross film growth rate, turbulence

<table>
<thead>
<tr>
<th>Case</th>
<th>Cross film growth rate, 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
</tr>
<tr>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>3</td>
<td>1.15</td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 18. Mesh sensitivity study of element mesh circumferential and radial aspect ratio to cross film mesh size, laminar

<table>
<thead>
<tr>
<th>Case</th>
<th>Element mesh circumferential and radial aspect ratio to cross film mesh size, 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
</tr>
</tbody>
</table>
Table 19. Mesh sensitivity study of element mesh circumferential and radial aspect ratio to cross film mesh size, turbulence

<table>
<thead>
<tr>
<th>Case</th>
<th>Element mesh circumferential and radial aspect ratio to cross film mesh size, 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>125</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
</tr>
</tbody>
</table>

Figure 88 and Figure 89 show the results of the mesh sensitivity study of cross film element number in laminar and turbulence. The mesh is insensitive when the cross-film element number is 20 for laminar and 35 for turbulence. Figure 90 and Figure 91 show the results of the mesh sensitivity study of cross-film growth rate in laminar and turbulence. The mesh is insensitive in the range of 1.05 – 1.2 for cross film growth rate for laminar. For turbulence, the mesh is insensitive in the range of 1.05 – 1.1 for cross film growth rate. Figure 92 and Figure 93 show the results of the mesh sensitivity study of circumferential and radial aspect ratio to cross film mesh size in laminar and turbulence. The mesh is insensitive when the element circumferential and radial aspect ratio to cross film mesh size is 75 for laminar and 125 for turbulence.

(a) Mesh sensitivity for load                               (b) Mesh sensitivity for temperature

Figure 88: Mesh sensitivity study results of cross film element number, laminar
Figure 89: Mesh sensitivity study results of cross film element number, turbulence

Figure 90: Mesh sensitivity study results of cross film growth rate, laminar

Figure 91: Mesh sensitivity study results of cross film growth rate, turbulence
To improve the flow in the region between the groove and film, referred to the meshing optimization work in seals by Collins [54], inflation was added in both the groove and film in cross film and circumferential directions. The optimized meshing for the groove-film connecting for laminar and turbulence is shown in Figure 94 and Figure 95. The optimized meshing shows a unified mesh in the groove and film regions, which means the mesh has smooth, good growth between film and groove.
The insensitive meshing element number is 4.3 million for laminar and 6.5 million for turbulence. Taking meshing in turbulence as an example, the overall mesh and a close-up look at the mesh in the film, both inner and outer diameter grooves, pad, and runner, are shown in Figure 96.
For a certain turbulence model, to meet the boundary layer flow assumption, the non-dimensional distance to wall value ($y^+$) is required to be in a certain range. For SST, it is below 5. The $y^+$ on the film’s pad surface, runner surface, leading edge, and trailing is shown in Table 20. The contours of $y^+$ on the film’s pad surface and film’s runner surface are shown in Figure 97. Table 20 and Figure 97 show that $y^+$ is below 5, and most $y^+$ on film’s boundary surfaces is very small ($<1$).
<table>
<thead>
<tr>
<th></th>
<th>SST _ thermal</th>
<th>Max y+, 9000 rpm</th>
<th>Avg y+, 9000 rpm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Film’s pad surface</td>
<td>2.0</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Film’s runner surface</td>
<td>3.0</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Leading edge</td>
<td>2.9</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Trailing edge</td>
<td>2.3</td>
<td>0.46</td>
<td></td>
</tr>
</tbody>
</table>

(a) Film’s pad y+

(b) Film’s runner y+

Figure 97: y+ on film’s pad surface and film’s runner surface

5.3.2 Boundary conditions

The boundary surfaces of the fluid domain, runner domain, and pad domain are shown in Figure 98, Figure 99, and Figure 100. The boundary conditions for the fluid, runner, and pad domains are below.

Fluid domain:

➢ Inlet: inlet with mass flow rate, and static temperature is supply temperature. The mass flow rate and inlet temperature values are from the experiment

➢ Outlet: opening, zero pressure, opening temperature

➢ Runner: fluid-solid interface, conservative heat flux, rotating speed

➢ Shaft: fluid-solid interface, conservative heat flux, rotating speed

➢ Pad: no-slip adiabatic wall, fluid-solid interface, conservative heat flux

➢ Interface 1 and 2: fluid-fluid interface, rotational periodicity, conservative heat flux

➢ Fluid wall: adiabatic wall
a. Fluid _ inlet

b. Fluid _ outlet

c. Fluid _ runner

d. Fluid _ shaft

d. Fluid _ pad

e. Fluid sector interface 1
Figure 98: Fluid domain boundary surfaces in CFX model for Capitao experiment

Runner domain:

- Runner: fluid-solid interface, conservative flux
- Shaft: fluid-solid interface, conservative flux
- Runner sector interface: solid-solid interface with rotational periodicity, with conservative flux
- Runner OD: heat convection, ambient temperature is the average of outlet and pad temperature and supply temperature, constant heat conduction coefficient
- Runner top: heat convection, ambient temperature is supply temperature, constant heat conduction coefficient
- Runner bottom: adiabatic wall
a. Runner fluid
b. Runner shaft
c. Runner sector interface
d. Runner OD
e. Runner top
f. Runner _ bottom

*Figure 99: Runner domain boundary surfaces in CFX model for Capitao experiment*

Pad domain:

- Pad fluid: fluid-solid interface, conservative heat flux
- Pad OD & bottom: heat convection, ambient temperature is supply temperature, constant heat conduction coefficient

a. Pad _ fluid

b. Pad OD
5.3.3 Solver

This section introduces the solver control of the laminar and turbulence CFX model in ANSYS CFX. The advection scheme of laminar is high resolution. The turbulence numerics is first order. The advection scheme of turbulence is high resolution. The velocity pressure coupling uses high-resolution Rhie Chow.

<table>
<thead>
<tr>
<th><strong>Table 21. Equation settings for laminar</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Equations</td>
</tr>
<tr>
<td>Continuity</td>
</tr>
<tr>
<td>Energy</td>
</tr>
<tr>
<td>Momentum</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Table 22. Equation settings for turbulence</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Equations</td>
</tr>
<tr>
<td>Continuity</td>
</tr>
<tr>
<td>Energy</td>
</tr>
<tr>
<td>Momentum</td>
</tr>
<tr>
<td>Turbulence Eddy Frequency</td>
</tr>
<tr>
<td>Turbulence Kinetic Energy</td>
</tr>
</tbody>
</table>
5.3.4 Convergence

This section introduces the convergence of both the laminar and turbulence CFX model. The convergence of momentum and mass, and heat transfer equations for laminar CFX is shown in Figure 101. The convergence of momentum and mass, and turbulence equations for turbulence CFX is shown in Figure 102. The maximum Root Mean Square (RMS) value for the laminar and turbulence model is on the scale of $e^{-4}$. From Figure 101 and Figure 102, it is known that the convergence of laminar and turbulence is stable. The CUP time cost for turbulence is very high. It took 720 CPU hours per 700 timesteps’ runs for a fixed film. When iterating film to match the load, taking ten runs for a specific speed, for example, is 7200 CPU hours. When calculating multiple speeds, taking three speeds as an example, that is 21,600 CPU hours. When calculating multiple loads, taking two loads as an example, that is 43,200 CPU hours. The University of Virginia only allows 100,000 CPU hours roughly every three months for each lab.

![Figure 101: Laminar: Momentum and mass, Laminar: Heat transfer](image1)

(a) Laminar: Momentum and mass  
(b) Laminar: Heat transfer

*Figure 101: Momentum and mass, and heat transfer convergence in laminar CFX model for Capitao experiment*
The convergence of load and nine probe temperatures for laminar is shown in Figure 103. While Figure 104 shows the convergence of load and temperature for turbulence. From Figures Figure 103 and Figure 104, it is known that load and temperature are converged in both laminar and turbulence.
Crowning is a machining technique that cuts material out of the pad surface to change the film thickness on purpose. The simplest pad structure is a flat pad such that there is no crowning on the pad surface. Fillon [59] used taper in a central pivot thrust bearing and stated that the initial geometry of the pad is also of great importance for central pivot thrust bearings. Pivot location affects temperature and pressure [4] [57].

As shown in Figure 105, the pressure shows a negative pressure. The negative pressure is mostly in the leading edge area, and this is a motivation for studying the crowning impact. Abdel-Latif [58] found large load shows negative pressure near the outlet edge.
Figure 105: Pad pressure contour in CFX model for Capitao experiment without crowning

This negative pressure is similar to that seen in slider film bearing with a small tilting angle. Historically, parallel thrust bearings were popular as they were easier and less expensive to manufacture. The parallel thrust bearing supporting load was first found by Tower (1891) [118] but was soon forgotten by the bearing industry [119]. It was not until 1946, after World War Two, that researcher Fogg brought considerable attention to the bearing industry about parallel film supporting loads. Fogg experimented and showed that a parallel thrust bearing could support loads. This is the largest single research topic in the history of thrust-bearing research. This phenomenon was known as the “Fogg paradox” [120], as isothermal theory cannot explain it. After the finding of the “Fogg paradox”, people were confused about it because, at that time, people thought the lubrication in bearing was isothermal, and this parallel film holding load cannot be explained with isothermal lubrication theory. So some other researchers started repeating his experiment similar to Fog’s and found the same thing by Kettleborough (1955) in parallel surface thrust bearings [121] [122].

In the meantime, other researchers started thinking about non-isothermal film in slider bearings. Slider bearing is an ideal model for theory building as they are one-dimensional and have minimum shape impact. Therefore, researchers started studying the non-isothermal film in slider bearings. Shaw (1947) [123], Cope (1949) [124], Osterle (1953) [125], Cameron (1958) [126], Currie (1965) [127] studied the thermal impact in supporting loads for parallel film. Variations in lubricant properties can cause significant
variations in the pressure distribution. While they also found that sometimes the thermo
does not have enough power to hold the loads. The next milestone is the study of thermal
tapers. Thermal tapers mean the thermal distortion equals a taper in the leading edge. This
thermal taper is nowadays referred to as a mechanical deformation crowning effect. After
the study by Swift (1932) [128], Cameron (1963-1975) [21] [130] [119], Neal (1963)
[19]. The thermal wedge was found and known to the bearing industry.

Researchers gradually learned the negative pressure in the parallel thrust bearing. For example, Cameron (1958) [126], Dowson and Hudson (1963) studied the infinite slider bearings [131] [132], Neal (1963) [19], and Ettles and Cameron (1965-1966) studied the thermal and elastic distortions in thrust bearings [21] [129] [133], as shown in Figure 106. These researchers experimentally found that parallel thrust bearings have negative pressure unless distortion occurs. The max negative pressure is proportional to the inverse square of film thickness.

![Image]

Figure 106: Ettles and Cameron experiment with parallel thrust bearing in multiple
film shapes and speeds

In order to test the theory that a no-crowning slider bearing with a small tilting
angle behaves similarly to a parallel film, a slider bearing was tested. The pressure profile
in the flow direction with Shear Stress Transport (SST) turbulence model is shown in
Figure 107. Trailing edge film thickness is fixed as 0.03mm. Case of LE0.3 is parallel film.
By increasing the leading edge (LE) film thickness, the film becomes a converging film in
cases of LE0.04~LE0.1. Case of LE0.1 is with the largest tilting angle. Figure 107 shows
that these pressure profiles are similar to Ettles and Cameron’s experiment results [21]. The experiment shows that the frequency (times of phase from decreasing to increasing)
depends on film shape and speed. For slight tilting film, the smaller the LE film, the closer
to parallel, then pressure is showing a decreasing then increasing trend in the flow direction.
This highlights the importance of crowning on the performance of central pivot thrust bearings with shallow tilting angles.

After adding crowning, the full fluid-solid model no longer exhibited negative pressures but showed consistent variations compared to the experiment. Therefore, for center pivot thrust bearings, crowning is an essential structure that makes the CFX model work for a slight tilting pad. Crowning functions as deformation in the center pivot thrust bearing, and this is consistent with the traditional knowledge of center pivot only working with deformation included. Fillon [59] stated that the performance of thrust bearings with center pivot pads is more sensitive to pad surface geometry than offset pads. The film-only cases with and without crowning validated the accuracy of this statement. For a flat pad thrust bearing, this sensitivity reflects on the effective deformation incurred by thermal deformation, which is the crowning in this case.

5.4 Fixed film, CFX results at a single speed

5.4.1 Benchmark code results
The load capacity and pad temperature predicted in the benchmark code are shown in Table 23 and Figure 108. Table 21 shows that the benchmark predicts load and pad
temperature well, with a reasonable error. The model in benchmark code only has film, pad, and runner, and there is no groove. Benchmark code predicted fully laminar for this case.

### Table 23. Load prediction in benchmark

<table>
<thead>
<tr>
<th></th>
<th>load, N</th>
<th>experiment load error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>6334</td>
<td>2.8</td>
</tr>
</tbody>
</table>

(a) ID

(b) MD
5.4.2 No groove CFX in laminar

Besides traditional bearing modeling based on finite element methods, commercial software is becoming more common and popular. In contrast, fundamental bearing studies with commercial CFD have rarely been reported. Therefore, under such practical needs, the physics within the bearing can be better understood by studying the impact between film, pad, and runner. A more accurate model results in a better load capacity, film thickness, and temperature prediction, leading to better dynamic coefficient predictions.

Figure 109 shows a progressive model detail study, including the film CFX model, film + pad CFX model, and film + pad + runner CFX model. The physics of these progressive modeling cases is shown in Table 24. Film-only CFX case is the base model. The film + pad CFX case provides an ideal model for studying the heat conduction between fluid and solid. The film + pad + runner CFX case is an ideal model for studying rotor impact, comparing the film + pad CFX case with film + pad + runner CFX case.
As shown in Figure 110, the leading-edge temperature is a parabolic regression function (three blue color nodes on the leading edge) varying in the radial direction. The regression function is used to more closely match the experimental data taken slightly away from the actual leading edge. With minimum uncertainty, comparing multiple component cases 1-3 would provide more insights. The leading edge temperature regression function is a quadratic equation of radius, as shown in Table 25. Table 26 shows the regression for calculating the three temperature nodes on the leading edge, and the regression function
assumes quadratic functions for both circumferential angle and radius. Therefore, there are eight terms, including first-order terms, second-order terms, and their cross-coupled terms.

![Diagram of angular and radial positions](image)

**Figure 110: Three temperature locations on the leading edge**

_Table 25. Regression for leading-edge temperature_

<table>
<thead>
<tr>
<th>Terms</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>m</td>
</tr>
<tr>
<td>( r^2 )</td>
<td>m^2</td>
</tr>
</tbody>
</table>

_Table 26. Regression for calculating three leading-edge temperature_

<table>
<thead>
<tr>
<th>Terms</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>m</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>degree</td>
</tr>
<tr>
<td>( r^2 )</td>
<td>m^2</td>
</tr>
<tr>
<td>( \Theta^2 )</td>
<td>degree^2</td>
</tr>
<tr>
<td>( r\Theta )</td>
<td>m*degree</td>
</tr>
<tr>
<td>( r^2\Theta )</td>
<td>m^2*degree</td>
</tr>
<tr>
<td>( r\Theta^2 )</td>
<td>m*degree^2</td>
</tr>
<tr>
<td>( r^2\Theta^2 )</td>
<td>m^2*degree^2</td>
</tr>
</tbody>
</table>

The comparison of load, circumferential and radial moments are shown in Table 27, including benchmark code, film, film & pad, film & pad & runner, and full model. From this table, it is known that film, cases of film & pad, and film & pad & runner, with
benchmark code’s film profile and leading-edge experimental temperature, are accurate in predicting load capacity with a reasonable error.

<p>| Table 27. Comparison of load and moments in CFX, with laminar |
|---------------------------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Benchmark code</th>
<th>Load, N</th>
<th>Experimental load error, %</th>
<th>Circumferential moment, N*m</th>
<th>Radial moment, N*m</th>
</tr>
</thead>
<tbody>
<tr>
<td>6334</td>
<td>2.8</td>
<td>5.4e-4</td>
<td>-7.5e-4</td>
<td></td>
</tr>
<tr>
<td>5458</td>
<td>-11</td>
<td>4.3</td>
<td>-2.2</td>
<td></td>
</tr>
<tr>
<td>6047</td>
<td>-1.9</td>
<td>3.0</td>
<td>-1.3</td>
<td></td>
</tr>
<tr>
<td>5947</td>
<td>-3.5</td>
<td>4.4</td>
<td>-1.5</td>
<td></td>
</tr>
</tbody>
</table>

Figure 111 shows the pad temperature comparison between film CFX, film & pad CFX, film & pad & runner CFX, benchmark, and experiment. Figure 111 shows that film only case has the largest temperature error, and the film + pad case has the same pad temperature as the film + pad + runner case. The pad has the largest impact on the overall pad temperature, and the runner has no impact.
Figure 111: CFX vs. experimental pad temperature comparison, with benchmark film

5.4.3 Groove CFX in laminar and turbulence

As shown in Figure 112, the most inclusive CFX model has the full fluid domain including film, Groove Between Pads (GBP), Outer Diameter Groove (ODG), and Inner Diameter Groove (IDG); and also a full solid domain including pad and runner. The full fluid-solid (groove model) CFX case is an ideal mode for studying the impact of the groove.
Figure 112: Full model (groove model): Film + Pad + Runner + Groove CFX model

The load capacity of the groove model based on a laminar and turbulence model assumption is shown in Table 28, where the full model in turbulence shows a reasonable load error, while the full laminar model results in a dramatically lower load.

Table 28. The load capacity of the groove model with laminar and turbulence

<table>
<thead>
<tr>
<th></th>
<th>Load, N</th>
<th>Experimental load error, %</th>
<th>Circumferential moment, N*m</th>
<th>Radial moment, N*m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark code</td>
<td>6334</td>
<td>2.8</td>
<td>5.4e-4</td>
<td>-7.5e-4</td>
</tr>
<tr>
<td>Turbulence</td>
<td>5898</td>
<td>11.9</td>
<td>8.7</td>
<td>2.6</td>
</tr>
<tr>
<td>Laminar</td>
<td>1988</td>
<td>-67.7</td>
<td>1.1</td>
<td>-1.5</td>
</tr>
</tbody>
</table>

Explanation of low load in laminar groove CFX

Figure 113 shows the leading-edge temperature comparison of the laminar groove, turbulence groove, and laminar no groove results, with benchmark’s film results, at different locations, including inner diameter (ID), 25% from ID, middle diameter (MD), 75% from ID, outer diameter (OD). The locations are shown in Figure 114. Figure 113 shows that the laminar groove case has a very large cross-film varying leading edge
temperature. In contrast, the turbulence groove case is very close to the laminar no groove case for the cross-film temperature distribution. Table 29 compares max leading-edge temperature in laminar no groove and laminar groove cases. Table 30 shows the comparison of max leading-edge temperature in turbulence groove case and laminar groove case. Table 29 and Table 30 show that max leading-edge temperature is dramatically different between the laminar no groove case and laminar groove case and between the turbulence groove case and laminar groove case. This shows a preliminary explanation that the different leading-edge temperatures may influence the low load associated with the laminar groove case.

![Laminar groove: ID](image)

![Laminar groove: 25%](image)
Turbulence groove: ID

Laminar no groove: ID

Turbulence groove: 25%

Laminar no groove: 25%

Laminar groove: MD

Turbulence groove: MD
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Figure 113: Leading edge temperature comparison of laminar groove, turbulence groove, and laminar no groove, with benchmark’s film

Figure 114: Locations of ID, 25%, MD, 75%, OD on the leading edge

Table 29. Comparison of max leading-edge temperature in laminar no groove case and laminar groove case

<table>
<thead>
<tr>
<th>Model</th>
<th>Max leading edge temperature, °C</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminar _ no groove</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>Laminar _ groove</td>
<td>137</td>
<td>71%</td>
</tr>
</tbody>
</table>
Table 30. Comparison of max leading-edge temperature in turbulence groove case and laminar groove case

<table>
<thead>
<tr>
<th>Model</th>
<th>Max leading edge temperature, °C</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbulence _ groove</td>
<td>89</td>
<td>54%</td>
</tr>
<tr>
<td>Laminar _ groove</td>
<td>137</td>
<td></td>
</tr>
</tbody>
</table>

A test was performed to have a more robust and convincing explanation for the low load of the laminar groove case. The test was that the case of laminar no groove used the leading-edge temperature distribution in the laminar groove case to test whether the laminar no groove case would have a significantly closer load comparison with the laminar groove case. Pajączkowski [133] looked into the velocity under the impact of the cross-film temperature varying in thrust bearings with commercial CFD. However, he did not study the impact of the cross-film temperature varying on load capacity.

Figure 115 shows the locations for temperature nodes in the laminar groove for calculating the regression function for the leading-edge temperature for the laminar no groove case. The leading-edge temperature varies in radial and cross-film directions with a quadratic regression. Table 31 shows a regression for the leading-edge temperature in the laminar no groove case.

Figure 115: Locations for temperature nodes in the laminar groove for calculating regression function for leading-edge temperature in laminar no groove
Table 31. Regression for leading-edge temperature in laminar no groove case

<table>
<thead>
<tr>
<th>Terms</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>m</td>
</tr>
<tr>
<td>z</td>
<td>m</td>
</tr>
<tr>
<td>r^2</td>
<td>m^2</td>
</tr>
<tr>
<td>z^2</td>
<td>m^2</td>
</tr>
<tr>
<td>r*z</td>
<td>m^2</td>
</tr>
<tr>
<td>r^2z</td>
<td>m^3</td>
</tr>
<tr>
<td>rz^2</td>
<td>m^3</td>
</tr>
<tr>
<td>r^2z^2</td>
<td>m^4</td>
</tr>
</tbody>
</table>

Table 32 shows the load capacity comparison of the laminar groove and laminar no groove cases using laminar groove leading edge regression temperature, along with the benchmark’s film model results. Table 32 shows a solid explanation of the low load in the laminar groove case. The load in the laminar no groove case decreased by 60\% using the leading-edge temperature from the laminar groove case. Figure 116 shows the leading-edge temperature comparison of the laminar groove and laminar no groove with laminar groove leading edge regression temperature, with benchmark’s film. Figure 116 shows the remaining difference of load between laminar groove and laminar no groove cases, which is due to not having the exact same leading-edge temperature distribution due to regression function mismatch, shown in Table 33.

Table 32. Load capacity comparison of laminar groove and laminar no groove using laminar groove leading edge regression temperature, with benchmark’s film

<table>
<thead>
<tr>
<th>Model</th>
<th>Load, N</th>
<th>Experimental load error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminar _ no groove</td>
<td>2440</td>
<td>-60.4</td>
</tr>
<tr>
<td>Laminar _ groove</td>
<td>1988</td>
<td>-67.7</td>
</tr>
</tbody>
</table>
Figure 116: Leading edge temperature comparison of laminar groove and laminar no groove with laminar groove leading edge regression temperature, with benchmark film.
Table 33. The residual output of regression function in laminar no groove case

<table>
<thead>
<tr>
<th>Observation</th>
<th>Predicted T, °C</th>
<th>Residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>118.6</td>
<td>-0.907</td>
</tr>
<tr>
<td>2</td>
<td>88.6</td>
<td>1.81</td>
</tr>
<tr>
<td>3</td>
<td>69.4</td>
<td>-0.907</td>
</tr>
<tr>
<td>4</td>
<td>129.8</td>
<td>-0.106</td>
</tr>
<tr>
<td>5</td>
<td>93.6</td>
<td>0.212</td>
</tr>
<tr>
<td>6</td>
<td>73.5</td>
<td>-0.106</td>
</tr>
<tr>
<td>7</td>
<td>134.1</td>
<td>0.459</td>
</tr>
<tr>
<td>8</td>
<td>86.3</td>
<td>-0.917</td>
</tr>
<tr>
<td>9</td>
<td>63.6</td>
<td>0.459</td>
</tr>
</tbody>
</table>

Figure 117 shows the hot oil carry-over model in thrust bearings. Hot oil carry-over mixes two oil flows in the groove: hot oil from pad 1 trailing edge and cold supply oil. Figure 118(a) shows the leading-edge temperature of the benchmark case. As shown in Figure 118(a), the benchmark uses a constant temperature for the whole leading edge, which is an estimated value between the TE hot oil and supply oil temperature values. As shown in Figure 118(b) and Figure 118(c), the turbulence leading edge temperature is close to the leading-edge benchmark temperature, while the laminar leading edge temperature is very different. This difference explains why turbulence predicts a much closer load to the benchmark.

![Figure 117: Hot oil carry-over model in thrust bearings](image_url)
Figure 118: Leading edge temperature comparison between benchmark, laminar groove, and turbulence groove cases

Pad temperature with turbulence groove CFX case

Figure 119 shows pad temperature comparison between experiment, benchmark, and turbulence groove cases. Figure 119 shows that the turbulence model (SST) shows equivalent pad temperature with the benchmark. Table 34 shows the circumferential averaged temperature on the runner surface in the turbulence groove case and experiment. Table 34 shows that turbulence and experiment are in good agreement for the circumferentially averaged temperature. The CFX temperature of the three probes, 2, 5,
and 8, located in the half length of the circumferential direction, perfectly match the experiment. The CFX temperature of the three probes 3, 6, and 9 in the leading edge are higher than the experiment, showing some cooling effect that the CFX model does not capture. The cooling effect is that the supply oil enters the bottom of the ID groove and then enters the leading edge. The supply oil cooling effect is an open area and could be a future research topic. The slope of SST is the same as with the benchmark in ID and is lower from ID to OD, which leads to lower temperatures of probes 1, 4, and 7 at the trailing edge. It shows that SST predicts more cooling effects toward the OD. This is because the velocity is higher towards OD, and the heat conducted away by turbulence is higher.
Figure 119: Pad temperature comparison between experiment, benchmark, and turbulence groove, in ID, MD, OD
Table 34. Circumferential averaged temperature on runner surface in turbulence groove case and experiment case

<table>
<thead>
<tr>
<th>Model</th>
<th>OD, °C</th>
<th>MD, °C</th>
<th>ID, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>89.9</td>
<td>87.2</td>
<td>79.8</td>
</tr>
<tr>
<td>Turbulence</td>
<td>90.5</td>
<td>84.8</td>
<td>81.1</td>
</tr>
</tbody>
</table>

5.5 Iterated film, groove CFX results at multiple speeds

Table 35 shows the 8000, 9000, and 10000 rpm loads for the turbulence groove CFX results. Table 36 shows the load at 8000, 9000, and 10000 rpm for laminar groove CFX results. Table 35 and Table 36 show that load at 8000, 9000, and 10000 rpm for both laminar and turbulence groove CFX has been iterated to match the experimental load. Figure 120 shows the temperature drop of the turbulence groove case and the temperature increase of the laminar groove case in the transitional region. From Figure 120, it is known that the turbulence (SST) model was able to capture the temperature drop over the transitional region. In contrast, laminar shows a temperature increase in the transitional region.

Table 35. Load at 8000, 9000, and 10000 rpm for turbulence groove CFX

<table>
<thead>
<tr>
<th>Speed, rpm</th>
<th>Load, N</th>
<th>Experimental load error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>8000</td>
<td>6134</td>
<td>-0.49</td>
</tr>
<tr>
<td>9000</td>
<td>6125</td>
<td>-0.62</td>
</tr>
<tr>
<td>10000</td>
<td>6076</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

Table 36. Load at 8000, 9000, and 10000 rpm for laminar groove CFX

<table>
<thead>
<tr>
<th>Speed, rpm</th>
<th>Load, N</th>
<th>Experimental load error, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>8000</td>
<td>6114</td>
<td>-0.80</td>
</tr>
<tr>
<td>9000</td>
<td>6203</td>
<td>0.65</td>
</tr>
<tr>
<td>10000</td>
<td>6072</td>
<td>-1.5</td>
</tr>
</tbody>
</table>
**Figure 120: Temperature drop of turbulence groove and temperature increase of laminar groove in the transitional region**

Figure 121 shows the leading-edge temperature drop over the transitional region. Eddy viscosity is a flow property, a coefficient in the linear relation between the strain rate and the shear stress. Eddy viscosity represents an extra diffusion due to the turbulence, and turbulent viscosity equals molecular viscosity plus eddy viscosity. Figure 122 shows the average groove eddy increase at the leading edge in the transitional region. Figure 123 shows the leading-edge viscosity comparison over the transitional region speed range. The five locations in Figure 123 are Inner Diameter (ID), 25% from ID, Middle Diameter (MD), 75% from ID, and Outer Diameter (OD). From Figure 121, Figure 122, and Figure 123, it is known that there is a leading-edge temperature drop in the transitional region; the leading-edge temperature drop is due to the increased groove conducting more heat away due to the turbulent conditions within the groove.
Figure 121: Leading temperature drop in the transitional region

Figure 122: Groove eddy increase in the transitional region
Figure 123: Leading-edge eddy viscosity comparison in the transitional region speed range

Figure 124 shows the eddy viscosity of the groove before the leading edge over the transitional region. The surface in Figure 124 is in the circumferential and cross-film directions. The location is the pivot radius, as shown with a red rectangular shape in Figure 125, and looking from the radial direction, as depicted by the blue arrow in Figure 125. Figure 124 shows that conduction and mixing in the groove turbulence make the leading-edge temperature closer to a constant temperature. Eddy viscosity in the groove before the
leading edge is a magnitude larger than that on the leading edge. Unlike the traditional thinking of turbulence in the film region being the cause for the temperature drop, it can be seen from these results that the turbulence in the groove is the primary contributor to the temperature drop.

Figure 124: Eddy viscosity in groove surface before the leading edge, in the transitional region
5.6 Conclusions

This section studied the temperature drop during the transitional region in a center pivot fluid film thrust bearings. A full fluid-solid CFX model was developed for a center pivot fluid-film thrust-bearing experimental model. A novel finding of the physics causing the temperature drop over the transitional region was studied and verified. Thorough verification of CFX with both experiment and benchmark FE code was performed. This chapter focused on a particular model primarily due to its well-documented experimental data, which allows for thorough thermal verification at numerous points on the bearing pad and multiple operating speeds. Nine temperature probes on the pad surface provide a comprehensive temperature map for verifying the CFX model at the nominal speed of 9000 rpm. The highest pad temperature (probe 4) at different speeds spanning the transitional region provides a benchmark for verifying the CFX model in capturing the temperature drop. Results of this study point to the importance of groove turbulence in producing a uniform film temperature at the leading edge of the film. Its proper inclusion in the thrust bearing model can greatly improve the understanding and prediction of overall thermal performance characteristics, improving the dynamic coefficient prediction for fluid-film lubricated thrust bearings.
The SST turbulence model captures the temperature drop in the transitional region. Unlike our traditional understanding that turbulence in the film region is the reason for the temperature drop, it is demonstrated that the groove turbulence itself is the most significant factor that causes the temperature drop. The turbulence in the groove creates eddies in the flow in the groove, and such turbulence mixing and conduction in the groove make the leading-edge temperature more uniform, reducing the temperature. There is a leading-edge temperature drop in the transitional region, due to the increased groove turbulence conduction resulting in more heat being carried away. This chapter also answered what is needed to ensure accurate groove model predictions for center-pivot thrust bearings and the effects that various bearing model components have on prediction capabilities. Pad crowning is essential for center pivot fluid film thrust bearings with shallow tilt angles. The pad has the largest impact on the overall pad temperature, and the runner has essentially no impact on the pad temperature. The groove model results in significant variation of the leading-edge temperature, impacting the bearing load. An inaccurate cross-film leading edge temperature variation can cause more than a 67% error in the load capacity prediction. Studying the leading-edge temperature is also motivated by the philosophy that the inaccurate leading-edge temperature is the largest source of uncertainty in fluid film thrust bearings. This philosophy was followed by assigning a regression function to the leading-edge temperature.

This chapter was developed in response to the unknown processes of turbulence, fluid mixing, and thermal convection and conduction in the groove and to address a dearth of unifying philosophical motivation to improve the accuracy of leading-edge temperature predictions in the analysis of thrust bearings. This framework has produced interesting and potentially powerful results in its application to fluid film thrust bearings analysis. While groove turbulence has proven to greatly improve the accuracy reported in this study, future work should include developing a simplified method to consider the groove turbulence through FE modeling, while still not demanding as many computing resources as full fluid-solid CFX models would. For example, how to use the thin-film equal-length groove to capture the equivalent groove turbulence to have the same impact on the leading edge.
Conclusions

My methodological and applied research, as well as a considerable portion of my theoretical work, addresses the topic of Thermo-elasto-hydrodynamic (TEHD) analysis. The details of the conclusions of the current work are described below.

Chapter two presented a study of three different methods for applying Reichardt’s formula in eddy viscosity calculations for turbulent fluid film bearings. The author chose to focus primarily on eddy-viscosity due to its importance to turbulence models commonly used in bearing analysis tools. A wide range of Reynolds numbers have been analyzed, showing unique behavior at higher and lower Reynolds number flows for oil and water lubricated conditions.

Three methods of applying Reichardt’s formula have been analyzed. The shear value in Reichardt’s formula was originally intended to be the shear stress occurring at the wall. Method one applies Reichardt’s formula from both the upper and lower walls with a calculated equilibrium position separating the effects of each wall. Method two assumes that the eddy-viscosity can be calculated from the local shear stress value in the fluid films. This method applies Reichardt’s formula from both the upper and lower walls with an equilibrium position separating the effects of each at the center of the fluid film. The eddy-diffusivity in the upper one-half of the flow is influenced by the upper wall, while the lower wall influences the eddy-diffusivity in the lower half of the flow. The eddy-viscosity in method three is allowed to vary from Reichardt’s formula in the core of the flow. The core region is fully turbulent and contains three inner interfaces in the direction from the bearing surface to the runner. This emphasis on eddy-viscosity was due to its importance to turbulence models commonly used in bearing analysis tools. A wide range of Reynolds numbers has been analyzed, showing unique behavior at higher and lower Reynolds number flows for oil and water-lubricated conditions. Including method three in applying Reichardt’s formula produced a lower, more conservative film thickness prediction, an important consideration for design engineers.

Chapter three proposed a new methodology to preserve the $y^+$ value to make water-lubricated thrust-bearing models valid. A method for determining the required number of cross-film elements in water-lubricated bearings was found. The accuracy of turbulent
TEHD results improved significantly after using the proposed methodology. An improved model for determining accurate values of $\delta^+$ used in the turbulence model for water-lubricated thrust bearings was also presented and discussed. Combining these two enhancements to the thrust bearing TEHD modeling can greatly improve their accuracy in predicting the performance characteristics of water-lubricated thrust bearings. Verifications were performed through the benchmark, mesh independent study, and experiment.

An innovative contribution of my work is the establishment of a new perspective in the analysis of water lubrication where Reynolds numbers are large, generating turbulent flow as the dominant flow type as opposed to the traditional laminar flow found in oil lubrication. This perspective creates a new class of functional estimation procedures that parametrically account for the proper mesh characteristics for water-lubricated thrust bearings from oil-lubricated bearing characteristics intuitively and efficiently. These estimation procedures are motivated by the philosophy that the efficient functional number of elements across the lubricant film thickness and coefficients used in the eddy-viscosity equation should directly target the model convergence in the analysis of fluids other than that which traditional oil-bearing-based analysis methods are designed for. I adhere to this philosophy by creating estimator functions for the mesh correction within a defined range of dimensionless wall distance induced from the wall-bounded flow. This dimensionless wall distance is used as the basis of a function. Parameters used to control the influence of this function and parameters indexing other aspects of the eddy viscosity are jointly estimated. From an empirical perspective, this is equivalent to assuming a priori the same dimensionless wall distance for the subject fluid and choosing the hyperparameters controlling uniform mesh prior assumptions to balance the joint estimations.

Chapter four proposed a new methodology to model turbulence to make fluid-film lubricated thrust bearing models more accurate. A novel mixed one-equation and zero-equation turbulence model was found for calculating eddy viscosity in fluid film thrust bearings. The accuracy of turbulent THD results improved significantly after using the proposed methodology. This enhancement to the thrust-bearing THD modeling can greatly improve their accuracy in predicting the performance characteristics of fluid-film
lubricated thrust bearings. Verifications were performed through DNS, CFX, and THRUST 5.4 comparison.

An innovative contribution of my work is the establishment of a novel mixed zero-equation and one-equation turbulence model in the analysis of fluid-film lubrication where the dominant flow is turbulent. This perspective created a new modeling method for solving Prandtl’s turbulence equation with an empirical length scale that solves eddy viscosity. Unlike using an empirical function of Reichardt’s equation, this new method physically solves a PDE to calculate eddy viscosity. This new procedure is motivated by the philosophy that the physical solution is better than empiricism. The length scale was based on the nature of the rotating machinery, which includes two surfaces with relative motion, and shear stress greatly depends on the distance between the two surfaces. I adhere to this philosophy by combining the Prandtl one-equation and empirical length scale, which is better than purely empirical zero-equation Reichardt’s equation. While still not demanding too many computing resources like two-equation turbulence models. Reynold's equation used this new mixed zero-equation and one-equation turbulence model in the inner loop. From an empirical perspective, this is equivalent to assuming the length scale is less than or at least equal to the purely zero-equation turbulence model. By adding a Prandtl one-equation model and physically solving for eddy viscosity, the new method increases accuracy and decreases empiricism.

Chapter five presented a study of the temperature drop during the transitional region in the center-pivot fluid-film thrust bearings. A full fluid-solid CFX model was developed for a center pivot fluid-film thrust-bearing experimental model. A novel finding of the physics causing the temperature drop over the transitional region was studied and verified. Thorough verification of CFX was performed with both experiment and benchmark FE code. This chapter chose to focus on a particular model primarily due to its well-documented experimental data, which provides for accurate thermal verification. Nine temperature probes on the pad surface provide a comprehensive temperature map for verifying the CFX model. The highest pad temperature at different speeds during the transitional region provides a benchmark for verifying the CFX model in capturing the temperature drop. Results of this study point to the importance of groove turbulence in producing a uniform film temperature at the film leading edge. Its proper inclusion in the
thrust bearing model can greatly improve our understanding and prediction of overall thermal performance characteristics and improve the dynamic coefficient predictions for fluid-film lubricated thrust bearings.

The SST turbulence model captures the temperature drop in the transitional region. Unlike our traditional understanding that turbulence in the film region is the reason for the temperature drop, it is shown that the groove turbulence itself is the primary cause of this temperature drop. The turbulence in the groove creates eddies in the groove, such turbulence mixing and conduction in the groove make the leading-edge temperature more uniform. There is a leading-edge temperature drop in the transitional region, and the leading-edge temperature drop is due to the increased groove turbulence conducting more heat away. It was demonstrated that an inaccurate cross-film leading edge temperature variation could cause more than 67% error in the load capacity prediction. Studying the leading-edge temperature is also motivated by the philosophy that the inaccurate leading-edge temperature is the largest source of uncertainty in fluid film thrust bearings. I adhered to this philosophy by assigning a regression function to the leading-edge temperature. This chapter was developed in response to the unknown processes of turbulence, fluid mixing, and thermal convection and conduction in the groove and to address a dearth of unifying philosophical motivation to improve the accuracy of leading-edge temperature predictions in the analysis of thrust bearings. This framework has produced interesting and potentially powerful results in its application to the analysis of fluid-film thrust bearings.

It is the first work studying three different methods of modeling wall shear stress for applying Reichardt’s formula in eddy viscosity calculations for turbulent fluid film bearings. It is the first work of a methodology to preserve the y+ value to make water-lubricated thrust-bearing models valid, and a method for determining the required number of cross-film elements in water-lubricated bearings was found. It is the first work of a novel mixed one-equation and zero-equation turbulence model for calculating eddy viscosity in fluid film thrust bearings. It is the first work of finding the physics causing the temperature drop over the transitional turbulence region.

While the new mixed zero-equation and one-equation turbulence model has been shown to improve accuracy significantly for the range of operating conditions reported in this study, additional experimental validation and operating conditions could be considered
for additional verification in future work to improve the applicability of this approach further. While groove turbulence has proven to greatly improve the accuracy reported in this study, future work should include developing a simplified method to consider the groove turbulence through FE modeling, while still not demanding as many computing resources as full fluid-solid CFX models would. For example, how to use the thin-film equal-length groove to capture the equivalent groove turbulence to have the same impact on the leading edge.
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Appendix A

Prandtl One-equation Turbulence Modeling

Fluid film bearings are designed to support the loads applied by the rotor system in turbomachinery. Oil-lubricated bearings are widely used in high-speed rotating machines such as those found in the automotive, oil and gas, and power generation industries. In this study, a Reynolds equation finite element analysis (FEA) model was developed that represents the hydrodynamics for a fluid film sliding bearing under the influence of turbulence. One equation turbulence model was used in the FEA model instead of the algebraic and largely empirical formula currently used in the bearing industry. The pressure and velocities solved from the Reynolds equation were passed to Prandtl’s equation, eddy viscosity was calculated from turbulent kinetic energy and combined with laminar fluid viscosity and passed to Prandtl’s equation again until convergence was achieved for turbulent kinetic energy. The distributions of turbulent kinetic energy, pressure and velocity in the film will be compared with the results from the commonly used algebraic turbulence model, Reichardt’s model, and computational fluid dynamics (CFD). The results of this study will aid in developing further bearing analysis tools that will, in turn, lead to improved bearing and rotating machinery design.

Turbulence models based on the equation for the turbulence kinetic energy have become the cornerstone of modern turbulence modeling research since the 1960s. One equation turbulence model retains the Boussinesq eddy-viscosity approximation but relates the turbulence length scale to some typical flow dimension.

First order PDE of turbulent kinetic energy is shown in Equation (1), $\frac{\partial k}{\partial t} + \rho U_j \frac{\partial k}{\partial x_j} = \tau_{ij} \frac{\partial U_i}{\partial x_j} - C_D \rho \frac{k^{3/2}}{l} - \frac{\partial}{\partial x_j} \left[ \left( \mu + \mu_T / \sigma_k \right) \frac{\partial k}{\partial x_j} \right]$ is convection term, $\tau_{ij} \frac{\partial U_i}{\partial x_j}$ is production term, $C_D \rho \frac{k^{3/2}}{l}$ is dissipation term, $\frac{\partial}{\partial x_j} \left[ \left( \mu + \mu_T / \sigma_k \right) \frac{\partial k}{\partial x_j} \right]$ is viscous and turbulent diffusion term. $C_D$ and $\sigma_k$ are closure coefficients.

$$\frac{\partial k}{\partial t} + \rho U_j \frac{\partial k}{\partial x_j} = \tau_{ij} \frac{\partial U_i}{\partial x_j} - C_D \rho \frac{k^{3/2}}{l} + \frac{\partial}{\partial x_j} \left[ \left( \mu + \mu_T / \sigma_k \right) \frac{\partial k}{\partial x_j} \right] \quad \text{Equation (1)}$$

Convection Production Dissipation Viscous and Turbulent Diffusion
The relation between eddy viscosity and turbulent kinetic energy is shown in Equation (2), \( l \) is the length scale

\[
\mu_T = \rho k^{1/2} l \quad \text{Equation (2)}
\]

Complete form of Equation (1) & (2) in \( x,y,z \) directions is shown in Equation (3)

\[
\begin{align*}
\frac{\partial}{\partial x} \left[ (\nu + \frac{k^{1/2} l}{\sigma_k}) \frac{\partial k}{\partial x} \right] + \frac{\partial}{\partial y} \left[ (\nu + \frac{k^{1/2} l}{\sigma_k}) \frac{\partial k}{\partial y} \right] + \frac{\partial}{\partial z} \left[ (\nu + \frac{k^{1/2} l}{\sigma_k}) \frac{\partial k}{\partial z} \right] - \left( \frac{\partial k}{\partial x} + \nu \frac{\partial k}{\partial y} + w \frac{\partial k}{\partial z} \right) - \\
\left[ \frac{2}{3} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) + \frac{C_p k^{1/2} l}{l} \right] k + k^{1/2} l \left[ 2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + 2 \left( \frac{\partial w}{\partial z} \right)^2 \right. \\
\left. \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2 + 2 \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} + 2 \frac{\partial u}{\partial x} \frac{\partial w}{\partial z} + 2 \frac{\partial v}{\partial y} \frac{\partial w}{\partial z} \right] = 0 \quad \text{Equation (3)}
\end{align*}
\]

Referring to the general form of second order PDE in Equation (4)

\[
\begin{align*}
\frac{\partial}{\partial x} \left[ K_x(x, y, z) \frac{\partial T}{\partial x} \right] + \frac{\partial}{\partial y} \left[ K_y(x, y, z) \frac{\partial T}{\partial y} \right] + \frac{\partial}{\partial z} \left[ K_z(x, y, z) \frac{\partial T}{\partial z} \right] + M_x(x, y, z) \frac{\partial T}{\partial x} + \\
M_y(x, y, z) \frac{\partial T}{\partial y} + M_z(x, y, z) \frac{\partial T}{\partial z} + P(x, y, z)T + Q(x, y, z) = 0 \quad \text{Equation (4)}
\end{align*}
\]

Let

\[
\begin{align*}
\nu + \frac{k^{1/2} l}{\sigma_k} = C_1, \frac{2}{3} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) + \frac{C_p k^{1/2} l}{l} = C_2, k^{1/2} l \left[ 2 \left( \frac{\partial u}{\partial x} \right)^2 + 2 \left( \frac{\partial v}{\partial y} \right)^2 + 2 \left( \frac{\partial w}{\partial z} \right)^2 \right. \\
\left. \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2 + \frac{\partial u}{\partial x} \frac{\partial v}{\partial y} + \frac{\partial u}{\partial x} \frac{\partial w}{\partial z} + \frac{\partial v}{\partial y} \frac{\partial w}{\partial z} \right] = C_3
\end{align*}
\]

Then

\[
\int \int \left[ \left( \frac{\partial N_i}{\partial x} C_1 \frac{\partial k}{\partial x} + \frac{\partial N_i}{\partial y} C_1 \frac{\partial k}{\partial y} + \frac{\partial N_i}{\partial z} C_1 \frac{\partial k}{\partial z} \right) k_i - \left( N_i u \frac{\partial k}{\partial x} + N_i v \frac{\partial k}{\partial y} + N_i w \frac{\partial k}{\partial z} \right) - N_i C_2 k + N_i C_3 \right] dv = 0 \quad \text{Equation (5)}
\]

Coefficient of second derivative solving parameter:

\[
[A_{2'}] = [B]^T [C_1] [B] \quad \text{Equation (6)}
\]

Coefficient of first derivative solving parameter:

\[
[A_{1'}] = [N]^T [u] [B] \quad \text{Equation (7)}
\]

Coefficient of first order solving parameter:
\[ [A_1] = [N]^T [C_2][N] \]

Equation (8)

Coefficient of solving parameter:

\[ [A] = [A_{2'}] - [A_{1'}] - [A_1] \]

Equation (9)

The coefficient of the load vector is shown in Equation (10), \([N_i]\) is shape function, as shown in Equation (15). \([J]\) is Jacobian matrix

\[ [B] = [N_i]^T [C_3] \]

Equation (10)

\[ [A_{2'}] = \begin{bmatrix}
\frac{\partial N_1}{\partial x} & \frac{\partial N_1}{\partial y} & \frac{\partial N_1}{\partial z} \\
\vdots & \vdots & \vdots \\
\frac{\partial N_{20}}{\partial x} & \frac{\partial N_{20}}{\partial y} & \frac{\partial N_{20}}{\partial z}
\end{bmatrix}
\begin{bmatrix}
C_1 \\
C_1
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial N_1}{\partial x} & \ldots & \frac{\partial N_{20}}{\partial x} \\
\frac{\partial N_1}{\partial y} & \ldots & \frac{\partial N_{20}}{\partial y} \\
\frac{\partial N_1}{\partial z} & \ldots & \frac{\partial N_{20}}{\partial z}
\end{bmatrix}
\]

Equation (11)

\[ [A_{1'}] = \begin{bmatrix}
N_1 \\
\vdots \\
N_{20}
\end{bmatrix}
\begin{bmatrix}
u \\
v \\
w
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_1}{\partial x} & \ldots & \frac{\partial N_{20}}{\partial x} \\
\frac{\partial N_1}{\partial y} & \ldots & \frac{\partial N_{20}}{\partial y} \\
\frac{\partial N_1}{\partial z} & \ldots & \frac{\partial N_{20}}{\partial z}
\end{bmatrix}
\]

Equation (12)

\[ [A_1] = C_2 \begin{bmatrix}
N_1 \\
\vdots \\
N_{20}
\end{bmatrix}
\begin{bmatrix}
N_1 & \ldots & N_{20}
\end{bmatrix}
\]

Equation (13)

\[ [k_i] = \begin{bmatrix}
k_1 \\
\vdots \\
k_{20}
\end{bmatrix} \]

Equation (14)

\[ [N_i] = \begin{bmatrix}
N_1 \\
\vdots \\
N_{20}
\end{bmatrix} \]

Equation (15)

\[ [B] = \begin{bmatrix}
\frac{\partial N}{\partial x} \\
\frac{\partial N}{\partial y} \\
\frac{\partial N}{\partial z}
\end{bmatrix}
= [J]^{-1}
\begin{bmatrix}
\frac{\partial N_1}{\partial r} & \ldots & \frac{\partial N_{20}}{\partial r} \\
\frac{\partial N_1}{\partial s} & \ldots & \frac{\partial N_{20}}{\partial s} \\
\frac{\partial N_1}{\partial t} & \ldots & \frac{\partial N_{20}}{\partial t}
\end{bmatrix}
\]

Equation (16)