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Abstract

Additive manufacturing (AM) has emerged as a compelling avenue for producing metallic

components, offering several promising advantages over conventional manufacturing meth-

ods of alloys such as stainless steels. Despite numerous studies examining the mechanical

behavior and corrosion properties of additively manufactured stainless steels, there is a

notable lack of research on hydrogen behavior within these alloys. Given the substantial

microstructural differences between additively manufactured and conventionally manufac-

tured materials, as well as the often pivotal role of these features in hydrogen interactions

(i.e., uptake, absorption, trapping, and diffusion), identical hydrogen behavior in additively

manufactured and wrought materials cannot be assumed. Additionally, increased suscepti-

bility to hydrogen environmentally-assisted failure has been observed in AM alloys such as

17-4 PH stainless steels compared to their wrought counterparts. However, a mechanistic

understanding of the role of hydrogen in this increased susceptibility is lacking.

The primary objective of this work is to provide insight into hydrogen behavior in

additively manufactured 17-4 PH stainless steel compared to its compositionally equivalent

matched-strength wrought counterpart. This investigation employs a comprehensive set

of corroborating analysis methods to elucidate the impact of microstructure on hydrogen-

metal interactions, as well as to assess the contribution of these interactions towards

the enhanced susceptibility to environmentally-assisted cracking in AM 17-4 PH. This

overarching goal has been realized through a scientific inquiry into the following key

areas: (1) analysis of bulk hydrogen behavior in the wrought and AM alloys, involving

the determination of effective hydrogen diffusivity and assessments of diffusible and total

hydrogen concentration; (2) characterization and comparison of microstructural trap states

influencing bulk hydrogen behavior in wrought and AM 17-4 PH; and (3) elucidation

and modeling of the relationship between selected hydrogen materials parameters, such

as the critical diffusible hydrogen concentration and effective hydrogen diffusivity, and

subsequent environmentally-assisted cracking kinetics. The fulfillment of these three

objectives contributes significantly towards addressing the knowledge gaps regarding

hydrogen in additively manufactured stainless steels.
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Bulk hydrogen behavior of wrought and AM 17-4 PH is assessed through characteriza-

tion of effective hydrogen diffusivity as well as total hydrogen concentration, diffusible

hydrogen concentration, and the critical threshold hydrogen concentration required for

cracking. Effective hydrogen diffusivity of wrought and AM 17-4 PH in the peak-aged and

over-aged conditions is determined through both electrochemical and thermal methods.

AM alloys in both heat treatments display increased effective hydrogen diffusivities com-

pared to their wrought counterparts. Additionally, analysis of electrochemical permeation

and thermal desorption data indicates that reversible trapping has a significant impact on

hydrogen diffusion in both wrought and AM alloys.

Diffusible and total hydrogen concentrations are established as a function of hydrogen

overpotential, and likely metallurgical trap states are identified. Microstructural charac-

terization is used to provide a systematic comparison of the microstructural attributes

responsible for hydrogen trapping in each alloy. Results indicate that, though the vast

majority of hydrogen is trapped in low-temperature reversible trap sites in all alloys,

there is a significant increase in reversibly trapped hydrogen in the wrought alloys. These

reversible sites likely correspond to high-angle grain boundaries, which are more numerous

in the wrought specimens due to finer grain size, as well as Cu-rich precipitates originating

from the aging process.

This trapping analysis indicates that grain size may have the highest contribution to

the difference in bulk hydrogen behavior in AM and wrought 17-4 PH. Given the strong

correlation discovered between grain size and effective diffusivity, an Oriani-type trapping

model is employed as a framework to scrutinize the impact of grain boundary density and

binding energy on effective diffusivity. The Hashin-Shtrikman upper bound two-phase

composite diffusion model is then used to examine grain boundary diffusion behavior in

wrought and AM 17-4 PH, revealing a slight increase in grain boundary diffusivity in the

AM specimens; possible origins are discussed.

The influence of such hydrogen behavior in determining hydrogen environmentally as-

sisted cracking (HEAC) kinetics is investigated by assessing the relationship between crack

growth kinetics and diffusible hydrogen concentration. The agreement of concentration-
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dependent HEAC behavior with an existing crack growth rate kinetics model is analyzed,

and the impact of effective hydrogen diffusivity and critical diffusible hydrogen concen-

tration on the heightened HEAC susceptibility of AM 17-4 PH in both peak-aged and

over-aged conditions is discussed. Results suggest that the increased crack growth kinetics

in AM alloys can be attributed, at least in part, to the increased diffusivity as well as a

reduction in the critical diffusible hydrogen concentration necessary for cracking.

In summary, this thesis contributes to the scientific understanding of hydrogen behavior

in additively manufactured alloys, establishing assessment methodologies and providing

clarification as well as insight into the interplay between microstructure and hydrogen

behavior in complex AM microstructures. The development of a methodology to appraise

the potential ramifications of hydrogen interactions on environmentally-assisted crack

growth kinetics contributes to the current understanding of hydrogen-assisted failure

criteria. The conclusions presented in this thesis emphasize the importance of understand-

ing hydrogen behavior in AM materials and provide a basis for future studies aimed at

developing reliable and durable additively manufactured alloys for widespread usage.
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Chapter 1

Introduction

1.1 Background

1.1.1 Additive Manufacturing of Metallic Alloys

Additive manufacturing (AM) has emerged as a promising pathway for fabricating metallic

components, offering distinct advantages over traditional manufacturing methods.1–5 One

notable benefit is the ability of AM processes to produce intricate and complex geometries

at near-net shape while maintaining tight tolerances, thereby minimizing material wastage

and the number of required machining steps.6–8 This results in a substantial decrease

in overall manufacturing costs. These advantages are especially relevant for components

employed in harsh operating environments, which are often geometrically unique with

limited supply and long production lead times.9–11

The strengths of AM have driven recent discussions regarding the potential impact

of additive manufacturing in major industries such as aerospace,9, 12 construction,13, 14

healthcare,15, 16 electronics,17 and oil and gas;18 companies such as Airbus,19 Volkswa-

gen,20 Toyota,21 and Samsung22 have already made advancements towards commercial

implementation of AM technology. Additionally, in 2022, seven large manufacturers (GE
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rapid local cooling 
and solidification

deposition 
(feedstock)

localized melting 
(energy/heat 

source)

Figure 1.1: A schematic summarizing the basic mechanisms involved in different types of
metal additive manufacturing.

Aviation, Raytheon, Siemens Energy, Lockheed Martin, Honeywell, Boeing, and Northrup

Grumman) announced their participation in the United States federal program AM For-

ward, aimed towards providing support for increased adoption of AM technologies among

smaller U.S.-based manufacturers and suppliers.23 Market reports predict that interest

will only increase in the coming years; estimates of the 2022 global additive manufacturing

and material market valuation range from $20-27 billion, and future predictions vary from

a worldwide market valuation of $74.6 billion by 2030, to $183 billion by 2032.24–26

Common metal AM techniques include powder bed fusion (PBF) processes, in which

thin layers of atomized powder are melted and solidified layer-by-layer to form the required

part; and directed energy deposition (DED), in which atomized powder is laser melted

simultaneously while being fed to the build surface.6, 7 Though each manufacturing

technique is unique, the general process underlying each method is similar: a repeated

sequence of material deposition via powder layers or feedstock, localized melting using

laser energy or some equivalent heat source, and subsequent rapid local cooling and

solidification, as shown in Figure 1.1.

The microstructures of AM alloys tend to be markedly different from their traditionally

produced counterparts, as the melting and remelting processes and fast cooling rates in
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additive manufacturing often produce complex solidification microstructures.1 A variety

of processing parameters can impact microstructure as well; studies have demonstrated

that AM microstructure varies with scan speed, scan strategy, powder layer thickness,

feed rate, laser power, powder atomization environment, and build atmosphere.27–41

Additionally, the AM process can lead to defects and discontinuities such as increased

porosity, delamination or lack of fusion between adjacent layers, and unmelted or partially

melted particles.42 The type of substrate and the role of the substrate as a heat sink may

also affect properties, which is particularly relevant for materials with quench sensitivities.

Furthermore, build direction must be considered due to inherent anisotropy from the AM

process—the complex thermal cycles that take place often induce different local ranges of

temperature throughout the part, causing inhomogeneity and microstructural anisotropy.2

As the microstructure and composition of AM materials often differs from that of

their conventional counterparts, it is reasonable to assume that the hydrogen interactions

in the materials may differ as well, leading to changes in hydrogen embrittlement and

hydrogen-assisted cracking behavior.

1.1.2 State of Literature on Additively Manufactured 17-4 PH

17-4 PH is the most commonly used grade of precipitation-hardened stainless steel due to its

excellent mechanical properties, though it is highly susceptible to hydrogen embrittlement,

particularly in high-strength conditions.43, 44 Wrought 17-4 PH is usually fully martensitic

and contains approximately 15-17.5 wt% Cr, lending the alloy good corrosion resistance

due to the formation of a passivation layer.45 The presence of Ni, an austenite stabilizer,

often leads to the occurrence of retained austenite in the microstructure. The relatively

high hardness of the alloy originates from the growth and precipitation of coherent Cu

precipitates during the aging process.46

Due to the low carbon content in 17-4 PH stainless steel, there is minimal lattice

distortion of body-centered tetragonal (BCT) martensite from expansion along the c-axis,
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making it difficult to distinguish from the body-centered cubic (BCC) ferrite phase using

diffraction techniques.47, 48 The open BCT structure and the similarity between phases

allows for faster diffusion compared to FCC austenitic stainless steels.48

There are several commonly used heat treatments for 17-4 PH. The first is the H900

heat treatment, otherwise known as the peak-aged condition, which involves aging for

1 hour at 482◦C and results in a high-strength specimen with adequate ductility. The

second is the H1025 heat treatment, otherwise known as the over-aged condition, which

involves aging for 4 hours at 552◦C and results in a specimen with reduced strength but

increased ductility.49

Due to its good weldability, 17-4 PH stainless steel is considered amenable to manufac-

turing via AM processes, which has motivated numerous studies on the mechanical behavior

of AM 17-4 PH,1, 40, 41, 48, 50–66 as well as recent contributions exploring fatigue,50, 51, 67–73

corrosion resistance,74, 75 and stress corrosion cracking.76 However, hydrogen behavior

in AM 17-4 PH and the role of hydrogen in environment-assisted cracking has not been

sufficiently explored in existing literature. The following section serves as a brief review

of significant recent advancements concerning AM 17-4 PH.

The structure of as-built AM 17-4 PH is highly dependent on printing technique and

processing parameters, leading to considerable diversity in the microstructural features

and material properties reported in literature. Most as-built AM 17-4 PH specimens

exhibit an anisotropic, dendritic structure with elongated grains along the building

direction.48, 52, 53, 63 Phase composition is significantly influenced by the atomization and

build environments, with argon-atomized and argon-built specimens often displaying

martensitic or δ-ferritic structures with small amounts of retained austenite, whereas their

nitrogen-atomized and nitrogen-built counterparts contain high amounts of austenite due

to the austenite-stabilizing properties of nitrogen.40, 48, 52, 52, 53, 59, 63, 64, 67, 77 In a study

by Murr et al. comparing Ar and N2 atomization and build environments, all specimens

either built or atomized in Ar were primarily body-centered cubic (BCC) in structure,
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whereas the specimen that was both built and atomized in N2 consisted of primarily

face-centered cubic (FCC) austenite.40

A significant distinguishing characteristic of AM 17-4 PH compared to its wrought

counterpart is the widespread presence of small, spherical pores with micron- or sub-micron-

level diameters,50, 51, 57, 61, 67–71, 74–86 commonly attributed to partially melted particles as

well as entrapped gas from the argon atomization or build process.50, 57, 74 Porosity has

also been observed in nitrogen-atomized and nitrogen-built specimens, but the pores were

eliminated through a hot isostatic pressing (HIP) treatment.87

A focal point of many studies on AM 17-4 PH is the effect of powder characteristics and

process parameters on microstructure and mechanical properties. Various investigations

have explored the effects of powder density; Poudel et al.83 compared specimens fabricated

using two different powder suppliers but the same processing parameters, noting that

powder with lower bulk density produced specimens with increased tensile strength

but higher porosity levels and lower ductility. However, Weaver et al.86 found similar

density, hardness, and strength properties in specimens fabricated using fine and coarse

powders, with an improvement in hardness, yield stress, and ultimate tensile strength in

an intermediate-density powder. A dependence of ductility on powder density was also

reported.86

The effect of laser parameters on microstructure has also been explored in recent

literature. Laser power has been linked to microstructure coarseness due to the impact

on cooling; thick δ-ferrite stringers were observed at increased laser power due to slower

cooling rates.88 Sun et al. found that decreasing laser scan length led to a transition

from coarse, ferritic columnar grains to finer grains with increased austenite fraction.89

Increased scanning speed has been connected to an increase in microhardness90 and a

decrease in porosity;80 additionally, the inter-layer time intervals have been shown to

affect austenite content, with shorter time intervals leading to increased austenite due

to lower cooling rates.61 Although changes in scanning strategy have been accompanied
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by slight changes in hardness,91 post-processing heat treatments have proven effective in

mitigating such variations in some cases.92 However, work by Kudzal et al. indicates that

scan strategy can affect the type of porosity (entrapped gas, lack of fusion, or interlayer

de-bonding) found in the AM specimen.57 It has been argued that energy density has little

effect on porosity in L-PBF specimens,93 though this does not align with other literature

showing variations in porosity based on slice thickness and scanning speed.80

Various optimization studies compared the effects of select processing parameter

combinations, though optimal parameters also depend strongly on the desired benefits.

For example, Ponnusamy et al. recommend a -6 mm defocus distance as part of a set of

printing parameters for optimized microhardness and compressive strength,94 but also

found that this value leads to high porosity and recommend a -4 mm defocus distance in

a separate study aimed at improving surface characteristics.95

Beyond processing parameters, the choice of part design, location, and even spatter

during building can impact the characteristics of AM specimens. Part geometry has been

shown to affect porosity and melt pool depth, with an increase in porosity and shorter melt

pool dimensions found in dog-bone-shaped specimens than in large block specimens.84

Additionally, Ali et al.78 studied the morphology and effects of spatter particles during

the L-PBF process, concluding that parts printed in a non-spatter-rich region display

increased ductility and smaller pores than those printed in a spatter-rich region.

Differences in build parameters lead to a high degree of variation in pertinent mi-

crostructural features. For example, varying amounts of retained austenite have been

observed after post-processing, depending on the build and heat treatment procedures.

Solution annealing has been shown to result in a lath microstructure that is nearly entirely

martensitic,48 with austenite reversion occurring during subsequent aging treatments.96

Carneiro et al. observed 21% retained austenite after annealing and aging of selective

laser melted (SLM) 17-4 PH.50 Direct metal laser sintered (DMLS) 17-4 PH showed

much smaller fractions of retained austenite in the peak-aged condition and was fully
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martensitic in the over-aged conditions.97 Meredith et al.62 observed a maximum of 3%

retained austenite in Ar-atomized as-built specimens, whereas N2-atomized specimens

showed up to 81% retained austenite in the as-built condition, depending on the printing

system. After examining a variety of solutionizing and aging treatments, the maximum

retained austenite found in Ar-atomized specimens was 9%, whereas the maximum value

in N2-atomized specimens was 30%. Guennouni et al. observed 12.6% retained austenite

in a peak-aged specimen, attributed to reversion during the aging step post-solution an-

nealing; the authors also argued that this may be an underestimate, as surface preparation

procedures could induce martensite transformation.55

Precipitation hardening occurs through the precipitation of Cu-rich regions. This

results in the formation and growth of nanoscale incoherent copper precipitates after

peak-aging heat treatments,40, 52, 65, 73 which then coarsen and become incoherent upon

over-aging.73 Murr et al. observed metastable coherent Cu-rich precipitates less than

5 nm in diameter in the peak-aged condition, as well as stable incoherent Cu spheres

above 5 nm.40 Additional precipitates found in AM specimens include nano-scale oxide

inclusions as well as carbides; Sun et al. postulated that these oxides suppress grain

boundary migration upon heat treatment, leading to a more refined grain structure in

AM than in wrought.65, 85

The mechanical properties of AM 17-4 PH have also been widely discussed. Depending

on build parameters and post-processing, the yield strength, elastic modulus, and hardness

of AM specimens mostly range from markedly worse to slightly improved compared

to their wrought counterparts.50, 52, 66, 95, 96, 98–100 As-built specimens also often display

anisotropic mechanical properties due to anisotropy in the microstructure, though this can

be eliminated with homogenization treatments.61 It should be noted that high-throughput

tensile testing has revealed variability in mechanical properties within single builds in

as-built AM 17-4 PH.101

Peak-aging heat treatments in AM 17-4 PH are often used to increase yield and
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ultimate tensile strength,61, 66 while over-aging provides lower strength but enhanced

ductility.102 Shot peening treatments have also proven effective in improving surface

roughness, hardness, compressive yield strength, and wear resistance in DMLS 17-4 PH

through a grain refinement and work-hardening effect.103

The choice of atomization and build environment can drastically affect mechanical

properties; while argon is often chosen to avoid the austenite-stabilizing properties of

nitrogen and subsequent inferior mechanical properties associated with a high percentage

of austenite, it should be noted that the porosity due to entrapped gas resulting from an

Ar atomization and build environment persists through post-processing heat treatments

and leads to a consistent reduction of ductility in AM 17-4 PH.59, 60, 76, 78, 83 Additionally,

Ar-built specimens show increased capability for precipitation hardening due to the

martensitic microstructure and therefore have higher hardness upon aging than N2-built

specimens, even when those specimens are Ar-atomized.104 Attempts have been made to

reduce the retained austenite in N2-atomized AM 17-4 through a series of heat treatments;

Lass et al.45 developed a post-processing heat treatment consisting of homogenization,

solutionization, and controlled cooling to reduce the amount of retained austenite down

to around 5%, producing an AM alloy with a tensile yield strength that was over 90% of

the wrought strength. This was a vast improvement from the as-built condition, which

had a high amount of retained austenite and a yield strength of about 55% of that of the

wrought.

Fracture along prior austenite grain boundaries has been observed in the AM speci-

mens.52 In the as-built specimens, quasi-cleavage failure has been shown to occur through

the weld line overlap, melt pool boundary, or cleavage of ferrite.57 Additionally, crack

initiation often occurs at pores, which are features specific to AM.57

AM 17-4 PH has exhibited decreased fatigue resistance compared to its wrought

counterpart in several studies; this has been attributed to internal defects and poor surface

finish.46, 50, 70–73, 99 Internal defects, such as pores and un-melted regions, are speculated
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to be crack initiation sites for fatigue cracking in the AM material; this was seen even after

HIP processing, which improved fatigue behavior under axial loading but not in torsion.71

N2-built AM 17-4 PH has shown slightly improved fatigue performance compared to its

Ar-built counterpart, attributable to grain refinement as well as the porosity caused by the

Ar shield gas.67 Yadollahi et al. and Nezhadfar et al. both observed similar fatigue crack

growth behavior from peak-aged AM and wrought specimens in the Paris regime,68, 72

but the latter study found cracking along δ-ferrite/martensite interfaces in over-aged

specimens with a transition from transgranular in mode I to mixed transgranular and

intergranular crack propagation in mode II.72 In a separate study, Yadollahi et al. reported

that post-processing solution annealing and peak aging led to improved low-cycle fatigue

behavior but worsened high-cycle fatigue behavior.51

Additionally, part geometry has been shown to affect high-cycle fatigue due to changes

in porosity based on specimen shape.84 Soltani-Tehrani et al. observed improved high-

cycle fatigue behavior when powder is recycled and re-used, due to the reduction of

agglomerates in the powder.69 The authors also found that, with increased re-use of the

powder, the degree of fatigue dependence on the position of the part in the build plate

was reduced; this was attributed to improved flowability.69

Limited research into wear behavior has also been conducted; AM 17-4 PH showed

improved wear behavior in dry conditions, but had a higher wear rate in the lubricated

condition. These differences were attributed to increased hardness and surface roughness

of the AM specimen, which improved adhesion resistance but enhanced abrasion and

surface fatigue.47

Though several studies have been published regarding the corrosion behavior of AM

17-4 PH, little consensus has been reached. Schaller et al. found reduced corrosion

resistance in L-PBF 17-4 PH after heat treatment, credited to the presence of pores which

may act as tight crevices causing occluded cell corrosion.74 Active corrosion was observed

near larger pores near the surface instead of the passive corrosion found near smaller pores

9



CHAPTER 1. INTRODUCTION

and in the wrought specimen. However, superior general corrosion resistance was observed

by Alnajjar et al. in L-PBF 17-4 PH compared to wrought after a re-austenitizing heat

treatment, attributed to the absence of MnS inclusions in the AM specimen that often

destabilize the passive film.52 Beyond any effect of powder and build parameters, the

disparity in these two findings may be due to difference in post-processing—both studies

solution heat treated specimens at 1050◦C for 60 minutes, but Schaller et al. performed a

subsequent peak-aging heat treatment in order to precipitation harden the alloy. This

likely caused a coarsening of the existing pores, leading to the large pores near which

active corrosion was observed. Corrosion performance has also been shown to improve

with the powder fineness, depending on energy density values; at the highest energy

density value, the AM specimens showed better polarization resistance than their wrought

counterparts.49

In terms of localized corrosion, Stoudt et al.41 found higher pitting potentials in

nitrogen-atomized, heat-treated AM 17-4 PH compared to the wrought alloy, attributed

to finer grain size, more homogeneous distribution of carbides, and increased stability in

the passive film due to the nitrogen from the build process.

Though the depth of the existing literature on AM 17-4 PH provides valuable insight

into the influence of AM processes on microstructure as well as mechanical and corrosion

properties, the variability evident across these studies underscores the need for further

examination of AM alloys to ensure safety and reproducibility for commercial applications.

1.1.3 Significance of Hydrogen Interactions in AM 17-4 PH

Hydrogen has a significant deleterious effect on the mechanical properties of 17-4 PH

stainless steel, particularly due to the material’s high strength, which has been demon-

strated to correlate to low hydrogen embrittlement resistance.105 Though few studies

have been published on the behavior of hydrogen in AM 17-4 PH, Alnajjar et al.52 and

Guennouni et al.56 both observed increased susceptibility to hydrogen embrittlement in
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L-PBF 17-4 PH compared to wrought, partially attributed to the increased grain size in

the AM specimens. Alnajjar et al. also noted that AM 17-4 PH displayed transgranular

cleavage instead of the brittle intergranular fracture mode seen in the wrought specimens.

These differences in hydrogen embrittlement susceptibility between AM 17-4 PH and their

wrought counterparts necessitate the study of H interactions in AM 17-4 PH to fully

understand and mitigate the deleterious effects of hydrogen.

Additionally, both in-service component failures106–116 and laboratory studies116–126

demonstrate that wrought 17-4 PH is susceptible to environment-assisted cracking (EAC)

when immersed in marine environments. In this context, EAC susceptibility is highly

dependent on potential. This has been explored in related alloys through cathodically-

driven hydrogen production uptake and trapping at cathodic potentials. At anodic

potentials, cracking is enabled by metal dissolution, cation hydrolysis, and crack tip

acidification followed by proton reduction, hydrogen uptake, and trapping. In both cases,

hydrogen susceptibility is traced to a large negative hydrogen overpotential.127

Despite this well-documented EAC susceptibility in conventionally manufactured 17-4

PH, research on EAC behavior of AM 17-4 PH is limited,8, 128 particularly from a fracture

mechanics standpoint.76 However, these limited efforts have already highlighted significant

differences in EAC behavior between AM and wrought 17-4 PH. For instance, Shoemaker

et al.76 measured 5- to 10-fold increases in crack growth rate for peak-aged and over-aged

AM 17-4 PH compared to wrought 17-4 PH with comparable strengths. Additionally,

variations in fracture morphology were observed between the AM and wrought specimens

and between different heat treatment conditions. However, the microstructural origins

of the reduced EAC resistance of AM 17-4 PH remain unclear. Literature indicates that

EAC in conventional alloys is sensitive to subtle microstructural variations129–131 and it is

well-established that AM microstructures can be markedly different from conventional

materials.2, 4, 27–31, 33, 34, 37, 41 Shoemaker et al., for example, reported widespread sub-

micrometer porosity and oxide inclusions in “matched-strength” AM 17-4 PH that were
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not present in wrought 17-4 PH.76 It was postulated that these unique features could

increase EAC susceptibility in AM 17-4 PH by degrading the fracture toughness (kIG)

of the fracture pathway. Moreover, such microstructural differences between AM and

conventional 17-4 PH may influence their respective hydrogen-metal interactions (e.g.,

uptake, trapping, and diffusion), which strongly affect EAC behavior. For example,

the threshold stress intensity for the onset of EAC (KTH) in high-strength steels has a

demonstrated dependency on the diffusible hydrogen concentration (CH,diff).
132–134

Literature also establishes a strong correlation between the effective hydrogen diffusivity

Deff , hydrogen concentration, and stage II crack growth rate
(
da
dt

)
II
in various structural

materials.129 To illustrate, consider the HEAC stage II crack growth rate model outlined

by Lee and Gangloff:135

(
da

dt

)
II

=
4Deff

xcrit

[
erf−1

(
1− CHσ−crit

CHσ

)]2
, (1.1)

where xcrit is a critical length parameter (related to the material microstructure and fracture

process control dimensions), CHσ−crit is a critical stress-enhanced hydrogen concentration

required for EAC propagation, and CHσ is the stress-enhanced hydrogen concentration ad-

jacent to the crack tip and is highly dependent on applied potential, particularly hydrogen

overpotential. The critical stress-enhanced hydrogen concentration CHσ−crit is an intrinsic

property based on alloy composition, strength, and grain boundary nanochemistry. This

model also takes into consideration the influence of hydrogen diffusivity and concentration

on stage II crack growth rate. In situations where decohesion cracking adheres to this

model, it becomes apparent that the determination of diffusivity, critical length parame-

ter, stress-affected H concentration, and critical stress-affected H concentration becomes

vital, and the relationship of these parameters to microstructural features is paramount.

Additionally, there is a lack of investigation into assigning a refined hydrogen diffusivity

value to the crack-affected zone, should diffusion be slowed by trapping or increased by

rapid diffusion along amenable pathways near the crack tip. This is particularly crucial
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Figure 1.2: The number of publications per year discussing additively manufactured steels
between 2010 and 2022, overlaid with the number of publications that mention corrosion
and hydrogen (based on data from Web of Science).

concerning diffusion along grain boundaries, given the lack of consensus in literature

regarding fast transport behavior along grain boundaries. These issues must be held in

consideration when comparing wrought and AM alloys, along with a strong understanding

of grain boundary character.

1.2 Critical Unresolved Issues

Despite a wealth of mechanical behavior and corrosion studies featuring additively manu-

factured stainless steels, there has been little investigation into the behavior of hydrogen

in these alloys, as evidenced by the review of literature published between 2010 and 2022

shown in Figure 1.2.
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Figure 1.3: A summary of the corrosion mechanisms addressed in the literature cited in the
2018 review article by Sander et al.8 discussing the corrosion of additively manufactured
metallic alloys. The primary element or elements of each alloy are indicated.

Even within the context of corrosion-related literature, exploration into hydrogen

is often limited, as illustrated in Figure 1.3 summarizing the studies cited in the 2018

review article by Sander et al. about corrosion in AM alloys.8 However, as additively

manufactured materials display considerably different microstructural features than tradi-

tionally manufactured materials and those microstructural features are key to hydrogen

interactions, the assumption of identical hydrogen behavior in AM and wrought materials

cannot be made. For example, AM 17-4 PH and wrought 17-4 PH alloys have shown

differences in prior austenite grain size and the formation of Cu-rich precipitates, both of

which have been linked to embrittlement susceptibility.40, 44, 52
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The behavior of hydrogen is frequently assessed through either solely electrochemical

or thermal techniques, which can be used to determine bulk diffusivity and diffusible

hydrogen concentration and to provide insight into microstructural trapping. While

each method is well-established, there are inherent assumptions or shortcomings in each

technique that may influence the resulting data. Most permeation analyses rely on several

assumptions that may skew results if not verified, such as entirely diffusion-controlled

permeation and the lack of any mobile H in the initial microstructure before testing. The

most common thermal desorption spectroscopy (TDS) analysis method assumes entirely

one-dimensional diffusion and does not account for retrapping. In essence, relying solely

on a single method to characterize hydrogen behavior can introduce technique-specific

biases in the results. To address the assumptions and simplifications inherent in each

method, this thesis employs a comprehensive approach by supplementing commonly used

techniques such as permeation and TDS with others based on different physical principles,

including the barnacle cell method and LECO H testing.

Additionally, a comprehensive exploration of potential microstructural trap states in

AM 17-4 PH compared to its wrought counterpart has not been published in existing

literature. This establishes a crucial framework for evaluating the differences in bulk

hydrogen behavior and enables analysis across various length scales.

Integrating these techniques to assess hydrogen uptake, diffusion, and trapping will

offer insight into the impact of AM microstructure on hydrogen behavior, serving as a

foundation for further study of hydrogen-assisted failure mechanisms in AM materials.

Lastly, there have been no previous studies relating stage II crack growth rate to

hydrogen diffusion, critical stress-affected hydrogen concentration, and the critical length

parameter xcrit in AM or wrought 17-4 PH. Moreover, comparisons of hydrogen-metal

interactions in AM and wrought 17-4 PH are minimal, hindering mechanistic understanding

of the increased EAC susceptibility of AM 17-4 PH. This provides an impetus for the

hydrogen analysis described in the upcoming chapters of this thesis, where a broad
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assessment of hydrogen-metal interactions in AM and wrought 17-4 PH is presented with

the aim of enhancing comprehension of the mechanisms driving the increase in EAC

susceptibility.

1.3 Objectives

The work presented in this thesis aims to characterize hydrogen behavior in additively

manufactured 17-4 PH stainless steel through a series of corroborating analysis methods,

and to explore the role of hydrogen-microstructure interactions in the increased stress

corrosion cracking susceptibility in AM 17-4 PH. These objectives have been accomplished

through an investigation into the following areas of interest, comparing the AM 17-4 PH

to matched-strength wrought 17-4 PH:

1. Analysis of bulk hydrogen behavior through the determination of effective hydrogen

diffusivity, diffusible hydrogen concentration, and total hydrogen concentration;

2. Characterization of microstructural trap states and assessment of their impact on

bulk hydrogen behavior in wrought and AM specimens; and

3. Evaluation of the relationship between hydrogen and environment-assisted cracking

kinetics.

These goals were achieved through the establishment of a methodology for studying

hydrogen behavior that employs diverse approaches to address multiple length scales and

mitigate reliance on any assumptions inherent to each technique. The completion of these

objectives assists in bridging the knowledge gaps outlined in the previous section, offering

crucial insights into the interactions and impact of hydrogen in AM 17-4 PH.
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1.4 Dissertation Overview

The following dissertation comprises eight chapters. The current introductory chapter

outlines the gaps and unresolved issues in the existing research and establishes the overview

and goals of this work. Chapter 2 introduces the relevant AM and wrought 17-4 PH alloys

and presents a multi-pronged approach to microstructural characterization, laying vital

groundwork for analyses in subsequent chapters. The objectives outlined in the previous

section are addressed in the ensuing chapters as follows:

Objective #1: Bulk Hydrogen Behavior Analysis

• Chapter 3 compares bulk effective hydrogen diffusivity in wrought and AM 17-4

PH, quantified using thermal and electrochemical techniques.

• Chapter 4 focuses on analysis of bulk diffusible and total hydrogen concentration

in wrought and AM 17-4 PH, and addresses the potential impact of hydrogen

concentration on diffusion.

Objective #2: Linking Microstructural Features to Hydrogen Behavior

• Chapter 5 provides an analysis of potential microstructural hydrogen trap states

in AM 17-4 PH compared to its wrought counterpart, and models the impact of

microstructural differences on the previously characterized bulk hydrogen behavior.

• Chapter 6 summarizes the state of literature addressing grain boundary-hydrogen

interactions, and uses the Hashin-Shtrikman upper bound framework to model and

compare the diffusivity along grain boundaries in AM and wrought 17-4 PH.

Objective #3: Relationship to Environment-Assisted Cracking Kinetics

• Chapter 7 couples the bulk hydrogen behavior analysis explored in the first objective

to the increased stress corrosion cracking susceptibility observed in AM 17-4 PH,

using the Lee-Gangloff framework to model stage II crack growth rate and provide

insight into intrinsic properties that influence cracking, such as critical stress-affected
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hydrogen concentration and critical length parameter.

The dissertation culminates with Chapter 8, which details a summary of the major

conclusions of the work as well as suggestions for future research directions.
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analysis of PSV springs of 17-4PH stainless steel,” Engineering Failure Analysis,

vol. 16, no. 5, pp. 1757–1764, 2009. Publisher: Elsevier Ltd.

[114] S. S. Tavares, J. S. Corte, and J. M. Pardal, “Failure of 17-4 PH stainless steel

components in offshore platforms,” Handbook of Materials Failure Analysis with Case

Studies from the Oil and Gas Industry, pp. 353–370, 2016. ISBN: 9780081001264.

[115] R. M. Thompson, G. B. Kohut, D. R. Canfield, and W. R. Bass, “Sulfide stress

cracking failures of 12Cr and 17-4PH stainless steel wellhead equipment,” Corrosion,

vol. 47, no. 3, pp. 216–220, 1991.

[116] J. E. Truman, “Stress-corrosion cracking of martensitic and ferritic stainless steels,”

International Metals Reviews, vol. 26, no. 1, pp. 301–349, 1981.

[117] C. S. Carter, D. Farwick, A. Ross, and J. Uchida, “Stress corrosion properties of

high strength precipitation hardening stainless steels,” Corrosion, vol. 27, no. 5,

pp. 190–197, 1971.

[118] C. T. Fujii, “Stress-corrosion cracking properties of 17-4 PH steel,” in Stress Corro-

sion—New Approaches (H. L. Craig, ed.), pp. 213–225, West Conshohocken, PA:

American Society for Testing and Materials, 1976.

30



CHAPTER 1. INTRODUCTION

[119] W. Gerhold and E. Escalante, “NBSIR 74-560: Stress Corrosion Behavior of Selected

Types of Stainless Steels and Titanium Alloys in a Marine Environment,” tech. rep.,

Naval Air System Command, Washington, D.C., 1974.

[120] R. Ghosh, A. Venugopal, C. V. Arun Chand, P. Ramesh Narayanan, B. Pant,

and R. M. Cherian, “Effect of Heat Treatment Anomaly on the Stress Corrosion

Cracking Behavior of 17-4 PH Martensitic Stainless Steel,” Transactions of the

Indian Institute of Metals, vol. 72, no. 6, pp. 1503–1506, 2019. Publisher: Springer

India.

[121] T. S. Humphries and E. E. Nelson, “Stress Corrosion Cracking Evaluation of Several

Precipitation Hardening Stainless Steels,” tech. rep., George C. Marshall Space

Flight Center, Marshall Space Flight Center, AL, 1969.

[122] R. W. Judy, C. T. Fujii, and R. J. Goode, “Properties of 17-4PH Steel,” tech. rep.,

Naval Research Laboratory, Washington, D.C., 1973.

[123] M. Karaminezhaad, S. Sharafi, and K. Dalili, “Effect of molybdenum on SCC of

17-4PH stainless steel under different aging conditions in chloride solutions,” Journal

of Materials Science, vol. 41, no. 11, pp. 3329–3333, 2006.

[124] K. Prasad Rao and K. S. Raja, “Environmental cracking behaviour of the Precipi-

tation hardened stainless steel, 17-4 PH, under applied potential,” Materials and

Corrosion, vol. 46, no. 6, pp. 370–375, 1995.

[125] K. S. Raja and K. Prasad Rao, “On the hardness criterion for stress corrosion

cracking resistance of 17-4 PH stainless steel,” Journal of Materials Science Letters,

vol. 12, no. 12, pp. 963–966, 1993.

[126] V. M. Salinas-Bravo and J. G. Gonzalez-Rodriguez, “Stress corrosion cracking

susceptibility of 17-4PH turbine steel in aqueous environments,” British Corrosion

Journal, vol. 30, no. 1, pp. 77–79, 1995.

[127] B. A. Kehler and J. R. Scully, “Predicting the Effect of Applied Potential on Crack

Tip Hydrogen in Low-Alloy Martensitic Steels,” Corrosion 2007, vol. 64, no. 5,

pp. 465–477, 2007.

[128] J. J. Lewandowski and M. Seifi, “Metal Additive Manufacturing: A Review of

Mechanical Properties,” Annual Review of Materials Research, vol. 46, pp. 151–186,

2016.

[129] R. P. Gangloff, H. M. Ha, J. T. Burns, and J. R. Scully, “Measurement and Modeling

of Hydrogen Environment-Assisted Cracking in Monel K-500,” Metallurgical and

31



CHAPTER 1. INTRODUCTION

Materials Transactions A, vol. 45, pp. 3814–3834, Aug. 2014. Publisher: Springer

US.

[130] Z. D. Harris, J. D. Dolph, G. L. Pioszak, B. C. Rincon Troconis, J. R. Scully, and

J. T. Burns, “The Effect of Microstructural Variation on the Hydrogen Environment-

Assisted Cracking of Monel K-500,” Metallurgical and Materials Transactions A,

vol. 47, no. 7, pp. 3488–3510, 2016. Publisher: Springer US.

[131] Z. D. Harris and J. T. Burns, “The effect of isothermal heat treatment on hydrogen

environment-assisted cracking susceptibility in Monel K-500,” Materials Science

and Engineering: A, vol. 764, p. 138249, Sept. 2019.

[132] W. Gerberich, Modeling hydrogen induced damage mechanisms in metals. Woodhead

Publishing Limited, 2012. Publication Title: Gaseous Hydrogen Embrittlement of

Materials in Energy Technologies: Mechanisms, Modelling and Future Developments.

[133] B. A. Kehler, Modeling and experiments to explain the potential dependency of an

UHSS to hydrogen environment assisted cracking. PhD thesis, University of Virginia,

Charlottesville, VA, 2008.

[134] R. L. S. Thomas, J. R. Scully, and R. P. Gangloff, “Internal Hydrogen Embrittlement

of Ultrahigh-Strength AERMET 100 Steel,” Metallurgical and Materials Transac-

tions A: Physical Metallurgy and Materials Science, vol. 34, no. 2, pp. 327–344,

2003.

[135] Y. Lee and R. P. Gangloff, “Measurement and modeling of hydrogen environment-

assisted cracking of ultra-high-strength steel,” Metallurgical and Materials Transac-

tions A: Physical Metallurgy and Materials Science, vol. 38, pp. 2174–2190, 2007.

32



Chapter 2

Wrought and AM 17-4 PH Material

Characterization

2.1 Overview

This chapter provides a focused examination of the wrought and additively manufactured

(AM) 17-4 PH investigated in this dissertation. Additive manufacturing build parameters

and alloy composition for both wrought and AM specimens are provided, and subsequent

heat treatment processes are outlined and discussed. Characterization methods including

electron backscatter diffraction (EBSD), transmission electron microscopy (TEM), and

energy dispersive X-ray spectroscopy (EDS) are used to compare relevant microstructural

features, including phase composition, grain morphology, grain boundary characteristics,

dislocation density, and precipitate behavior, between wrought and AM specimens with

varying heat treatments. Noted differences in AM microstructure compared to its wrought

counterpart include coarser grains, a slight decrease in dislocation density in the solution-

annealed treatment, and a lower fraction of FCC phase observed through EBSD potentially
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linked to a decrease in the size and prominence of NbC-type carbides. Additionally,

mechanical and electrochemical properties of the alloys are discussed; the AM and

wrought specimens display similar behavior in both analyses, with the notable exception

of slightly reduced ductility in AM 17-4 PH compared to wrought. Lastly, the increased

susceptibility to stress corrosion cracking of AM 17-4 PH is discussed.

2.2 Collaborations

The following collaborations are gratefully acknowledged, all within the University of

Virginia: EBSD maps collected by Dr. Zachary Harris, Kernel Average Misorientation

maps generated with the assistance of Alex Jennion, TEM/EDS micrographs obtained by

Dr. Helge Heinrich, and mechanical properties characterized by Dr. Trevor Shoemaker.

2.3 Background

17-4 PH is a predominantly martensitic precipitation-hardened stainless steel, with ex-

cellent corrosion resistance due to its high chromium content. Though 17-4 PH stainless

steel has outstanding mechanical properties, its high strength results in an increased

susceptibility to hydrogen embrittlement.1, 2 17-4 PH has a body-centered tetragonal

(BCT) structure which allows for relatively rapid hydrogen diffusion compared to austenitic

steels,3 though its low carbon content minimizes the expansion along the c-axis.3, 4

The relatively high hardness of 17-4 PH is attributable to the growth and precipitation

of copper-rich regions during aging processes.5 The morphology of these precipitates

is contingent on the heat treatment process.2, 6–8 Common heat treatments include

peak-aging, consisting of heating for 1 hour at 482◦C; this results in increased strength

and acceptable ductility along with the formation of fine, coherent copper precipitates.

The second is over-aging, which involves heating for 4 hours at 552◦C, resulting in lower

strength but improved ductility as the precipitates grow and become incoherent. Over-aged
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Cu-rich precipitates have also been observed decorating grain boundaries.7

Following peak-aging, Hsaio et al.8 observed the formation of coherent copper precip-

itates in a Kurdujumov-Sachs orientation with the matrix, as well as a high density of

dislocations. Cr- and Nb-rich precipitates, such as NbC, have also been noted in wrought

17-4 PH.9–11 Reverted austenite content increases during aging, but shows little influence

on mechanical properties such as strength and impact toughness.12

In contrast to its fully martensitic wrought counterpart, the microstructure and

properties of AM 17-4 PH have been reported to vary widely with build parameters

and initial powder conditions. In the “as-built” condition—prior to any post-processing

heat treatment—AM 17-4 PH exhibits a largely ferritic structure containing martensite,

austenite, or both.4, 9, 13–19 The build atmosphere has a significant effect on microstructure,

especially considering the austenite stabilization properties of nitrogen.19 For example, AM

17-4 PH fabricated using argon gas has been shown to produce a martensitic microstructure

after heat treatment regardless of the phase of the initial atomized powder, whereas AM

17-4 PH fabricated using nitrogen gas exhibits the same phase as the initial atomized

powder.13 Additionally, solution annealing has been found to eliminate the metastable

austenitic phase from as-built AM 17-4 PH, though subsequent aging can lead to austenite

reversion; this can vary from below 5% after H900 or H1025 heat treatment, to around

20% after H1150 heat treatment.20 The amount of retained austenite in AM 17-4 PH

can fluctuate based on AM processing parameters such as scan strategy and volumetric

energy density.21, 22

Similar to its wrought counterpart, heat treatment will also affect the microstructure

and properties of AM 17-4 PH. Peak-aged specimens have exhibited increased yield and

ultimate tensile strength as well as a reduction in ductility due to the prevention of

dislocation motion from precipitation hardening.22, 23 Murr et al. found no hardness

increase with aging for the N2-fabricated austenitic AM 17-4 PH, whereas the martensitic

17-4 PH displayed significantly increased hardness after peak-aging.13
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Fine Cu-rich precipitates have been found in peak-aged AM 17-4 PH.4, 13, 20, 24–28 These

precipitates have been observed to coarsen upon over-aging, similar to precipitation kinetics

in over-aged wrought 17-4 PH.20, 26 Guennoni et al.29 found a higher density of Cu-rich

precipitates in aged AM 17-4 PH compared to its traditionally manufactured counterpart;

precipitates in the AM material were on the order of 10-15 nm in diameter, coarser than

those often observed in conventionally manufactured 17-4 PH. NbC precipitates have

also been observed in AM 17-4 PH, similar to its wrought counterpart.9, 16 Additional

inclusions and precipitates noted in AM 17-4 PH include MnS,30 Mn-Si oxides,4, 27 and a

second phase at the grain boundary containing Mn, Cr, and C.4

Several explanations have been proposed to account for some of the variability in

microstructure of AM 17-4 PH. It has been proposed that there is an increase in austenite

stabilization due to Ni enrichment in interdendritic regions as a result of microsegregation,

or due to nitrogen uptake during processing.13, 31, 32 It has also been hypothesized that

the increase in residual stress from the melting and remelting process combined with the

small size of the solidification cell impedes the martensitic transformation process.15

Due to a high degree of variation in microstructure, reported mechanical properties

of AM 17-4 PH can vary greatly between builds, with some studies recording similar

yield and ultimate tensile strengths between AM and wrought30, 33 and some studies

reporting greatly inferior yield and ultimate tensile strengths in AM.23, 34 Circular voids

due to entrapped gas and partially or completely unmelted particles are often seen in the

microstructure of AM 17-4 PH builds, which has been speculated to cause the commonly

reported lower ductility and shorter fatigue life seen in AM 17-4 PH.22, 23, 33–35 Anisotropy

in tensile properties corresponding to building orientation has also been observed.22, 23
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Table 2.1: Processing parameters for AM 17-4 PH, provided by the Commonwealth Center
for Additive Manufacturing (CCAM), Disputanta, VA.

Parameter Value

Powder size 45 microns

Atomization environment Ar

Build environment Ar

Layer thickness 0.04 mm

Laser power 220 W

Scanning speed 755.5 mm/s

Hatch distance 0.11 mm

Stripe width 12 mm

Overlap stripes 0.05 mm

Rotation angle 47◦

2.4 Wrought and AM 17-4 PH Alloys

2.4.1 Specimen Information

AM 17-4 PH samples were provided by the Commonwealth Center for Additive Manufactur-

ing (CCAM). Specimens were excised from rectangular bars (21x21x75 mm) manufactured

via laser powder bed fusion (L-PBF) using an EOS M290 machine, argon-atomized powder,

and standard EOS 17-4 PH build parameters, as shown in Table 2.1.36 These bars were

placed at various locations around the build plate. Argon was used for powder atomization

and build environment to ensure martensitic microstructure, enabling comparison with

the martensitic wrought microstructure. Electrical discharge machining (EDM) was used

to remove the printed specimens from the build plate. Subsequently, specimens were

polished to a minimum of 1200 grit before any experimentation to negate surface effects

from building

The wrought specimens were provided as solution annealed 15.9-mm thick plates

produced per ASTM A693,37 as described by Shoemaker et al.38 The elemental composition

of both the AM and wrought specimens was characterized by Shoemaker et al.,38 and a
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Table 2.2: Chemical composition of the as-supplied wrought and as-built AM specimens,
from Shoemaker et al.38

(wt%): C Mn P S Si Cr Ni Cu Nb Fe

Wrought 0.041 0.51 0.018 0.001 0.32 15.20 4.85 3.22 0.26 bal.

AM: Powder 0.020 0.46 <0.010 <0.010 0.45 16.32 4.36 4.00 0.29 bal.

AM: Build 0.014 0.42 0.009 0.006 0.53 16.10 4.51 3.73 0.28 bal.

(wppm): Al Mo N O V Co As Sn W

Wrought 10 1600 280 44 510 770 31 53 230

AM: Powder 0 100 100 600 - - - - -

AM: Build 12 57 140 480 26 260 17 12 7

Table 2.3: Heat treatment conditions for wrought and AM 17-4 PH specimens, detailing
the sequence of HIP, SA, and aging procedures. The hot isostatic pressing (HIP) procedure
involves heating at 1125◦C for four hours, followed by a furnace-cool at 310◦C/hour to
300◦C, then air cooling to ambient temperature. Solution annealing (SA) consists of
heating at 1040◦C for 30 minutes, followed by air cooling.

Type Condition HIP SA Aging

AM

HIP+SA+PA 1125◦C / 4 hr 1040◦C / 30 min 460◦C / 1 hr

HIP+PA 1125◦C / 4 hr - 460◦C / 1 hr

HIP+SA+OA 1125◦C / 4 hr 1040◦C / 30 min 552◦C / 4 hr

Wrought
SA+PA (H900) - 1040◦C / 30 min 482◦C / 1 hr

SA+OA (H1025) - 1040◦C / 30 min 552◦C / 4 hr

summary can be seen in Table 2.2. The primary alloying elements are reported in the top

section of Table 2.2, and are all within the specifications for 17-4 PH outlined in ASTM

A693.37 Trace elements are reported in the bottom section of Table 2.2. It should be

noted that the wrought built does have significantly more C than the AM build, along

with trace elements Mo, N, V, Co, and W, whereas the AM build has an increase in O

compared to the wrought.

2.4.2 Heat Treatment

Post-processing heat treatment procedures were employed to induce martensitic transfor-

mation in the ferritic as-built AM 17-4 PH, as well as to diminish any solidification-related
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Figure 2.1: Heat treatment time versus temperature procedure for peak-aged and over-
aged AM 17-4 PH.

defects and anisotropy in the material and to increase material strength. This process

involves a hot isostatic pressing (HIP) heat treatment to achieve homogeneity and pore

closure, followed by solution annealing (SA) to dissolve Cu and aging to subsequently

precipitate Cu; a time-temperature plot outlining the heat treatment process can be found

in Figure 2.1.

Each as-built “block” underwent a HIP treatment, after which the standard SA

treatment for 17-4 PH37 was performed on a subset of blocks. All blocks were then aged

to either the peak-aged (PA) or over-aged (OA) conditions; pertinent parameters for

each treatment are documented in Table 2.3. Experiments on wrought 17-4 PH were

performed on specimens excised from a 15.9-mm thick plate procured in the SA condition;

the specimens were then subjected to the standard PA (H900) and OA (H1025) treatments

for 17-4 PH.37 Shoemaker et al. demonstrated that these heat treatment protocols result

in nominally similar yield strengths and coarse microstructure characteristics, though

widespread sub-micrometer porosity was observed throughout the AM alloys, even after
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the HIP treatment.38 Additionally, the combination of HIP and solution annealing has

been shown to reduce residual stress and improve hydrogen embrittlement characteristics

in alloys manufactured using L-PBF.39

2.5 Characterization Methods

Supplementary electron backscatter diffraction (EBSD) maps were collected at 1000x

at a step size of 100 nm for each material using a FEI Helios G4 UC equipped with

an Oxford Symmetry detector and operated at 20 keV with a probe current of 3.2 nA.

EBSD data were analyzed to determine the grain boundary character distributions and

kernel misorientation using the open-source MTeX package.40 Parent austenite grain

reconstruction was performed in MTeX using the variant graph approach outlined by

Hielscher et al.41 and Niessen et al.42 The Nishiyama-Wasserman orientation relationship

was used as the initial point of reference for parent-child reconstruction. All grains with

a greater than 50% chance of belonging to a certain parent grain were automatically

assigned, and the surrounding grain probabilities were then re-computed. This automatic

process was repeated ten times, after which any unassigned grains were selected and

assigned by hand, with iterative re-computation performed after every assignment to

ensure any high-probability grains were automatically assigned. After all grains were

assigned, any grains with a misorientation threshold of 0.2 below a certain pixel size were

merged into their surrounding larger grains.

Additional microstructural analyses were performed using transmission electron mi-

croscopy (TEM). AM and wrought 17-4 PH foils in each heat treatment condition were

prepared using focused ion beam (FIB) milling via a Ga-ion source on a Helios UC G4 Dual

Beam system. Bright-field and high-angle annular dark-field imaging (HAADF) TEM

micrographs were captured using a Themis 60-300 kV Transmission Electron Microscope;

compositional mapping was performed using Energy Dispersive X-Ray Spectroscopy (EDS)

analysis. Precipitate size and distribution were estimated from both HAADF and EDS
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micrographs using the open-source software ImageJ.43 Micrographs were subjected to a

rolling ball background subtraction, thresholding, watershed separation, and bulk particle

analysis with a minimum particle area threshold of 10 nm2 to reduce noise.

Lastly, nitrogen and oxygen content was examined using a LECO 836 ONH Analyzer

(4500-5500 W, 1000 A). The LECO Analyzer was calibrated using three ultrahigh purity

Ni baskets, and steel pins were used as a reference material. AM and wrought 17-4 PH

specimens in the peak-aged and over-aged conditions, approximately 0.35 mm thick, were

placed in the Ni baskets within a graphite crucible and rapidly heated until melted in the

LECO Analyzer. Total oxygen and nitrogen gas content was then measured as a function

of time using infrared and thermal conductivity detectors.

2.6 Microstructure

EBSD OIM maps for AM 17-4 PH in the XY and XZ direction in the as-built, HIP, and

HIP+SA conditions are shown in Figure 2.2. In the initial as-built condition, a high

degree of anisotropy is observable, with visible melt pools and large grains. This is similar

to the relatively coarse δ-ferritic solidification microstructure reported in the as-built SLM

17-4 PH by Alnajjar et al.24 The micrographs in Figure 2.2 depicting post-HIP heat

treatment and subsequent solution annealing display grain refinement and minimization

of anisotropy.

For each of the peak-aged and over-aged wrought and AM specimens, EBSD orientation

imaging microscopy (OIM) maps, as well as micrographs showing reconstructed prior

austenite grains (PAGs), grain boundary types, and relevant phases are displayed in

Figure 2.3. All micrographs were generated by the open-source MTeX package.40 Further

analysis is discussed in the following sections.
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Figure 2.2: EBSD micrographs showing the microstructure of AM 17-4 PH in the as-built,
HIP, and HIP+SA conditions in the XY and XZ directions. The plane relative to the
build direction is illustrated.

2.6.1 Phase Determination

As seen in Figure 2.3, each specimen consists of majority martensite, with a minimal

amount of FCC in all conditions. Due to the minimal carbon content, the BCT martensitic

structure is indistinguishable from BCC, and therefore is denoted as BCC on the EBSD

micrographs. The percentage of FCC in each condition was calculated using the MTeX

open-source package and is listed in Table 2.4.40

Table 2.4: Percentage of FCC phase detected in each EBSD micrograph using the MTeX
open-source package.40

Specimen Amount FCC (%)

W Peak-Aged 1.05%

AM HIP+SA+PA 0.10%

AM HIP+PA 0.06%

W Over-Aged 0.66%

AM HIP+SA+OA 0.38%
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Figure 2.3: From left to right: EBSD IPF maps, IPF maps with reconstructed prior
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specimen. All micrographs were created using the open-source MTeX package.40 No prior
austenite grain reconstruction could be performed for the AM HIP+SA specimen due to
the large grain size.

43



CHAPTER 2. WROUGHT AND AM 17-4 PH MATERIAL CHARACTERIZATION

A closer look at the FCC regions in the wrought and AM peak-aged specimens can

be seen in Figure 2.4. These regions are numerous and large in the wrought specimen,

and can be found decorating grain boundaries as well as within the martensite lath

interior. In contrast, the FCC regions are much smaller and more sparse in the AM

HIP+SA+PA specimens. Similar regions were detected by Shaffer et al.44, 45 in EBSD

analysis of argon-atomized, peak-aged AM 17-4 PH and were confirmed via EDS to be

niobium-rich precipitates, which have been found in both AM and wrought 17-4 PH in

literature.3, 9–11, 16 This is further explored in the precipitate analysis in Section 2.6.3.

There is little evidence of retained austenite (RA) at this length scale. Retained

austenite has been linked to discontinuous yielding behavior45 and an increase in ductility46

in martensitic PH stainless steel. Reduction of yield and tensile strength has also been

observed with increased RA,46 though there is not universal agreement on the effect of RA

on material strength.12 Ultimately, the lack of discontinuous yielding behavior and the

matched strength between wrought and AM 17-4 PH suggests that any effect of retained

austenite would be similar between the two conditions.

2.6.2 Grain Boundaries

The AM 17-4 PH specimens have coarser grains compared to the wrought counterparts in

both the peak-aged and over-aged conditions. Histograms of grain diameter along the

widest axis of each grain can be seen in Figure 2.5; both un-weighted and area-weighted

diameter measurements are included, and median grain diameter values are listed. Prior

austenite grains (PAGs) are also larger in the AM specimens, and the prior austenite

grain boundaries (PAGBs) are shown in bold, black outlines in Figure 2.3 for wrought and

AM HIP+SA specimens in both peak-aged and over-aged conditions. The AM HIP+PA

specimens have significantly larger grains than all other conditions, and parent austenite

grains could not be reconstructed from this microstructure.

The difference in median grain diameter between the wrought peak-aged and AM
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Figure 2.4: EBSD phase composition in the wrought peak-aged and AM HIP+SA+PA
conditions, showing a clear increase in FCC phase density in the wrought condition.
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Figure 2.6: Comparison of total length (left) and length fraction (right) of the examined
grain boundary types.

Table 2.5: Length fraction of prior austenite grain boundaries and each observed grain
boundary type, calculated from the EBSD micrographs shown in Figure 2.3 using the
open-source MTeX package.40

Condition Specimen
Grain Boundary Length Fraction

PAGB HAGB LAGB Σ3 Σ5 Σ7 Σ9 Σ11

Peak-Aged

W PA 0.33 0.85 0.08 0.05 3.8× 10−4 9.2× 10−4 5.7× 10−4 0.02

AM HIP+SA+PA 0.33 0.86 0.09 0.03 1.5× 10−4 7.1× 10−4 2.1× 10−4 0.02

AM HIP+PA - 0.89 0.09 0.01 1.9× 10−4 4.8× 10−4 9.2× 10−5 0.01

Over-Aged
W OA 0.30 0.87 0.08 0.04 9.9× 10−5 6.1× 10−4 3.5× 10−4 0.02

AM HIP+SA+OA 0.23 0.86 0.09 0.03 2.5× 10−4 9.6× 10−4 3.2× 10−4 0.02

HIP+SA+PA specimen is subtle, but it should be noted that this may be an artifact of

irregularly shaped grains, as diameter measurements are taken in the longest dimension of

each grain and do not account for elongated structures like martensite laths. In order to

more rigorously compare grain morphology between different specimens, grain boundary

lengths and length fractions for each grain boundary type are compared in Figure 2.6,

and a summary of the calculated grain boundary length fractions is shown in Table 2.5.

This allows for a comparison of irregular grain shapes, as well as a grain size-independent

analysis of grain boundary character.

The majority of the grain boundaries—between 85-89%—are classified as high-angle

grain boundaries. The AM specimens have a slightly higher fraction of LAGBs and a lower

47



CHAPTER 2. WROUGHT AND AM 17-4 PH MATERIAL CHARACTERIZATION

fraction of Σ3, Σ5, and Σ9 grain boundaries, though it should be noted that all special

grain boundaries have very low length fractions and therefore the scale of any difference

is decidedly small. The over-aged specimens also have a smaller length fraction of prior

austenite grain boundaries, with the AM HIP+SA+OA showing a significantly lower

PAGB length fraction compared to its wrought counterpart. Conversely, the wrought and

AM peak-aged specimens have a high degree of similarity in PAGB length fraction.

2.6.3 Precipitates

TEM bright-field, HAADF, and EDS micrographs for each specimen are shown in Fig-

ure 2.7. Cu-rich precipitates are apparent in the AM and wrought over-aged conditions,

as well as in the AM HIP+PA specimen. Figure 2.8 shows examples of fine coherent

Cu-rich precipitates in the peak-aged specimens that are visible at a higher magnification,

as have been observed in peak-aged 17-4 PH in literature in wrought2, 5, 7, 8, 47–49 and

AM4, 13, 20, 24–28 specimens. These fine, coherent precipitates have been shown to coarsen

into incoherent precipitates upon over-aging in wrought5, 8, 47, 49 and additive20, 26 speci-

mens, which may have contributed to the increased visibility of Cu-rich precipitates in

the over-aged specimens in this study. There is also visible precipitate decoration on the

grain boundaries in both AM and wrought over-aged specimens, which has been observed

in literature.7

Cu-rich precipitate size and density of AM HIP+SA+OA and wrought over-aged

specimens were characterized through ImageJ analysis of both TEM HAADF and Cu EDS

micrographs. To reduce noise and background, each micrograph underwent a process of

rolling ball background subtraction, auto-thresholding, despeckling, outlier removal, and

binary masking with hole filling prior to the automatic particle analysis. An example of

the micrograph input and the resulting particle selection from this analysis are shown in

Figure 2.9. Statistical box-whisker plots of precipitate Feret diameter and area, as well as

approximate precipitate count density, surface area density, and volume density, are shown
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Figure 2.7: Bright field, HAADF, and EDS TEM micrographs for each specimen. Cu-rich
precipitates in the bulk and along grain boundaries are visible in AM HIP+PA and both
over-aged specimens. Copper is indicated by yellow intensity maps.
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Figure 2.8: Bright field, HAADF, and EDS TEM micrographs for over-aged specimens
(left, 50 nm length scale) and peak-aged specimens (right, 10 nm length scale) showing
evidence of Cu-rich precipitates. Copper is indicated by yellow intensity maps.

in Figure 2.10. The results of HAADF and Cu EDS analyses were compared to account

for any effects of insufficient background correction in HAADF micrographs. It should

be noted that the large precipitate size outliers may be due to overlapping precipitates

that could not be distinguished via watershed separation, which is likely the cause of the

large-area outlier data in Figure 2.10(a)-(b). Precipitate surface area and volume were

approximated from the visible precipitate area by assuming perfectly spherical precipitates,

as Cu-rich precipitates in 17-4 PH have been shown to be spherical in nature;50 however,

precipitate overlap with the foil boundaries and with other precipitates may affect these

results. These analyses demonstrate that the wrought over-aged specimen has very slightly

finer Cu-rich precipitates than its AM counterpart, but a higher precipitate number density.

Overall, the wrought and AM specimens have similar precipitate surface area per cubic

nanometer, though the wrought has a marginally lower volume fraction of precipitates.

The comparable yield strengths between wrought and AM alloys38 imply some degree
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HAADF

EDS

Figure 2.9: Examples of the input HAADF (top) and EDS (bottom) micrographs, as well
as the subsequent detected particles outlined in yellow. Analysis performed via ImageJ.
In EDS micrographs, Cu is indicated by yellow intensity maps.
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Table 2.6: Statistical results for precipitate analysis for both HAADF and EDS micro-
graphs.

Value
AM HIP+SA+OA W Over-Aged

HAADF Cu EDS HAADF Cu EDS

Single-Precipitate Statistics

Mean area (nm2) 65.7 82.7 51.0 66.9

Median area (nm2) 34.2 48.0 29.2 39.5

Mean Feret diameter (nm) 11.6 12.7 10.0 11.6

Median Feret diameter (nm) 9.8 10.8 8.7 9.9

Precipitate Density Statistics

Count density (nm−3) 2.54× 10−5 1.29× 10−5 2.06× 10−5 1.68× 10−5

Surface area density (nm−1) 4.58× 10−3 4.27× 10−3 4.21× 10−3 4.49× 10−3

Volume fraction 1.00% 1.01% 0.76% 0.93%

of similarity between AM and wrought Cu-rich precipitate characteristics since the yield

strength in 17-4 PH is potently dependent on the precipitate morphology.8 Indeed, as seen

in Figure 2.10 and Table 2.6, the total Cu-rich precipitate surface area per unit volume is

very similar between the AM and wrought over-aged specimens. However, the marginally

finer precipitate size in the wrought specimens increases the surface area-volume ratio,

leading to a slightly lower volume density of precipitates compared to the AM specimens.

This could be due to the minor difference in copper content between the wrought and AM

builds, with the wrought specimen having about 0.5 wt% Cu less than the AM specimen.38

Additionally, larger regions rich in Nb and Cu were visible in each specimen; various

oxides and C, Cr, Mn, Mo, and Ni-rich regions were found in EDS micrographs of

specimens of varying builds and heat treatments. Similar inclusions have been found in

literature.4, 9–11, 16, 27 An example of a NbC-type carbide, also containing Mo, is shown in

the EDS micrographs in Figure 2.11; this precipitate was found in peak-aged wrought

17-4 PH. This precipitate is just over 0.5 microns in diameter along the largest dimension,

which is within the range of the FCC regions observed in the wrought peak-aged specimen

in Figure 2.4. This can be compared to the much smaller Nb-rich region visible in the
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BF Nb

C Mo

Figure 2.11: Bright-field TEM and EDS micrographs of an Nb- and C-rich region in
the wrought peak-aged specimen. Nb, C, and Mo are indicated by silver, red, and pink
intensity maps, respectively.

EDS micrograph of the AM HIP+SA+OA specimen, shown in Figure 2.12.

These NbC-type carbides are speculated to be the cause of the increase in FCC phase

seen in EBSD phase analysis in Section 2.6.1. The decreased grain size of the wrought

specimens could contribute to the increase in NbC-type carbides, as carbides have been

shown to preferentially nucleate and grow along grain boundaries.51 Similarly, Lashgari et

al. reported precipitation of NbC-type carbides in AM 17-4 PH after solution annealing;

large carbides were found along the grain boundaries, as well as slightly finer carbides

within the lath interior.3 Shoemaker et al.38 also observed small secondary particles in

the alloys used in this study. These particles had diameters less than 0.25 µm in AM and

0.5 µm in wrought specimens, and were speculated to be niobium carbides. This increase

in length scale corresponds with the findings from the TEM and EDS analyses.

The micrographs shown in Figure 2.12 also include regions, potentially oxides, enriched

with Mn and Al. Additionally, the enrichment of nickel along martensite lath boundaries
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BF Al Cu Mn

Nb Ni O

Figure 2.12: Bright-field TEM and EDS micrographs of an area in the AM HIP+SA+OA
specimen containing precipitates and Ni-rich regions.

visible in Figure 2.12 has also been observed by Song et al.52–54 However, this was

attributed to carbide precipitation along the boundaries, though no carbon enrichment is

present here. Though nickel is known to be a strong austenite stabilizing element and was

only present in the over-aged AM and wrought 17-4 PH, there is actually a decrease in

the amount of observed FCC phase in the EBSD micrographs of the over-aged specimens

compared to the peak-aged. This could possibly be due to the length scale of the EBSD

analysis being too large to detect thin retained austenite films along grain boundaries, or

the increased density of NbC-type carbides in the peak-aged specimens counteracting any

detected retained or reverted austenite.

2.6.4 Dislocations

Kernel average misorientation (KAM) maps, which can be used to estimate the prevalence

of geometrically necessary dislocations (GNDs),55 were generated from the EBSD data

using MTeX.40 KAM maps and statistical analyses for each specimen are displayed in

Figure 2.13. The mean and median KAM values of both wrought specimens as well as

55



CHAPTER 2. WROUGHT AND AM 17-4 PH MATERIAL CHARACTERIZATION

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Kernel Average Misorientation

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
um

ul
at

iv
e 

Pr
ob

ab
ilit

y

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

iz
ed

 F
re

qu
en

cy
 (%

 / 
10

0)

Mean KAM = 1.27
Median KAM = 1.05

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Kernel Average Misorientation

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
um

ul
at

iv
e 

Pr
ob

ab
ilit

y
0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

iz
ed

 F
re

qu
en

cy
 (%

 / 
10

0)

Mean KAM = 1.17
Median KAM = 0.94

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Kernel Average Misorientation

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
um

ul
at

iv
e 

Pr
ob

ab
ilit

y

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

iz
ed

 F
re

qu
en

cy
 (%

 / 
10

0)

Mean KAM = 1.27
Median KAM = 1.04

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Kernel Average Misorientation

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
um

ul
at

iv
e 

Pr
ob

ab
ilit

y

0

0.01

0.02

0.03

0.04

0.05

0.06
N

or
m

al
iz

ed
 F

re
qu

en
cy

 (%
 / 

10
0)

Mean KAM = 1.27
Median KAM = 1.05

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Kernel Average Misorientation

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
um

ul
at

iv
e 

Pr
ob

ab
ilit

y

0

0.01

0.02

0.03

0.04

0.05

0.06

N
or

m
al

iz
ed

 F
re

qu
en

cy
 (%

 / 
10

0)

Mean KAM = 1.20
Median KAM = 0.97

W
 P

ea
k-

A
ge

d
A

M
 H

IP
+S

A
+P

A
A

M
 H

IP
+S

A
+O

A
W

 P
ea

k-
A

ge
d

A
M

 H
IP

+P
A

Figure 2.13: (Left) KAM maps for each condition, generated from EBSD. (Right) Cumu-
lative probability analysis and histogram of KAM for each pixel. Mean and median KAM
are recorded.
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AM HIP+PA are all extremely similar, whereas AM HIP+SA+PA and AM HIP+SA+OA

show a very slight decrease. This could be due to the combination of hot isostatic

pressing and solution annealing; the HIP process continuously eliminates dislocation

pileups, and dislocation pinning by precipitates is also reduced.56 When combined with

the solution annealing step, which has been shown to reduce dislocations as well, the

AM HIP+SA specimens will have less dislocations prior to aging than the AM+HIP

or wrought specimens.39 Viswanathan et al.49 suggest that during aging of 17-4 PH,

dislocations become rearranged within the martensite laths and there is an additional

reduction in dislocation density. In addition, any dislocation pinning by precipitates would

likely be similar between wrought and AM alloys in the same heat treatment condition,

as the precipitate morphology is largely the same.

2.6.5 Pores

A full characterization of porosity in the AM 17-4 PH alloys studied in this work has

previously been performed by Shoemaker et al.38, 57 The presence of pores is the most

apparent difference in the microstructure between the wrought specimens, which show

little to no porosity, and the AM specimens, which all display some degree of porosity.

These pores typically range between 0.1-0.5 microns in diameter.38 The prevalence of pores

in the AM specimens in this study is by no means unique in literature; widespread porosity

in L-PBF 17-4 PH has been documented in numerous studies.4, 21, 22, 24, 33, 34, 58–72 The

pores are commonly attributed to entrapped gas, particularly argon, originating from the

powder atomization process.21, 68 Notably, due to the near-zero solubility of argon in iron,

these pores are resistant to elimination through hot isostatic pressing (HIP) or subsequent

heat treatments.25, 30, 64, 73, 74 However, the HIP process does serve to eliminate any much

larger lack-of-fusion pores that do not contain entrapped gas.75

The resistance of sub-micron pores to closure via HIP processing is also noted by

Shoemaker et al.38, 57 AM 17-4 PH in the as-built condition displays small pore spacing
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and diameter; after the HIP treatment, both pore spacing and diameter increased. This

is attributed to competition between external pressure from the HIP process acting to

decrease pore density and pore size, and internal pressure from the high temperatures

expanding the gas-filled pores.

However, several factors distinguish the porosity in this material from previously ob-

served gas-entrapped pores. Gas-entrapped pores found in literature often have diameters

greater than 5-10 microns, one or two orders of magnitude greater than the diameters

of the pores found by Shoemaker et al. in the current material.38 This may be due

to technique resolution, which limits porosity analysis to only pores above a certain

diameter.67, 68 Additionally, gas-entrapped pores are often heterogeneously distributed in

as-built AM alloys and appear near melt pool boundaries; the pores observed in this alloy

are homogeneously distributed, though this may be due to post-processing homogenization

of the microstructure. Ultimately, the inability of the HIP process to eliminate these

pores, as well as the expansion of the pores during heat treatment, suggests the presence

of some pressurized gas within the pores.

2.7 Material Properties

2.7.1 Mechanical Properties

Mechanical properties for AM and wrought 17-4 PH in the peak-aged and over-aged

conditions were reported by Shoemaker et al.38, 57 Vickers hardness and tension testing

were performed in accordance with relevant ASTM standards.37, 76, 77 The as-built AM

specimens has inferior yield strength and ultimate tensile strength compared to peak-aged

wrought specimens. The heat treatment process produces AM specimens in the peak-aged

and over-aged conditions with yield strengths within 10% of their wrought counterparts,

as shown in Figure 2.14 and by Shoemaker et al.38, 57 However, there is a reduction in

ductility in the AM specimens, attributable to the porosity in the material.20, 38, 58, 66
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Figure 2.14: Mechanical properties of wrought and AM 17-4 PH across heat treatments.
From top to bottom: Rockwell Hardness C (HRC), yield strength (YS), ultimate tensile
strength (UTS), elasticity/Young’s Modulus (E), and ductility (EL).38, 57
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This reduction in ductility is less pronounced in the over-aged specimens. AM HIP+PA

specimens displayed reduced strength and ductility compared to AM HIP+PA+SA,

demonstrating the necessity of a solution annealing step in AM post-processing.38 These

mechanical properties of the specimens in this study are similar to high-performing

AM 17-4 PH in literature.38, 64, 78 There is also little to no anisotropy observed in the

mechanical properties of the AM specimens, which is to be expected due to the heat

treatment processing.

2.7.2 Electrochemical Properties

Initial potentiodynamic polarization tests were conducted on wrought and AM 17-4 PH

specimens in the peak-aged heat treatment condition to determine the reversible hydrogen

potential. A 30-minute OCP hold was performed to stabilize the corrosion potential

of each specimen, followed by potentiodynamic polarization from -1.2V to +1.2V vs.

Hg/HgSO4 and back in 0.1M NaOH solution. The polarization results show a reversible

H potential around -0.8V to -1.0V vs Hg/HgSO4; the polarization curves can be seen in

Figure 2.15. The electrochemical behavior of the AM specimens is largely independent

of direction, as is expected due to the isotropic microstructure. The passive region and

repassivation behavior are similar in all specimens.

2.8 Conclusions

A meticulous comparison of wrought and additively manufactured (AM) 17-4 PH mi-

crostructure and first-order properties has been undertaken. The additive manufacturing

processing and post-processing parameters utilized to achieve similar mechanical behavior

(with the notable exception of ductility) between the wrought and AM alloys in the

peak-aged and over-aged conditions is described. Employing advanced characterization

techniques such as EBSD, TEM, and EDS, a comparative analysis was conducted on key

microstructural features. These features included phase composition, grain size, grain
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Figure 2.15: Potentiodynamic polarization curves for peak-aged wrought and additive 17-4
PH (in the XY and XZ directions), conducted between -1.2 and +1.2 V versus Hg/HgSO4

in 0.1M NaOH.

boundary type, dislocation density, and precipitate morphology, revealing distinctive

attributes between wrought and AM specimens across each heat treatment.

Key differences in the microstructure of AM specimens observed via EBSD include

increased grain size and a slight reduction in dislocation density corresponding to the

solution-annealed treatment. Additionally, a diminished fraction of FCC phase was

observed in the AM specimens, correlated with a decrease in the size and prominence of

NbC-type carbides found using transmission electron microscopy. TEM was also employed

to examine Cu-rich precipitate morphology, showing fine coherent precipitates in the

peak-aged condition and coarser incoherent precipitates upon over-aging. ImageJ analysis

was used to compare Cu-rich precipitate size and density in the over-aged AM and wrought

specimens; a largely similar surface area density is observed between the two conditions,

though a slight increase in size and decrease in count density of precipitates in the AM

specimen is seen. Collectively, these findings contribute to a better understanding of

the link between additive manufacturing and microstructure in 17-4 PH, and lay the

groundwork for future microstructure-property analyses in this dissertation.
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Chapter 3

Determination of Effective Hydrogen

Diffusivity

3.1 Overview

Examination of diffusion behavior in AM alloys relative to wrought incumbents provides

critical context for understanding the effect of additive manufacturing on hydrogen

behavior. This study presents a comparison of effective hydrogen diffusivity, calculated

using electrochemical permeation and thermal desorption spectroscopy, for wrought and

additively manufactured 17-4 PH in peak-aged and over-aged conditions. The fidelity

of each method is assessed, and the influence of temperature and charging potential

on diffusivity in different conditions is discussed. Results consistently demonstrate

that the AM alloys exhibit increased effective hydrogen diffusivity relative to analogous

wrought materials in all conditions and experimental analysis methods discussed herein.

Comparison between sequential permeation rise transients, as well as observation of break

points in diffusivity-temperature relationships with increasing temperature, indicates a
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significant effect of reversible trapping, particularly in the wrought material.

3.2 Collaborations

Isothermal thermal desorption spectroscopy (TDS) experiments were performed by Emilio

Mart́ınez-Pañeda and Alfredo Zafra at Imperial College of London.

3.3 Background

Atomic hydrogen diffusion through a metal is dependent on two factors: the rate of

diffusion through interstitial lattice sites, and the effect of microstructural trap sites.1

The former can be described by the “ideal lattice diffusivity,” or DL, which represents

the concentration gradient-driven flux of hydrogen via random walk between interstitial

sites.2 This occurs in the tetrahedral sites in body-centered cubic (BCC) metals and in

the octahedral sites in face-centered cubic (FCC) metals. As BCC crystal structures have

a more open structure than their FCC counterparts with a larger number of available

interstitial spaces for hydrogen to occupy, hydrogen diffusion will occur more quickly in

body-centered metals such as α-Fe than in face-centered metals.3 As these interstitial

sites are slightly smaller than the diameter of hydrogen, a certain activation energy is

required for diffusion of hydrogen; this is often estimated to be around 4-7 kJ/mol.4, 5

The other factor governing hydrogen diffusion is the extent of trapping at microstruc-

tural features such as impurities, dislocations, grain boundaries, and other defects. The

role of microstructural trapping on diffusivity depends on binding energy of a screened

proton as well as the “depth” of the trap, or the energy required for hydrogen to de-trap.6, 7

“Reversible” traps, which have low trapping strength in comparison to the depth of the

energy well, allow for interaction between the trapped hydrogen and the hydrogen in

interstitial lattice sites in order to maintain equilibrium. This increases the effective energy

required for diffusion, permanently decreasing hydrogen diffusivity through the material
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to a trap-affected “effective” diffusivity value Deff . Additionally, these reversible trap

sites can act as a supply or reservoir for mobile hydrogen. When adjacent to regions with

lower chemical potential, such as triaxial stress fields ahead of crack tips, diffusion from

these reservoirs towards these regions is facilitated. This repartitioning may exacerbate

hydrogen embrittlement effects.8

”Irreversible” trapping sites, which have high trapping strength compared to energy

well depth, do not allow for any interaction. Therefore, irreversible sites reduce the

effective diffusivity of the material only until hydrogen concentration is sufficient to fill the

”saturable” irreversible traps, at which point the diffusivity ideally reverts to DL. Both

reversible and irreversible traps can reduce hydrogen diffusion through the bulk lattice by

introducing additional impediments to interstitial diffusion, but once irreversible traps

are filled, they no longer impede hydrogen travel.8, 9

Effective diffusivity is influenced both by trap binding energy and trap density.6 Low-

energy reversible traps may still have a large impact on effective diffusivity if trap density

is very high. The reverse is also true; a small number of traps may still influence diffusion

if binding energy is large. This can be described by Oriani’s trapping model, and is further

explored in Section 5.6.7.

As the microstructural features that act as traps (such as grain boundaries, inclusions,

dislocations, and other defects) often increase material strength by impeding dislocation

motion, there has been an observable correlation between high tensile strength and a

large degree of hydrogen trapping.10–13 The effective diffusivity value is also influenced

by hydrogen “fast paths” or “short circuit paths,” microstructural features such as

grain boundaries and dislocations that allow hydrogen to diffuse faster than it would

through interstitial random-jump migration in an ideal lattice.14–17 In particular, there

is general disagreement in literature on the impact of grain boundaries on diffusion;

several studies attribute an increase in Deff to grain boundaries providing fast diffusion

paths,16, 18–29 whereas other publications report the trapping effects of grain boundaries
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cause a decrease in Deff .
14, 30–36 This is also dependent on grain boundary type, with fast

diffusion traditionally speculated to occur along a well-connected network of high-angle

grain boundaries, while their low-angle or special counterparts impede diffusion.37

A summary of published effective diffusivity values for traditionally manufactured

17-4 PH in different heat treatment conditions is shown in Table 3.1. Each study used

electrochemical permeation to determine diffusivity through lag time analysis. Typical

heat treatments for wrought 17-4 PH include a solution annealing (SA) step followed by

subsequent peak-aging (PA) or over-aging (OA). These diffusivity values are several orders

of magnitude slower than those typically reported for BCC iron,38 which can be used as

an approximation for ideal diffusion in the nearly-identical BCT lattice in 17-4 PH due to

its low carbon content. This relatively slow diffusivity can be attributed to substantial

microstructural trapping. Chiang et al.39 observed a very slight decrease in diffusivity in

specimens that had been solution annealed and aged, compared to those that had only

been solution annealed; this was attributed to increased reversible trapping due to the

formation of coherent Cu-rich precipitates in the aging step. Tsay et al.40 also observed a

similar trend of decreased diffusivity upon aging, and also found that diffusivity decreases

even further upon over-aging due to increased trapping.

Table 3.1: Literature effective diffusivity values for 17-4 PH stainless steel. The post-
processing conditions are described using “SA” for solution annealed, “PA” for peak-aged,
and “OA” for over-aged. Each study used electrochemical permeation in conjunction with
lag time analysis to determine diffusivity.

Heat Treatment Method Deff (23◦C) [m2/s] Reference

SA Permeation 4.60 × 10−9 [39]

SA + PA Permeation 2.84 × 10−9 [39]

SA Permeation 2.74 × 10−8 [40]

SA + PA Permeation 9.70 × 10−9 [40]

SA + OA Permeation 8.10 × 10−9 [40]

SA + PA Permeation 2.30 × 10−9 [41]

In the past few years, initial explorations have been conducted into quantifying
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diffusivity of AM 17-4 PH. Alnajjar et al.41 employed electrochemical permeation to

examine the effective diffusivity of AM 17-4 PH manufactured using SLM and then peak-

aged without a HIP or solution annealing process, leading to a ferritic microstructure; it

was found that the AM 17-4 PH had slightly increased diffusivity compared to its wrought

counterpart, though both were within the same order of magnitude (approximately 10−8

cm2/s). The increase in diffusivity in the AM specimen was attributed to decreased

reversible trapping due to coarser grains. Additionally, Guennouni et al.42 used a finite

element model to evaluate hydrogen concentration profiles for wrought and L-PBF 17-4

PH after solution annealing and peak-aging, concluding that the AM specimens likely have

a diffusivity on the order of 10−8 cm2/s, while hydrogen diffusion through the wrought

material is an order of magnitude slower. Guennouni et al. speculated that this increase

was due to the finer martensite lath sizes and a higher amount of reversed austenite leading

to more austenite/martensite interfaces in the AM specimen; however, it should be noted

that austenite has an FCC crystal structure and is traditionally associated with slower

diffusion.3 Additionally, the finer martensite lath sizes are likely to increase reversible

trap density and slow diffusion. No experimental examination has been performed to

quantify the effective diffusivity of solution-annealed or matched-strength AM 17-4 PH.

3.4 Methods

3.4.1 Permeation Analysis

Effective hydrogen diffusivity can be determined through Devanathan-Stachurski-type

electrochemical permeation, as described by ASTM Standard G148-97.43, 44 The specimen

functions as a metal membrane between a charging cell, in which a cathodic current is

applied to cause hydrogen charging; and an extraction cell, which is anodically polarized to

enable hydrogen extraction through its oxidation without interference from other chemical

reactions. The metal membrane must have parallel opposing surfaces and a cross-section
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larger than the microstructural repeat distance to ensure that the permeation behavior

of the specimen reflects that of the bulk material. This combination of H charging and

extraction allows for the quantification of hydrogen permeation across the specimen

through the measurement of permeation current, or the current generated by the oxidation

of hydrogen atoms, over time.

When a sufficiently large overpotential in relation to the hydrogen evolution reaction

(HER) is applied to the charging cell, hydrogen permeation will increase over time in a

rise transient until steady state is achieved. When the charging current is decreased, the

rate of hydrogen permeation will also decrease until steady state is reached, resulting in a

decay transient.

These transients can be analyzed to determine the effective diffusivity Deff of a material

assuming bulk diffusion control. McBreen et al.45 derived the following solutions for rise

and decay transients based on Fick’s first law:

i− i0
i∞ − i0

=
2L√
πDeff

∞∑
n=0

exp

[
−(2n+ 1)2L2

4Defft

]
(rise transient) (3.1)

i− i∞
i0 − i∞

= 1− 2L√
πDeff

∞∑
n=0

exp

[
−(2n+ 1)2L2

4Defft

]
(decay transient) (3.2)

In these models, i is the measured current density at time t, i0 is the initial steady-state

current density at t = 0, i∞ is the final steady-state current density, and L is the specimen

thickness. The rise transient solution is based on the following assumptions:

1. Ct=0 = 0: no mobile H is present inside the specimen immediately before permeation.

2. Ccharging = Co: the H concentration on the charging side of the specimen is fixed at

a constant value Co, which is a function of the applied H overpotential or cathodic

potential.

3. Cextraction = 0: the H concentration on the extraction side of the specimen is fixed

at 0.
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The decay transient solution is based on the following assumptions:

1. Jt=0 = Jo: the hydrogen flux across the specimen is constant immediately before

permeation.

2. Ccharging = 0: the H concentration on the charging side of the specimen is fixed at 0.

3. Cextraction = 0: the H concentration on the extraction side of the specimen is fixed

at 0.

As curve fitting using these models can be arduous, a number of simplifications have been

proposed in literature. Zakroczymski outlined a simplified form of Equations 3.1 and 3.2

using a first-term approximation of each transient, as described for the rise transient in

Equation 3.3 and for the decay transient in Equation 3.4:46–48

log [(i− i1)t
0.5] = C − L2 log e

4Deff

· 1
t

(rise transient) (3.3)

log [(i2 − i)t0.5] = C − L2 log e

4Deff

· 1
t

(decay transient) (3.4)

in which i1 and i2 are the steady-state permeation current densities initially present in

the rise and decay transients, C is a constant, and L is specimen thickness. Effective

diffusivity can be calculated by treating Equations 3.3 and 3.4 as straight-line equations

of the form y = mx + b describing the linear regions of the rise and decay transients,

respectively. When log [(i− i1)t
0.5] (rise transient) or log [(i2 − i)t0.5] (decay transient) is

plotted versus 1/t, the slope m of the linear plot can be used to determine the effective

diffusivity:46

m = −L2 log e

4Deff

. (3.5)

In the majority of literature, diffusivity is calculated using the “lag time” or “breakthrough

time” method, where additional simplifications are made to allow the calculation of

diffusivity from the current density at either of two single time values as described in

ASTM G148-97.44 Equation 3.6 shows the method outlined to calculate diffusivity from
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the rise transient, derived from the relation of classical time lag to diffusion:43

Deff = L2/(6tlag), (3.6)

in which tlag (s) is the time at which the permeation current density is 63% of the steady-

state current density. The breakthrough time tbt, or the time at which the permeation

current density is 10% of the steady-state current density, can also be used to calculate

diffusivity:44

Deff = L2/(15.3tbt). (3.7)

However, since these two methods are both based on single time values, they are more

susceptible to noise or other variations in the data. For this reason, it is often useful to

use the breakthrough or lag time methods in conjunction with more rigorous analysis

methods such as curve fitting.

The initial permeation experiment for each specimen reflects H interactions with

irreversible and reversible trap states as well as lattice and fast path diffusion. Subsequent

permeation experiments on the same specimen often return increased effective diffusivity

values, reflecting the occupation of irreversible trap states. Due to this phenomenon,

sequential permeation runs on each specimen are useful in evaluating the degree and

influence of irreversible trap states on H diffusion in a material.43, 44 Figure 3.1 provides

a summary of the different methods of sequential permeation experiments as well as

examples of experimental transients from wrought 17-4 PH foil obtained through each

method.

Electrochemical permeation (EP) experiments to quantify Deff were performed on

square specimens (thickness of 0.4-0.7 mm) using the Devanathan-Stachurski method per

ASTM G148-97.43, 44 The thickness of the foil was chosen based on average grain size

of the specimen in order to ensure diffusion control. As the 0.4-0.7 mm thickness is, at

minimum, 36 times the average grain size (which ranges from 3-7 microns in weighted
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diameter measurements, and 6-11 microns in unweighted measurements), the permeation

experiments can adequately account for grain boundary trapping. Additionally, as Cu-rich

precipitates have a count density around 10−5 precipitates/nm3, this thickness is sufficient

to account for the trapping effects of 1014 precipitates for every square centimeter of the

material. This allows for measured diffusivity to reflect a trap-affected bulk diffusion

process in 17-4 PH, a heavily trap-rich quenched and tempered alloy.

Both sides of the EP experiment used 0.1 M NaOH solution, a Pt-coated Nb mesh as

the counter electrode, and a Hg/HgSO4 (MMSE) reference electrode. Each EP experiment

involved a rise transient immediately followed by a decay transient. For the rise transient,

the reduction side of the EP experiment was step polarized to -2.0 VMMSE, while the

oxidation side was held at -0.4 VMMSE; the same oxidation side conditions were employed

for the decay experiment, but the applied potential on the reduction side was increased

to -1.4 VMMSE. In order to examine the effects of reversible trapping on diffusivity, this

process was repeated to produce a second rise and decay transient sequence. Deff was

then calculated from the rise transient using three methods: curve fitting, lag time, and

breakthrough time.43, 44, 49 The decay transient was analyzed in further detail using the

curve fitting method. A schematic illustrating these analysis approaches and relevant

equations is shown in Figure 3.2. Multiple calculation methods were employed to eliminate

any bias from the commonly used single-time methods.

In order to gain insight into the effects of temperature and charging potential on

permeation in 17-4 PH, additional permeation experiments were conducted on as-received

0.076 mm-thick 17-4 PH foils. The foils were provided by McMaster-Carr in the annealed

condition in accordance with ASTM A69350 and were cut into specimens approximately 3

cm by 3 cm in area. The experimental setup is the same as previously described, with

0.1M NaOH solution, Pt-coated Nb mesh counter electrodes, and Hg/HgSO4 (MMSE)

reference electrodes on both sides of the permeation experimental setup. The permeation

setup was placed inside a temperature-controlled chamber, and sequential rise and decay

79



CHAPTER 3. DETERMINATION OF EFFECTIVE HYDROGEN DIFFUSIVITY

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm2) 107

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay0

1

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

data
fit

Rise Transient

data
fit

Decay Transient

0

1

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

data
fit

Rise Transient

data
fit

Decay Transient

0

1

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

data
fit

Rise Transient

data
fit

Decay Transient

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

theoretical data
theoretical fit

theoretical data
theoretical fit

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm2) 107

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm2) 107

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay

Theoretical Rise Theoretical Decay

0

0.2

0.4

0.6

0.8

1

W PA
AM HIP+SA+PA
AM HIP+PA

0 1 2 3 4
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

W OA
AM HIP+SA+OA

0 1 2 3 4
t/L 2 (s/cm2) 107

No
rm

al
iz

ed
 C

ur
re

nt
 D

en
si

ty

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay0

0.2

0.4

0.6

0.8

1

W PA
AM HIP+SA+PA
AM HIP+PA

0 1 2 3 4
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

W OA
AM HIP+SA+OA

0 1 2 3 4
t/L 2 (s/cm2) 107

No
rm

al
iz

ed
 C

ur
re

nt
 D

en
si

ty

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay

Time Time

Figure 3.2: An example of the analysis methods used to determine effective diffusivity from
theoretical rise and decay transients. The rise transient is analyzed through the following
(from top equation to bottom equation): curve fitting, lag time, and breakthrough time.
The decay transient is analyzed through curve fitting.

transients were performed and analyzed as previously described.

Another approximately 3 cm by 3 cm specimen was excised from the same 0.076

mm-thick foil to examine the effects of charging potential on diffusivity. The specimen

was then used in the same electrochemical permeation setup, and underwent step-wise

charging. The specimen was polarized to -0.4 VMMSE on the oxidation side and underwent

an initial 30-minute polarization to -1.4 VMMSE on the reduction size for background, after

which the applied potential on the reduction side was held for sequential 30-minute periods

at -1.6, -1.7, -1.8, -1.9, and -2.0 VMMSE as depicted in Figure 3.1. Each rise transient was

analyzed as described in Figure 3.2.

3.4.2 Isothermal TDS

Hydrogen diffusion through a metal can be observed using thermal desorption spectroscopy

(TDS), which involves controlled temperature programming in an ultrahigh vacuum

environment to induce thermal desorption of adsorbed hydrogen in lattice and reversible

trap sites.51 When a pre-charged metal is held at a constant elevated temperature in a

vacuum, bulk diffusion of hydrogen atoms is induced by the increase in thermal energy as
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Figure 3.3: Theoretical hydrogen pressure and total hydrogen concentration for isothermal
TDS.8 The half-time t1/2 is depicted.

well as the large concentration gradient between the sample interior and the surface, where

H concentration goes to zero. This allows for characterization of the effective hydrogen

diffusivity of the bulk material.8, 52 Additionally, if the temperatures are sufficiently

high that the effects of re-trapping are minimized, the effective diffusivity of hydrogen

in the bulk material can be assumed to approach ideal lattice diffusivity as temperature

increases.9

Isothermal TDS employs a quadrupole mass spectrometer to measure hydrogen partial

pressure, providing a hydrogen pressure versus time curve at a constant temperature. The

quantity of total hydrogen that egresses from the sample can be determined by integrating

a fit of the curve or by using a trapezoidal approximation to estimate the area under the

curve. The half-time of hydrogen egression (t1/2), or the time at which half the hydrogen

has egressed from the material, can be determined using this integration or approximation.
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Figure 3.3 shows a theoretical example of half-time analysis in isothermal TDS data.8

By assuming that hydrogen diffusion coefficient is independent of hydrogen concentra-

tion, Iacoviello et al.52 developed a model to calculate effective hydrogen diffusivity using

the half-time of hydrogen egression (t1/2). This approach is derived from a solution of

Fick’s equation for flat specimens, and can be simplified to Equation 3.8:

Deff = 0.0492L2/t1/2, (3.8)

in which L is sample thickness, and Deff is the effective diffusivity coefficient for hydrogen

in the material, taking into account the effects of trap sites in equilibrium with the lattice.

Once each high-temperature effective diffusivity value has been calculated, the room-

temperature effective diffusivity value can be determined. The temperature dependence

of effective diffusivity takes the form of an Arrhenius relationship:8

Deff = D0,eff exp (−Eact/RT ), (3.9)

in which D0,eff is a pre-exponential factor, Eact is the activation temperature of bulk H

diffusion, R is the gas constant, and T is absolute temperature. When multiple isothermal

TDS experiments are performed at different temperatures, the effective diffusivity of

hydrogen in the bulk material at room temperature can be determined using linear

regression of a plot comparing lnDeff to 1/T , as seen in Figure 3.4. The activation energy

of bulk H diffusion, Eact, can also be calculated using Equation 3.9 and can provide insight

on diffusion behavior through the lattice.

As this model is derived from Fick’s first law, there is an assumption of one-dimensional

diffusion; therefore, this approach is valid for specimens with thickness dimensions sig-

nificantly smaller than height and width dimensions. In addition, the model described

by Equation 3.9 assumes that desorption is diffusion-limited; this assumption can be
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confirmed using Kissinger’s model as detailed in Section 5.4.1.

Isothermal TDS experiments were performed in collaboration with Emilio Mart́ınez-

Pañeda and Alfredo Zafra at Imperial College of London. 0.5-mm thick specimens were

charged at -1.1 VSCE in deaerated 0.6M NaCl at 55◦C for 24 hours to achieve saturation.

After a post-charging rest period of 25 minutes to eliminate surface hydrogen, specimens

were held at 22, 50, 75, and 100◦C in a thermal desorption chamber until the desorption

rate approached zero; the necessary time to desorb the majority of the hydrogen varied

depending on temperature, from 3 hours at 100◦C to around 40 hours at 22◦C. Isothermal

TDS results were then analyzed using Equation 3.8, and the Arrhenius-type temperature

dependence was calculated.

3.5 Results

3.5.1 Bulk Effective Diffusivity

An example of the charging overpotential sequence and corresponding changes in current

density can be seen in Figure 3.5, which presents rise and decay transients for the AM

HIP+SA+OA specimen. It is clear that the charging overpotential is sufficiently large to

induce the desired permeation behavior.

The thickness-normalized initial hydrogen flux rise and decay transients for each

evaluated material condition are shown in Figure 3.6 (solid lines), along with the curve fits

(dashed lines) calculated as described in Figure 3.2. These data demonstrate consistently

more rapid permeation in the AM materials relative to comparable wrought alloys,

suggesting an increased Deff . Interestingly, the permeation behavior also depends on

the post-build heat treatment, as the HIP+SA+PA AM condition reached steady state

permeation more slowly than the HIP+PA AM material. These trends remained consistent

through sequential rise and decay transients.
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Figure 3.5: Electrochemical permeation charging potential (top) and measured exit current
density (bottom) for AM HIP+SA+OA, showing rise and decay transients corresponding
to large and small overpotentials, respectively.

The calculated Deff for each transient/material combination using the lag time, break-

through time, and curve fit methods (Figure 3.2) are shown in Figure 3.7 and Table 3.2.

For a given material, the lag time approach generally yields increased Deff values compared

to the breakthrough time method; the lag time and curve fit analysis results are similar,

consistent with trends reported in previous literature.53, 54 All four employed analysis

methods result in the same AM vs. wrought trends. Specifically, the AM diffusivity is

increased by an average of ∼3-fold for the HIP+SA+PA and HIP+SA+OA conditions

compared to their wrought counterparts, and an average of ∼5-fold for the HIP+PA

condition. Literature-reported Deff values39–41, 55 for wrought 17-4 PH fall between 2.84-

9.70×10−9 cm2/s for both peak-aged and over-aged conditions, which is in good agreement

with the Deff values determined for wrought 17-4 PH in the current study. It should

be noted that only one permeation sequence was performed per condition except AM

HIP+SA+OA, limiting statistical analysis of the results. However, large test matrices

85



CHAPTER 3. DETERMINATION OF EFFECTIVE HYDROGEN DIFFUSIVITY

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm2) 107

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay0

1

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

data
fit

Rise Transient

data
fit

Decay Transient

0

1

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

data
fit

Rise Transient

data
fit

Decay Transient

0

1

N
or

m
al

iz
ed

 C
ur

re
nt

 D
en

si
ty

data
fit

Rise Transient

data
fit

Decay Transient
N

or
m

al
iz

ed
 C

ur
re

nt
 D

en
si

ty

theoretical data
theoretical fit

theoretical data
theoretical fit

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm2) 107

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8
t/L 2 (s/cm2) 107

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay

Theoretical Rise Theoretical Decay

0

0.2

0.4

0.6

0.8

1

W PA
AM HIP+SA+PA
AM HIP+PA

0 1 2 3 4
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

W OA
AM HIP+SA+OA

0 1 2 3 4
t/L 2 (s/cm2) 107

No
rm

al
iz

ed
 C

ur
re

nt
 D

en
si

ty

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay0

0.2

0.4

0.6

0.8

1

W PA
AM HIP+SA+PA
AM HIP+PA

0 1 2 3 4
t/L 2 (s/cm 2) 107

0

0.2

0.4

0.6

0.8

1

W OA
AM HIP+SA+OA

0 1 2 3 4
t/L 2 (s/cm2) 107

No
rm

al
iz

ed
 C

ur
re

nt
 D

en
si

ty

Peak-Aged Rise Peak-Aged Decay

Over-Aged Rise Over-Aged Decay

Figure 3.6: Normalized hydrogen permeation rise and decay transients for wrought (W)
and additively manufactured (AM) 17-4 PH specimens in the peak-aged (top) and over-
aged (bottom) conditions. Solid lines correspond to the measured permeation data, while
the dashed lines represent the curve fit results. The comparatively rapid permeation
behavior in AM is reproduced in both rise and decay transients for each heat treatment.
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Figure 3.7: Effective diffusivity values for wrought and AM 17-4 PH across heat treatment
conditions, calculated using the breakthrough time, lag time, and curve fit methods. AM1

represents the HIP+SA conditions and AM2 represents the non-solution annealed HIP
conditions. Breakthrough and lag time methods were applied to the initial rise transient;
the curve fit method was used for both initial rise and decay transients.

conducted independently on iron and steel alloys by Zafra,56 Svoboda,57 and Zhang58

indicate that the error in calculated diffusivities from electrochemical permeation is be-

tween 8-14%. Therefore, given that the AM and wrought best fit effective diffusivities

differ by more than 50%, these prior literature reports strongly suggest that the observed

differences in Figure 3.7 are not attributable to experimental scatter.

The isothermal TDS desorption peaks for each specimen condition and temperature

are shown in Figure 3.8. It is apparent that the wrought specimens have a higher global

concentration of hydrogen based on increased peak height and tail width. The effective

diffusivity values calculated at each temperature are displayed in Figure 3.9, and the

room temperature effective diffusivity obtained from TDS is compared to the values

calculated through electrochemical permeation in Table 3.3. Both methods indicate a

consistent increase in effective hydrogen diffusivity in the AM specimens compared to
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Table 3.2: Summary of all permeation data for each 17-4 PH specimen, with effective
diffusivity calculated using breakthrough (BT) time, lag time, and curve fitting methods.
Initial rise and decay are labeled “R/D 1”, and subsequent rise and decays are labeled
“R/D 2”. Charging and extraction potential vs. Hg/HgSO4 reference electrode is also
labeled.

Specimen R/D R/D # Pot. (VMMSE)
Deff (23◦C) [cm2/s]

BT Lag Fit

W Peak-Aged

Rise 1 -2.0 1.50× 10−9 3.83× 10−9 1.50× 10−9

Decay 1 -1.4 - - 3.37× 10−9

Rise 2 -2.0 4.96× 10−9 5.14× 10−9 6.95× 10−9

Decay 2 -1.4 - - 4.18× 10−9

AM HIP+SA+PA
Rise 1 -2.0 1.57× 10−8 7.57× 10−9 7.63× 10−9

Decay 1 -1.4 - - 1.25× 10−8

AM HIP+PA

Rise 1 -2.0 8.27× 10−9 1.50× 10−8 1.34× 10−8

Decay 1 -1.4 - - 2.25× 10−8

Rise 2 -2.0 2.19× 10−8 1.78× 10−8 1.78× 10−8

Decay 2 -1.4 - - 2.36× 10−8

W Over-Aged

Rise 1 -2.0 3.71× 10−9 4.57× 10−9 4.82× 10−9

Rise 1 -2.0 3.83× 10−9 5.23× 10−9 8.64× 10−9

Decay 1 -1.4 - - 5.00× 10−9

Rise 2 -2.0 3.26× 10−9 4.54× 10−9 4.33× 10−9

AM HIP+SA+OA (XZ)

Rise 1 -2.0 9.87× 10−9 1.94× 10−8 8.34× 10−9

Decay 1 -1.4 - - 1.14× 10−8

Rise 2 -2.0 1.42× 10−8 2.22× 10−8 1.45× 10−8

Decay 2 -1.4 - - 1.76× 10−8

AM HIP+SA+OA (XY)

Rise 1 -2.0 6.54× 10−9 7.26× 10−9 6.59× 10−9

Decay 1 -1.4 - - 1.00× 10−8

Rise 2 -2.0 7.04× 10−9 7.27× 10−9 7.10× 10−9

Decay 2 -1.4 - - 1.03× 10−8
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Figure 3.8: Isothermal TDS desorption rate versus time data for peak-aged (left) and
over-aged (right) specimens, at temperatures between 22 and 100◦C.

their wrought counterparts in both conditions; however, the difference between AM and

wrought specimens is less dramatic in the TDS results than in the permeation results.

Additionally, the diffusivity values calculated for the XY and XZ direction of the AM

HIP+SA+OA specimens are extremely similar, indicating isotropic diffusion behavior.

The temperature dependence of diffusivity from isothermal TDS can be modeled

using an Arrhenius-type relationship, as described in Equation 9. From this relationship,

activation energy of diffusion Eact and pre-exponential material constant D0 can be

calculated, as seen in Table 3.4. As there is a break point in the fit around 80◦C, the

activation energy and pre-exponential constant including and excluding data beyond that

break point (i.e. at 100◦C) are presented. In both cases, the pre-exponential constant and

89



CHAPTER 3. DETERMINATION OF EFFECTIVE HYDROGEN DIFFUSIVITY

2.5 3 3.5
1/T (K-1) 10-3

10-8

10-7

D
ef

f (c
m

2 /s
)

-20

-19.5

-19

-18.5

-18

-17.5

-17

-16.5

-16

-15.5

ln
(D

ef
f)

W Over-Aged
AM HIP+SA+OA XZ
AM HIP+SA+OA XY

2.5 3 3.5
1/T (K-1) 10-3

10-8

10-7

D
ef

f (c
m

2 /s
)

-20

-19.5

-19

-18.5

-18

-17.5

-17

-16.5

-16

-15.5

ln
(D

ef
f)

W Over-Aged
AM HIP+SA+OA XZ
AM HIP+SA+OA XY

2.5 3 3.5
1/T (K-1) 10-3

10-8

10-7

D
ef

f (c
m

2 /s
)

-20

-19.5

-19

-18.5

-18

-17.5

-17

-16.5

-16

-15.5

ln
(D

ef
f)

W Peak-Aged
AM HIP+SA+PA
AM HIP+PA

2.5 3 3.5
1/T (K-1) 10-3

10-8

10-7

D
ef

f (c
m

2 /s
)

-20

-19.5

-19

-18.5

-18

-17.5

-17

-16.5

-16

-15.5

ln
(D

ef
f)

W Peak-Aged
AM HIP+SA+PA
AM HIP+PA

Peak-Aged Over-Aged

Figure 3.9: Effective diffusivity values calculated from isothermal TDS versus temperature
for peak-aged (left) and over-aged (right) specimens. Linear fits are denoted by dashed
lines.

Table 3.3: Comparison between diffusivity calculated using electrochemical permeation
and through isothermal TDS.

Specimen Build
Deff (23◦C) [cm2/s]

Perm (Rise 1) Perm (Decay 1) TDS

Peak-Aged

Wrought 1.40× 10−9 5.54× 10−9 4.56× 10−9

AM 7.63× 10−9 1.25× 10−8 6.10× 10−9

AM (non-SA) 1.34× 10−8 2.25× 10−8 5.93× 10−9

Over-Aged
Wrought 4.82× 10−9 5.00× 10−9 3.61× 10−9

AM 6.59× 10−9 1.00× 10−8 6.12× 10−9
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Table 3.4: Activation energy and D0 values for AM and wrought 17-4 PH based on
Arrhenius-type evaluation of the TDS data, both including and excluding the data at
100◦C to account for high-temperature trapping.

Specimen
Eact (kJ/mol) D0 (cm2/s)

Incl. 100◦C Excl. 100◦C Incl. 100◦C Excl. 100◦C

W PA 39.64 41.98 4.82× 10−2 1.20× 10−1

AM HIP+SA+PA 42.37 44.94 1.99× 10−1 5.39× 10−1

AM HIP+PA 41.78 43.22 1.53× 10−1 2.67× 10−1

W OA 40.93 44.08 6.51× 10−2 2.21× 10−1

AM HIP+SA+OA 42.95 45.72 2.56× 10−1 7.47× 10−1

the activation energy for diffusion through AM specimens are slightly higher compared to

the wrought.

3.5.2 Charging Potential Dependence

The sequence of permeation rise transients resulting from step-wise charging potential

increases in the 0.076 mm-thick wrought 17-4 PH foils is shown in Figure 3.10. There

is a clear increase in current density with more negative charging potentials, as well a

steeper and larger transient. This can be contrasted with the step-wise sequence for the

0.58 mm-thick AM 17-4 PH in the HIP+SA+OA condition shown in Figure 3.11.

Figure 3.12 shows the effective diffusivity values for the wrought 17-4 PH foil and the

AM HIP+SA+OA specimen at each potential, calculated using the curve fit method. If

the charging potential and the log value of the correlating effective diffusivity (calculated

using the curve fit method) are assumed to be linearly related, the dependence of effective

diffusivity on charging overpotential ηch can be calculated using the method described by

Thomas et al.8 for the foil:

log(Deff) = −2.73ηch − 9.2, (3.10)
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Figure 3.10: Entrance potential (top) and permeation curves (bottom) for step-wise
permeation of the 0.076 mm thick wrought 17-4 PH foil in the as-received condition.
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Figure 3.11: Entrance potential (top) and permeation curves (bottom) for step-wise
permeation of the 0.58 mm thick AM HIP+SA+OA 17-4 PH specimen.
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Figure 3.12: Effective diffusivity versus overpotential for wrought 17-4 PH foil of thickness
0.076 mm and AM HIP+SA+OA with thickness 0.58 mm.

and for the thicker AM HIP+SA+OA specimen:

log(Deff) = −1.30ηch − 8.2. (3.11)

Correlation between hydrogen diffusivity and charging potential has been observed in

literature.8, 59 However, the discrepancy in the behavior of the two specimens should be

noted. Not only do these results follow the trend of faster diffusion in the AM specimen

compared to the wrought, but this also establishes a stronger correlation between charging

conditions and diffusivity for the thinner foil than for the thicker specimen. Though the

exact mechanism behind this difference is unclear, it is likely due to the order-of-magnitude

change in thickness, and demonstrates that the charging potentials used in this study are

sufficient to fully saturate the specimens with thickness values at or greater than 0.5 mm.
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3.5.3 Temperature Dependence

Each rise and decay transient for the wrought 17-4 PH foil, from 25-80◦C, can be seen in

Figure 3.13. The data was smoothed using the moving average and fit to Equations 3.1

and 3.2 as shown. There is an increase in slope in the permeation transients as temperature

is increased, corresponding to an increase in effective diffusivity. Effective diffusivity values

for each permeation transient calculated via curve fitting, breakthrough time, and lag

time methods are listed in Table 3.5.

The curve fit effective diffusivities are plotted against temperature for each rise and

decay transient in Figure 3.14. There is a clear break point around 40◦C in both the rise

and decay transients, after which the slope of the diffusivity versus temperature data

becomes much less steep, nearly plateauing. This is likely due to the influence of reversible

traps being eliminated as temperature increases.60 This will cause a drastic decrease in

the activation energy for diffusion; while the calculated activation energy for the decay

transient below 40◦C is 108-113 kJ/mol, the activation energy above 40◦C is 6-8 kJ/mol.

Additionally, while the first and second decay transients are very similar, there is some

scatter between the first and second rise transients. This is attributable to surface effects

and initial trapping effects accompanying the first rise transient.

3.6 Discussion

It is pertinent to consider the origins of the faster diffusivity and lower diffusible hydrogen

concentration found in AM 17-4 PH compared to its wrought counterpart. These differences

in hydrogen behavior can theoretically be credited to either a decrease in reversible

trap states or the existence of a fast diffusion pathway in the AM alloys. The specific

microstructural features that may influence these behaviors are addressed in subsequent

chapters.

There is precedent in literature for AM alloys to display an increased effective diffusivity
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Figure 3.13: Rise and decay EP curves and curve fits for wrought 17-4 PH foil at
temperatures ranging from 25-80◦C.
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Table 3.5: Summary of all temperature-controlled W 17-4 PH foil permeation data, with
effective diffusivity calculated using breakthrough (BT) time, lag time, and curve fitting
methods. Initial rise and decay are labeled “R/D #1”, and subsequent rise and decays are
labeled “R/D #2”. Charging and extraction potential vs. Hg/HgSO4 reference electrode
is also labeled.

Specimen R/D R/D # Pot. (VMMSE)
Deff (23◦C) [cm2/s]

BT Lag Fit

35◦C

Rise 1 -2.0 1.14× 10−8 7.55× 10−9 6.94× 10−9

Decay 1 -1.4 2.75× 10−9 3.75× 10−8 1.92× 10−8

Rise 2 -2.0 3.19× 10−8 1.61× 10−8 1.62× 10−8

Decay 2 -1.4 3.31× 10−9 4.30× 10−8 2.25× 10−8

40◦C

Rise 1 -2.0 7.03× 10−8 2.74× 10−8 2.96× 10−8

Decay 1 -1.4 6.85× 10−9 6.32× 10−8 3.65× 10−8

Rise 2 -2.0 5.20× 10−8 2.02× 10−8 2.03× 10−8

Decay 2 -1.4 6.60× 10−9 6.12× 10−8 3.53× 10−8

45◦C

Rise 1 -2.0 6.90× 10−8 2.71× 10−8 2.91× 10−8

Decay 1 -1.4 6.30× 10−9 6.37× 10−8 3.58× 10−8

Rise 2 -2.0 7.75× 10−8 3.01× 10−8 3.32× 10−8

Decay 2 -1.4 6.33× 10−9 6.33× 10−8 3.57× 10−8

50◦C

Rise 1 -2.0 6.78× 10−8 2.44× 10−8 2.50× 10−8

Decay 1 -1.4 6.20× 10−9 6.28× 10−8 3.52× 10−8

Rise 2 -2.0 7.30× 10−8 2.50× 10−8 2.51× 10−8

Decay 2 -1.4 6.31× 10−9 6.33× 10−8 3.57× 10−8

60◦C

Rise 1 -2.0 3.36× 10−8 1.09× 10−8 1.09× 10−8

Decay 1 -1.4 4.45× 10−9 3.81× 10−8 2.25× 10−8

Rise 2 -2.0 5.27× 10−8 6.41× 10−10 2.15× 10−8

Decay 2 -1.4 7.96× 10−9 8.96× 10−8 4.95× 10−8

70◦C

Rise 1 -2.0 1.27× 10−7 1.73× 10−9 5.39× 10−8

Decay 1 -1.4 9.51× 10−9 8.20× 10−8 4.81× 10−8

Rise 2 -2.0 7.91× 10−8 2.86× 10−8 3.03× 10−8

Decay 2 -1.4 9.35× 10−9 8.06× 10−8 4.73× 10−8

80◦C

Decay 1 -1.4 9.49× 10−9 8.13× 10−8 4.79× 10−8

Rise 2 -2.0 5.84× 10−8 1.62× 10−8 1.75× 10−8

Decay 2 -1.4 4.56× 10−10 7.80× 10−8 4.42× 10−8
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Figure 3.14: Temperature versus effective diffusivity for wrought foil permeation. Note a
break in the slope continuity at around 40◦C, attributable to low-temperature trapping.

relative to their wrought counterparts. Lin et al.61 observed a four-fold increase in

diffusivity in SLM 316L compared to its wrought counterpart, attributed to fast diffusion in

sub-grain boundaries in the AM specimen. Studies characterizing the hydrogen diffusivity

of AM 17-4 PH have shown a range of two-fold41 to ten-fold42 increases in effective

diffusivity with varying post-processing parameters and methodology.

The increase in diffusivity observed in this work aligns well with that shown by Alnajjar

et al. on SLM 17-4 PH,41 though unlike in the study performed by Alnajjar et al., the

specimens in this work underwent a HIP and solution annealing heat treatment. As

the HIP and solution annealing process serves to eliminate processing defects, such as

lack-of-fusion zones, and to homogenize the microstructure, this similarity may indicate

that other microstructural features beyond processing defects and grain shape play a role

in determining diffusivity. Alnajjar et al. speculate that this is due to additional trap

sites in the wrought specimen, such as grain boundaries and precipitates.

Comparison between initial and second rise permeation transients allows for insight

into the degree of irreversible trapping, as an increase in peak current density from first to

second rise transient suggests that irreversible trap sites are being filled. In Figure 3.15,

there is a clear increase in maximum current density between the first and the second
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Figure 3.15: First (left) and second (right) rise transients for wrought over-aged (top) and
AM HIP+SA+OA (bottom) specimens.

rise transient of both the wrought and the AM specimen, suggesting the presence of

irreversible trap sites in both wrought and AM specimens that are filled upon the second

rise.

The break points in the temperature-diffusivity relationships observed in isothermal

TDS and variable-temperature permeation also provide insight into trapping behavior. The

reduction in diffusion coefficient at lower temperatures seen in both analyses is common

in literature, and has been attributed to trapping at lower temperatures.5, 60, 62 The break

point temperatures observed in permeation and TDS are both below the temperature at

which the preferential occupation site for interstitial hydrogen in BCC iron transitions

from tetrahedral (below 100◦C) to octahedral (above 100◦C).3

The difference in break point temperature between the isothermal TDS and foil
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permeation is possibly attributable to specimen post-processing and geometry. The

variable-temperature permeation was conducted on foils without an aging heat treatment

to enable copper precipitation, leading to a difference in trap states between the two

experiments. Additionally, the thickness of the wrought permeation foils was nearly an

order of magnitude lower than the thickness of the TDS specimens.

The activation energy of migration Eact found using isothermal TDS is slightly higher

than the approximate value associated with BCC α-Fe,62 likely due to impurities and

other hydrogen traps associated with steel. When the data at 100◦C after the break point

are excluded from the Arrhenius fit, the activation energy value increases, as is expected

due to exclusion of the high temperatures that correspond to less trapping and therefore

lead to lower activation energies.

It is also important to discuss the difference between diffusivity calculated through

electrochemical permeation and through thermal desorption spectroscopy. The greatest

discrepancy between the two is the diffusivity in the AM HIP+PA specimen, which is

markedly faster in the permeation results but similar to AM HIP+SA+PA in the TDS

results. In a study comparing the variability of electrochemical permeation and TDS used

to analyze the diffusivity of cold-rolled pure iron, Zafra et al. found that diffusivity values

obtained using thermal desorption spectroscopy had a much lower coefficient of variance

compared to the permeation values.56 This is attributed to the influence of assumed

electrochemical boundary conditions on permeation analysis. The investigation considers

both first and second permeation rise transients so as to account for the effects of trapping.

Though analysis of the first rise transient was highly variable, the second rise transient and

TDS results were similar, and the second rise transient showed a coefficient of variation

that was nearly as low as that of TDS. The study did not include an analysis of decay

transients, which tend to have less variation than rise transients as seen in Figure 3.14.

This may suggest that the discrepancy in diffusivities calculated using different techniques

seen in the current study is due to differences in the assumed surface conditions in the
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electrochemical permeation analysis and the actual surface conditions.

3.7 Conclusions

This chapter provides crucial insights into the diffusion behavior of additively manufactured

(AM) 17-4 PH compared to its traditional wrought incumbent. The investigation focuses

on a comprehensive comparison of effective hydrogen diffusivity through electrochemical

permeation and thermal desorption spectroscopy for both wrought and additively manu-

factured 17-4 PH alloys in peak-aged and over-aged conditions. The findings demonstrate

that the AM alloys consistently exhibit increased effective hydrogen diffusivity compared

to their wrought counterparts across all heat treatment conditions and analysis methods.

This conclusion is in agreement with previous literature on AM alloys.

An examination of sequential permeation rise transients and the identification of a

break point in the diffusivity-temperature relationship underscore a notable influence

of reversible trapping in both alloys. This comparative analysis provides insight on

the nuanced diffusion characteristics of AM alloys, emphasizing their distinct hydrogen

behavior relative to traditional wrought materials.
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Chapter 4

Diffusible and Total Hydrogen

Concentration Analysis

4.1 Overview

An analysis of diffusible and total hydrogen concentration is performed on wrought

and AM 17-4 PH stainless steel using the barnacle cell technique and LECO hydrogen

analysis, respectively. The key conclusion drawn from the barnacle cell analysis is that

wrought specimens consistently exhibit higher diffusible hydrogen concentrations than

AM counterparts over the same range of hydrogen charging overpotentials, indicating

that the wrought specimens may have a higher density of reversible hydrogen traps.

Relationships between hydrogen concentration and effective diffusivity are examined

across different methods. However, LECO hydrogen analysis shows an increase in total

hydrogen concentration in the AM specimens compared to the wrought, suggesting that

the AM specimens may have a higher density of irreversible trap sites. These results

indicate that the increased effective diffusivity found in the AM specimens is derived from
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a decrease in reversible trapping.

4.2 Background

Characterization of hydrogen concentration in a metallic alloy can provide insight into

microstructural hydrogen trapping within the material. The total hydrogen content in

an alloy is the sum of hydrogen in the lattice as well as hydrogen bound and trapped

in microstructural features.1 These microstructural features can act as “reversible” or

“irreversible” traps depending on the binding energy of hydrogen to the traps.2, 3 Lower

binding energy features are considered reversible traps and the hydrogen in these traps is

in equilibrium with lattice hydrogen, consistently lowering the rate of hydrogen diffusion

through the material. The sum of lattice and reversibly trapped hydrogen concentration

is termed “diffusible” hydrogen, and can be detected through a variety of thermal or

electrochemical methods. Features with higher binding energy, or irreversible traps, are not

in equilibrium with lattice hydrogen and reduce diffusivity until the traps are saturated.4, 5

As it takes much more thermal energy to detrap hydrogen from these irreversible traps,

methods to measure irreversibly trapped hydrogen tend to be destructive.

Hydrogen concentration has also been theorized to affect diffusion behavior within

the same material, i.e. excluding differences in trapping. Kirchheim et al.6 observed a

dependence of effective hydrogen diffusivity on hydrogen concentration in nanocrystalline

palladium. The authors speculate that as hydrogen concentration increases, diffusivity

also increases due to saturation of low energy sites. When some critical concentration

is reached, these low energy sites are all occupied and hydrogen mobility is reduced

due to H-H interactions, causing diffusivity to reach a maximum and then decrease as

concentration surpasses this critical value.

Interactions with microstructural features also impact the effects of concentration

on diffusion. Du et al.7 performed Kinetic Monte Carlo analyses of the concentration-
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diffusivity relationship in BCC Fe, specifically examining diffusion along grain boundaries.

The authors concluded that, at low concentrations, hydrogen is confined to the grain

boundary interface and diffuses slowly compared to the bulk lattice, and as concentration

increases, that interface diffusivity may decrease even further due to blockage of available

interstitial sites and repulsive H-H interactions. However, as the interface sites reach full

coverage, diffusivity actually increases due to the dominance of bulk hydrogen diffusion

away from boundaries.

Additionally, even small amounts of mobile hydrogen in the bulk lattice can diffuse to

high-stress regions, such as the fracture process zone near a crack tip, and impact fracture

behavior.8 This can be less than 1 ppm with perfect lattice solubility, or 1-2 ppm if

reversible trapping is involved. Increased hydrogen concentration can serve to reduce the

threshold for crack propagation for internal hydrogen-assisted cracking.9 For this reason,

characterization of hydrogen concentration can provide insight into H-assisted failure.

4.3 Methods

4.3.1 Barnacle Cell Technique

The barnacle cell (BC) hydrogen extraction technique, described by ASTM F1113-87,

can be used to measure diffusible hydrogen concentration and characterize hydrogen

adsorption behavior as a function of H overpotential.10–12 This method was adapted from

Devanathan-Stachurski permeation, and involves extraction of hydrogen from one side of a

fully H-charged specimen. This is achieved by polarizing the specimen to a potential above

the reversible hydrogen potential in order to oxidize the exiting hydrogen. The resultant

diffusion from the pre-charged specimen can be modeled using a solution to Fick’s second

law with the following boundary conditions as outlined by Bockris et al.,13 where C is

hydrogen concentration, x is distance into the specimen, L is specimen thickness, and t is

time:
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1. ∂C
∂x

= 0, x = 0, t ≥ 0: There is no concentration gradient at the non-exit surface of

the specimen.

2. C = 0, x = L, t > 0: The concentration of hydrogen at the exit surface is zero

during extraction.

3. C = C0, 0 < x < L, t ≤ 0: Initial H concentration within the specimen is uniform

and fixed at a constant value C0.

These boundary conditions can be used to provide a Laplace transform-based solution to

Fick’s second law to get diffusible hydrogen concentration CH,diff:
13

CH,diff(x, t) = C0 − C0

∞∑
n=0

(−1)nerfc
(2n+ 1)L− x

2
√
Defft

− C0

∞∑
n=0

(−1)nerfc
(2n+ 1)L+ x

2
√
Defft

.

This can be used in conjunction with Fick’s first law to produce:

Jt
zF

= CH,diff

√
Deff

πt

(
1−

∞∑
n=0

(−1)n exp

[
−(n+ 1)2L2

Defft

])
,

where Jt is the measured oxidation current density, z = 1 eq/mol is the charge associated

with the H oxidation reaction, F is Faraday’s constant, and Deff is hydrogen diffusivity.

If L2/Defft ≥ 4, the first-term solution to this expression can be used, and diffusible

hydrogen concentration can be measured:14

CH,diff =
Jt
zF

(
Deff

πt

)−1/2

. (4.1)

The diffusible H content (CH,diff) as a function of applied potential was evaluated via the

barnacle cell electrode technique12 using planar specimens (thickness of 5 mm). Each

specimen was hydrogen pre-charged at room temperature for 16 hours in N2-deaerated

0.1M NaOH on one face using a Hg/HgSO4 electrode at potentials of -1.40V, -1.60V,

-1.80V, -2.00V, and -2.20V versus Hg/HgSO4 (a range of -20 mV to -720 mV cathodic

to EH+/H2
). After charging, hydrogen extraction was performed by potentiostatically
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polarizing the sample for 2 hours at room temperature to -0.60V versus Hg/HgSO4 (780

mV anodic to EH+/H2
). These parameters were chosen to ensure that L2/Defft ≥ 4; with a

specimen thickness of 5 mm, diffusivity between 10−8 and 10−9 cm2/s, and an extraction

time of two hours, this relationship is valid and the first-term solution can be used. A

schematic of the experimental setup and polarization sequence can be seen in Figure 4.1.

CH,diff was then calculated from Equation 4.1, using the hydrogen diffusivity calculated

from the full curve fit analysis of the permeation decay transient as well as the diffusivity

from room-temperature isothermal TDS for comparison. The extraction current density

was background-corrected, and CH,diff was then determined from the measured current

density at an extraction time of t = 100 s corresponding to a linear region within the

time-current density relationship. Measurements were repeated on the XY and XZ plane

of the AM specimens to observe any anisotropic behavior.

4.3.2 LECO Hydrogen Analysis

Total hydrogen concentration can be examined through destructive methods to guarantee

the measurement of irreversibly trapped hydrogen. For this study, LECO H extraction

with a LECO 836 ONH Analyzer (4500-5500 W, 1000 A) was used to determine total H

concentration of wrought and AM 17-4 PH after electrochemical hydrogen charging. Three

ultrahigh purity Ni baskets were used prior to experimentation in order to calibrate the

LECO Analyzer and account for drift, and steel pins were used as a reference material. AM

and wrought 17-4 PH specimens in the peak-aged and over-aged conditions, approximately

0.35 mm thick, were charged for 1 week at -2.2V versus Hg/HgSO4 and subsequently

placed in the Ni baskets within a graphite crucible and rapidly heated until melted in the

LECO Analyzer. Total hydrogen gas content was then measured as a function of time

using an infrared detector.
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Figure 4.2: Current density versus time for each peak-aged specimen. Theoretical hydrogen
concentration values calculated using Equation 4.1 are plotted in gray; calculations using
effective diffusivity values from the permeation initial decay (left) and thermal desorption
spectroscopy (right) are compared.
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Figure 4.3: Current density versus time for each over-aged specimen. Theoretical hydrogen
concentration values calculated using Equation 4.1 are plotted in gray; calculations using
effective diffusivity values from the permeation initial decay (left) and thermal desorption
spectroscopy (right) are compared.
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4.4 Results

The current density versus time curves from each barnacle cell experiment are shown in

Figure 4.2 for peak-aged specimens and Figure 4.3 for over-aged specimens. Hypothetical

hydrogen concentration values, calculated using Equation 4.1, are overlaid in each plot.

These were calculated using two different effective diffusivity values: on the left side of

each plot, hydrogen concentration is calculated from the first decay permeation transient

diffusivity in order to account for surface and trapping effects, and on the right side,

hydrogen concentration is calculated from room-temperature isothermal TDS diffusivity.

This comparison allows for a better understanding of the impact of different diffusivity

calculation methods.

It can be seen that initial hydrogen concentrations in the first 10 seconds of extraction

are slightly elevated, likely due to surface hydrogen artificially increasing current density.

However, around 10 seconds after extraction, the current density reaches a constant

slope corresponding to a specific hydrogen concentration. It should be noted that the

current density corresponding to the -1.4V charge often deviates from its counterparts

corresponding to more negative charging potentials; this is attributable to charging at a

small overpotential compared to reversible hydrogen, so diffusible hydrogen concentration

is very small.

The CH,diff versus applied potential relationships for AM and wrought 17-4 PH calcu-

lated from the barnacle cell experiments at t = 100 s post-extraction, near the region of

linear slope between time and current density, are shown in Figure 4.4. Results calculated

using diffusivity values from permeation and from TDS are compared. As expected from

prior literature,14–16 CH,diff increases as the applied potential becomes increasingly negative

due to the increasing hydrogen overpotential. The HIP+SA+PA and HIP+SA+OA AM

materials consistently exhibit a ∼2-fold lower CH,diff relative to their comparable wrought

material for a given applied potential. As expected from prior literature on heat treatment

effects,14, 17 CH,diff is sensitive to the applied post-build heat treatment process, with the
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non-SA AM material exhibiting a ∼2-fold lower CH,diff than the HIP+SA+PA AM alloy.

Despite the differences in effective diffusivity values between permeation and TDS, the

same trend of increased concentration in the wrought specimens is present in barnacle

cell results calculated using either diffusivity.

LECO H analysis results, seen in Figure 4.5, show similar total hydrogen content in

the over-aged specimens between wrought and AM, but an increase in total hydrogen

content from peak-aged wrought to peak-aged AM specimens, contrary to the diffusible

hydrogen trend. However, there is a high degree of scatter in much of the data.

4.5 Discussion

Two key conclusions can be drawn from these results. Firstly, the wrought specimens

had greater diffusible hydrogen concentrations than the AM specimens, regardless of heat

treatment or build direction. Secondly, the peak-aged specimens had the highest diffusible

hydrogen concentration in both AM and wrought conditions, followed by the over-aged

specimens and lastly by the non-SA peak-aged specimens. These results are examined in

the context of hydrogen concentration-effective diffusivity relationships in order to provide

insight into trapping behavior.

Barnacle cell hydrogen concentrations calculated using diffusivity from isothermal

TDS and from the first decay transient in electrochemical permeation are compared

against pertinent effective diffusivity values in Figure 4.6. It can be seen that there is

a general decrease in effective diffusivity with increasing hydrogen concentration; this is

more apparent when comparing wrought and AM specimens in the same heat treatment

condition.

Hydrogen concentration can also be calculated from the Devanathan-Stachurski-type

electrochemical permeation experiments described in Section 3.4.1.18, 19 When the rise
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Figure 4.4: Barnacle cell diffusible H concentration for AM and wrought 17-4 PH in
the peak-aged and over-aged condition at t = 100 s during H extraction. Diffusible
H concentration was calculated using diffusivity from permeation (top) and isothermal
TDS (bottom). It is notable that diffusible H concentration increases with overpotential,
and that wrought 17-4 PH has higher concentration than AM 17-4 PH across all heat
treatments.
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Figure 4.5: LECO hydrogen content for peak-aged (left) and over-aged (right) specimens,
with average values represented by black circular symbols.
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Figure 4.6: Hydrogen concentration versus diffusivity for barnacle cell results calculated
using diffusivity from TDS and from permeation.
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Figure 4.7: Permeation diffusible hydrogen concentration compared to calculated effective
diffusivity from the rise and decay transients for each specimen.

transient plateaus at the steady-state H oxidation current density i∞, the diffusible H

concentration can be determined using Equation 4.2:

CH,diff =
i∞L

nFDeff

, (4.2)

in which L is specimen thickness, n = 1 is the number of electrons transferred during oxida-

tion, F = 96500 coul/equivalent is Faraday’s constant, and Deff is the effective diffusivity.

The same general increase in hydrogen concentration corresponding to decreasing effective

diffusivity can be observed in Figure 4.7, in which electrochemical permeation hydrogen

concentration calculated using Equation 4.2 for each permeation curve is compared to

effective diffusivity.

This decrease in diffusivity corresponding to increased diffusible hydrogen concentration

can also be seen at various temperatures in Figure 4.8, which shows the relationship
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Figure 4.8: Hydrogen concentration versus diffusivity for isothermal TDS at varying
temperatures.

between hydrogen concentration and effective diffusivity for each specimen from the

isothermal TDS.

Based on the isothermal TDS data, a linear relationship between logDeff (in cm2/s)

and CH,diff (in wppm) can be established at a range of temperatures:

logDeff = −0.031CH,diff − 6.51 (25◦C)

logDeff = −0.019CH,diff − 6.86 (50◦C)

logDeff = −0.016CH,diff − 7.16 (75◦C)

logDeff = −0.026CH,diff − 8.02 (100◦C)

The diffusivity-concentration relationship observed in these various experimental methods
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is likely due to different degrees of reversible trapping between the different alloys; a

higher reversible trap density reduces effective diffusivity while simultaneously leading to

an increased diffusible hydrogen concentration.2 Thomas et al.5 describes the relationship

between effective diffusivity, lattice diffusivity DL, perfect-lattice hydrogen concentration

C0, and hydrogen concentration in reversible trap sites CH,rev at low coverage for a single

trap state:

Deff

DL

≈ C0

CH,rev

.

With any increase in reversibly trapped hydrogen concentration due to increased trap

density, the ratio of effective diffusivity over lattice diffusivity will be reduced, as observed

in this study. This provides a potential explanation for the difference in diffusible hydrogen

concentration between wrought and AM specimens, as well as variation between different

heat treatments; as diffusible H concentration is higher in the wrought specimens compared

to the AM, the corresponding effective diffusivity is lower, indicating a potential increase

in reversible trap site density in the wrought specimens.

It should be noted that Thomas et al.,5 when comparing diffusivity and concentration

in AERMET 100 charged at different overpotentials, found an increase in diffusivity

with increasing hydrogen concentration within the same specimen, attributed to trap

occupancy and H-H interactions. Thus, it is important to acknowledge these competing

mechanisms when analyzing hydrogen concentration-diffusivity relationships between

different alloys—concentration will increase with a higher density of reversible trap sites,

but higher trap occupancies and repulsive interactions may counteract this effect to some

degree.

As the total hydrogen concentration (CH,tot) is the sum of the lattice concentration as

well as hydrogen concentration in reversible and irreversible traps, irreversibly trapped

hydrogen concentration (CH,irr) can be estimated using the following relationship:5

CH,irr = CH,tot − CH,diff, (4.3)
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given that CH,diff represents the sum of lattice and reversibly trapped hydrogen. Thus,

irreversibly trapped hydrogen concentration can estimated by subtracting the diffusible

hydrogen concentration calculated from barnacle cell or thermal desorption spectroscopy

from the total hydrogen concentration calculated from LECO, as shown in Figure 4.9.

Though there is a high degree of variability in the LECO results that affects these

calculations, a slight increase in irreversibly trapped hydrogen is visible in the AM

specimens. This is in contrast with the increased diffusible hydrogen content in the

wrought specimens, and suggests some increased degree of irreversible trapping in the AM

specimens. One possible microstructural difference that could lead to increased irreversible

trapping is the porosity present in the AM specimens but not in the wrought; this is

discussed further in subsequent chapters.

4.6 Conclusions

A comprehensive analysis of hydrogen concentration in both wrought and additively man-

ufactured (AM) 17-4 PH stainless steel was performed. Diffusible hydrogen concentration

was examined using the barnacle cell technique, and total hydrogen concentration was

obtained via LECO hydrogen analysis. The primary observation from the barnacle cell

analysis is the increase in diffusible hydrogen concentration in wrought specimens as

opposed to their AM counterparts over all applied potentials. This finding remains consis-

tent when concentration is calculated using diffusivity values from both electrochemical

permeation and thermal desorption spectroscopy.

The examination of relationships between hydrogen concentration and effective diffu-

sivity across different methods reveals a noteworthy correlation: the increased effective

diffusivity found in the AM specimens correlates with the observed decrease in diffusible

hydrogen concentration. This can likely be attributed to the effects of reversible trapping.

The LECO analysis shows an elevation in total hydrogen within the AM specimens

123



CHAPTER 4. DIFFUSIBLE AND TOTAL HYDROGEN CONCENTRATION
ANALYSIS

W PA

AM HIP+SA+PA

AM HIP+PA
0

10

20

30

40

50

60

C
H

,ir
r (w

pp
m

)

Peak-Aged

TDS
BC

W OA

AM HIP+SA+OA
0

10

20

30

40

50

60
C

H,
irr

 (w
pp

m
)

Over-Aged

TDS
BC

Figure 4.9: Estimated range of irreversibly trapped hydrogen, based on the difference
between total hydrogen calculated using LECO and diffusible hydrogen concentration
calculated using the barnacle cell (BC) or thermal desorption spectroscopy (TDS) methods.
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when compared to the wrought, possibly suggesting a higher density of irreversible

hydrogen traps in the AM specimens despite the decrease in reversible trapping. In

conclusion, this dual-analysis approach highlights the nuanced relationship between

hydrogen concentration and diffusivity in reversible and irreversible traps in wrought

and AM 17-4 PH, emphasizing the importance of characterizing hydrogen behavior in

additively manufactured alloys.
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Chapter 5

Characterization of Hydrogen

Trapping and Transport

5.1 Overview

The objective of this study is to assess and compare microstructural hydrogen trapping

in AM and wrought 17-4 PH in order to provide insight on the increased diffusivity and

decreased diffusible hydrogen concentration observed in AM 17-4 PH in the context of

classical Oriani-type trap theory. Ramp rate thermal desorption spectroscopy (TDS)

is used to compare the trap states between wrought and AM specimens. Comparison

between microstructural characterization and TDS spectra suggests that the majority of

hydrogen is reversibly trapped in low-energy trap sites like high-angle grain boundaries

and Cu-rich precipitate interfaces, and that high-energy irreversible trap sites like carbides

and low-angle or special grain boundaries only account for a small fraction of trapped

hydrogen. Additionally, the absence of a TDS peak unique to AM specimens implies

that the submicron porosity in the AM alloy does not function as a significant trap or
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otherwise cannot be detected as such. As a strong correlation between grain size and

effective diffusivity is observed, an Oriani-type trapping model is used as a framework to

explore the effects of grain boundary density and binding energy on diffusivity.

5.2 Collaborations

Ramp rate thermal desorption spectroscopy (TDS) experiments were performed by Emilio

Mart́ınez-Pañeda and Alfredo Zafra at Imperial College of London.

5.3 Background

Hydrogen can be introduced to a material by a variety of sources, including processing

operations and hydrogen-rich environments. Hydrogen uptake can be described by a

combination of adsorption (H2(g) ⇌ Hads+Hads) and absorption (Hads ⇌ Habs) reactions:
1

H2(g) ⇌ 2Habs. (5.1)

All hydrogen embrittlement theories specify that a critical hydrogen concentration

Ccrit is required to initiate cracking; namely, the extent of H-induced material degradation

relies on the amount of hydrogen available.2–4 The degree of hydrogen embrittlement is

dependent on two main factors: the bulk permeability of the material and the degree of

hydrogen trapping, both of which affect the amount of hydrogen available to partition to

the high triaxial stress field of the fracture process zone.5

It is intuitive that increased hydrogen diffusion through a lattice, which mainly occurs

via interstitial random-jump migration (perhaps in equilibrium with weakly trapped

hydrogen), will intensify the amount of hydrogen present at the triaxial tensile stress field

at a crack tip.6 This ideal or “perfect lattice” diffusion behavior, absent from the effects

of trapping, can be described using the ideal lattice diffusivity DL.
7
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Figure 5.1: Schematic representation of the energies involved in hydrogen trapping. Shown
is the energy for occupying an interstitial lattice site (EL), the binding energy to occupy
a trap state (Eb), and the energy required to desorb from a trap state (Ed).

The role of trapping sites on hydrogen behavior is slightly more complex and depends

on binding energy as well as the “depth” of the trap, or the energy required for hydrogen

to de-trap.8, 9 “Reversible” traps, which have low trapping strength in comparison to the

depth of the energy well, allow for interaction between trapped hydrogen and hydrogen in

interstitial lattice sites so equilibrium is maintained. This will increase the effective energy

required for hydrogen diffusion, permanently decreasing hydrogen diffusivity through the

material to a trap-affected “effective” diffusivity value Deff. “Irreversible” trapping sites,

which have high trapping strength compared to energy well depth (as seen in Figure 5.1),

do not allow for any interaction. Therefore, irreversible sites reduce the effective diffusivity

of the material only until hydrogen concentration is sufficient to fill the irreversible traps.

Both reversible and irreversible traps can reduce hydrogen diffusion through the bulk

lattice, but once irreversible traps are filled, they no longer impede hydrogen travel.10, 11

Many microstructural inhomogeneities can function as traps, as depicted in the

schematic in Figure 5.2, including grain boundaries, inclusions, voids, dislocations, and

other defects, as seen in Figure 5.2. As these features often increase material strength

by impeding dislocation motion, there has been an observable correlation between high
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Figure 5.2: Schematic detailing possible hydrogen traps in a metallic alloy, such as point
defects, grain boundaries, precipitates, inclusions, dislocations, and voids. Hydrogen is
depicted in orange.

tensile strength and a large degree of hydrogen trapping.6, 12–14

Traps can have competing effects on hydrogen embrittlement resistance in a metallic

alloy.11 The decrease in effective diffusivity due to trapping can delay the supply of

hydrogen to the crack tip zone, thereby temporarily increasing resistance to hydrogen

embrittlement. However, a high density or closely connected network of strong, hydrogen-

containing trap sites may provide a path for brittle failure to occur. Low-strength traps

may also function as hydrogen reservoirs, causing the release of mobile hydrogen which

diffuses to nearby cracks and enhances brittle crack growth.8

The effective diffusivity value is also influenced by hydrogen “fast paths” or “short

circuit paths,” microstructural features such as grain boundaries and dislocations that

allow hydrogen to diffuse faster than it would through interstitial random-jump migration

in an ideal lattice.15–18 In particular, there is general disagreement in literature on the

impact of grain boundaries on diffusion; several studies attribute an increase in Deff to

grain boundaries providing fast diffusion paths,17, 19–30 whereas other publications report

the trapping effects of grain boundaries cause a decrease in Deff.
15, 31–37 It is also important
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to note that at high coverage of the grain boundaries, the diffusion coefficient may decrease

due to attractive hydrogen-hydrogen interaction.18, 38

5.4 Methods

5.4.1 Ramp Rate TDS

Hydrogen desorption and trapping can be characterized using “ramp rate” thermal

desorption spectroscopy (TDS), which involves steadily increasing the temperature at a

constant rate. Each trap site in the metal is characterized by a different binding energy

and therefore has a different energy of desorption. Reversible traps have a small binding

energy and can function as hydrogen sinks or sources, whereas irreversible traps have

a large binding energy and are unlikely to release hydrogen atoms.39 This deviation in

binding energy necessitates the use of a range of temperatures in TDS to allow for the

distinction of both reversible and irreversible trap sites.

In steels, the binding energy of a perfect lattice is around 7 kJ/mol and can be assumed

to be similar to pure iron.6 This is smaller than the energy of most trap states, meaning

that most steels will have desorption energies dominated by trap state energies.

Observation of a range of trap sites can be achieved using the ramp rate TDS method,

which involves a constant rate of increase of temperature over time in the vacuum chamber.

As each temperature corresponds to a different trap binding energy, observed desorption

“peaks” at certain temperatures can be used to calculate desorption energy for each trap

state.40 Higher temperature peaks indicate higher trap binding energies, and increased

peak height suggests a larger amount of trapped hydrogen in the associated site; the total

area under each peak will correspond to the total amount of hydrogen desorbed from each

trap state.41 The trap site density is an important component of the diffusible hydrogen
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concentration CH,diff calculated in Section 4.4, as seen in the following relationship:41

CH,diff = CH,L + CH,T = θLNL +
∑
i

θT,iNT,i, (5.2)

in which CH,L is the ideal lattice hydrogen concentration, CH,T is the concentration of

hydrogen in reversible and irreversible traps, θL is the lattice site fractional coverage, NL

is the lattice site density, θT,i is the fractional coverage of trap state i, and NT,i is the

density of trap state i.

Ramp rate TDS measurements display the temperature-specific desorption peaks at

which the trap binding energy is reached and hydrogen is excited out of trap states.

However, as a material may contain a multitude of trap sites, deconvolution of these peaks

is often necessary to find the desorption energy of each trap. This can be a complex and

challenging process depending on the material; Wei and Tsuzaki’s work with TiC particles

in a steel matrix provides a good example of different fits of a single TDS spectrum.42

Many desorption energy models are based on the work of Kissinger,43 which links

desorbed hydrogen to activation energy in an Arrhenius relation:

dxH

dt
= A(1− xH) exp (−Ed/RT ), (5.3)

in which x is the fraction of released hydrogen, t is time, A is a material constant, Ed is

the activation energy for hydrogen desorption, R is the gas constant, and T is absolute

temperature. In this analysis, hydrogen diffusion is neglected due to the complexity of

modeling lattice diffusion in addition to trapping behavior. This simplification requires

careful experimental design in order to minimize the effects of hydrogen diffusion.44

Kissinger’s model can be used to confirm the assumption that desorption is diffusion-

limited (as opposed to surface interaction-limited), which is a necessity in the both the

ramp rate and isothermal models. If dx/dt and (1−x) in Equation 5.3 are linearly related,
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desorption is a first-order process and is limited by hydrogen detrapping and diffusion.

However, if dx/dt and (1− x)2 are linearly related, then the limiting factor is the surface

reaction, which is determined by the desorption of dihydrogen (H2) instead of H.11

The most popular method of analysis is a simplified model outlined by Lee and Lee45

based on Kissinger’s work. By assuming that lattice diffusion can be ignored and instances

of hydrogen retrapping are negligible, a model for trapping activation energy was derived

from Equation 5.3:

−Ed

R
=

d ln (ϕ/T 2
max)

d(1/Tmax)
, (5.4)

in which ϕ is the heating rate and Tmax is the temperature at which a hydrogen desorption

peak occurs in the TDS spectrum. By performing ramp rate TDS experiments at

several different heating rates, it is possible to create a plot of ln (ϕ/T 2
max) versus 1/Tmax

corresponding to a certain peak in the spectra. The slope of this plot can be used to

calculate the desorption energy of a specific trap.46 When several overlapping peaks

are present, Tmax is commonly obtained by fitting each peak to a Gaussian distribution

model, an approach which has been widely successful in literature.1, 12, 47–57 However,

highly asymmetric or skewed spectra can influence the fit and lead to bias in calculated

desorption energies.58 Kirchheim argues that any nonconformity of the peak shape to a

Gaussian model may be due to differences in trap energies for one trap type, as well as

deviations from the approximated cosinusoidal concentration profile during desorption.52

The model outlined by Equation 5.4 is by far the most common approach and is

sufficient for the general purpose of this thesis. However, it is important to note that

other models have been proposed that account for diffusion and retrapping behaviors.

Turnbull et al.,59 in particular, developed a model that addresses diffusion, detrapping,

and retrapping at one or more types of trap sites, as well as accounting for varying trap

occupancy. This model is derived from a modification of Fick’s second law that better

describes low-temperature hydrogen diffusion in steels, taking into account the assumed

delay of hydrogen diffusion within the lattice.
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More recently, Kirchheim et al.52 developed both numerical and analytical solutions

to describe mono-energetic and multi-energetic trapping energies, as well as those with

box-type distributions. Both Kirchheim models account for lattice diffusion and trapping

within special lattice sites.

Raina et al.60 built on Kirchheim’s analysis, theorizing that Kissinger’s model is only

relevant for experiments using slow heating rates on materials with low lattice activation

energy, as it neglects diffusion (and therefore specimen thickness effects) and trapping

mechanisms and considers hydrogen detrapping the rate limiting step. The Raina model

instead employs a non-dimensional numerical solution based on the assumption of local

equilibrium between hydrogen atoms at lattice and trap sites to create contour maps of

peak temperature with axes of trap density and trap binding energy.

Though these models may be more accurate, their complexity can render them more

arduous to use in an experimental research environment with potentially limited gain, as

some of the required variables may be difficult or labor-intensive to determine. This is

especially relevant when studying emergent materials such as additively manufactured

metals, as literature on relevant materials constants may be sparse or non-existent.

Notable simplifications have also been made to the Lee and Lee model. Lee et al.61

used this model to derive an expression for the desorption energy of a trap at a singular

heating rate in a material with several different trapping sites. By assuming the shape of

each desorption peak is the same, Lee et al. defined a constant B specific to each trapping

site:

B =
1

ϕ

(
dx

dt

)
max

1

1− xH,max

, (5.5)

in which xH,max is the fraction of desorbed hydrogen at the peak maximum. This constant

was used to derive an expression for Ed based on peak temperature and trap site constant:

Ed = RTmax(BTmax − 1). (5.6)
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Equation 5.6 allows for the calculation of trap state desorption energy without having to

consider multiple heating rates, as long as the trapping behavior of the relevant material

is already generally understood. Though this is not sufficient for rigorous analysis of novel

materials with unknown trapping behavior, it is a useful approximation to confirm the

hydrogen trapping behavior of wrought materials or of different build directions in the

same material. These trap theories can connect microstructural features to hydrogen

behavior and allow for elaboration on differences in bulk hydrogen behavior, such as

effective diffusivity and bulk diffusible hydrogen concentration.

Similarly to the isothermal TDS method, ramp rate TDS experiments were performed

in collaboration with Emilio Mart́ınez-Pañeda and Alfredo Zafra at Imperial College of

London. AM and wrought 17-4 PH specimens of 0.5 mm thickness in the peak-aged and

over-aged conditions were electrochemically charged with hydrogen in deaerated 0.6M

NaCl at -1.1 VSCE at 55◦C. In order for saturation to be achieved, specimens were charged

for 24 hours. After a post-charging rest period of 25 minutes to eliminate surface hydrogen,

specimens were held in a thermal desorption chamber while the temperature was increased

at ramp rates of 2, 5, and 10◦C/min up to a maximum temperature of around 800◦C.

Peak deconvolution was attempted using MatLab in conjunction with peakfit.m, the

peak fitting program developed by Tom O’Haver and available on MatLab Central File

Exchange.62 Peaks were fit to a Gaussian distribution model with linear baseline correction

to account for background. The best of 5 fits was chosen based on R2 value. The peak

temperature Tmax was used in conjunction with Equation 5.4 to calculate activation energy

of detrapping, Ed. From this, binding energy Eb was estimated using:

Eb = Ed − EL, (5.7)

where EL is the energy required for interstitial diffusion of hydrogen in the bulk lattice.
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5.5 Results

Figure 5.3 shows the ramp rate TDS results for wrought and AM peak-aged and over-aged

specimens at 2, 5, and 10◦C/min after moving-average smoothing to reduce noise. There

is a large initial peak in the results for each specimen corresponding to the desorption

of the majority of hydrogen from low-energy reversible trap sites. The inset plots shown

in Figure 5.3 represent the small, high-temperature peaks that are not visible with the

original scale. Two conclusions can be drawn from this data: (1) the majority of hydrogen

is contained in low-temperature reversible traps, and (2) the amount of hydrogen desorbed

from the AM specimens is lower than the amount desorbed from the wrought in both

peak-aged and over-aged conditions. These results are in agreement with the increased

diffusible hydrogen concentration observed via barnacle cell, and suggest an increase in

reversibly trapped hydrogen in the wrought specimens.

Potential TDS peaks corresponding to trap sites in the peak-aged and over-aged

specimens are labeled in Figures 5.4 and 5.5, respectively. Five peaks can be speculatively

identified in the high-temperature region, though the small magnitude and the influence of

the tail of the large initial peaks make the small peaks difficult to distinguish. Additionally,

at lower ramp rates, these peaks tend to overlap and blend together. The largest peak in

the low-temperature region can arguably be deconvoluted into two separate but overlapping

peaks, solely based on the visible shoulder on the left-hand side of the peak; the veracity

of this claim will be investigated in the following peak fitting analysis.

In order to explore whether the initial large peak consists of two overlapping peaks, a

Gaussian fitting analysis is shown in Figure 5.6 for the peak-aged specimens and Figure 5.7

for the over-aged specimens. Each plot includes the raw data, relevant single-peak Gaussian

fit, and residuals for the initial large peak. In addition, the goodness of fit (R2) value and

the position, height, width, and area of each fitted peak are displayed on each plot.

There is a clear pattern and a lack of scatter in the residuals for each fit, which may
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Figure 5.3: Ramp rate TDS data for peak-aged (left) and over-aged (right) wrought
and AM 17-4 PH at 2, 5, and 10◦C/min. The inset provides a closer look at small,
high-temperature peaks not visible in the original scale.
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Figure 5.4: Ramp rate TDS results for the peak-aged specimens at 2, 5, and 10◦C/min,
with the initial large peaks on the left and the smaller high-temperature peaks shown on
the right. In the 10◦C/min data, each of the 7 possible peaks are labeled for AM and
wrought specimens in orange and black, respectively.
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Figure 5.5: Ramp rate TDS results for the over-aged specimens at 2, 5, and 10◦C/min,
with the initial large peaks on the left and the smaller high-temperature peaks shown on
the right. In the 10◦C/min data, each of the 7 possible peaks are labeled for AM and
wrought specimens in orange and black, respectively.
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Figure 5.6: Fit of low-temperature peaks of the wrought and AM peak-aged specimens to
a single-peak Gaussian model, with raw unsmoothed data shown in blue, fitted peaks in
red, and residuals in pink. It can be seen that there are a large amount of concentrated
residuals in the single-peak model, indicating a non-optimal fit.
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Figure 5.7: Fit of low-temperature peaks of the wrought and AM over-aged specimens to
a single-peak Gaussian model, with raw unsmoothed data shown in blue, fitted peaks in
red, and residuals in pink. It can be seen that there are a large amount of concentrated
residuals in the single-peak model, indicating a non-optimal fit.
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indicate that multi-peak fitting is required or possibly that there is a high skew in the

spectra so that a symmetrical Gaussian fit is insufficient. Based on the shoulder that can

be seen in the initial large peaks, especially on the left side of the curve for the wrought

specimens examined at 10◦C/min, it is likely that this single peak is actually composed

of two overlapping peaks representing two reversible traps. This is demonstrated by

the double-peak Gaussian fit analyses shown in Figure 5.8 for the peak-aged specimens

and Figure 5.9 for the over-aged specimens. The residuals for each double-peak fit show

a higher degree of scatter compared to the single-peak fits, which suggests that the

low-temperature spectra do likely consist of two overlapping peaks.

This argument is also bolstered by the apparent rightward shift of the initial peak in

the wrought specimen compared to the AM in both heat treatment conditions. Though

Wei and Tsuzaki42 noted that hydrogen concentration can affect site energy, the observed

effect is a leftward shift in desorption peaks with increasing hydrogen concentration. The

authors attribute this to a decrease in activation energy with increasing H content due

to irreversible trap saturation. As the wrought initial peaks show a rightward shift, the

difference is more likely due to the presence of multiple peaks instead of an effect of

concentration, especially as the specimens in this study were charged to saturation. If

there is a low-temperature reversible trap site with a much higher density in the wrought

specimen compared to the AM specimen, this would cause the observed rightward shift

and the clear increase in concentration in the wrought specimens.

In order to calculate desorption energy Ed, peak temperature (Tmax) values for the

single-peak and double-peak fits are plotted against lnϕ/T 2
max as seen in Figure 5.10. The

slope of the linear fit of these data can be related to Ed in accordance with Equation 5.4;

desorption energy values for both types of fit are shown in Table 5.1. It should be noted

that the desorption energies in the peak-aged wrought specimen are much lower than any

other specimen; this is either due to a genuine increase in desorption energy, or simply

may be due to a fitting issue based on the prevalence of the shoulder in the 10◦C/min
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Figure 5.8: Fit of low-temperature peaks of the wrought and AM peak-aged specimens to
a double-peak Gaussian model, with raw unsmoothed data shown in blue, fitted peaks in
orange and yellow, total fit in red, and residuals in pink. Note the increased scatter of the
residuals compared to the single-peak Gaussian model, indicating a more optimal fit.
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Figure 5.9: Fit of low-temperature peaks of the wrought and AM over-aged specimens to
a double-peak Gaussian model, with raw unsmoothed data shown in blue, fitted peaks in
orange and yellow, total fit in red, and residuals in pink. Note the increased scatter of the
residuals compared to the single-peak Gaussian model, indicating a more optimal fit.
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Table 5.1: Desorption energy Ed calculated from the ramp rate TDS analysis shown in
Figure 5.10 for both single-peak and double-peak fitting.

Specimen Single-Peak Ed (kJ/mol)
Double-Peak Ed (kJ/mol)

Peak 1 Peak 2

W Peak-Aged 40.7 30.5 34.4

AM HIP+SA+PA 48.3 38.6 46.6

AM HIP+PA 62.0 42.7 58.7

W Over-Aged 47.6 47.7 45.8

AM HIP+SA+OA 49.4 43.4 47.4
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Figure 5.10: Reciprocal peak temperature versus lnϕ/T 2
max for the low-temperature spectra

for each specimen, with single-peak Gaussian fitting shown on the left and double-peak
Gaussian fitting shown on the right. The dotted lines represent linear fits of the data.

spectra, as the wrought peak-aged results align well with the wrought over-aged results in

both other ramp rates. In all other specimens, Peak 1 has a desorption energy between

38.6-43.4 kJ/mol, and Peak 2 has a desorption energy between 45.8-58.7 kJ/mol. The

activation energy required for lattice diffusion of hydrogen is estimated to be between 4-7

kJ/mol;63, 64 this can be used to estimate the binding energy based on Equation 5.7. This

gives a binding energy range of approximately 31-40 kJ/mol for Peak 1, and 38-55 kJ/mol

for Peak 2.

These results are in agreement with several literature-based binding energy values for

reversible trap states in iron-based alloys.65–68 However, it should be emphasized that

these deconvolutions are speculative, as there is a high degree of overlap in the two peaks.

Due to the degree of noise and indistinguishability of the smaller peaks at low ramp
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rates, attempts at a full deconvolution of Peaks 3-7 were unsuccessful. An example of

an attempted peak fitting of the high-temperature peaks is shown in Figure 5.11, which

depicts a four-peak fit of the high-temperature TDS peaks for the wrought and AM

over-aged specimens. The raw data are shown in blue, attempted fits in green, and

residuals in pink. The R2 value of each fit as well as the characteristics of each fitted peak

are recorded in each plot. It is clear that the large amount of noise obfuscates the peaks,

especially at low ramp rates.

Though rigorous deconvolution could not be achieved, several conclusions can be

drawn by simple observation. The most consistent peaks throughout all ramp rates and

conditions are Peaks 3, 5, and 7, and there are no peaks in the AM specimens that do

not exist in the wrought in either heat treatment. At a ramp rate of 10◦C/min, Peak 5 is

larger in the AM HIP+SA+PA specimen than in its wrought counterpart, which is slightly

shifted rightward; this is also true in the over-aged condition, though the difference is less

dramatic and there is no rightward shift in the wrought results. However, this difference

is not apparent in the other ramp rates, so this may be simply due to noise and the low

magnitude of the results.

5.6 Discussion and Oriani-Type Trapping Model

It is pertinent to consider the microstructural basis of the observed increase in hydrogen

diffusivity and decrease in hydrogen concentration in the AM specimens. An increase in

Deff in the AM materials can be theoretically attributed to two overarching factors: (1)

an increase in hydrogen trapping in the wrought alloys, and/or (2) the presence of a fast

diffusion pathway in the AM alloys. In essence, there must exist a microstructural difference

between the alloys that either increases the rate of diffusion in the additive material or

decreases the rate of diffusion in the wrought. The role of several microstructural features

that could potentially affect diffusivity is addressed in this section, and the trapping

ability of these features is examined using an Oriani-type trapping model and compared
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Figure 5.11: Attempted fit of high-temperature peaks in the over-aged specimens to a
four-peak Gaussian model, with raw unsmoothed data shown in blue, fitted peaks in
green, and residuals in pink. It can be seen that the amount of noise, especially in the
slow ramp rate data, obfuscates the high-temperature peaks.
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to the ramp rate thermal desorption spectra.

5.6.1 Derivation of Model

The hydrogen trapping model developed by McNabb and Foster9 and Oriani8 and updated

by Krom and Bakker69 is commonly used to model trapping in steels. McNabb and Foster

proposed a model to describe reversible trapping based on Fick’s second law, taking into

account the interaction between lattice and trap sites and assuming no interaction between

trap sites. This model originates from the premise that total hydrogen concentration is

the sum of the hydrogen concentration in trap states (CH,T) and in the lattice (CH,L):

CH,tot = CH,T + CH,L. (5.8)

Two partial differential equations are outlined to describe lattice H and trapped H

concentration:9

∂CH,L

∂t
+NT

∂θT
∂t

= DL
∂2CH,L

∂x2
, (5.9)

and

∂θT
∂t

= kCH,L(1− θT)− pθT, (5.10)

in which CH,L is the ideal lattice concentration, t is time, NT is the density of traps, θT

is the occupied fraction of available trap sites, DL is the lattice diffusion coefficient, x is

location, and k and p are the trapping rate and detrapping rate parameters, respectively.

The trapping and detrapping rate parameters are dependent on trapping energy ET as

well as trap binding energy Eb through the following Arrhenius-type relationships:1, 9

k = k0 exp

(
−ET

RT

)
, (5.11)

and

p = p0 exp

(
−Eb + ET

RT

)
. (5.12)
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The ratio k0
p0

can be shown to be constant at low trap occupancy and is inversely propor-

tional to NL.
1, 9

Oriani expounds on this model by assuming the trap population and the lattice site

population are in equilibrium during both static situations and diffusion.8 This equilibrium

between lattice and trap H can be described by equilibrium constant K = aT
aL

, where aT

is the H activity in trapping sites and aL is H activity in normal lattice sites. Activity

is related to the occupied fraction of available sites θi by ai =
θi

1−θi
, where ai = 0 when

θi → 0. Thereby, the equilibrium constant can be related to the occupied fraction of

available sites:1, 8

K =

(
θT

1− θT

)(
θL

1− θL

)−1

= exp

(
− Eb

RT

)
. (5.13)

Assuming low lattice H concentrations and low occupancy of available trap sites, Oriani

relates the concentration of trapped and lattice hydrogen using the number of trap and

lattice sites per unit volume (NT and NL, respectively):
1, 8

CH,T ≈ CH,L
NT

NL

exp

(
Eb

RT

)
. (5.14)

This allows the development of a relationship between effective diffusivity and lattice

diffusivity by relating lattice and trap H concentrations:

Deff = DL
CH,L

CH,L + CH,T(1− θT)
, (5.15)

which can be arranged into the following expression when a low trap occupancy is assumed:

Deff =
DL

1 + NT

NL
exp

(
Eb

RT

) . (5.16)

A theoretical example of the effect of binding energy Eb and number of trap sites NT on

effective diffusivity, with constant lattice diffusivity and number of lattice sites, can be
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Figure 5.12: Theoretical effects of number of trap sites, effective diffusivity, and binding
energy on Oriani trapping with fixed lattice diffusivity and number of lattice sites.

seen in Figure 5.12. It is apparent that a trap site with sufficiently low values of trap

density or binding energy will have little effect on diffusivity.

This expression can be used to analyze the influence of multiple traps on effective

diffusivity through a summation of the trap term in the denominator, where i denotes the

ith type of trap site and n is the total number of trap sites:

Deff =
DL

1 +
∑n

i=1

N i
T

NL
exp

(
Ei

b

RT

) . (5.17)

If the relevant and quantifiable traps in 17-4 PH are Cu-rich precipitates, NbC-type

carbides, dislocations, high-angle grain boundaries, low-angle grain boundaries, and CSL-

type grain boundaries, the summation term in the denominator can be expanded to
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become:

n∑
i=1

N i
T

NL

exp

(
Ei

b

RT

)
=

NT,Cu

NL

exp

(
Eb,Cu

RT

)
+

NT,NbC

NL

exp

(
Eb,NbC

RT

)
+

NT,dis

NL

exp

(
Eb,dis

RT

)
+

NT,HAGB

NL

exp

(
Eb,HAGB

RT

)
+

NT,LAGB

NL

exp

(
Eb,LAGB

RT

)
+

NT,CSL

NL

exp

(
Eb,CSL

RT

)
.

(5.18)

When this expression is incorporated into Equation 5.17, the effect of each relevant

microstructural trap on effective diffusivity can be appraised. However, this requires a

quantitative estimation of the number of trap sites and the binding energy corresponding

to each trap; this is discussed in the following sections.

5.6.2 Ideal Lattice

Krom and Bakker69 estimate the number of lattice sites NL based on the characteristics of

the host lattice using the following relationship, assuming uniform ideal lattice structure

with all interstitial trap sites active (i.e. repulsion between near neighbor hydrogen pairs

is not significant enough to prevent total trap site saturation):

NL =
NAβρ

Ar

, (5.19)

in which NA is Avogadro’s number, β is the number of interstitial sites per atom in the

unit cell, ρ is the density of the species (in this case, ρFe = 7.87 × 103 kg/m3), and Ar

is the atomic weight of the species (Ar,Fe = 55.8 × 10−3 kg/mol). For BCC iron with

tetrahedral site occupancy (β = 6), this gives NL = 5.1 × 1029 m−3 for the number of
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Figure 5.13: Total grain boundary length of each specimen compared to effective diffusivity,
calculated using the curve fit of the first decay transient from electrochemical permeation.

lattice sites.69

5.6.3 Grain Boundaries

It can be seen in Figure 5.13 that there is a strong inverse correlation between the grain

boundary length of each specimen and effective hydrogen diffusivity, which may suggest

hydrogen trapping at grain boundaries in 17-4 PH. Hydrogen behavior is often material

structure-dependent; though well-connected networks of high-angle grain boundaries have

been shown in literature to function as fast diffusion pathways in FCC materials,15–18 this

behavior has not been widely observed in BCC or BCT materials. Hydrogen trapping at

grain boundaries in BCC Fe has been predicted through kinetic Monte Carlo simulations70

as well as density functional theory71 and molecular dynamics72–74 energy analyses. Choo

and Lee,75 Ono and Meshii,76 and Sato and Takai77 found differences in thermal desorption

spectra with varying grain size in pure Fe, suggesting trapping at grain boundaries as

well. This conclusion has been supported by several Fe permeation studies where grain
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size is varied.31, 65, 78, 79 Grain boundary trapping behavior has also been observed in

binary Fe alloys13, 80, 81 and various body-centered steels.79, 82–85 Shen et al.5 theorized

that changing heat treatment temperature causes a cross effect in the diffusivity of 17-4

PH—with increasing temperature, both prior austenite grain size and precipitate density

increases, leading to a decrease in grain boundary trapping competing with an increase in

precipitate trapping.

Additionally, it is well-established that the grain boundary diffusivity depends on the

grain boundary character, with low-angle boundaries (those with misorientation angles

< 15◦) and coincident site lattice (CSL) boundaries generally considered to have reduced

diffusivities relative to an ideal lattice and their high-angle counterparts.54, 86, 87 While

the low and high-angle boundary length fractions are generally similar across all tested

conditions, the Σ3 CSL boundary length fraction trends appear to correlate with the

observed change in Deff. Specifically, the AM alloys have reduced Σ3 length fractions

relative to comparable wrought material, as seen in Figure 5.14. This suggests that the

differences in grain boundary character may be contributing to the observed increased Deff

in the AM materials, though these differences in grain boundary character are admittedly

subtle.

Additionally, triple junctions, or nodes at the intersection of three grain boundaries,

have been theorized to increase trapping at the boundary.88 This is supported by the

correlation between effective diffusivity and the fraction of triple junctions as seen in

Figure 5.15, calculated by normalizing the number of triple junctions via dividing by the

total grain boundary length.

It is also notable that, though intergranular fracture in this material has been shown

to occur along PAGBs,89 there is no correlation between the length fraction of PAGBs

and effective diffusivity or grain boundary diffusivity, as seen in Figure 5.16.

Grain boundary trap density can be related to the number of lattice sites NL, Burgers
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Figure 5.14: Length fraction of Σ3 CSL grain boundaries compared to effective diffusivity.
A mild correlation is observable.
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Figure 5.15: Normalized fraction of triple junctions compared to effective diffusivity. A
mild correlation is observable.
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Figure 5.16: Total PAGB length (top) and PAGB length fraction (bottom) compared
to effective diffusivity; no significant correlation between diffusion and PAGB length is
evident.
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vector b̄ (0.287 nm for BCC Fe) and average grain size d̄ assuming the boundary has a

similar trapping capability to that of the lattice but over an interface thickness equal to

one burgers vector:90, 91

NT,gb =
NLb̄

d̄
. (5.20)

The number of lattice sites NL is 5.1× 1023 sites/cm3 for a BCC lattice with tetrahedral

site occupancy.69 Given the average grain size is between 1 and 4 µm depending on the

alloy, this gives a range of NT,gb values between 4 - 9 × 1019 sites/cm3. This is higher

than some of the reported grain boundary trap density values65, 92, 93 but similar to the

value determined by Fernández-Sousa et al.94 for 42CrMo4 steel.

There is a wide range of binding energies attributed to grain boundaries in literature,

but the majority of studies place the binding energy of high-angle or random grain

boundaries somewhere between 25 and 42 kJ/mol.65–68 This aligns well with the binding

energy observed in ramp rate TDS for the initial two low-temperature peaks, possibly

indicating that one of the two initial peaks can be attributed to grain boundaries—likely

Peak 1, which is visibly larger in the wrought specimens compared to the AM specimens,

as would be expected for the grain boundary peak due to the smaller grain size in wrought.

Low-angle and special grain boundaries are more likely to have higher binding energies,

depending on the grain boundary type; energies up to 92 kJ/mol have been observed

in twist special CSL-type boundaries.95 It is likely that the substantial fraction of low-

angle grain boundaries and Σ3 grain boundaries can possibly account for some of the

high-temperature trap states seen in ramp rate TDS.

5.6.4 Precipitates

As precipitates in 17-4 PH often function as strong trap sites,5, 96 comparison of precipitate

size and density can provide insight into trapping behavior. The comparable yield

strengths between wrought and AM alloys89 imply some degree of similarity between AM
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and wrought Cu-rich precipitate characteristics (since the yield strength in 17-4 PH is

potently dependent on the precipitate morphology).97 Indeed, as seen in Section 2.6.3,

the total Cu-rich precipitate surface area per unit volume is very similar between the AM

and wrought over-aged specimens. However, the marginally finer precipitate size in the

wrought specimens increases the surface area-volume ratio, leading to a slightly lower

volume density of precipitates compared to the AM specimens. This could be due to the

minor difference in copper content between the wrought and AM builds, with the wrought

specimen having about 0.5 wt% Cu less than the AM specimen.89

It can be argued that the majority of trapping in Cu-rich precipitates occurs at the

interface between the precipitate and the martensitic matrix. Schutz et al.56 observed

that the degree of trapping varied with the surface area of Cu-rich precipitates in 17-4

PH even when volume density remained constant, suggesting trapping mainly in the

precipitate-matrix interface. Precipitate-matrix interfacial trapping has been previously

theorized in literature to exacerbate brittle fracture in peak-aged hydrogen pre-charged

17-4 PH.98 Thereby, the similarity in surface area in the wrought and AM over-aged 17-4

PH specimens suggests a comparative similarity in the trapping ability of their respective

Cu-rich precipitates.

The trapping ability of precipitates can also be influenced by coherency; Yaguchi

et al.99 theorized that incoherent Cu-rich precipitates trap more hydrogen than their

coherent counterparts, which have smaller misfit strain than precipitates like TiC and are

therefore likely to be weak traps. Similarly, Shutz et al.56 suggested that the interface

between the matrix and Cu-rich precipitates in 17-4 PH acts as a weak trap for fine,

semi-coherent precipitates, but as a strong trap for larger, incoherent precipitates.

Though other precipitates are relatively sparse compared to the Cu-rich precipitates,

their effect on trapping must be considered as well. Specifically, the increased density and

size of NbC-type carbides in the wrought specimens is a likely contributor to increased

trapping in the wrought specimens. This can be considered through the lens of Oriani-type
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Table 5.2: Surface area density ρSA and trap site density for Cu-rich precipitates, calculated
using Equation 5.21.

Technique Specimen ρSA (nm−1) NT (cm−3)

HAADF
W OA 4.58× 10−3 6.70× 1020

AM HIP+SA+OA 4.21× 10−3 6.16× 1020

EDS
W OA 4.27× 10−3 6.25× 1020

AM HIP+SA+OA 4.49× 10−3 6.57× 1020

trapping; though the trap density of the carbides is orders of magnitude lower than the

density of the copper-rich precipitates or grain boundaries, the reported high trapping

energy of NbC in martensitic steel100 will inflate their contribution to total trapping ability

in the alloy.8 Thermal desorption analysis by Chen et al.101 suggests that, similar to the

incoherent Cu-rich precipitates, hydrogen is likely trapped at the interface between the

niobium carbides and the matrix.

Turk et al.102 developed a model for trap site density of the carbide-matrix interface

assuming that the interface had a similar trapping capacity to that of the lattice, but over

an interface thickness equal to one burgers vector b̄ on the surface of each carbide:

NT = NLb̄ρSA, (5.21)

where NL is the number of lattice sites and ρSA is the surface area density. Turk et al.102

use the product of carbide surface area and carbide number density to estimate surface

area density; in the case of this study, the calculation of surface area density can be

seen in Section 2.6.3. The calculated surface area density and trap density for Cu-rich

precipitates is shown in Table 5.2.

Little investigation has been performed in literature into the binding energy of Cu-rich

precipitates; however, Lin et al.103 postulates that Cu-rich precipitates in low-carbon

martensitic steels have a greater trapping ability compared to dislocations, but do not

159



CHAPTER 5. CHARACTERIZATION OF HYDROGEN TRAPPING AND
TRANSPORT

Table 5.3: Surface area density ρSA and trap site density NT for niobium carbides,
calculated using Equation 5.21.

Specimen ρSA (nm−1) NT (cm−3)

W OA 6.6× 10−3 7.0× 1018

AM HIP+SA+OA 3.8× 10−3 5.2× 1018

trap as much hydrogen as grain boundaries. This might suggest that Peak 1 corresponds

to Cu-rich precipitates, especially as the over-aged specimens and the HIP+PA specimens

have larger desorption energies from Peak 1, possibly due to the precipitate coherency.

However, it can also be argued that the order-of-magnitude increase in trap density of

Cu-rich precipitates compared to grain boundaries may correlate to the much larger

relative magnitude of Peak 2. If true, this could indicate that the Cu-rich precipitates

actually have slightly increased binding energies compared to grain boundaries. However,

it should be noted that this conclusion is dependent on the assumption that these peaks

were deconvoluted perfectly, which is uncertain due to the high degree of overlap of the

two peaks.

Carbides, in contrast with Cu-rich precipitates, tend to have much higher binding

energies. Carbide precipitate interface binding energies ranging from approximately 40-95

kJ/mol have been observed in iron and iron-based alloys.66, 104–106 Assuming interfacial

trapping, the trap density of the large niobium carbides observed in the EBSD analysis

can be calculated using Equation 5.21. Based on this analysis, the Nb-type carbides

have a trap density two orders of magnitude smaller than the Cu-rich precipitates in

the over-aged specimens, as seen in Table 5.3. However, this is still a large surface area

fraction relative to other features, and when the high binding energy is considered, it is

likely that one of the high-temperature ramp rate TDS peaks can be attributed to these

carbides.
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5.6.5 Dislocations

The mean and median KAM values of both wrought specimens as well as AM HIP+PA

are all extremely similar, whereas AM HIP+SA+PA and AM HIP+SA+OA show a

very slight decrease. This suggests that dislocations are not a driving factor in the

difference in diffusivity between wrought and AM specimens. This conclusion is supported

by literature; Sun et al. postulated that dislocations did not function as a significant

trap in high-strength martensitic stainless steels when compared to secondary hardening

precipitates.107

An experimental value for the dislocation trap density is difficult to obtain without

extensive additional characterization. However, due to the low binding energy of dislo-

cations reported in literature as well as the relatively low dislocation density (as seen

in Table 5.4) and the similarity in dislocation density between the specimens, it can be

argued that an estimation based on literature values is sufficient in this study.

It is possible that a low-temperature TDS peak corresponding to dislocations is

concealed within the large initial peak, especially as dislocation density is likely relatively

low compared to precipitate and grain boundary interfaces. The 25-minute rest period

between electrochemical charging of the specimen and the initiation of ramp rate TDS

may have also caused much of the hydrogen reversibly trapped in dislocations to desorb

due to the low binding energy of dislocation trap sites.

5.6.6 Pores

One must also consider the potential impact of the observed pores in the AM 17-4 PH

with regard to hydrogen trapping. The prevalence of pores in the AM specimens in this

study is by no means unique in literature; widespread porosity in L-PBF 17-4 PH has been

documented in numerous studies.114–134 These pores are commonly attributed to entrapped

gas, particularly argon, originating from the powder atomization process.115, 128 Notably,

due to the near-zero solubility of argon in iron, these pores are resistant to elimination
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Table 5.4: Hydrogen binding energies and trap site densities found in literature for
dislocations in iron and iron-based alloys.

Trap Site Eb (kJ/mol) Source NT (sites/cm3) Source

Dislocations

18 [108] 5× 1013 - 5× 1019 [69]

20-30 (screw) [6] 1013 - 1020 [92]

24.1-29.9 [67] 2.7× 1016 [109]

24.7 (screw) [110] 4.9× 1017 [94]

26.1 (screw) [111] 3.3× 1017 [112]

26.8 [75] 4.6× 1019 (mixed-core) [93]

27 [113] 4× 1020 (screw-core) [93]

27.3 [46] 4× 1020 (elastic) [93]

through hot isostatic pressing (HIP) or subsequent heat treatments.117, 124, 135–137

Though these pores have been linked to reduced ductility118, 126, 138 and are postulated

to exacerbate stress corrosion cracking,89 there is little reason to believe that they function

as strong hydrogen traps in the bulk material. As the pores are likely filled with entrapped

gas, hydrogen trapping would occur along the pore-bulk interface, not the pore interior;

and as the H-Ar binding energy is relatively weak,139 it is reasonable to assume that

there is not a strong trapping effect along this interface. Additionally, there is no major

ramp rate TDS peak that only appears in the AM specimens, which would be the case if

hydrogen was detrapped from the pore interface. Lastly, any degree of trapping would

reduce hydrogen diffusivity and increase concentration in the additively manufactured 17-4

PH specimens. As the wrought specimens show faster diffusivity and higher concentration

than the AM 17-4 PH, any effect of porosity on hydrogen behavior would be outweighed

by increased trapping by grain boundaries and precipitates in the wrought counterpart.

5.6.7 Modeling Trapping Behavior

The ultimate purpose of modeling trapping behavior is to provide insight into whether the

difference in calculated grain boundary density can account for the observed increase in

diffusivity in the wrought specimens. The Oriani trapping model shown in Equation 5.17
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Table 5.5: Trap site densityNT and binding energy Eb for Cu-rich precipitates, dislocations,
NbCs, and grain boundaries used in the Oriani trapping model. Lattice diffusivity DL

and number of lattice sites NL are also included.

Variable W AM Source

NT,Cu (sites/cm3) 6.5× 1020 6.4× 1020 TEM, EDS

NT,dis (sites/cm
3) 1.3× 1017 1.2× 1017 KAM, [92, 94, 112]

NT,NbC (sites/cm3) 7.0× 1018 5.2× 1018 EBSD

NT,GB,tot (sites/cm
3) 7.9× 1019 6.5× 1019 EBSD

NT,HAGB (sites/cm3) 6.9× 1019 5.6× 1019 EBSD

NT,LAGB(sites/cm
3) 5.9× 1018 6.1× 1018 EBSD

NT,CSL (sites/cm3) 4.2× 1018 3.2× 1018 EBSD

Eb,Cu (kJ/mol) 25 TDS

Eb,dis (kJ/mol) 20 [6, 108]

Eb,NbC (kJ/mol) 43 [66]

Eb,LAGB (kJ/mol) 40 [66, 95]

Eb,CSL (kJ/mol) 40 [66, 95]

DL (cm2/s) 1.0× 10−5 [69]

NL (cm−3) 5.1× 1023 [69]

can be populated with trap densities and energies either calculated using the previously

discussed methods or adapted from literature, as seen in Table 5.5. The output of the

trapping model based on these input parameters is shown in Figure 5.17, where the

number of grain boundary trap sites is varied to calculate effective diffusivity. Because

many of these values are estimated or taken from existing studies, this model is not a

definitive quantitative analysis, but provides some approximation of the effects of different

trap sites.

The first conclusion that can be drawn from this model is that the differences in

non-HAGB trap densities and energies do impact the effective diffusivity to some degree,

as shown in the variances between the wrought (blue) and AM (red) curves. The sensitivity

of this model to changes in binding energy of each feature is examined in Figure 5.18,

which shows the effect of a 10% increase in binding energy for LAGBs, CSLs, Cu-rich

163



CHAPTER 5. CHARACTERIZATION OF HYDROGEN TRAPPING AND
TRANSPORT

1018 1019 1020 1021

NT
gb (sites/cm3)

10-9

10-8

10-7

D
ef

f (c
m

2 /s
)

W OA
AM HIP+SA+OA

E
b,HAGB = 38 kJ/mol

E
b,HAGB = 41 kJ/mol

Figure 5.17: Oriani-type trapping model of effective diffusivity over a range of grain
boundary trap densities and high-angle grain boundary binding energy values. Experi-
mental results for AM and wrought over-aged specimens are shown with blue and red
circular markers, based on first-decay electrochemical permeation diffusivity values as well
as grain boundary trap density values calculated from EBSD in Section 5.6.3.
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precipitates, dislocations, and NbCs. NbCs have the largest effect on the magnitude of

the model, likely due to their relatively high trap density and binding energy values.

Additionally, though this model cannot quantitatively predict binding energy values,

it does suggest that the increase in grain boundary density may explain the increase in

effective diffusivity in the over-aged specimens if there is a slight increase in grain boundary

binding energy in the wrought 17-4 PH compared to its AM counterpart. This could be

due to factors like secondary particles along grain boundaries, increased triple junction

density, or even thin reverted austenite films along grain boundaries. Further study is

needed to fully characterize grain boundary-specific microstructure and nanochemistry to

validate this conclusion.

5.7 Conclusions

Ramp rate thermal desorption spectroscopy was employed to compare microstructural

hydrogen trap states in wrought and AM specimens in the peak-aged and over-aged

conditions. Results show that the majority of hydrogen is trapped in low-energy reversible

trap sites, with the wrought specimens in both conditions containing a larger amount

of hydrogen trapped in these reversible sites. Comparisons with microstructural char-

acterization suggest that these reversible trap sites likely include Cu-rich precipitates

and high-angle grain boundaries, the latter of which are more prevalent in wrought 17-4

PH than AM 17-4 PH. The difference in grain boundary trap density is likely a main

contributor to the increased effective diffusivity and decreased diffusible and reversible

trapped hydrogen in the AM specimens. Though high-energy irreversible trap sites such

as carbides, low-angle grain boundaries, and special grain boundaries likely contain only a

small fraction of overall trapped hydrogen, the decrease in niobium carbide trap density in

the AM specimens may also slightly contribute to the increased diffusivity and decreased

hydrogen concentration. Lastly, as there is no visible desorption peak corresponding to

a trap state unique to AM specimens, it can be assumed that the submicron porosity
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Figure 5.18: Effect of a 10% increase in binding energy of (a) low-angle grain boundaries,
(b) special grain boundaries, (c) Cu-rich precipitates, (d) dislocations, and (e) NbC on the
Oriani trapping model. A significant effect is noted for LAGBs and NbCs, attributable to
their high binding energies and relatively high density.
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present only in AM 17-4 PH likely does not function as a significant trap.

The correlation between grain size and effective diffusivity in the over-aged specimens

is analyzed using an Oriani-type trapping model to explore if the decrease in grain

boundary trap density can account for the increase in diffusivity in AM specimens when

all other trap densities and binding energies are set. Results indicate that the increase

in effective diffusivity can be tentatively attributed to changes in diffusivity if there is a

slight increase in grain boundary binding energy between AM and wrought. Though this

may be attributable to factors like triple junctions, future exploration into microstructural

features and nanochemistry along the grain boundary is necessary.
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Chapter 6

Modeling of Grain

Boundary-Hydrogen Interactions

6.1 Overview

A review of literature since 1955 on grain boundary hydrogen diffusion in different alloys

is provided. Though there is little consensus on the influence of hydrogen concentration,

grain boundary type, and features like dislocations and triple junctions on hydrogen

trapping and mobility, this literature review reveals a prevailing theme: the dependence

of grain boundary diffusion behavior on alloy structure. Grain boundaries in face-centered

(FCC) alloys commonly provide fast pathways for diffusion, whereas their body-centered

cubic or tetragonal (BCC/BCT) often have relatively slow diffusion along grain boundaries.

This is attributable to the difference in packing factor in FCC and BCC/BCT alloys; the

close-packed FCC lattice leads to slow bulk diffusion, causing a dominance of diffusion

along grain boundaries. This behavior is also speculated to be dependent on grain

boundary type, with short circuit diffusion linked to well-connected networks of high-angle
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grain boundaries in FCC alloys. The Hashin-Shtrikman upper bound is employed to

characterize the grain boundary diffusion behavior of the studied wrought and AM 17-4

PH alloys. This model suggests that grain boundary characteristics are similar enough in

wrought and AM 17-4 PH such that no short-circuit diffusion along grain boundaries can

be interpreted to account for the rapid effective diffusivity in AM specimens. A slight

increase in grain boundary diffusivity in the AM specimens seen in the model is discussed.

6.2 State of Literature on Grain Boundary Hydrogen

Diffusion

Though a good understanding of diffusion along grain boundaries is vital to characterizing

hydrogen-microstructure interactions, the precise nature of grain boundary diffusion is

frequently a controversial topic in literature. There is often disagreement on the effects of

concentration and grain boundary type, as well as features such as dislocations and triple

junctions, on the trapping and mobility of hydrogen. However, there is a significant amount

of evidence in literature that the role of grain boundaries as fast pathways for diffusion

is dependent on the structure of the alloy, with short-circuit grain boundary diffusion

reported almost exclusively for face-centered alloys as opposed to their body-centered

counterparts. A review of relevant literature to date is presented to provide insight into

notable findings regarding grain boundary diffusion and its dependence on structure and

other pertinent factors. Table 6.1 and Table 6.2 provide summaries of selected literature

addressing face-centered and body-centered alloys, respectively.

6.2.1 Face-Centered Materials

Ni and Ni-Based Alloys

Nickel and nickel-based alloys are the focal point of the majority of literature addressing

grain boundary-hydrogen interactions in FCC materials. Numerous studies have docu-
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mented accelerated diffusion along grain boundaries in nickel and nickel alloys using a

variety of investigative methods, though there is not universal consensus on the effects of

hydrogen concentration and grain boundary type.

Both electrochemical and gaseous hydrogen permeation have been employed to explore

hydrogen diffusion along grain boundaries in nickel. Early permeation breakthroughs and

small increases in short-time permeation current density have been linked to heightened

grain boundary diffusivity in pure Ni.1 Tsuru and Latanision2 combined electrochemical

permeation with iron microprobe analyses to study hydrogen-grain boundary interactions

in cold-rolled pure Ni, theorizing that the observed increase in short-time permeation rate

and higher hydrogen concentration at grain boundaries indicates that grain boundary

diffusivity exceeds lattice diffusivity.

Hydrogen permeation has also been used to quantify the grain boundary diffusivity

coefficient. Harris and Latanision3 adapted the following model developed by Hart4 to

predict grain boundary diffusivity Dgb from effective diffusivity Deff and ideal lattice

diffusivity DL:

Deff = Dgbsfgb +DL(1− fgb), (6.1)

where s is a concentration-based segregation coefficient and fgb is the volume fraction

of grain boundaries. The segregation coefficient can be expressed in terms of binding

energy Eb between a lattice site and a grain boundary site, following an Arrhenius-type

relationship:

s = s0 exp

(
Eb

RT

)
, (6.2)

where s0 is a pre-exponential factor, R is the gas constant, and T is temperature. By

estimating grain boundary volume fraction, binding energy, and lattice diffusivity, Harris

and Latanision calculated grain boundary diffusivity over a range of segregation coefficients

and concluded that grain boundary diffusivity is at least 40 times greater than lattice

diffusivity in the electrodeposited fine-grained Ni.
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In a more recent study, Wang et al.5 investigated the gas permeation behavior of

polycrystalline Ni, reporting a comparable increase in Dgb compared to DL using the same

model. However, Brass and Chanfreau6 applied the Hart model to compare electrochemical

permeation behavior of single-crystal, small-grain, and large-grain Ni, and concluded that

grain boundary diffusivity is around 2-7 times greater than lattice diffusivity—notably

smaller than the difference observed by Wang et al. and Harris and Latanision. This

discrepancy is speculatively credited to reversible hydrogen trapping reducing the observed

intergranular diffusivity.

This increase in diffusion along grain boundaries in nickel has been corroborated

by other experimental and modeling methods. Lee and Lee7, 8 used thermal desorption

analyses to compare hydrogen content in pre-charged single-crystal and polycrystalline

nickel, attributing a small but reproducible increase in hydrogen content early in the spectra

to short-circuit grain boundary diffusion. Molecular dynamics simulations by Szpunar et

al.9 reported an order of magnitude increase in diffusion along [100] Σ5, Σ13, and Σ17

grain boundaries relative to lattice diffusion. Jothi et al.10 employed a coupled Monte

Carlo and finite element model to compare micro-polycrystalline and nano-polycrystalline

Ni, also reporting an increase in hydrogen diffusion in the nano-polycrystalline material

due to fast grain boundary diffusion.

This enhanced grain boundary diffusion observed in nickel is often reported to be grain

boundary type-dependent. Through a combination of microstructural characterization,

electrochemical permeation, and thermal desorption spectroscopy, Oudriss et al.11 demon-

strated that high-angle grain boundaries (HAGBs) are the main culprit behind fast-path

diffusion due to their disordered structure. However, low-misorientation or special grain

boundaries act as stronger traps, counteracting the short-circuit diffusion effect. This

conclusion was supported by kMC simulations by Zhou et al.,12 who concluded that

fast diffusion occurs along a well-connected network of HAGBs, whereas low-angle grain

boundaries (LAGBs) act as barriers to diffusion.
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There are numerous studies addressing hydrogen diffusion effects of specific special

grain boundary types and orientations. Through deuterium SIMS analysis, Ladna and

Birnbaum13, 14 observed accelerated diffusivity along high-energy (Σ9) symmetrical tilt

boundaries, but not along low-energy (Σ11) symmetrical tilt boundaries. First principles

density function theory calculations by Di Stefano et al.15 suggest that symmetric tilt Σ3

grain boundaries don’t serve as strong traps and can inhibit hydrogen diffusion, whereas

symmetric tilt Σ5 grain boundaries strongly trap hydrogen and provide channels for

diffusion twice as fast as lattice diffusion. Molecular dynamics simulations by Zhou et

al.16 support the combination of strong trapping and accelerated diffusion in Σ5 and Σ11

grain boundaries, and conclude that Σ3 grain boundaries have little effect on diffusivity

unless interstitials are present.

The effect of grain boundary structure on diffusivity was theorized to be related to the

density of packing of Ni atoms within grain boundaries by Marte and Kirchheim,17 based

on permeation of nickel produced by galvanic plating versus annealed nanocrystalline

Ni. Similarly, Li et al.18 hypothesized that special grain boundary diffusion behavior is

dependent on energy and excess volume, based on analysis combining molecular dynamics

modeling, thermal desorption spectroscopy, and hydrogen permeation. The authors argued

that certain high energy or excess volume special grain boundaries, such as Σ11(332) and

Σ5(210), experience a directional 3-4 order of magnitude increase in diffusion relative to

the lattice, while other directions of these special grain boundaries act to trap hydrogen.

Similar orientation-dependent diffusion behavior has been observed in other studies; Wang

et al.5 found that grain boundary orientation strongly affected diffusivity based on gas

permeation of directionally solidified Ni.

The difference in diffusion behavior between different grain boundary types may imply

that the degree of hydrogen trapping is grain boundary type-dependent in nickel and

nickel alloys, a conclusion that is corroborated by several studies.19 Angelo et al.20

modeled hydrogen trapping in various defects in nickel using the embedded atom method,
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concluding that hydrogen segregates strongly to Σ3(112), Σ9(221), and Σ11(113) tilt

boundaries, with the Σ9 boundary having a higher trap site energy than its counterparts

due to its volume. A SIMS study by Oudriss et al.21 indicates that the concentration

profile across a grain boundary may depend on grain boundary type, with gaps in the

concentration profile across the boundary occurring at random grain boundaries that act

as fast paths. Alternatively, special grain boundaries with stronger trapping ability are

theorized to have an unbroken H concentration across the boundary. However, Wada et

al.22 did not find any apparent difference in the trapping abilities of special and random

grain boundaries in a SIMS analysis.

Grain boundary diffusivity has also been postulated to depend on hydrogen concentra-

tion in nickel as evidenced by Arantes et al.,23 who used electrochemical permeation to

compare microcrystalline and nanocrystalline Ni. At high hydrogen concentrations, the au-

thors theorized that the increased hydrogen flux and faster diffusivity in the nanocrystalline

Ni indicate increased diffusivity and hydrogen concentration along the grain boundaries.

However, at low hydrogen concentrations, the diffusivity value was actually observed to

be lower in the nanocrystalline Ni than in its microcrystalline counterpart. This was

attributed to saturation of low-energy sites, leading to occupation of high-energy sites as

hydrogen concentration increases. This conclusion is also supported by Yao and Cahoon,24

who postulated that at a low hydrogen concentration, grain boundary diffusion of hydrogen

is effectively stopped.

There has also been discussion regarding the role of dislocations in hydrogen diffusion

along grain boundaries in nickel. Louthan et al.25 hypothesize that their observed increase

in deuterium permeability in pure nickel after cold-working is due to faster diffusivity

along grain boundaries; however, they argue that this increase is caused by dislocation

substructures acting as short-circuit diffusion paths. This conclusion is maintained by

Tseng et al.,26 who observed silver decoration in dislocations and certain grain boundary

sections in commercial pure Ni. It is noted by the authors that this experimental method
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cannot be used to observe hydrogen in the lattice, and therefore no conclusion about

diffusivity in the grain boundary can be made. However, in the study performed by

Lee and Lee using thermal analysis to compare cold-rolled and annealed Ni, the authors

directly disagree with the conclusion drawn by Louthan et al,8 arguing that fast path

diffusion would be observable in the early transient region of the cold-rolled specimen.

They state instead that dislocations act as very weak hydrogen traps in Ni, with lower

trap activation energy than that of bulk diffusion.

Triple junctions, or intersections of three or more grain boundaries, may also play

a role in grain boundary diffusion in nickel. Palumbo et al.1 observed multiple early

permeation breakthrough events in nanocrystalline Ni, credited to fast diffusion in both

grain boundaries and triple junctions. Oudriss et al.11 attributed this fast diffusion

through triple junctions to an excess of free volume. As triple junction density inherently

depends on grain size, this produces a strong grain-size dependence of diffusivity. In a

separate study, Oudriss et al.21 proposed that fast diffusion through grain boundaries

and triple junctions may compete with irreversible trapping in geometrically necessary

dislocations (GNDs) depending on grain size. Short-circuit grain boundary diffusion will

increase effective diffusivity in coarser-grained microstructures, but as grain size falls

below a critical size (in the 10s of microns), trapping by GNDs begins to dominate,

limiting and eventually reducing effective diffusivity. However, if grain size is decreased to

the sub-micron region, fast diffusion through triple junctions can counteract this GND

trapping.

The grain boundary diffusion behavior has also been shown to affect hydrogen embrit-

tlement kinetics; Kimura and Birnbaum27 attributed the unexpectedly rapid intergranular

embrittlement of nickel to grain boundary diffusivity being about two times faster than

lattice diffusivity.

It should be noted that not all literature is in agreement with the idea of short-circuit

diffusion along random grain boundaries in nickel; Hurley et al.28 did not find a difference
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in experimental deuterium TDS spectra between single-crystal and polycrystalline nickel-

based alloy Inconel 600, concluding that grain boundaries do not affect hydrogen transport.

Ma et al.29 examined directionally solidified polycrystalline Ni using scanning Kelvin

probe force microscopy, concluding that random grain boundaries do not act as fast

paths and that coherent Σ3 grain boundaries accelerate diffusion. Additionally, secondary

inclusions and precipitates along grain boundaries in Ni-based alloys can reduce diffusivity

along the grain boundary; carbides have been theorized to counteract fast diffusion along

the grain boundary in HR6W30 and Inconel 625.31

Pd and Pd-Based Alloys

Though fewer studies exist on hydrogen diffusion in the grain boundaries of palladium

and its alloys, the same increase in diffusivity along grain boundaries has been observed.

Additionally, the existing body of literature includes some of the landmark analyses of

hydrogen concentration dependency. Mütschele and Kirchheim in 1987 and Kirchheim

et al. in 1988 linked an increase in diffusivity in nanocrystalline Pd with an increase in

concentration, positing the existence of a critical hydrogen concentration value at which

the diffusivity of nanocrystalline palladium exceeds the diffusivity of single-crystalline

Pd.32, 33 This increase was attributed to the occupation of higher energy sites, which

decreases the average activation energy of H diffusion and therefore increases hydrogen

diffusivity.

Iwaoka et al.34 used electrochemical hydrogen permeation to compare diffusion in

ultrafine-grained and coarse-grained Pd, finding rapid diffusion in ultrafine-grained Pd

compared to its coarse-grained counterpart. It is also worth noting that the ultrafine-

grained and coarse-grained Pd had similar dislocation density, and that, though hydrogen

concentration and diffusivity increase concurrently as observed in Kirchheim et al., acti-

vation energy does not decrease with hydrogen concentration as would be expected in

Kirchheim’s theory. Iwaoka et al. attributed this difference to the effects of the fraction of
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disordered structure; the random grain boundaries can be likened to amorphous regions,

but H atoms jump both through the disordered region in the grain boundaries and also

between grain boundary sites and lattice sites.

Al and Al-Based Alloys

Like other FCC alloys, aluminum and its alloys have demonstrated an increased grain

boundary diffusivity. This has notably been observed through local spatial techniques;

Saitoh et al.35 used tritium electron microautoradiography to observe H distribution in Al,

concluding based on the lack of Ag in the observed high-angle grain boundary that HAGBs

have minimal trapping power and act as a path for short-circuit diffusion. Larignon et

al.36 employed SIMS and Kelvin probe force microscopy to examine hydrogen in grain and

subgrain boundaries of Al 2024, reporting trapping and subsequent fast diffusion along

the boundaries. Bhuiyan et al.37 argued that grain boundaries actually trap less hydrogen

than dislocations in Al 7150, though the trap occupancy in these boundaries increases

with hydrogen concentration. Though there is disagreement in the trapping ability of

grain boundaries between these studies, there is a consistent observation of short-circuit

diffusion.

Limited investigation has been made into specific grain boundary types in aluminum.

Kinetic Monte Carlo simulations by Pedersen and Jónsson38 showed a slight increase in

diffusion parallel to the Σ5 boundary, with diffusion blocked across the boundary; however,

tilt grain boundaries and twist + tilt grain boundaries were perceived to slow hydrogen

diffusion.

Additionally, though triple junctions in nickel have been theorized to accelerate

diffusion, Ichimura et al.39 posited that trapping by triple junctions may actually reduce

diffusion along grain boundaries based on thermal desorption diffusivity measurements

of aluminum specimens with various grain sizes. Ichimura et al. proposed a “grain

boundary cross effect” based on competing mechanisms of triple junction trapping and

189



CHAPTER 6. MODELING OF GRAIN BOUNDARY-HYDROGEN INTERACTIONS

grain boundary fast diffusion, hypothesizing that diffusivity will increase with decreasing

grain size up to a certain critical grain diameter, at which point a critical number of

triple junctions is reached. Any further decrease of grain size would only enhance the

trapping by triple junctions, causing a drastic decrease in diffusivity as the fast diffusion

is outweighed by trapping at the junctions.

Fe and Fe-Based Alloys

Fast diffusion in the grain boundaries of FCC iron alloys and austenitic steels has been

commonly observed as well, often directly through tracer methods. Abraham et al.40

explored permeation of tritium in grain boundaries of 304L through autoradiography,

observing rapid diffusion along grain boundaries. More recently, Tanaka et al.41 used

TOF-SIMS to directly observe grain boundary diffusion of deuterium in single-phase FCC

Fe-30Ni, indicating fast path diffusion.

Dramatic increases in grain boundary diffusion have been observed in austenitic

stainless steels. One of the most extreme differences between bulk and grain boundary

diffusion was suggested by Calder et al.,42 who measured the tritium concentration

profile in 304 and 316 stainless steels. The authors calculated grain boundary diffusivity

using several models based on the tritium concentration, and reported a grain boundary

diffusivity eight orders of magnitude higher than bulk. A multiple-order of magnitude

increase has also been observed elsewhere; Dieudonné et al.43 employed SIMS to examine

deuterium diffusion in austenitic Fe-Mn-C steels and attributed a tail in the deuterium

curve to short-circuit diffusion in grain boundaries, calculating that diffusivity in grain

boundaries to be 4 orders of magnitude faster than that seen in the bulk.

Though the extent of research into different types of grain boundaries has not been

as thorough compared to materials like nickel, GB-type dependencies similar to those

observed in other FCC alloys have been reported. Density functional theory energy

analysis performed by He et al.44 on Σ3[1̄10](111), Σ5[1̄00](021), and Σ9[110](22̄1) grain

190



CHAPTER 6. MODELING OF GRAIN BOUNDARY-HYDROGEN INTERACTIONS

boundaries in γ-Fe found that the Σ3 and Σ5 grain boundaries can slow diffusion in all

directions, whereas Σ9 grain boundaries can enhance grain boundary diffusion along the

boundary.

Iron naturally has a BCC structure at room temperature and often requires alloying

to attain an FCC structure at room temperature, so Fe-based FCC alloys often have a

large degree of inclusions and defects that affect hydrogen diffusion. However, increased

grain boundary diffusivity has still been observed after accounting for trapping effects;

Mine et al.45 still observed enhanced H diffusivity through type 660 and 310S stainless

steels after grain refinement through HPT after using an Oriani-type model to account for

trapping due to higher dislocation density from HPT processing. In 310S, a nearly linear

increase in diffusivity was observed with decreasing grain size after the Oriani model was

employed. However, this trend was not linear in 660, speculatively due to the effects of

η-Ni3Ti precipitates.

Lee et al.46 used permeation to observe diffusivity in Cantor HEA, 316L, and 304.

The 304 and 316L alloys had similar grain sizes, more than twice that of the Cantor HEA

alloy. However, 316L and Cantor had similar H concentration and effective diffusivity

values, whereas the 304 showed comparatively slower diffusivity. Therefore, the difference

in diffusivity could not be explained by grain size alone. The authors attributed the slower

Deff in 304 to dislocations and twins caused by martensite transformation during hydrogen

permeation.

Triple junctions in Fe-based alloys have also been discussed. Similar to the work by

Ichimura et al.39 in aluminum, Yazdipour et al.47 observed a grain boundary cross effect

in X70 steel that was annealed to reduce grain size. As grain size decreased, diffusivity

increased until a certain critical value was reached, after which there was a rapid decrease

in diffusivity attributed to trapping by triple junctions. Yazdipour et al. compared

experimental results to a finite difference model, concluding that hydrogen trapping at

triple junctions and nodes increases with reduced grain size. However, it should be noted
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that other microstructural features, such as dislocations, were not analyzed in this study.

Also similar to other FCC metals, there is little consensus on the effects of dislocations

in the context of grain boundary diffusion in FCC Fe-based alloys. It is widely understood

that dislocations act as hydrogen traps, and thereby are often believed to impede fast

diffusion. However, based on observed plastic deformation induced by hydrogen charging

of Fe-36Ni, Mogilny et al.48 proposed that the origin of increased hydrogen flux along

grain boundaries is due to sliding dislocations, not an actual acceleration of diffusion of

interstitials within the boundary.

There has also been some consideration of diffusion rate dependency; Lin et al.49

investigated hydrogen permeation in AM and cold-rolled 316L and found that diffusivity

was higher in the AM specimen, attributed to sub-grain boundaries acting as fast paths.

Lin et al. also speculated that hydrogen diffusion behavior was diffusion rate-dependent,

theorizing that grain boundaries only act as the main diffusion path at low diffusion rates.

It should be noted that the authors define high and low diffusion rates using current

density instead of the traditionally used effective diffusivity.

6.2.2 Body-Centered Materials

Fe and Binary Fe Alloys

Unlike face-centered alloys, the more open structure of body-centered alloys contributes to

relatively fast lattice diffusion; consequently, increased diffusivity along grain boundaries

is not commonly reported. This is evidenced by numerous studies detailing increased

effective diffusivity through coarser microstructure in BCC iron. Beck et al.51 observed

that single crystal permeation diffusivity is 30% higher than polycrystalline diffusivity in

Armco Fe; similarly, Iwaoka et al.52 found that permeation diffusivity in HPT-process

fine-grained iron is reduced compared to diffusivity in coarser-grained annealed iron. This

was attributed to a reduction in diffusivity along the grain boundaries due to the high rate

of lattice diffusion as well as hydrogen atom interactions. Slow grain boundary diffusion
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Table 6.1: Summary of selected literature addressing grain boundary-hydrogen interactions
in FCC alloys.

Alloy GB Type GB Diffusion Methods Evidence Source

Ni and Ni-Based Alloys

Nickel

Unspecified Accelerated Permeation Cold working vs. diffusivity [25]

Unspecified Accelerated Permeation, ion microprobe Short-time permeation rate, H conc. at GBs [2]

Unspecified Accelerated TDS Single vs. polycrystalline TDS peak area [8]

Unspecified Accelerated Fracture Fit of GB fracture ratio vs. charge time [27]

Unspecified GB type-dependent Permeation, silver dec. More Ag (higher perm) along GBs [26]

Unspecified Slowed Permeation, silver dec. No Ag along GBs, no grain size effect on perm. [24]

Unspecified Accelerated Permeation Grain size vs. Deff [3]

Unspecified Accelerated Permeation Breakthrough events in perm. [1]

Unspecified Accelerated Permeation Grain size vs. Deff [23]

Unspecified Accelerated Permeation Grain size vs. Deff [6]

Unspecified GB type-dependent Permeation Grain size vs. Deff [17]

Unspecified Accelerated Permeation Grain size vs. Deff [50]

Unspecified Accelerated Permeation Grain size vs. Deff [5]

Σ9, Σ11 GB type-dependent Deut. SIMS SIMS deuterium segregation at GBs [13]

Σ9, Σ11 GB type-dependent Deut. SIMS SIMS deuterium segregation at GBs [14]

Σ3, Σ9, Σ11 Slowed Embedded atom model Simulation of trapping energies [20]

Σ5, Σ13, Σ17 Accelerated Molecular dynamics Dgb calculated via mean-square displacement [9]

HAGBs, LAGBs, special GBs GB type-dependent Permeation, TDS Grain size vs. Deff, GB type TDS results [11]

Σ3, Σ5 GB type-dependent DFT DFT GB energy analysis [15]

LAGB, HAGB Accelerated Monte Carlo, FEA MC-FE trap model [10]

random, special Σ3n GB type-dependent SIMS SIMS map + EBSD comparison [21]

Coherent Σ3 twin, random GB type-dependent SKPFM Observed hydrogen breakthrough in GBs [29]

Σ3, Σ5, Σ11 GB type-dependent Molecular dynamics MD GB energy analysis [16]

Special, random GB type-dependent TDS, SIMS SIMS map, TDS peak analysis [22]

Σ3, Σ5, Σ11, Σ25, Σ41 GB type-dependent Kinetic Monte Carlo kMC GB energy analysis [12]

Σ3, Σ9, Σ11, Σ57, Σ171, Σ451 GB type-dependent Molecular dynamics MD GB energy analysis [19]

Σ3, Σ5, Σ11 GB type-dependent TDS, permeation, MD MD GB energy analysis, grain size vs. Deff [18]

HR6W Unspecified Accelerated TDS Grain size vs. Deff [30]

Inconel 600 Unspecified No effect of GB TDS Grain size vs. Deff [28]

Inconel 625 Unspecified Accelerated Permeation, TDS Grain size vs. Deff [31]

Pd and Pd-Based Alloys

Pd
Unspecified Conc.-dependent Permeation Single vs polycrystalline CH vs. Deff [32]

HAGB, LAGB GB type-dependent Permeation Grain size vs. Deff [34]

Pd-Si Unspecified Conc.-dependent Electrochem. techniques Single vs polycrystalline CH vs. Deff [33]

Al and Al-Based Alloys

Al
Unspecified Accelerated TDS Grain size vs. Deff [39]

Σ5 twist/tilt/twist+tilt GB type-dependent Monte Carlo, DFT kMC atomic interaction simulation [38]

Al 2024 Unspecified Accelerated SIMS, KFM SIMS map, KFM signal map [36]

Al, Al-4Cu, Al-1Mg2Si HAGB Accelerated Microautoradiography No Ag in HAGB [35]

Fe and Fe-Based Alloys

γ-Fe Σ3, Σ5, Σ9 GB type-dependent DFT DFT GB energy analysis [44]

Fe-30Ni Unspecified Accelerated Ga-FIB-TOF-SIMS High intensity at GBs [41]

Fe-36Ni Unspecified Accelerated via dislocs. XRD Texture/dislocation increase after charging [48]

Fe-Mn-C steels Unspecified Accelerated SIMS SIMS concentration profiles [43]

304, 316 Unspecified Accelerated Tritium conc. profiles Tritium diffusion coefficient [42]

304L Unspecified Accelerated Autoradiography Tritium at GBs [40]

304L, 316L, Cantor Unspecified Accelerated Permeation Grain size vs. Deff [46]

316L Unspecified Accelerated Permeation Grain size vs. Deff [49]

660, 310S Unspecified Accelerated TDS Grain size vs. Deff [45]

X70 Unspecified Accelerated Permeation, Finite diff Grain size vs. Deff [47]
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has also been reported by Addach et al.,53 who varied specimen thickness below a certain

small value (0.5-2 mm) to reduce the influence of grain boundaries on bulk diffusivity. It

was found that permeation diffusivity in iron increased with decreasing specimen thickness,

implying an obstruction of diffusion from grain boundaries.

Slow grain boundary diffusivity has been observed in modeling studies as well. Autora-

diography of iron was combined with molecular dynamics energy and enthalpy analyses

by Teus et al.,54, 55 who found that the activation enthalpy of hydrogen migration in the

grain boundary is higher than in bulk iron, leading to a reduction in grain boundary

diffusivity. Dı́az et al.56 found model-experimental agreement between permeation and

finite element analysis examination of iron with different grain sizes, consistently noting

increased diffusion correlating to finer grain size. Zhou et al.57 performed a molecular

dynamics analysis on nanograined Fe with different grain sizes and found that the segre-

gation energies of grain boundaries in iron are much higher than the bulk, assuming low

hydrogen concentration. Zhou et al. also concluded that triple junctions act as stronger

traps than grain boundaries.

Thermal desorption has been employed to quantify activation energies for grain

boundary binding and detrapping in iron, though the range of published values is wide.

Choo and Lee58 examined the effects of different grain boundary densities on thermal

desorption of iron, studying the trapping behavior of grain boundaries through variations

in TDS spectra correlating to grain size. The authors estimated an activation energy of

17.2 kJ/mol for desorption from grain boundary trap sites. However, Ono and Meshii59

calculated a binding energy of 49.2 kJ/mol using a similar method of thermal desorption of

Fe with different grain sizes. Even accounting for the migration energy of hydrogen through

the lattice, this is much larger than that observed by Choo and Lee. Sato and Takai60

reported a similar activation energy for high-angle grain boundaries in iron, quantified by

eliminating any low-angle grain boundaries so that thermal desorption analysis could be

performed solely on high-angle grain boundaries.. The spectra associated with these grain
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boundaries occurred at 85◦C, corresponding to an activation energy of 43.7 kJ/mol.

Despite the absence of reported short-circuit diffusion along grain boundaries, it should

be noted that similarly to the FCC alloys, grain boundary type has been theorized to affect

the degree of trapping. However, the precise nature of this relationship is controversial.

For example, increased trapping ability of high-angle grain boundaries compared to

their low-angle counterparts has been reported in electrochemical permeation and silver

decoration studies.61, 62 Martinez-Madrid et al.61 argued that the increase in energy and

distortion corresponding to high-angle grain boundaries causes an increase in trapping

ability compared to their low-angle counterparts. However, autoradiography studies on

Fe-Ti alloys published by Asaoka et al.63 and Pressouyre and Bernstein64 both reported

high-angle grain boundaries acting as poorer traps than their low-angle counterparts.

Little investigation has been performed into special grain boundaries, though Kholtobina

et al.65 predicted a slight reduction in trapping energy at tilt Σ3 and Σ5 boundaries

compared to twist Σ5 boundaries through density functional theory analysis.

Asaoka et al.63 also found that carbides can have a strong effect on hydrogen behavior

near the grain boundaries. This is supported by the thermal desorption and autoradiogra-

phy work of Paes de Oliviera et al.,66 who attributed trapping at Fe-Cr grain boundaries

to the presence of carbon at the interface.

Concentration dependency has also been observed in BCC iron and its alloys. Kinetic

Monte Carlo simulations from Du et al.67 found that, at low concentrations, hydrogen

is confined to the grain boundary interface, leading to a low effective diffusivity due to

slow diffusion along the boundaries. As concentration increases, the available interstitial

sites are filled, and the effect of grain boundaries on diffusivity is reduced. Additionally,

molecular dynamics simulations performed by Yang et al.68 on a <111> symmetric tilt

grain boundary found anisotropic diffusion behavior, with fast travel at low hydrogen

concentrations and impeded diffusion at high hydrogen concentrations.
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Lastly, it should be noted that high temperatures may affect this observed behavior, as

seen in the 1955 study by Haynes and Smoluchowski69 on the effect of grain boundary angle

on hydrogen penetration in Fe-3Si using autoradiography above 769◦C. Below a certain

grain boundary misorientation, there was no observed preference for grain boundary

diffusion over lattice diffusion; however, the authors did report the existence of some

intermediate grain boundary angle at which grain boundary diffusivity exceeds that of

the lattice at these high temperatures, based on measurements of penetration depth.

Additionally, Hagi et al.70 found that, while single-crystal iron followed an Arrhenius-type

temperature-diffusivity trend, the polycrystalline iron diverged from this trend at around

260 K due to low-energy trapping. This may indicate that, above this temperature, the

trapping effect at grain boundaries is negated and any reduction of diffusivity due to grain

boundaries is eliminated.

Body-Centered Steels

Similar to BCC iron and Fe-based alloys, there is little evidence of enhanced diffusion

along grain boundaries in body-centered steels. This has been shown in a variety of

steels. Danford71 found that increased grain boundary density in 4340 steel led to a

higher hydrogen concentration, indicating grain boundary trapping. Likewise, Turk et al.72

compared martensitic DP800 stainless steel with different grain sizes through permeation

and TDS, reporting lower diffusivity in finer-grained specimens. It should be noted that

tempered specimens with different dislocation densities had the same diffusivity value,

leading Turk et al. to conclude that dislocations have limited effects on trapping.

Though the trapping ability of grain boundaries in alloys like precipitation-hardening

stainless steels and AerMet 100 is commonly reported, the microstructural complexity

of these alloys often makes it difficult to draw any direct conclusions about interactions

between hydrogen and specific features. Tsay et al.73 theorized based on changes in

permeation diffusivity of 17-4 PH that grain boundaries act as the main hydrogen trap
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in the over-aged condition, but that precipitates are the main trap in the peak-aged

condition. Alternatively, Shen et al.74 proposed that raising heat treatment temperature

caused opposing effects in 17-4 PH due to simultaneous grain coarsening reducing the

slow grain boundary diffusion effect, and increased precipitation causing more trapping.

Li et al.75 investigated hydrogen trap states in AerMet100 using thermal desorp-

tion, theorizing that grain boundaries act as strong traps, though there was difficulty

distinguishing the desorption peak associated with grain boundaries from the effects of

mixed dislocation cores and martensite interfaces. This difficulty is often encountered in

thermal desorption analysis of hydrogen in steels, which may explain the wide variation

of trap behavior attributed to grain boundaries in literature. Grain boundaries have been

characterized as reversible, low-temperature traps in high-strength steels;76, 77 however,

high-angle grain boundaries have also been theorized to act as irreversible traps.78

These effects may also rely on concentration and grain boundary type. Das et

al.79 postulated that grain boundary trapping ability in martensitic stainless steels is

concentration-dependent based on finite element analysis, arguing that high angle grain

boundaries act as the primary traps at low hydrogen concentrations, whereas dislocations

are more prominent at high concentrations.

The amount of carbon in specific alloys also may be an important factor in grain

boundary diffusivity. The previously discussed work of Paes de Oliviera et al.66 on Fe-Cr

aligns well with literature on mild or low-carbon steels; Chew and Fabling80 observed

similar diffusivities in decarburized mild steel with different grain sizes, indicating minimal

trapping or slowing of diffusion along grain boundaries. Additionally, Luu and Wu81 and

Ichitani and Kanno82 both reported uniform silver along grain boundaries in hydrogen

microprint analysis of mild and medium-carbon steels, concluding that diffusivity along

grain boundaries is likely similar to lattice diffusivity.
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Table 6.2: Summary of selected literature addressing grain boundary-hydrogen interactions
in BCC/BCT alloys.

Alloy GB Type GB Diffusion Methods Evidence Source

Fe and Binary Fe Alloys

Iron

Unspecified No effect of GB Permeation Grain size vs. Deff [51]

Unspecified Slowed Permeation Single vs polycrystalline Deff [70]

Unspecified Slowed TDS GB influence on TDS peak [58]

Unspecified Slowed TDS GB influence on TDS peak [59]

Unspecified Slowed Permeation Thickness vs. Deff [53]

Unspecified Slowed Permeation, FEA Grain size vs. Deff, model-exp agreement [56]

Unspecified Slowed Molecular dynamics MD GB energy analysis [57]

HAGB Slowed L-TDS GB influence on TDS peak [60]

HAGB, LAGB Slowed Electrochem. charging Occluded H vs. grain size [61]

HAGB, LAGB Slowed Ag decoration Ag segregation on GBs [62]

HAGB, LAGB, special Slowed Permeation Grain size vs. Deff [52]

Σ5 Slowed Kinetic Monte Carlo kMC simulation [67]

Σ3, Σ5 Slowed DFT DFT GB energy analysis [65]

Σ35, Σ17, Σ25 Slowed Molecular dynamics MD GB enthalpy analysis [55]

Σ5 Slowed Autoradiography, MD MD GB energy analysis; grain size vs. Deff [54]

S19 Conc.-dependent Molecular dynamics MD GB energy analysis [68]

Fe-0.15Ti Unspecified Slowed Microautoradiography C segregation vs. Deff [63]

Fe-3Si HAGB, LAGB, special GB type-dependent Autoradiography Angle vs. GB penetration [69]

Fe-Cr Unspecified Slowed TDS, autoradiography Ag segregation on GBs [66]

Fe-Ti HAGB, LAGB Slowed Charging + etching Grain size vs. damage [64]

Body-Centered Steels

17-4 PH
Unspecified Slowed Permeation, SSRT Literature comparison [73]

Unspecified Slowed Permeation, SSRT PAG size/precip. ratio vs. Deff [74]

4340 Unspecified Slowed LECO, charging Grain size vs. charging current [71]

Mild steel
Unspecified No effect of GB TDS Grain size vs. Deff [80]

Unspecified No effect of GB Permeation, H microprint Uniform Ag along GBs in HMT [82]

Mild and med-C steel Unspecified No effect of GB Permeation, H microprint Uniform Ag along GBs in HMT [81]

AERMET 100 Unspecified Slowed TDS Similar Eb as literature [75]

Cr-Mo steel Unspecified Slowed Autoradiography, TDS Ag segregation on GBs [83]

DP800 Unspecified Slowed Permeation, TDS Grain size vs. Deff [72]

High strength SS Unspecified Slowed TDS, SIMS Deuterium segregation at GBs, TDS peak [76]

Maraging steel Unspecified Slowed Autoradiography Ag segregation on GBs [84]

Martensitic SS HAGB Conc.-dependent FEA Model-lit agreement [79]
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6.2.3 Comparative Studies

There have been few published studies comparing hydrogen-grain boundary interactions

in FCC and BCC metals, and there is little agreement in the findings. Though enhanced

H diffusion in grain boundaries of FCC alloys has been widely observed, there is not

universal agreement on this topic; Sidorenko and Sidorak report that grain boundary

diffusivity is slower than the lattice diffusivity in nickel, and postulate that hydrogen is

more mobile in grain boundaries in BCC structures (iron).85 However, it should be noted

that the lattice diffusivities found for Cu and Ni in this paper are much faster than often

found in literature. In contrast, Lee and Lee reviewed and compared thermal analyses for

several BCC and FCC alloys, concluding that grain boundaries in FCC structures act as

fast paths for hydrogen, with minimal effect from dislocations.7

Mine et al. used hydrogen gas charging and TDS to compare hydrogen concentration of

both BCC Fe-0.01C and austenitic 310S stainless steel before and after grain refinement via

HPT processing.86 The authors found a linear relationship between dislocation density and

H content in the 310S, concluding that little hydrogen is trapped by the grain boundaries

in 310S. However, this relationship was not linear in the Fe-0.01C BCC alloy, indicating

trapping in both grain boundaries and dislocations. Though this study does not address

diffusion along grain boundaries, it should be noted that the increased hydrogen trapping

by grain boundaries in the BCC alloy can slow diffusivity and increase H content.

In sequential electrochemical permeation studies on diffusion in ultrafine-grained FCC

Pd and BCC Fe, Iwaoka et al.34, 52 observed opposing trends in diffusivity when varying

grain size. Reducing grain size through high-pressure torsion increased diffusivity in the

Pd, but decreased the diffusivity in Fe. This was ascribed to a lower hydrogen solubility

in Fe compared to Pd, causing hydrogen to accumulate in grain boundaries and resulting

in H-H interactions slowing down grain boundary diffusion. Additionally, the fast rate of

lattice diffusion through the BCC alloy was speculated to contribute to this phenomenon.
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Kazum et al.87 compared hydrogen permeation of an austenitic TWIP steel and

a ferritic mild steel. The average grain size of the TWIP steel was about an order of

magnitude smaller than that of the mild steel. Ferritic alloys tend to have increased

hydrogen diffusivity compared to austenitic alloys (as would be expected due to the

more open BCC structure), but an increased diffusivity was observed in the austenitic

TWIP steel compared to the mild steel. The authors attribute this to fast grain boundary

diffusion in the TWIP steel; this is supported by the observed shorter breakthrough time

and lower permeation rate.

Several modeling studies have also been published comparing hydrogen interactions

with specific grain boundary types in FCC and BCC materials. Du et al. performed a

first principles analysis comparing hydrogen interactions in certain representative “dense”

and “open” grain boundaries in BCC and FCC Fe. The specific grain boundary types

modeled were Σ3[11̄0](112) (dense) and Σ5[001](310) (open) in BCC, and Σ3[11̄10](111)

(dense) and Σ11[11̄0](113) (open) in FCC.88 Du et al. concluded that none of these grain

boundaries act as short circuit diffusion pathways for hydrogen, but that diffusion along

the open grain boundaries (Σ5 BCC and Σ11 FCC) occurs preferentially along the grain

boundary plane. Additionally, Du et al. found that all of the examined grain boundaries

act as hydrogen traps.

Liu and Gong, in a 2021 first principles study comparing diffusion through a BCC

Σ3(112) grain boundary and FCC Σ3(111) grain boundary in PdCu, similarly observe

trapping in BCC grain boundaries, though they state that it is more difficult for hydrogen

to segregate to the FCC grain boundaries due to higher binding energy.89 However, unlike

Du et al., Liu and Gong conclude that the FCC Σ3(111) grain boundaries accelerate

diffusion, whereas the BCC Σ3(112) grain boundaries slow diffusion. The authors also

examine directional grain boundary diffusion, arguing that diffusion across the Σ3(112)

grain boundary is easier than diffusion along the grain boundary, whereas there is little

difference in diffusion along and across the FCC Σ3(111) grain boundary.
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6.2.4 Discussion

This investigation into literature on hydrogen-grain boundary interactions in face-centered

and body-centered alloys reveals a general trend of accelerated grain boundary diffusion

in FCC materials. The nature of this accelerated diffusion is linked to grain boundary

type, with high-angle grain boundaries often acting as favorable paths for hydrogen

diffusion. Additionally, the presence of low-angle special grain boundaries introduces

complexity to the trapping behavior, further influencing the overall diffusion dynamics.

Accelerated diffusion has been observed along Σ5 grain boundaries as well as Σ9 and Σ11

grain boundaries, though these observations are not universal; some studies report that

fast-path diffusion primarily occurs along a well-connected network of high-angle grain

boundaries due to their disordered structure.

BCC and BCT alloys demonstrate notably different behaviors from FCC alloys. The

more open structure of body-centered alloys contributes to fast lattice diffusion and

relatively slower grain boundary diffusion. This is evidenced by experimental studies

comparing diffusivity of alloys with various grain sizes, as well as modeling studies

indicating higher activation enthalpy for hydrogen migration along grain boundaries

compared to bulk diffusion. There is little agreement on the role of different grain

boundaries in the obstruction of diffusion in these alloys; high-angle grain boundaries

have been portrayed as both stronger and weaker traps than their low-angle counterparts.

This may also be influenced by temperature, as the trapping ability of grain boundaries

may be negated at high temperatures.

The difference in trapping and diffusion of varying grain boundary types tends to

be attributed to the degree of disorder in the grain boundary structure, the associated

energy, or the amount of excess volume. It would follow that, if a face-centered lattice has

a higher associated energy of migration than a body-centered lattice, this would result in

the observed preferential diffusion along grain boundaries with lower energies or higher

excess volumes. It can be argued this difference is less determined by differences in grain
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Figure 6.1: Published values of lattice and grain boundary diffusivity from litera-
ture.1–3, 5, 6, 11, 13, 14, 27, 38, 85 The alloy structure and grain boundary type are denoted,
and the regions of slow or fast grain boundary diffusion compared to lattice diffusion are
labeled.
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boundary structure and openness between face- and body-centered materials, but instead

is determined by the lattice structure itself. This can be evidenced by the comparison of

studies reporting both lattice and grain boundary diffusivity is shown in Figure 6.1. It

can be seen that the majority of studies on FCC alloys show enhanced grain boundary

diffusion, with the exception of those looking at specific special grain boundaries. While

there are notably fewer studies on body-centered alloys, the majority report reduced grain

boundary diffusivity compared to lattice diffusivity.

Hydrogen concentration has been noted as a critical factor influencing grain boundary

diffusivity, as enhanced impedance of grain boundary diffusion in both BCC and FCC

alloys has been reported at low hydrogen concentrations. The increase in diffusivity with

concentration has been attributed to the saturation of low-energy sites.

The role of dislocations is a controversial topic in studies on face-centered alloys, with

dislocations speculated to act as fast diffusion paths in some studies on FCC alloys and

hydrogen traps in others. However, little evidence of enhanced dislocation diffusion in

body-centered alloys has been presented in literature to date. Triple junctions have also

been theorized to enhance this fast grain boundary behavior in nickel, but studies on

FCC aluminum and both face- and body-centered iron alloys have reported the opposite

conclusion.

6.3 Grain Boundary Network Diffusion Modeling

In order to examine the differences in effective diffusivity between the AM and the wrought

17-4 PH specimens, it is important to understand the diffusion behavior along the grain

boundary. The models used to approximate grain boundary network diffusion often depend

on the estimated rate of grain boundary diffusivity compared to bulk lattice diffusivity.

If grain boundary diffusivity is slow compared to diffusion in the bulk, the effective

diffusivity can often be modeled using a composite-type framework.90 The purpose of
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these composite models is to effectively homogenize the theoretical material microstructure

as an equivalent continuous medium; these often treat the microstructure as a two-phase

system, with one phase being the grain interior and the other being the grain boundary.

Though these models are useful approximations, it is important to note that they cannot

account for microstructural complexity.

For systems with relatively fast diffusion along grain boundaries, the basic composite

models often are sufficient if it can be assumed that (1) the overwhelming majority of

grain boundaries consist of one type, or (2) there is little contrast between diffusivity

values along the different types of grain boundaries.91 However, when these conditions

do not apply—especially when only one grain boundary type acts as a fast path for

diffusion—fractal analysis or percolation theory is often employed to approximate diffusion

along a grain boundary network where connectivity must be evaluated.90–98 These analyses

depend on the grain boundary fraction consisting of susceptible fast pathways, often

high-angle grain boundaries. Given a certain fraction, there can be assumed a sufficient

connected pathway of these grain boundaries to provide a fast path for diffusion across

the specimen. Schematics of idealized composite and percolation diffusion behavior can

be seen in Figure 6.2.

As discussed in the literature review contained in the previous section, the BCT

structure of 17-4 PH is likely to have slow grain boundary diffusivity. However, there is

still a vital question as to whether this grain boundary diffusivity is different in the AM

and wrought specimens, and if this contributes to the difference in effective diffusivity. As

the BCT 17-4 PH is more likely to display composite behavior due to its body-centered

structure, the relationship between grain boundary density and effective diffusivity can

be modeled using the Hashin-Shtrikman upper bound for two-phase materials to provide

insight into diffusivity along grain boundaries:91, 99

Deff = Dgb +
1− fgb
1

DL−Dgb
+

fgb
2Dgb

, (6.3)
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Percolation Behavior Composite Behavior

fast 𝐷!" grain boundary
slow 𝐷!" grain boundary
H diffusion along GBs
Bulk H diffusion

slow 𝐷!" grain boundary
Bulk H diffusion

Figure 6.2: (Left) A schematic of percolation behavior in a material containing a well-
connected network of short circuit grain boundaries. Fast diffusion can be observed.
(Right) A schematic of composite behavior in a material containing no short circuit grain
boundaries.

where Deff is effective diffusivity as determined by permeation, Dgb is the grain boundary

diffusivity, DL is the ideal lattice diffusivity, and fgb is the area fraction of grain boundaries

in the material. This model represents the microstructure as a two-phase composite

material, with one phase being grain boundaries and the other being the bulk grain

interior. The bound is reached when the geometry can be approximated by spheres

embedded in a matrix; in this case, the grain interior is embodied by the spheres, and

the grain boundaries are the matrix phase. It should be noted that this model does not

account for differences in grain boundary type, but solely provides insight into diffusivity

based on the total grain boundary network. As the vast majority of grain boundaries are

high-angle in all examined specimens, this model is relevant in this system.

The sensitivity of this model to grain boundary fraction and effective diffusivity can be

seen in Figure 6.3. It can be concluded that the grain boundary fraction affects only the

magnitude of the curve—namely, reducing grain boundary fraction increases the degree to

which grain boundary diffusivity fluctuates based on lattice diffusivity—whereas changing
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Figure 6.3: Sensitivity of the Hashin-Shtrikman model to grain boundary fraction fGB

(left) and effective hydrogen diffusivity Deff (right).

effective diffusivity transposes the curve diagonally along the line at which Dgb = DL.

The sensitivity effects of both variables are intuitive given some thought. Firstly,

reducing the density of grain boundaries in a material without changing the effective

diffusivity implies that the grain boundaries must have a greater effect, and therefore

will have greater variations in grain boundary diffusivity. A suitable analogy for this is

comparing two simple circuits with the same measured resistance, one consisting of wire

type A and wire type B in series, and the other consisting of wire type A and wire type C

in series. Assume that wire type A has a specified known resistance different from both

type B and type C. It is logical that if the A+B circuit consists of 90% A and 10% B,

and the A+C circuit consists of 99% A and 1% C, the difference between A and C must

be greater than the difference between A and B for the two circuits to have the same

resistance. In this analogy, lattice diffusion can be thought of as akin to wire A resistance,

with grain boundaries represented by wires B and C.

Additionally, changing the effective diffusivity will change the point of intersection

of the curve along the line where Dgb = DL. This can be understood knowing that this

model is a composite model, so if the lattice diffusivity is the same as the grain boundary

diffusivity, than both will equal the effective diffusivity (Deff = Dgb = DL). Therefore,
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changing the effective diffusivity will transpose the curve along that line of equal grain

boundary and lattice diffusion values.

Table 6.3: Literature lattice diffusivity values for various martensitic steels.

Material Method DL (cm2/s) Reference

Fe-C-Cr martensitic steel Permeation 1.1× 10−5 [100]

Fe-C-Mo martensitic steel Permeation 1.45× 10−5 [101]

X65, F22 steel Permeation 1-3× 10−6 [102]

42CrMo4 steel Permeation 8× 10−6 [103]

X65 steel Permeation 1.6× 10−6 [104]

AerMet 100 Isothermal TDS 1.3× 10−7 [75]

To evaluate the grain boundary diffusivity of the relevant alloys using this model,

lattice diffusivity DL can be assumed to be comparable to or moderately slower than the

diffusivity of pure iron, as impurities and other defects in the steel lattice may effectively

slow lattice diffusion.100–105 Literature values for lattice diffusivities of various steels can

be found in Table 6.3.

To approximate fgb, the total grain boundary length was multiplied by the average

grain boundary width. This width was assumed to be around 2 nm based on measurements

from TEM micrographs; this value is in good agreement with grain boundary widths for

BCC alloys reported in literature.106 As Deff and fgb are known and fixed, Dgb can be

calculated for a range of DL values for each AM and wrought 17-4 PH specimen as seen

in Figure 6.4. When lattice diffusivity is estimated from Table 6.3, the resultant Dgb (a

function of Deff and fgb) provides insight as to whether the grain boundaries are acting

as a short circuit or “fast path” for hydrogen (if Dgb > DL) or if hydrogen diffusion is

slowed by grain boundaries (if Dgb < DL).

Grain boundary diffusivities are several orders of magnitude lower than the range

of lattice diffusivities found in literature, possibly indicating slow diffusion or trapping

behavior along grain boundaries. This is in good agreement with the permeation results—

if short-circuit diffusion was occurring through a fast-path grain boundary network in
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the materials characterized in this study, it is likely that initial permeation hydrogen

breakthrough in the wrought specimens would occur before breakthrough in the AM

specimens due to the increased prevalence of grain boundaries in wrought. However, as

seen in Section 3.5.1, the additive material shows consistently shorter breakthrough times,

implying that there is no short-circuit behavior along well-connected grain boundaries.

In addition, grain boundary diffusivities are not uniform; the wrought specimens have

slightly slower grain boundary diffusivities at the same lattice diffusivities than their AM

counterparts. This may be attributable to several factors. The first and most important

factor is the increase of special grain boundaries, specifically Σ3 CSL grain boundaries, in

the wrought specimens. This is likely to slow diffusivity along grain boundaries, leading to

the observed differences. Secondly, features such as precipitate segregation along the grain

boundary as well as triple junctions at grain boundary intersections have been theorized

to increase trapping at the boundary.47, 73 In that line of thought, it is likely that trapping

effects are exacerbated by the observed Cu-rich decoration along grain boundaries in

over-aged material, as well as the increased density of triple junctions in the wrought

specimens due to smaller grain size. It is also possible that there exists a thin film of

retained or reverted austenite along the grain boundaries; this would be beneficial to

explore in future studies.

These relate to the assumptions inherent in this model, which simplifies a complex

microstructure down to a two-phase system. When examining the results of this model,

it must be understood that inclusions or precipitates along grain boundaries, as well as

differences in grain boundary structure, will affect the calculated grain boundary diffusivity.

This means that the Dgb values calculated from this model do not represent a ”pure”

grain boundary diffusivity, free from the influence of microstructural features along the

boundary. However, this does not diminish the usefulness of this model in analyzing the

comparative diffusion rate between the lattice and the grain boundaries, as features like

inclusions or precipitates will, in practice, slow hydrogen diffusion along the boundaries.
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6.4 Conclusions

A comprehensive literature review of grain boundary diffusivity in face-centered and

body-centered alloys has been conducted. Though there is disagreement on the specific

role of grain boundary type, concentration effects, and the impact of features such as

dislocations and triple junctions, there is almost universal agreement on the following

phenomenon: enhanced diffusion along grain boundaries has been observed in FCC alloys,

but not in BCC or BCT alloys. This can be attributed at least in part to the open lattice

structure of body-centered materials, which allows for rapid diffusion in the lattice. The

grain boundary diffusion behavior of the wrought and AM 17-4 PH studied in this thesis

was characterized using the Hashin-Shtrikman upper bound. Based on the model, it is

likely that there is slow grain boundary behavior in both wrought and AM alloys, so it is

unlikely that short-circuit diffusion is responsible for the difference in diffusivity between

the wrought and AM specimens. The significance of this analysis to crack growth behavior

is addressed in the following chapter.
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[30] A. Turk, D. Bombač, J. Jelita Rydel, M. Zietara, P. E. Rivera-Dı́az-del Castillo,

and E. I. Galindo-Nava, “Grain boundary carbides as hydrogen diffusion barrier

in a Fe-Ni alloy: A thermal desorption and modelling study,” Materials & Design,

vol. 160, pp. 985–998, Dec. 2018.

[31] X. Lu, T. Depover, and R. Johnsen, “Evaluation of hydrogen diffusion and trapping

in nickel Alloy 625 by thermal desorption spectroscopy,” International Journal of

Hydrogen Energy, vol. 47, pp. 31673–31683, Aug. 2022.

[32] T. Mütschele and R. Kirchheim, “Segregation and diffusion of hydrogen in grain

boundaries of palladium,” Scripta Metallurgica, vol. 21, no. 2, pp. 135–140, 1987.

[33] R. Kirchheim, T. Mütschele, W. Kieninger, H. Gleiter, R. Birringer, and T. D.
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Chapter 7

Relation to Environmentally-Assisted

Cracking Kinetics

7.1 Overview

The role of experimentally determined and observed hydrogen materials interactions in

determining hydrogen environmentally assisted cracking (HEAC) resistance in the context

of crack growth kinetics is explored. This is accomplished through the evaluation of

previously measured HEAC kinetics as a function of the measured diffusible hydrogen

concentration. The agreement of diffusible hydrogen concentration-dependent crack

growth rate with an existing model for H-affected stage II cracking is assessed. The

impact of effective hydrogen diffusivity and critical diffusible hydrogen concentration

on the increased HEAC susceptibility of AM 17-4 PH in the peak-aged and over-aged

conditions is discussed. Results indicate that increased crack growth kinetics in the AM

alloys can be attributed primarily to the reduced critical diffusible hydrogen concentration

required for cracking, with a minor contribution from the increased effective diffusivity in
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AM 17-4 PH.

7.2 Collaborations

The role of experimentally determined and observed hydrogen materials interactions in

determining hydrogen environmentally assisted cracking (HEAC) resistance in the context

of crack growth kinetics is explored. This is accomplished through the evaluation of

previously measured HEAC kinetics as a function of the measured diffusible hydrogen

concentration. The agreement of diffusible hydrogen concentration-dependent crack

growth rate with an existing model for H-affected stage II cracking is assessed. The

impact of effective hydrogen diffusivity and critical diffusible hydrogen concentration

on the increased HEAC susceptibility of AM 17-4 PH in the peak-aged and over-aged

conditions is discussed. Results indicate that increased crack growth kinetics in the AM

alloys can be attributed primarily to the reduced critical diffusible hydrogen concentration

required for cracking, with a minor contribution from the increased effective diffusivity in

AM 17-4 PH.

7.3 Background

The hydrogen behavior analysis performed in the previous chapters of this thesis can be

applied to better understand the increased hydrogen environmentally-assisted cracking

(HEAC) susceptibility of AM 17-4 PH observed by Shoemaker et al.,1 who measured 5- to

10-fold increases in crack growth rate for peak-aged and over-aged AM 17-4 PH compared

to wrought 17-4 PH with comparable strengths. SCC experiments were conducted at

constant stress intensity (K) loads ranging from 30 to 40 MPa
√
m for specimens immersed

in 0.6 M NaCl and polarized to potentials between -0.2 and -1.4 VSCE relative to wrought

17-4 PH with comparable strengths. These results have been reproduced in Figure 7.1.

As shown by Shoemaker et al., crack growth rate shows dependence on applied potential,
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Figure 7.1: Data from Shoemaker et al.1 on constant K HEAC crack growth rate as
a function of overpotential in AM and wrought 17-4 PH in the peak-aged (left) and
over-aged (right) conditions. Intergranular (IG) and transgranular (TG) fracture modes
for each condition are marked, with the primary mode of fracture denoted by an asterisk.
The downward arrows represent the non-susceptible region with no crack growth.

with increased susceptibility to SCC at increasingly cathodic potential. Two overarching

initial conclusions can be drawn from these data: (1) the cathodic potential accompanying

the initiation of stage II SCC susceptibility, or the “takeoff potential” is lower in the AM

17-4 PH specimens than in their wrought counterpart in both aging conditions, and (2) at

the same cathodic potential, crack growth rate is higher in the AM specimens compared to

wrought in both conditions. The AM HIP+PA specimens have the least cathodic takeoff

potential, around 200 mV less cathodic than that of AM HIP+SA+PA, though crack

growth rate between -0.2V and 0V was largely similar between the two. The over-aged

AM specimens also exhibited a less cathodic takeoff potential and faster crack growth

rates than their wrought counterparts, though the difference is less dramatic than in the

peak-aged.

In essence, these stress corrosion cracking data show the increased susceptibility of AM

17-4 PH to environmentally-assisted cracking. As even small differences in microstructure

can impact environmentally-assisted cracking (EAC) behavior,2–4 the marked difference

between AM and wrought microstructure observed both in this study and in literature5–15
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is likely the culprit; however, the precise microstructural factors contributing to this

susceptibility are still uncertain. The submicron porosity and oxide inclusions in AM 17-4

PH observed by Shoemaker et al.1 were theorized to degrade boundary fracture toughness

and thereby increase EAC susceptibility.

Fractography by Shoemaker et al.1 revealed differences in fracture morphology between

each specimen. Peak-aged wrought 17-4 PH displayed exclusively transgranular (TG)

fracture, with branching observed at the most cathodic overpotentials. In comparison, the

AM HIP+SA+PA and AM HIP+PA specimens both showed mixed intergranular (IG)

and TG cracking, with AM HIP+PA exhibiting primarily TG fracture at all potentials.

At an overpotential between -0.2 and -0.4V, the AM HIP+SA+PA specimen actually

exhibits a transition between mostly IG fracture to a mixed fracture mode dominated

by TG fracture, corresponding to the reduced crack growth rate seen in Figure 7.1. The

over-aged wrought and AM specimens both showed mixed but primarily IG fracture. The

wrought specimen displayed L-T plane fissuring at the most cathodic potential, whereas

the AM HIP+SA+OA specimens showed branching at the most cathodic potential.

The differences in fracture morphology are attributed by Shoemaker et al.1 to variations

in the Griffith fracture toughness of the interface kIG and stress-enhanced hydrogen

concentration CHσ between different fracture paths, based on the following interface

decohesion-based model for stress corrosion cracking proposed by Gerberich16 and modified

by Harris et al.2 and Burns et al.:17

KTH =
1

β′

[
([kIG +

∑n
i=0 βiCi]− αCHσ)

2

α′′σys

]
, (7.1)

in which KTH is the threshold stress intensity for the onset of subcritical crack growth

at a certain interface, α is a weighting factor defining the deleterious effects of hydrogen

concentration on Griffith toughness, σys is the yield strength of the alloy, and α′′ and β′

are constants derived through a dislocation shielding model of crack tip elastic stress.
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The summation term
∑n

i=0 βiCi is used by Shoemaker et al.1 to account for the effects of

trace impurities along the fracture path interface on Griffith toughness, with βi being the

weighting factor and Ci being the local concentration of trace impurity i.

This framework is analyzed by the authors with respect to the Ritchie-Knott-Rice

(RKR) paradigm of crack advance, which models crack advance as a result of exceeding

critical local failure criteria over a critical distance xcrit ahead of the crack tip.18, 19 This

demonstrates a reliance of crack advance on crack path-specific microstructural features,

and the authors postulate that the difference in crack path can be attributed to variations in

Griffith fracture toughness kIG and weighted stress-affected hydrogen concentration αCHσ

between different fracture pathways based on these microstructural features. Thereby, the

transition in dominant fracture mode in AM HIP+SA+PA from IG to TG with increasingly

cathodic potential can be explained by different rates of reduction in interface failure

stress for different boundary types (specifically, prior austenite grain (PAG) boundaries

and martensite boundaries) as local H content increases. Shoemaker et al.1 argues that

the interface failure stress of the martensite boundaries in the AM peak-aged specimen

must decrease more quickly when compared to the PAG boundaries, causing a cross-over

at a certain critical H content; in comparison, the PAG and martensite boundaries in the

wrought peak-aged specimen likely decrease at similar rates as H concentration increases,

so no change is observed in fracture mode.

These prior analyses focus on local failure criteria and the impact of microstructural

features; however, the potential differences in hydrogen-metal interactions and their

influence on crack growth kinetics are not considered.

The effect of hydrogen on EAC behavior has been described through the Gerberich

model, which relates threshold stress intensity to hydrogen concentration.16, 20, 21 Beyond

this framework, stress corrosion cracking can be directly correlated to hydrogen behavior

through its relationship with effective diffusivity and hydrogen concentration. One notable

example is Lee and Gangloff’s model relating stress corrosion cracking (SCC) stage II crack

226



CHAPTER 7. RELATION TO ENVIRONMENTALLY-ASSISTED CRACKING
KINETICS

growth rate
(
da
dt

)
II
directly to hydrogen diffusivity and concentration.22 This originated

from a solution to Fick’s second law, considering the scenario of a plane infinite source of

hydrogen diffusing into a semi-infinite medium, given the following boundary conditions

describing hydrogen concentration C:

1. C = C0, x = 0, t > 0: Initial H concentration at the boundary is uniform and fixed

at a constant value C0.

2. C = 0, x > 0, t = 0: Initial H concentration in the medium is zero.

Fick’s second law can then be solved to find the concentration C(x, t) at any point x or

time t:23

C(x, t) = C0

[
1− erf

(
x

2
√
Defft

)]
, (7.2)

where Deff is effective hydrogen diffusivity. This can be rearranged to isolate distance x

over time t:

x

t
=

4Deff

x

[
erf−1

(
1− C(x, t)

C0

)]2
.

If hydrogen concentration at the boundary is assumed to be equivalent to diffusible

hydrogen concentration (i.e., the effects of irreversible trapping are negligible), this can

be expressed as

x

t
=

4Deff

x

[
erf−1

(
1− C(x, t)

CH,diff

)]2
. (7.3)

This can be applied to hydrogen-assisted cracking if one assumes that hydrogen charging

of a cracked specimen can be approximated as diffusion of hydrogen a plane infinite source

into a plane infinite specimen with the same boundary conditions as listed above, assuming

diffusivity is independent of stress and hydrogen concentration.24 However, a modification

of the concentration variables is necessary in order to account for the effects of the stress

field in the fracture process zone on hydrogen concentration.

Stress-affected hydrogen concentration CHσ at any point x within a stress field can be

expressed using a Boltzmann distribution function, assuming that CH,diff is representative
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of bulk hydrogen concentration:25

CHσ = CH,diff exp

(
U

kBT

)
,

where kB is the Boltzmann constant, T is temperature, and the interaction U controlling

solute segregation in a stress field is given by the basic thermodynamic relationship

between work, pressure, and volume change U = pσ∆V , where pσ is the pressure tensor

of the stress field and ∆V is the change in atomic volume of a solute atom. This leads to:

CHσ = CH,diff exp

(
pσ∆V

kBT

)
.

The pressure and volume terms can be defined in terms of hydrostatic stress pσ = σH

3
and

the change in partial molar volume V̄H = NA∆V , respectively, knowing that Boltzmann

constant kB is related to ideal gas constant R and Avogadro’s number NA through

kB = R
NA

:26

CHσ = CH,diff exp

(
σHV̄H

3RT

)
. (7.4)

This assumes that the movement of hydrogen into the fracture process zone is not also

driven by elastic-plastic stress field region in front of the process zone. i

If CH,diff and C(x, t) in Equation 7.3 are modified to incorporate the results of stress,

this can provide a model of hydrogen concentration near a fracture process zone:

x

t
=

4Deff

x

[
erf−1

(
1− CHσ(x, t)

CHσ

)]2
, (7.5)

where CHσ is representative of stress-affected bulk hydrogen concentration. If it is assumed

that stage II crack advance is triggered when stress-affected hydrogen concentration

iIf this is the case, this expression can be updated to include that external force acting on the system:27

C ′
Hσ = CHσ exp

(
Hb

RT

)
= CH,diff exp

(
σHV̄H

3RT

)
exp

(
Hb

RT

)
,

where C ′
Hσ is the updated hydrogen concentration at the trap site and Hb is binding energy.
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reaches a critical value CHσ−crit at a certain critical distance xcrit ahead of the crack tip

surface after time ∆t:27 (
da

dt

)
II

=
xcrit

∆t
, (7.6)

then Equation 7.5 can be updated to incorporate stage II crack growth rate, given that

CHσ(xcrit, t) = CHσ−crit:
28

(
da

dt

)
II

=
4Deff

xcrit

[
erf−1

(
1− CHσ−crit

CHσ

)]2
, (7.7)

as described by Lee and Gangloff.22 The relationship between CHσ and diffusible hydrogen

concentration described by Equation 7.4 can also be incorporated into the stage II crack

growth rate model:

(
da

dt

)
II

=
4Deff

xcrit

erf−1

1−
CH,diff-crit exp

(
σHV̄H

3RT

)
CH,diff exp

(
σHV̄H

3RT

)
2

,

if CH,diff-crit is the critical diffusible hydrogen concentration corresponding to CHσ−crit.

Within a single material, hydrostatic stress and partial molar volume will be constant

and cancel out, giving:

(
da

dt

)
II

=
4Deff

xcrit

[
erf−1

(
1− CH,diff-crit

CH,diff

)]2
. (7.8)

If the binding energy related to the elastic-plastic stress field region in front of the process

zone is also assumed to be constant within a single alloy, this relationship is also valid if

the elastic-plastic stress field is not neglected.

Based on this interpretation of Lee and Gangloff’s framework, crack growth rate is

dependent on effective diffusivity, the critical length parameter, the diffusible hydrogen

concentration in the material, and the diffusible hydrogen concentration corresponding

to crack propagation. Both effective diffusivity and diffusible hydrogen concentration
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have been experimentally determined as described in Chapters 3 and 4, respectively. If

diffusible hydrogen concentration can be correlated to the corresponding experimentally

determined crack growth rates based on similar charging conditions, the CH,diff-dependent

crack growth rate can be fit to Equation 7.8, and both the length parameter and the

critical diffusible hydrogen concentration can be estimated.

These relationships demonstrate the importance of considering H interactions when

characterizing cracking behavior in steels. If environmentally-assisted crack growth kinetics

can be sufficiently described by this model, it is evident that an understanding of hydrogen

diffusion and concentration within the microstructure is indispensable.

7.4 Comparison of Hydrogen Interactions and HEAC

Behavior

7.4.1 Coupling Hydrogen Concentration and Stage II Crack

Growth Rate

Mechanistically, it is useful to evaluate the observed hydrogen-metal interactions in the

context of existing EAC growth rate kinetics for these alloys.1 Therefore, the measured

EAC growth rates (at K between 30-40 MPa
√
m) for each tested AM and wrought alloy are

plotted as a function of barnacle cell CH,diff in Figure 7.2. This was achieved through con-

version to hydrogen overpotential from potential versus saturated calomel and Hg/HgSO4

electrodes for stage II crack growth rate and barnacle cell, respectively, accounting for

solution pH.29 The data were then interpolated to match hydrogen overpotential values.

The usual relationship of crack growth rate increasing with hydrogen concentration

and exhibiting a threshold is observed. This comparison provides two key insights: (1)

when cracking is observed, the measured crack growth rate for the AM alloy is always

increased relative to comparable wrought material at a given CH,diff; and (2) the critical
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CH,diff at the onset of cracking is significantly increased for the wrought alloys relative to

the comparable AM condition.

7.4.2 Modeling of Hydrogen-Dependent EAC Behavior

The data shown in Figure 7.2 can be used alongside proposed models for KTH to identify

the causal factors responsible for the lower EAC resistance of AM 17-4 PH. In general,

phenomenological models for the onset and propagation of EAC2, 16, 17, 30 suggest that

increased EAC susceptibility is linked to three overarching variables: (1) yield strength,

(2) hydrogen-metal interactions, and (3) alloy microstructure. It should be noted that

these variables often do not act independently of each other; for example, hydrogen-metal

interactions are dependent on microstructural features. Critically, the yield strengths of

these alloys are nominally similar;1 therefore, the increased EAC susceptibility of the AM

materials is most likely driven by differences in the latter two contributions. However,

a comparison of these models with the measured hydrogen-metal interactions suggests

that, while the increased diffusivity in the AM specimens certainly contributes to the

increased crack growth rate, the difference in diffusivity cannot fully explain the observed

differences in EAC behavior. Recall Lee and Gangloff’s HEAC stage II crack growth rate

model, shown in Equation 7.7 and reproduced here:22

(
da

dt

)
II

=
4Deff

xcrit

[
erf−1

(
1− CHσ-crit

CHσ

)]2
.

Clearly, the ∼3- to 5-fold increase in effective diffusivity does not account for the entirety

of the 10 to 20-fold increase in
(
da
dt

)
II
. This is evidenced in Figure 7.3, which compares

effective diffusivity and stage II crack growth rate, with charging hydrogen overpotential

denoted by the colormap and the theoretical ratios of critical versus observed stress-

affected hydrogen concentration
(

CHσ-crit

CHσ

)
depicted by dashed lines. If the increase in

effective diffusivity was sufficient to account for the increased crack growth rate, then

the diffusivity-crack growth rate results at similar overpotentials would lie along one
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Figure 7.3: The range of stage II crack growth rates versus effective hydrogen diffusivity
for each specimen, with a colormap denoting the hydrogen overpotential corresponding to
each measured crack growth rate. Theoretical CHσ-crit

CHσ
values, calculated using Equation 7.7,

are labeled with dashed lines.

theoretical CHσ-crit

CHσ
line. However, it is clear that crack growth rate increases beyond the

slope of the concentration ratio lines, indicating that crack growth rate is also influenced

by factors such as critical length and hydrogen concentration.

As such, it is necessary to consider the impact of the other terms in the model on

crack growth rate. For example, a decrease in xcrit or critical stress-enhanced hydrogen

concentration value, CHσ-crit, may increase crack growth rate derived from the model at a

given CHσ. In order to assess the applicability of Lee and Gangloff’s model in this scenario,

the stress-enhanced hydrogen concentration terms must be estimated using experimentally

obtained hydrogen concentration values. The dependence of crack growth rate on CHσ

can be approximated using the reversible trap-affected, potential-dependent hydrogen
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concentration CH,diff via the relationship outlined in Equation 7.8 and reproduced here:

(
da

dt

)
II

=
4Deff

xcrit

[
erf−1

(
1− CH,diff-crit

CH,diff

)]2
,

where CH,diff-crit is the critical diffusible H concentration value corresponding to crack

initiation. This allows for experimental CH,diff versus crack growth rate curves to be fit

to this stage II crack growth rate model, as seen in Figure 7.4. Effective diffusivity in

the fit was set to the permeation decay curve fit values from Section 3.5.1 and CH,diff-crit

was bounded using the diffusible hydrogen concentration values corresponding to crack

initiation as seen in Figure 7.2.

The value of xcrit in this fit is on the same length scale as values found in literature.31

The critical length parameter is contingent on the interaction between crack-tip stress and

local microstructural features such as hydrogen-affected dislocation structures.3, 16, 22 It

might be expected for the AM alloys to experience a reduction in xcrit due to microstructural

variations like voids acting to preinitiate cracks and reduce the critical length required for

crack propagation, which would be in agreement with the increased HEAC susceptibility.1

Though there is a slight reduction in xcrit in the peak-aged condition, the reverse is

true in the over-aged condition, suggesting that xcrit in this analysis may not have a

strong dependence on the microstructural differences between wrought and AM specimens.

As several of the specimen conditions have few data points for crack growth rate, a fit

sensitivity analysis was performed to observe the scope of fits based on possible xcrit values

and the potential CH,diff-crit range, as shown in Figure 7.5. For each xcrit value in this

analysis (depicted using different colors), the fit may vary based on the CH,diff-crit value, so

the range of CH,diff-crit) is reflected in the width of each band. This fit sensitivity analysis

shows a high degree of overlap between fits with adjacent xcrit values, so it can be argued

that the observed differences in xcrit may be a result of uncertainty.

The observed similarity in xcrit between different specimens in this study indicates that
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Figure 7.5: Fit sensitivity analyses for the Lee-Gangloff fits. Each colored band represents
a different xcrit fit value, and the width of each band represents the range of CH,diff-crit

values that can be used in the fit.
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the difference in crack growth kinetics may instead be attributable to the difference in dif-

fusible critical hydrogen concentration. This represents a modification in the failure criteria

between the AM and wrought specimens, implying a dependency of EAC behavior on the

interplay between microstructure and stress-affected hydrogen concentration. Despite its

usefulness, a shortcoming of the Lee-Gangloff framework is that several different possible

failure criteria are described with a single parameter, CH,diff-crit. Within this framework, a

decrease in critical stress-affected hydrogen concentration can originate from variations in

sensitivity to hydrogen (defined by weighted stress-affected hydrogen concentration αCHσ)

between different fracture pathways, as well as lower intrinsic toughness kIG of fracture

pathways due to microstructural factors such as porosity or trace impurities (described by

kIG +
∑n

i=0 βiCi). Additionally, as CH,diff is related to CHσ through crack tip hydrostatic

stress σH, it is possible that variations in σH between materials can affect critical hydrogen

values as well. The crack tip σH is expected to be between 3 and 20 times the tensile

yield strength σYS depending on shielding mechanisms at the crack tip.3 Due to these

complexities, it is clear that this analysis is most useful when employed in conjunction

with other models, such as the Gerberich framework, to enable further deconvolution of

different criteria.

Another notable assumption made in the Lee-Gangloff framework is the applicability

of bulk diffusivity, Deff, to hydrogen diffusion near the crack tip. As effective diffusivity is

dependent on lattice diffusion and trapping, this assumption is only valid if local lattice

diffusivity and trap effects reflect that of the bulk. If there are substantial effects of

local trap states (e.g. geometrically necessary dislocations), strain gradient plasticity,

or fast diffusion along grain boundaries adjacent to the fracture process zone, the local

hydrogen diffusion near the crack tip can be strongly affected.32, 33 It can be seen in the

Deff sensitivity analyses in Figure 7.6 that even small changes to the effective diffusivity

used in the Lee-Gangloff analysis can greatly impact the resulting fit. This provides

an impetus for future exploration into the validity of using bulk effective diffusivity in
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Figure 7.6: Deff sensitivity analyses for the Lee-Gangloff fits, holding xcrit and CH,diff-crit

constant and varying effective diffusivity.
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this model, and an examination of the effects of strain and local microstructure on the

diffusivity near the crack tip.

As such, it follows that alloy microstructure must play a critical role in increasing the

EAC susceptibility of AM 17-4 PH. This speculation is also consistent with the observation

of the onset of EAC at lower CH,diff , shown in Figure 7.2, and demonstrates the need for

further study to understand the microstructural origins of the enhanced EAC susceptibility

of AM 17-4 PH. For example, differences in impurity segregation to grain boundaries or

the widespread sub-micrometer porosity and oxide inclusions could play an important

role in the EAC behavior of AM 17-4 PH.1 Follow-on analyses are currently ongoing to

interrogate the relationship between these microstructural factors and EAC, which will be

reported in future studies.

7.5 Conclusions

The important role of alloy microstructure in determining the EAC resistance of AM

versus wrought 17-4 PH is confirmed via evaluation of the measured CH,diff as a function

of applied potential in the context of previously measured EAC kinetics. The critical

diffusible hydrogen concentration at the onset of crack growth was determined for each

alloy. Diffusible hydrogen concentration-dependent HEAC data were fitted to an existing

model for crack tip hydrogen-affected stage II crack growth rate kinetics, providing deeper

insight into H behavior at the crack tip. Though the increased diffusivity in the AM

specimens can account for some of the increased crack growth rate, both the experimental

comparison and the Lee-Gangloff model fit suggest a dependence of stage II crack growth

kinetics on critical diffusible hydrogen concentration. Specifically, results demonstrate

that the critical diffusible hydrogen concentration required for crack advancement in the

wrought alloys is notably increased relative to AM 17-4 PH, suggesting that hydrogen

concentration near the crack tip represents the dominant failure criteria. However, further

study is needed to understand the precise metallurgical factors governing the differences
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in both hydrogen-metal interactions and EAC susceptibility of AM 17-4 PH.
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Chapter 8

Conclusions and Recommendations

for Future Work

8.1 Summary and Conclusions

The aim of this work is to characterize hydrogen behavior in additively manufactured

(AM) 17-4 PH stainless steel compared to its compositionally equivalent matched-strength

wrought counterpart. This has been achieved through an analysis of the influence

of microstructure on bulk hydrogen interactions, as well as an investigation into the

role of these hydrogen interactions in the increased environmentally-assisted cracking

susceptibility of AM 17-4 PH. The conclusions from each of the relevant areas of interest

are as follows:

Characterization of bulk hydrogen behavior

The bulk hydrogen analysis indicated significant differences between bulk hydrogen

interactions in wrought and AM 17-4 PH. Through both electrochemical and thermal

methods, it was determined that effective hydrogen diffusivity is faster the AM specimens
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compared to the wrought specimens in both peak-aged and over-aged conditions. This

conclusion is consistent with existing literature on diffusion in additively manufactured

alloys. Electrochemical and thermal techniques were also employed to analyze hydrogen

concentration, with the AM specimens showing consistently decreased diffusible hydrogen

concentrations compared to the wrought. However, the AM specimens exhibited higher

total hydrogen concentrations than the wrought specimens.

Between all analysis methods, there was a correlation between increased effective

diffusivity and decreased diffusible hydrogen concentration in the AM alloys, which implies

a decrease in the degree of reversible trapping. Based on the existence of a break point in

temperature-diffusivity relationships in all alloys, as well as an increase in magnitude of

secondary permeation transients compared to the initial permeation transients, reversible

trapping is likely to have a significant impact on effective diffusivity. Additionally, the

increased total hydrogen concentration in the AM specimens suggests a possible higher

density of irreversible trap states.

Microstructural trapping analysis

Microstructural trap states in wrought and AM specimens in the peak-aged and over-

aged conditions were analyzed using ramp rate thermal desorption spectroscopy, revealing

that low-energy reversible trap sites contained the majority of trapped hydrogen. It is

notable that the wrought specimens contained a larger amount of reversibly trapped hy-

drogen than the AM specimens in all heat treatment conditions. Several high-temperature

desorption peaks corresponding to high-energy irreversible trap states were observed.

These desorption peaks were compared to the extensive microstructural characterization

performed on AM and wrought 17-4 PH; this analysis encompassed features such as phase

composition, precipitate type and morphology, grain size, grain boundary type, and

dislocation density. Key microstructural differences include increased grain size and

slightly reduced niobium carbide size and density in the AM specimens, as well as slightly
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lower dislocation density in the AM specimens that were solution-annealed. Comparisons

of thermal desorption spectra, characterization results, and existing literature suggest

that the major reversible hydrogen traps are comprised of Cu-rich precipitates and high-

angle grain boundaries. Reversible trapping via grain boundaries likely accounts for the

decrease in diffusible hydrogen concentration and increase in effective diffusivity seen

in the AM specimens, which have coarser grains than their wrought counterparts. The

prevalence of Cu-rich precipitates in both alloys may also explain the large magnitude

of the initial reversible peak. Based on binding energy values from literature, it is likely

that the high-energy irreversible traps consist of microstructural features such as carbides,

low-angle grain boundaries, and special grain boundaries. Lastly, the absence of a visible

desorption peak corresponding to a trap state unique to AM specimens insinuates that

the submicron porosity in AM 17-4 PH does not act as a significant trap.

These results suggest that coarser grain size is the main factor behind the increased

diffusivity and decreased diffusible hydrogen concentration in AM 17-4 PH. This is further

explored using an Oriani-type trapping model to account for density and binding energy of

each trap state based on literature values and microstructural characterization. It can be

seen that grain size may account for these changes in diffusivity if grain boundary binding

energy is slightly higher in the wrought specimens compared to the AM specimens.

The assumption that grain boundaries impede hydrogen diffusion is supported by

a thorough literature review detailing the dependence of grain boundary diffusivity on

alloy structure. A Hashin-Shtrikman upper bound two-phase composite analysis of grain

boundary diffusion is used to reinforce this conclusion and show that short-circuit diffusion

is unlikely to be responsible for any differences in diffusivity in this alloy. It should

also be noted that the wrought specimens in the Hashin-Shtrikman model show slightly

reduced grain boundary diffusivity compared to the AM specimens; this is in line with the

increased wrought grain boundary binding energy observed in the Oriani analysis, and

may possibly be attributable to differences in grain boundary character or factors like
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triple junctions.

Relating hydrogen and environmentally-assisted cracking kinetics

The influence of hydrogen interactions on the environmentally-assisted cracking re-

sistance of AM and wrought 17-4 PH is emphasized through an analysis of previously

measured EAC kinetics compared to the observed diffusible hydrogen concentration at

matching applied potentials. These data were fit to the Lee-Gangloff framework of stage II

stress corrosion crack (SCC) growth rate using previously measured bulk hydrogen diffu-

sivity and diffusible hydrogen concentration in order to provide insight on the mechanisms

affecting crack growth kinetics.

While the increased diffusivity in AM specimens can account for a portion of the

observed increase in crack growth rate, both the experimental concentration-crack growth

rate comparison and the application of the Lee-Gangloff model suggest that EAC kinetics

are contingent on the critical diffusible hydrogen concentration, as there is a substantial

increase in the critical diffusible hydrogen concentration required for crack advancement

in wrought alloys compared to AM 17-4 PH.

In conclusion, this comprehensive investigation provides valuable insights into the

hydrogen behavior and microstructure of AM 17-4 PH stainless steel. The observed

differences in hydrogen-microstructure interactions between wrought and AM specimens

demonstrate that a thorough understanding of these factors is required to mitigate

environmentally-assisted cracking susceptibility in additively manufactured alloys.

8.2 Recommendations for Future Work

Recommendations for future work are as follows:
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• Though an in-depth examination of microstructure at different length scales was

performed in this work, further exploration into the grain boundary-specific mi-

crostructure and nanochemistry would be beneficial. Specifically, characterization of

precipitate or secondary phase segregation to grain boundaries as well as a thorough

search for thin-film retained or reverted austenite would provide insight into the

precise differences of grain boundary trapping and diffusion of hydrogen between

wrought and AM specimens.

• Future study regarding the relationship between microstructural features and hy-

drogen EAC susceptibility would improve the current understanding of hydrogen

behavior near the crack tip. One possible next step is exploring the differences in

hydrogen trapping near the fracture process zone in pre-cracked AM and wrought

17-4 PH, especially concerning the trapping or repartitioning effects of stress fields

around pores.

• The Lee-Gangloff framework employed in the EAC kinetics analysis relies upon the

assumption that bulk effective diffusivity is sufficient to describe diffusion near the

fracture process zone (FPZ). However, further investigation into the veracity of this

assumption would be beneficial, especially when considering rapid diffusion along

grain boundaries in the context of intergranular fracture. Though this may be a

laborious undertaking, the development of a model accounting for the effects of the

stress field ahead of the FPZ as well as local microstructural effects on diffusion

near the crack tip would greatly assist in improving the current understanding of

the relationship between local hydrogen behavior and crack growth kinetics.

• Contextualization of the AM microstructure-property relationships discussed in

this work in terms of additive manufacturing and processing parameters would

provide a better insight into the processing-microstructure-properties relationship.

Manipulation of processing parameters to reduce grain size and increase hydrogen

trap density in the AM specimens may reduce the susceptibility of AM 17-4 PH
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to hydrogen environmentally-assisted cracking, and further investigation into in-

creasing microstructural trapping to improve cracking behavior while retaining good

mechanical properties will help move collective understanding forward towards the

development of safe and long-lasting AM 17-4 PH for commercial usage.
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