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The Role of Recommendation Algorithms in Content Promotion on Social Media 

 “A lot of times, people don't know what they want until you show it to them,” (Jobs, 

1998). In an era of pervasive digitization, many aspects of daily life are migrating to online 

platforms, thereby transforming the way people interact with goods, media, and services. This 

shift has given rise to highly sophisticated recommender systems, a subset of machine learning 

employed to “guide the user in a personalized way to interesting or useful objects in a large 

space of possible options” (Burke et al., 2011, p. 14). Social media platforms have integrated 

these complex systems, capitalizing on their ability to shape user preferences, often before 

individuals are fully aware of their own desires.  

Social media is woven into the fabric of modern society, altering the ways by which 

individuals connect, communicate, and engage with the world around them. Of those on social 

media platforms, youth aged 13-17 represent a significant demographic and are particularly 

susceptible to influence. Among this age group, 95% reported actively using a form of social 

media, with a third admitting their use to be almost constant (U.S. Department of Health and 

Human Services, 2023). Algorithms play a leading role in shaping the content young audiences 

see online, promoting material based on prior interactions to maximize engagement (Narayanan, 

2023). While these systems are celebrated for crafting a personalized digital feed, concerns have 

emerged regarding repetitive youth exposure to harmful content on social media, specifically in 

relation to health messaging. TikTok, one of the most popular social media platforms, uses a 

sophisticated recommendation algorithm to deliver personalized content on each user’s #ForYou 

page, often highlighting posts that circulate these health-related topics. Even though not all of 

this material is negative, TikTok’s algorithm “keep[s] users glued to their screens” and entraps 
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young audiences in a rabbit hole of posts that normalizes unrealistic body ideals and dieting, 

thereby harming their mental health and physical well-being (Sousa, 2024). 

The role of recommendation algorithms in social media, and their role in promoting 

harmful health messages can be analyzed using the framework of infrastructure, as presented by 

Susan Leigh Star in her work “The Ethnography of Infrastructure” (1999). Conceptually, 

infrastructure is envisioned as a system of substrates, further shaped by present social and 

cultural factors. By exploring the systems and structures that facilitate the recommendation 

process on social media platforms, I can better determine the negative effects on young 

audiences. In this research paper, I will use Star’s framework to argue that platforms invisibly 

recommend content, in a standard fashion. I will highlight that unhealthy health messages are 

promoted to young users by these systems, which are embedded in the platform and affect 

broader societal beliefs. To explore how recommendation algorithms amplify negative health 

messaging to younger audiences, I have chosen to focus on TikTok’s algorithm due to its notable 

personalized nature. I will begin with a case analysis involving the creation of two separate 

accounts on the platform, tracking how user interactions influence the platform’s 

recommendations. Following this, I will contextualize the results by referencing existing 

research to reinforce the effects on adolescents, of viewing such content. In today’s digital 

landscape, social media platforms shape the perceptions and behaviors of young audiences by 

leveraging user preferences to curate content. With this influence in mind, this paper examines 

the role of recommendation algorithms on social media and assesses the extent to which they 

contribute to the adoption of negative behaviors among youth, particularly in relation to diet-

culture.  
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Algorithm Knows Best: The Function of Recommender Systems in Social Media 

While seemingly self-governing, the content displayed on one’s social media feed is 

carefully curated by a recommender system developed and implemented by the platform. Unlike 

general search engines, recommender systems produce results that vary depending on the user, 

even for another identical input. These artificial intelligence technologies function by analyzing a 

user's long- and short-term activity alongside their stated preferences (Schafer et al., 2007). In 

addition to user-specific data, these systems leverage Big Data to suggest content imperceptibly 

(NVIDIA, 2025). They are designed to learn and continuously refine their predictions about an 

individual's characteristics on a case-by-case basis.  

Design and Function of Modern Recommender Algorithms 

Recommender systems, which power social media algorithms, are typically built using 

one of two main approaches: collaborative filtering or content-based filtering (Maruti Techlabs, 

2021). While social media platforms often develop hybrid algorithms that incorporate elements 

of both models, user content suggestion primarily relies on the collaborative filtering (CF) model 

due to its efficiency, accuracy, and ability to deliver personalized recommendations (Ni et al., 

2021) (Figure 1).  

Collaborative Filtering (CF) Models. CF algorithmic processes function under the assumption 

that “people with similar tastes will rate things similarly” (Schafer et al., p. 300), and involve 

developing a user-item rating matrix to identify users with similar interests (Ni et al., 2021). This 

matrix contains values that reflect a user’s preference for a given item and is based upon both 

explicit and implicit user feedback (GeeksforGeeks, 2024). Explicit feedback refers to the input 

directly inputted by the user, while implicit feedback involves behavior tracked by the system, 

like clicks, views, or time spent. Using these values, the algorithm computes a “weighted sum of 
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the ratings for items most similar” to the item in question (Schafer et al., p. 304). Algorithmic 

recommendations are based on these similarity ratings and prediction calculations (Dou et al., 

2016). CF filtering models can be further categorized into user-based and item-based approaches, 

depending on their application, see Figure 2.  

 

 

Figure  1. Collaborative filtering (CF) model architecture (Schafer et al., 2007).  

 

Figure  2. User-based collaborative filtering modeling (left) and item-based collaborative 
filtering modeling (right) (Ni et al., 2021). Note: User-based CF systems recommend items by 
identifying users with similar preferences, while item-based CF systems analyze relationships 
between items to suggest content similar to what a user has previously liked.  

Content-Based Filtering (CBF) Models. While collaborative filtering (CF) models generate 

recommendations by analyzing user behavior, content-based filtering (CBF) models rely solely 

on the characteristics of user and item profiles to make recommendations (Aaweg, 2024). User 

profiles are created by the CBF system by analyzing the features of previously used content. To 

indicate “products with similar characteristics to those chosen by the user in the past” (Hossain et 
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al., 2022, p. 3), the model matches this generated user profile with similar content profiles. A 

CBF system then recommends items with closely related features, see Figure 3. 

 

Figure  3. Content-based filtering (CBF) model architecture (Murel & Kavlakoglu, 2024).  

On social media platforms in particular, a hybrid filtering system is regularly employed to 

deliver user-specific content, which combines both collaborative filtering and content-based 

filtering processes. These hybrid algorithms produce “more accurate and efficient 

recommendations than a single technique” (Hossain et al., 2022, p. 3), as each filtering method 

compensates for the limitations of the other, enhancing the model’s overall performance. 

TikTok, a popular platform for sharing short-form videos, has developed a highly effective 

hybrid algorithm that personalizes user content, which contributes to the application’s “addictive 

quality” and overall success (D’Souza, 2025). 

Algorithmic Allure: TikTok’s Model for Maximizing Retention 

Globally, TikTok has rapidly become one of the most popular social media platforms, 

soaring from 55 million monthly active users in January 2018 to 1 billion by September 2021—

an 18-fold increase in less than four years (Backlinko, 2025). This explosive growth is driven by 

its highly engaging algorithm, which keeps users on the app longer than any other leading social 
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network. Of those online, about a third of TikTok’s users fall into the 10-19 age range, with 22% 

of teenagers in the United States spending 2-3 hours daily on the app (Wallaroo, 2024; Duarte, 

2024). Content discovery on TikTok is centered around the app’s #ForYou page, “a personalized 

feed of content based on [user] interests and engagement” (TikTok, 2025a). This endless stream 

of curated media is propagated by the platform’s algorithm: a hybrid recommender system that 

implements collaborative filtering and deep learning models to tailor user suggestions 

(TrulyDigital Media, 2024). This system “select[s] from a large collection of eligible content” 

and ranks media based on its “prediction of how likely [a user will] be interested in each” 

(TikTok, 2025b). In the ranking process, TikTok’s algorithm considers “fantastic volumes of 

data” (Smith, 2025), but gives greater weight to user interactions, content information, and user 

information in suggesting content. While little is known about the exact design of this 

recommendation engine, TikTok’s engineers in Beijing revealed that the algorithm optimizes 

two closely related metrics in personalizing content: retention and time spent, see Figure 4 

(Smith, 2025). TikTok’s addictive algorithm has sparked widespread discussion regarding the 

elusive intricacies of its design and its negative effects on young users. 

 
Figure  4.  The goals of TikTok’s algorithm (Smith, 2021). Note: This chart was reproduced 
based on original platform documents and included in the New York Times article referenced. 
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Susan Leigh Star’s Framework of Infrastructure 

Infrastructure, commonly regarded to be the foundational framework responsible for 

general systems and structures, is reconceptualized by Susan Leigh Star in “The Ethnography of 

Infrastructure” (1999). Star defines infrastructure, not as a noun, but as an approach to analyzing 

the relational, ecological phenomenon that mediates how technologies interact with and shape 

society. Because infrastructure is both created and used by individuals across different contexts, 

Star emphasizes that technologies take on different meanings depending on their perception by 

those who interact with them. Her ethnographic approach highlights the importance of 

understanding these varied perspectives, as circumstance shapes how technologies are 

understood, judged, and integrated into daily life. Given that “[w]e shape our buildings; 

thereafter, they shape us” (Bernstein et al., 2023, p. 1), I will draw upon Star’s framework in my 

research to analyze TikTok’s recommendation algorithm. Among the nine characteristics Star 

identifies as defining features of infrastructure, I argue that visibility upon breakdown, 

embeddedness, and reach are the three most relevant. To understand how an algorithm functions 

within and impacts adolescent digital culture, I will explore these aspects of infrastructure in the 

context of amplified, negative health messaging on social media. 

Algorithms are Invisible, Until They Are not 

TikTok’s recommendation algorithm, like many physical infrastructures, operates 

seamlessly in the background as it suggests user-specific content. Yet, as Susan Leigh Star 

(1999) explains, infrastructure is “normally invisible” until it breaks (p. 382). In the case of 

TikTok, the algorithm’s once-hidden presence becomes highly visible through its harmful effects 

on adolescent users, particularly through the promotion of diet-culture. 
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Diet culture refers to “the collective beliefs and practices that promote the pursuit of 

weight loss as the ultimate marker of health and well-being” (National Alliance for Eating 

Disorders, 2023). It perpetuates a harmful narrative that prioritizes thinness, appearance, and 

body shape, while encouraging behaviors like calorie restriction, negative self-talk, and the 

categorization of foods as strictly good or bad (Daryanani, 2021). As these ideas become 

increasingly normalized, weight and beauty are considered as the primary indicators of health, 

contributing to the rise in disordered eating behaviors among adolescents. Over the past 50 years, 

epidemiological studies have documented a significant increase in eating disorders among young 

girls (Morris & Katzman, 2003), with a 107.4% increase in adolescent diagnoses between 2018 

and 2022. During this same period, the number of related healthcare visits in the United States 

more than doubled for individuals under the age of 17 (Bergman, 2025). This surge of both 

eating disorder diagnoses and healthcare visits is linked to the COVID-19 pandemic, and the 

increased time adolescents spent on social media (Giragosian, 2024). While medical 

professionals are still unsure how these disorders manifest, online platforms clearly expose 

young users to harmful content that threatens their mental and physical well-being.  

The problem? Diet-culture is incredibly sneaky. On social media, posts promoting 

unrealistic body standards and harmful weight loss behaviors are often disguised as fitness tips or 

wellness advice. In recent years, platforms like TikTok have faced criticism for amplifying such 

content, making the once invisible nature of recommendation systems incredibly apparent. As 

the platform attempts to “promote content attractive to users who fit a certain demographic or 

lifestyle” (Bergman, 2025), those searching for health-related topics are flooded with posts on 

weight loss, extreme dieting, and intense workouts. Attorney Matthew Bergman of the Social 

Media Victims Law Center (2025) highlights the seriousness of this issue: 
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The algorithms on platforms like TikTok and Instagram direct vulnerable kids to 

unsolicited dangerous and harmful content, including videos and user groups encouraging 

eating disorders. These companies are aware of the harm it causes, particularly in young 

girls, with images and videos promoting unhealthy eating. 

As adolescents innocently explore topics related to dieting and fitness, TikTok’s algorithm no 

longer functions in the background, it is exposed as an active mechanism that contributes to real-

world consequences. Though not all health-related content is inherently harmful, the repetitive 

exposure facilitated by the algorithm distorts young users’ perceptions of health and body image, 

reinforcing diet culture and encouraging damaging behaviors.  

Algorithms are Embedded into Digital Platforms 

Infrastructure is often taken for granted, as it is seamlessly integrated into the routines, 

tools, and systems people use daily. Star (1999) defines embeddedness as a key feature of 

infrastructure, describing it as “sunk into and inside of other structures, social arrangements, and 

technologies” (p. 381). In the context of social media, algorithms are not just tools—they are 

structurally embedded into the platforms themselves. On social media platforms, algorithms 

function as the “technical means of sorting posts based on relevancy instead of publish time” 

(Golino, 2021). From development onward, they are interwoven into the architecture of the 

application. TikTok’s recommendation system acts as the very system through which the 

platform operates, deeply integrated into the domain’s interface, user behavior, and content 

production cycles. It is this embeddedness of TikTok’s algorithm that poses an issue, as users 

often do not distinguish between different aspects of the app, which challenges the autonomy of 

young audiences.  
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Regarding artificial intelligence, user autonomy refers to “the ability of individuals to 

control their interactions” with digital systems (AIPanelHub, 2024). Despite TikTok’s global 

popularity, the platform has faced growing scrutiny for undermining this autonomy, as many 

users “often remain unaware of why certain videos are recommended to them” (Zhou, 2024, p. 

203). The embedded nature of the algorithm makes it difficult for adolescent users to critically 

assess how their viewing habits shape future content, operating with what Cuello (2024) 

describes as “inherent complexity and lack of transparency.” 

In the context of negative health messaging, this lack of awareness is particularly 

concerning. Many users do not realize that their engagement with content related to dieting, 

fitness, or beauty standards is guided and further intensified by the platform’s recommendation 

system (Nunes, 2024). Each interaction prompts the algorithm to refine its suggestions, 

reinforcing a narrow and often harmful stream of content. This self-perpetuating cycle makes it 

increasingly difficult for users to break free from these curated pathways. Through this process, 

TikTok’s infrastructure not only dictates what users see, but subtly shapes how they understand 

their interests, identities, and behaviors. The algorithm’s embeddedness ensures that its influence 

is constant yet largely unnoticed, acting as an invisible hand guiding adolescents toward content 

that can distort perceptions of health and self. 

Algorithms Broadly Affect Societal Practices 

TikTok’s algorithm exhibits extensive reach, both spatially and temporally, aligning with 

Star’s notion that infrastructure extends beyond isolated events or single-site practices. The 

influence of the recommendation system is not confined to one video or moment of interaction; 

rather, it spans long periods of user engagement and transcends geographic boundaries. For 

young users, a single interaction with a misleading health post can trigger a chain of 
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recommendations that persist over time, gradually developing an online environment dominated 

by similar content. This process fosters digital echo chambers, where users are continually 

presented with ideas “that only [echo] their own views and beliefs,”  (Bojic, 2024, p. 104). 

Further, the scope of the algorithm’s influence allows harmful content to spread globally, 

reaching vast audiences with little oversight. As Gao et al. (2022) note, this process creates filter 

bubbles that narrow the user experience and limit exposure to diverse or corrective information. 

Star’s concept of reach highlights the sustained, far-reaching impact of TikTok’s algorithm, 

which shapes user perceptions and behaviors in profound and lasting ways. 

 Being an active component in this narrative, TikTok’s algorithm is examined in this 

study as an infrastructural system that guides the experience of the user, rather than functioning 

as a neutral tool. Given that recommender systems operate as “a relational property, not as a 

thing stripped of use” (Star, 1999, p. 380), it is essential to examine these technologies within the 

broader context of user engagement, institutional structures, and digital culture, to better 

understand how they propagate negative health messaging.   

Research Question and Methods 

The research question I am exploring is: How does TikTok’s recommendation algorithm 

shape young users’ behaviors and exposure to negative health messaging, particularly in 

relation to diet culture? An application brought to fame by its coveted recommendation 

algorithm, TikTok more than succeeds in delivering personalized content to users. Alongside 

leveraging vast amounts of data collected, the recommender systems employed by this platform 

are central to how content is delivered, giving them significant power in influencing adolescent 

perceptions and behavior (Smith, 2025). As numerous social media platforms attempt to mirror 

the algorithmic success of TikTok, it has become crucial to critically examine the systems 
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responsible for this personalized content stream. By exploring how TikTok’s algorithms dictate 

content exposure, it is possible to better understand how social media platforms influence user 

engagement with negative health messaging, particularly among vulnerable, young audiences. 

To examine the evolving role of TikTok’s recommendation algorithms in subjecting 

young users to harmful health-related content, I will conduct my analysis using a mixed-methods 

approach, drawing from the processes outlined by Anandhan et al. (2018). I will conduct a case 

analysis involving the creation of two separate TikTok accounts on my mobile device. The first 

account will serve as the control user and engage with a broad range of content, while the second 

will act as the test subject, actively seeking content related to dieting and fitness. Both accounts 

will interact with the posts and creators suggested by the platform. Over a 10-day period, I will 

track how TikTok’s systems adjust its recommendations based on the engagement patterns of the 

two accounts, collecting information regarding the searched results and the content 

recommended by the #ForYou page. Daily, on both the control and test profiles, the following 

tasks will be completed: 

1. Search five hashtags, as based upon each account’s engagement patterns. 
2. Like ten searched posts, as prompted by the searched hashtag. 
3. Follow five creators, as prompted by the searched hashtag. 
4. Interact with ten posts on the #ForYou page. 

On each account’s Search tab, I will enter a specific hashtag and like the top two 

recommended posts. For the control account, hashtags will be randomly generated to ensure 

diverse engagement and for the test account, they will reflect buzzwords related to harmful 

health messaging, focusing on dieting and fitness. Each hashtag will be searched once per 

account with no repeats across profiles. After liking the second post, I will follow its creator. 

This consistent engagement pattern enables a controlled comparison of algorithmic responses. 
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Daily, I will record the five hashtags searched and five creators followed per account, along with 

each creator’s username, content type, follower count, and engagement metrics. 

Over the 10-day period, the process of searching hashtags, liking posts, and following 

users will shape the #ForYou pages of each account. To compare the resultant differences 

between them, I have interacted with the first ten posts suggested to each account daily and 

tracked the subject matter of each video. Having compiled all relevant information, I additionally 

conducted a thematic content analysis of the posts displayed on each account’s #ForYou feed. To 

simplify and standardize the posts previously recommended to each account, labels were defined 

and assigned to realize patterns between the amplitude of harmful messaging and user 

engagement patterns. This study explores how TikTok’s algorithm curates content 

recommendations based on user interactions, aiming to assess the degree of autonomy young 

users have in shaping their digital experiences. By systematically tracking engagement patterns 

across two distinct accounts, this research investigates how TikTok’s recommender system 

reinforces negative health messaging, potentially shaping young users’ perceptions of body 

image and diet culture.1 

Results: TikTok’s Algorithmic Influence on Content Exposure 

TikTok’s recommendation algorithm plays a powerful and iterative role in shaping young 

users’ engagement with health-related content, particularly in relation to diet culture and body 

image. The platform’s recommender system quickly personalizes an account’s content stream 

based on the initial interactions of the user, creating a feedback loop that reinforces exposure to 

specific themes over time. As a user engages with diet, fitness, and weight-loss-related content, 

 
1 Based on the described methods, all source code used to generate relevant figures is available at: 
https://github.com/bellaheintges/its-not-good-for-you 
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TikTok’s algorithm amplifies these topics, fostering a homogeneous content landscape. This 

pattern of algorithmic reinforcement reflects key aspects of Star’s (1999) infrastructural 

framework, particularly the system’s embeddedness and capacity to operate invisibly until its 

consequences, such as the promotion of harmful health narratives, become visibly apparent.  

Over the 10-day period, the test account’s #ForYou page became progressively saturated 

with posts promoting caloric restriction, extreme dieting, and body transformation narratives. 

This content was continuously subjected to the test user in a manipulative manner, as the 

algorithm amplified posts disguising these negative practices as aspirational, or forms of self-

improvement. In contrast, the control account maintained a more diverse mix of content. By the 

study’s conclusion, the test account had been exposed to nine times more diet-focused and body-

centric content than the control account, ultimately suggesting that TikTok’s recommendation 

systems embed the productivity goals of the company, prioritizing user engagement rather than 

well-being. These findings indicate that the algorithm acts as infrastructure, invisibly funneling 

users into highly specific content silos based on early engagement patterns. This process exposes 

users to repetitive and harmful messaging, rather than moderating it. For young, impressionable 

users, this self-reinforcing cycle raises significant concerns, as the prevalence of negative content 

can contribute to disordered eating patterns, body dissatisfaction, and unhealthy relationships 

with food and exercise. The results of this study highlight the urgent need for greater 

transparency and accountability in social media recommendation systems to prevent the 

unintended amplification of harmful health perceptions.  

Searched Interactions: Hashtags Browsed, Posts Liked, and Creators Followed  

 To begin, two new Gmail accounts were created to serve as the basis for separate TikTok 

profiles, as the platform requires contact information upon registration. Given TikTok’s 
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extensive and often opaque data collection practices—including access to phone numbers, search 

histories, and browsing activity—it was crucial to isolate each account from one another and 

from the researcher to minimize external influences and preserve validity (Fung, 2023; TikTok, 

2025). Discovery permissions were disabled on both accounts during setup to further ensure 

separation. The accounts were named Jane Control (@janecontrol2010) and Jane Test 

(@janetest2010), each using the same open-source stock image as a profile photo (Figure 5). 

  

Figure  5.  The control account TikTok user profile (@janecontrol2010) and test account TikTok 
user profile (@janetest2010). 

Over the 10-day period, by searching varied keywords, the control account engaged with 

a broad range of topics and followed diverse creators spanning lifestyle, art, and general wellness 

influencers. Alternatively, by focusing its search on diet- and fitness-related hashtags, the test 

account primarily engaged with content centered on weight loss, dieting, fitness, and body 

aesthetics. Consequently, this variable account followed a more limited group of creators, with 

their corresponding platforms promoting narratives strictly aligned with these themes. 

Corresponding to the day of the study, information involving the hashtags searched and creators 

followed on each account was aggregated (see Appendix A). Further, to better understand how 
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TikTok returns content based on a user’s search query, relevant information corresponding to all 

creators followed on both accounts was tabulated (see Appendix B). 

Control Account Interactions. Given that the control account’s queries were based upon 

randomly generated hashtags, the profiles followed by Jane Control covered a broad range of 

topics (see Table B1 in Appendix B). These creators posted material related to travel, nature, 

animals, DIY projects, art, and general entertainment. Notably, rather than being based on 

popularity, the accounts followed by Jane Control had significant variation in their engagement 

levels. Smaller creators followed by the control account had a mere 1,000 followers, while others 

reported a following over four million.  Interestingly, while some of the more ‘basic’ creators 

followed had amassed millions of likes, niche users that shared specialized content yielded lower 

engagement metrics. These differences in account visibility suggest that the profiles suggested to 

TikTok users are not solely based on their general popularity, but rather user compatibility, 

furthering the embeddedness of their function.  

Test Account Interactions. Unlike Jane Control’s exposure to a diverse range of content, Jane 

Test followed users that posted incredibly similar material, as her search queries were narrower 

in subject matter (see Table B2 in Appendix B). Unlike the control account, the test account 

primarily followed creators that posted material related to topics like weight loss, fitness, 

nutrition, and body image. Generally, this account only engaged with users that had a 

concentrated focus on certain health-related themes, unlike the diverse portfolio of followers 

associated with the control account. The limited scope of creators followed by Jane Test was 

expected, as the hashtags searched on the test account were based upon search criteria much 

narrower. Alongside similarities related to the material shared by each followed creator, many 

users analogously had substantial followings, with some amassing millions of followers and 
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likes. Among these creators with higher popularity, many promoted content that was almost-

identical, sharing posts encompassing dieting strategies, workout routines, and aesthetic-focused 

content. Interestingly, several of the popular creators followed by this test account emphasized 

extreme dieting methods that incorporated strict calorie restrictions, reinforcing the test account’s 

consistent exposure to potentially harmful health messaging. 

#ForYou Page Recommendations 

The content that appeared on each account’s #ForYou Page was closely tied to the 

various hashtags searched and corresponding creators followed. Disregarding the first day of the 

study—since user engagement had not yet influenced the content—both accounts each viewed 

90 total posts on their corresponding #ForYou pages, totaling 180 unique videos. Of 21 

identified themes in the content propagated, an overarching thematic keyword was subjectively 

assigned to each of the 180 posts, as based on an interpretation of the post’s content. While it 

was possible for a video to span multiple thematic categories, each post was given a single 

assignment based on the dominant messaging observed. The frequency of each theme was then 

aggregated, and its percentage out of the total content viewed was calculated (see Appendix C). 

Comparison of Recommended Content Themes. TikTok’s algorithm recommended a diverse 

range of content to the control account, resulting in an even distribution across categories, see 

Figure 6. On the control account’s #ForYou page, while posts related to beauty were viewed 

most frequently, no single category was overwhelmingly dominating. In contrast, the test 

account displayed a skewed distribution of content, interacting with a higher concentration of 

posts related to diet (20%) and fitness (12.22%). Posts related to vanity (10%) appeared five 

times more frequently than in the control account, reinforcing the body-focused narrative shaped 

by the hashtags searched. The unbalanced concentration of the content exposed to the test 
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account highlights the algorithm’s responsiveness to user engagement patterns. While it was the 

user responsible for demonstrating an initial interest in topics relating to diet and fitness, 

TikTok’s algorithm actively propagated disproportionate content tied to these queries. This 

intensifying exposure raises concern regarding the system’s nature to foster an unhealthy 

engagement style, as the algorithm amplifies content that encourages appearance-driven ideals 

(Figures 7 & 8). 

 

Figure  6.  Frequency and distribution of themes in content recommended on each account’s 
#ForYou page.  

Recommended Content Over Time. This pattern of disproportional content recommendation 

becomes even more evident when examining how the accounts’ exposure evolved over time. 

Over the 10-day period, a stark disparity emerged in the patterns associated with each account’s 

exposure to negative health-related content. The control account experienced minimal 

fluctuations in the percentage of negative content viewed per day, remaining close to zero for 

much of the study (Figure 7). Conversely, the test account saw a sharp and sustained increase in 
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exposure, with negative content responsible for 60% or more of daily viewed posts for the entire 

second half of the study.  

Just as the daily percentages highlight the intensity of the negative themes recorded, 

Figure 8 further emphasizes the cumulative impact of this exposure. By the conclusion of the 

study, the test account had viewed 43 posts categorized as negative—essentially half of the 90 

videos shown over the 10-day period. In contrast, the control account only documented five. This 

significant gap highlights how TikTok’s recommendation algorithm invisibly reinforces harmful 

content over time, compounding the impact of early engagement patterns. The steady rise in the 

test account’s cumulative exposure to negative, diet-related content suggests not just isolated 

algorithmic decisions, but a broader pattern of content reinforcement with an incredible scope. 

 

Figure  7.  Percentage of negative content viewed per day across both accounts' #ForYou pages. 
Note: Posts categorized under the themes of fitness, diet, vanity, depression, and restriction were 
included as relevant criteria. 
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Figure  8.  Cumulative negative content viewed over the 10-day period across both accounts' 
#ForYou pages. Note: Posts categorized under the themes of fitness, diet, vanity, depression, and 
restriction were included as relevant criteria. 

While not all content categorized under fitness, diet, and vanity was explicitly negative, it 

collectively contributed to a narrative that could be unhealthy for adolescent viewers. For 

example, within the diet category, Jane Test frequently encountered content promoting recipes 

for weight loss. On Day 6, she viewed a post demonstrating how to make high-protein pancakes. 

Although a seemingly healthy recipe, the underlying concern is that children are engaging with 

content centered on weight loss. At the end of the same video, the creator emphasized the appeal 

of the recipe by noting that each pancake contained only around 45 calories. While the pancakes 

themselves may be nutritious, the implication that a 150-calorie breakfast is sufficient for young 

audiences is egregious and highlights the harm of this deceptive content. 

Integrating Existing Research: Infrastructure and Adolescent Vulnerability 

The findings of this study strongly align with existing literature on adolescent digital 

engagement, particularly in relation to algorithmic influence on health perception and body 
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image. As Papageorgiou et al. (2022) highlight, it is the innate invisibility of social media 

recommendation algorithms that capitalize on the vulnerability of young audiences, as they aim 

to increase user engagement. The algorithm’s once unforeseen role is made strikingly clear in the 

results of this study, as TikTok’s algorithm actively subjected the test account to a narrowed 

stream of body- and diet-focused media (Figure 8). Gillespie (2018) considers this amplified feed 

to be a characteristic trait of engagement-based systems, as the recommendation systems 

embedded in social media platforms regularly prioritize emotional and behavioral engagement 

over user well-being.  

As suggested by the findings of this research, the active nature of algorithms poses threat 

to adolescents on a broader scale. As individuals are unknowingly guided to interact with 

damaging health narratives, as seen in Jane Test’s case, there exists a risk of increased body 

dissatisfaction and lowered self-esteem (Papageorgiou et al., 2022). On TikTok in particular, 

Conte et al. (2024) reported additional concerns, concluding that the exposure to certain content 

actively contributes to both increased psychological distress and negative self-comparisons 

among teenage users. In addition to fostering this negative behavior, Wiley et al. (2023) found 

that repeated exposure to appearance-focused content is associated with an increased risk of 

disordered eating habits. As Jane Test reported an increase in diet-focused content as the study 

progressed, it is reasonable to consider that an actual user would experience similar negative 

effects on their well-being. Through the infrastructural lens, by reinforcing idealized body 

standards and fostering self-comparison, TikTok’s algorithm functions far beyond isolated 

interactions, encouraging problematic usage patterns, disordered eating behaviors, and the 

misinformed narrative of diet-culture.  
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Discussion 

The findings of this study support existing theories of recommender system operation, 

while underscoring the negative impact content reinforcement has on adolescent well-being. The 

stark contrast in the content propagated on each #ForYou page further emphasizes the 

embeddedness of the invisible algorithm guiding TikTok’s platform, serving as the infrastructure 

guiding user exposure to negative, health-related content. By reinforcing past engagement 

patterns, the recommendation system systematically narrows a user’s digital environment, 

perpetuating a repetitive content stream that “shape(s) social and cultural formations and directly 

impact(s) individual lives” (Beer, 2009, p. 994). The results collected in this study highlight the 

structure of TikTok’s algorithm, designed “to get people addicted,” which has a great potential to 

foster an unhealthy digital environment for young users (Smith, 2021). 

While this research presents notable information regarding the function of TikTok’s 

algorithm in subjecting users to diet and body-related content, there exists several limitations. 

First, the short 10-day observation period limited the study’s ability to assess long-term trends in 

the exposure of content. Since TikTok’s algorithm continuously adapts its suggestions based on 

user interaction, a longer study could reveal whether the system’s reinforcement of content 

intensifies, stabilizes, or diversifies over time. Additionally, this study relied on only two 

accounts, meaning that the effects of differing engagement styles could not be captured, nor their 

influence on content suggestion. Another limitation involves how account engagement was 

conducted, as user interactions were standardized and manually controlled to ensure consistency 

in the data collection process. Realistically, users organically navigate on social media platforms 

in a more sporadic manner. The scoring of suggested material would be further affected by these 

interaction patterns, whether scrolling passively or pointedly searching for content. 
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 To improve this study, it is necessary to address the limitations observed, which would 

produce more realistic results. Extending the study duration beyond its original 10-day period 

would enable me to track the long-term algorithmic effects, in hope of better understanding 

algorithmic changes over time. In the same fashion, I would increase the number of test accounts 

and widen the ranges of engagement patterns, to gain a more comprehensive understanding of 

TikTok’s algorithm. Aside from broadening the collection of platform-related data, to better 

develop an understanding of the user, I would conduct additional means of primary data 

collection. Surveys and interviews would provide more insight into user realities, and how they 

are influenced by TikTok’s algorithm. Combining the case analysis results with this information 

would establish the relationship between the platform’s algorithm and the user perspective. 

Enacting these changes in future research would improve my results, reflecting greater depth and 

reliability within my findings, while additionally exploring TikTok’s influence from the user 

perspective.  

This study highlights the powerful role of TikTok’s recommendation algorithm in 

shaping online user environments, particularly in reinforcing diet and body-related narratives 

among young users. More broadly, these findings underscore the active nature of social media 

algorithms, as they shape how users engage with, interpret, and internalize health-related content. 

As young users unknowingly immerse themselves in an endless stream of appearance-driven 

material, the embeddedness of social media algorithms becomes increasingly concerning. This 

self-reinforcing cycle of amplifying content that promotes diet culture poses a significant threat 

to adolescents, especially as the reach of algorithmic influence transcends physical distances. 

Conducting this research has deepened my understanding of recommendation systems, 

particularly within the context of social media platforms. Overall, I now feel more informed 
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about how my own interaction patterns influence the content I encounter online. With this in 

mind, to ensure user well-being, I plan to advocate for ethical design and transparency in 

algorithm development. 

Conclusion 

This study demonstrates that TikTok’s recommendation algorithm does not passively 

reflect user interests but actively reinforces and narrows content exposure, particularly in ways 

that amplify harmful health messaging. This endless cycle of diet, fitness, and vanity-related 

content raises concerns about how algorithmic infrastructures shape adolescent perceptions of 

health. Moving forward, future research should explore the long-term effects of such exposure, 

demographic variations in algorithmic reinforcement, and potential interventions that promote 

content diversity to better understand the broader impact of these systems. These findings also 

highlight the need for social media platforms to implement safeguards within their recommender 

systems, such as transparency features, content diversity quotas, or user-controlled algorithmic 

settings, to reduce the amplification of potentially harmful content. 

Ultimately, this research reveals an unsettling truth: not everything you view online is 

entirely within your control. On social media, it is impossible to determine the influence of 

recommendation algorithms, making it necessary to remain aware of the systems shaping your 

online experience. To curate a less intensified feed and reduce the likelihood of reinforcing 

harmful content, I would suggest consciously engaging with a wide range of topics and 

perspectives. With these systems increasingly integrated in countless aspects of daily life, it is 

crucial to safeguard user mental and physical well-being.  
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Appendix A 

 

Appendix A. Hashtags searched on the control account (left) and test account (right), along with 
the corresponding creators followed. 
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Appendix B 

Table B1. 
Information Regarding the Creators Followed by the Control Account 

 

Note. The creators listed above correspond to those on the left side of Appendix A, based on the 
hashtags previously searched. 
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Table B2. 
Information Regarding the Creators Followed by the Test Account 

 

Note. The creators listed above correspond to those on the right side of Appendix A, based on 
the hashtags previously searched. 
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Appendix C 

 

Appendix C. Overall theme distribution in the content viewed on each account’s #ForYou page. 
Note: For each account, the % of Content statistic was calculated by taking the theme’s total 
Count and dividing by 90—the total number of recommended posts viewed per account. 

 


