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Abstract

Wireless sensor networks (WSN) are now widely used in many applications. Knowing each

sensor node’s position is always a critical issue for these applications. Without the position

information, the sensory data become meaningless, and a number of location based routing

protocols would not work.

In the WSN research field, the existing localization solutions can be divided into range-

based solutions and range-free solutions. Despite which method is used, the existing solu-

tions suffer from one or more of the following drawbacks: 1) only including homogeneous

positioning information; 2) only suitable for static WSNs, but not mobile WSNs; 3) requir-

ing pre-set infrastructures; 4) non-deterministic uncertainty. Another category of mobile

node localization methods are from the robotics field. The representatives are simultaneous

localization and mapping (SLAM)and the collaborative localization (CL). However, SLAM

solution is not suitable for resource constrained WSN because of its iterative dynamic model,

high computational complexity and not taking advantage the collaboration between nodes.

The existing CL solutions suffer from either inefficiency or the over confidence problem.

This dissertation proposes a unified range-based localization mathematical model, which

can be applied to a large scale static WSN, to a large scale WSN with dynamic topology

changes, or to a mobile WSN. When designing such a model, the following purposes are

addressed: 1) unified representation of various measurement types; 2) suitable for both

mobile and static networks; 4) both centralized and decentralized architecture support; 5)

providing not only position estimation, but also the quantitative uncertainty (the covariance

matrix) of the estimation; 6) efficiency and scalability. The effectiveness and the efficiency

of this model are demonstrated by a decentralized and fully self-contained indoor pedestrian

localization system.

We first propose the incremental node-voltage analysis (INOVA) localization algorithm,

which is used to localize a stationary WSN in a centralized way. INOVA analogizes a WSN
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to a generalized electrical network, and borrows the node-voltage analysis from the electrical

engineering field to reduce the computational complexity by 70 times (comparing with the

optimization technique based solution–Best Linear Unbiased Estimator). Since INOVA is

fast on updating, it is suitable to localize a large scale static WSN with frequently dynamic

changes or a mobile network. By using the same idea, an overlapping subgraph estimator

of covariance (OSE-COV) algorithm is proposed. Together with the original overlapping

subgraph estimator (OSE) algorithm, it is able to estimate both the positions and the co-

variance matrices of sensor nodes in a decentralized way. In order to localize mobile nodes in

even a more efficient way, the elastic decentralized collaborative localization (EDCL) algo-

rithm is proposed. Different form the above two algorithms, which are theoretically optimal

and asymptotically optimal respectively, EDCL is a non-optimal solution. By controlling

the marginalization factor Q, which indicates the number of the historical measurements

allowed to store in memory, EDCL is able to make the trade-off between the optimality and

the resource consumption. Besides the localization theory, we also deduce how to use the

quantitative uncertainty for confidence region inference and guiding the anchor selection

process.

To demonstrate the effectiveness of the EDCL algorithm, a hybrid pedestrian collabora-

tive localization system is built. The system is fully decentralized self-contained. It consists

of three modules, a RSS to distance estimator, a foot-mounted inertial navigation module,

and the EDCL filter. The experimental results show that EDCL reduces the error by as

much as 49.44% over the inertial-only solution, and the resource consumption is low (with

maximum memory usage 760 bytes and average communication cost 33 bytes per message).
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Chapter 1

Introduction

1.1 Motivation

Recent improvements in micro-electronics, wireless communications, and low-cost sensor

technologies have made wireless sensor networks (WSN) widely applicable to people’s daily

life. A wireless sensor network consists of a number of tiny sensor nodes which are capable of

sensing, data processing and short range wireless communication. Sensor nodes are deployed

either in fixed places or on mobile agents. By sensing, processing and communicating, this

network of sensors collaborate to fulfill a specific task. Because of the low cost, small

size, processing and wireless communication properties, WSNs have already been used in

many applications, including environmental monitoring [15–19], health care [20–24], home

automation [25–29], emergency support [30–34], vehicle networks [35–37] and military tasks

[38–41].

Regardless of the different purposes of WSN applications, node localization is always a

critical issue for these applications. Node localization means knowing the position of each

sensor node in the network. Its importance is three-fold: first, in many applications, sensor

data are only meaningful when they are bound with the position information. For example,

in environment monitoring applications [15–17], sensors are used to create a “macroscope”

of the monitored environment. If the light, temperature and pressure sensor data are not

1
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combined with position information, then we have no idea of what the environment looks

like. In emergency support applications [30,32,33], first responder biometrics are monitored

in order to ensure safety for the first responders. However, if the first responders’ positions

are not known, it is impossible to search for and guide them when they are in danger.

In military applications [38, 40], the position information of the enemies are even more

important, since we want to not only detect the appearance of the enemies, but also know

where they are. Second, a family of WSN routing protocols are based on geographical

information [42–45]. The idea of these protocols is to use location information to reduce the

routes search space so that the routing overhead (computation and communication cost) can

be decreased. Third, the localized sensor nodes can work as a location reference to provide

position information to other agents which are close to them. This method is widely used

in pervasive computing [46, 47], home automation [48, 49] and indoor hybrid tracking [50]

systems.

Because of aforementioned reasons, the localization problem had received a significant

amount of research for decades. Many localization solutions are developed in the WSN

research field. They are divided into two categories: the range-based solutions [2, 51–

57] and the range-free solutions [4, 9, 58–66]. Range-based solutions usually use special

devices to measure the distances or bearing among nodes, and then apply a triangulation

or multilateration algorithm to estimate the location. They usually can achieve a relatively

accurate result, but the cost is also high. Range-free localization solutions do not directly

measure the distances or angles among nodes, but make use of proximity information or

position relevant events to infer node positions. Although its cost is lower than range-based

solutions, the accuracy is also relative low especially when there are few redundant nodes in

the network. Despite which method is used, the localization solutions from the WSN field

suffer from the following drawbacks:

• Excluding heterogeneous information: many solutions only use one type of position-

ing measurements without taking advantage of heterogeneous positioning sources, which
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could otherwise dramatically increase the accuracy. For example, many acoustic rang-

ing based Time of Arrival (TOA) localization system usually exclusively use one type of

measurement (the relative distance). It is known [67] that as the distance increases, the

accuracy of the acoustic ranging decreases. So if we can roughly detect that nodes are far

away from each other, and then combine other positioning sources such as routing hops

and received signal strength indicator (RSSI) values, the localization accuracy could be

further improved.

• Not suitable for mobile networks: many localization solutions in WSN are designed only

for static networks due to its batch processing property, i.e. one node position change

causes the whole network to be recalculated [5, 68,69].

• Requiring pre-set infrastructures: many solutions require infrastructures for localization,

including huge devices [60,61], pre-deployed references [70,71], or map information [72,73].

However, these assumptions are unrealistic for some scenarios, e.g. fire fighting.

• Non-deterministic uncertainty: most of the solutions claim their accuracy in terms of

average localization error. However, for a particular node, they can not guarantee its

position estimation uncertainty, and this can be critical in some applications.

Another category of localization solutions is from robotics field. A technology called

simultaneous localization and mapping (SLAM) [11, 74] has received a significant amount

of research. SLAM solves the problem of localizing a mobile robot and simultaneously

building a consistent map of the environment when the robot has no knowledge about the

environment. In SLAM, the robot is usually equipped with some ranging sensors (e.g., an

acoustic range finder, a laser scanner or a camera), measuring its range to the landmarks

while it is moving. By obtaining these ranging measurements, the robot uses iterative

Bayesian filters (e.g., the extended Kalman filter (EKF) or a particle filter) to update the

location estimates of itself and the landmarks over time. After the notable successes of the

research on SLAM, another interesting localization problem, called collaborative localization
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(CL) [75–78], gained much attention from scientists. CL is to solve the problem of localizing

multiple robots in an unknown environment merely through their collaboration. When a

robot localizes itself merely based on the dead reckoning method, the uncertainty of its

position estimation grows without any bound. However, when multiple robots correlate

their position estimates through the inter-robot ranging measurements, the growth rate of

the estimation uncertainty is dramatically reduced. Although great successes have been

achieved on SLAM and CL, when applied to various applications, they still suffer from the

following problems:

• SLAM: first, its iterative dynamic model is suitable for the mobile agent centric localiza-

tion, but not the stationary WSN localization. Second, its high computational complexity,

which is caused by the high dimension state space involving a large number of landmarks,

prevents it from being applied to resource constrained devices. Third, it does not take

advantage of the collaboration between agents, which could further improve the location

estimation.

• CL: currently, there is no satisfactory decentralized CL solution. The existing decen-

tralized CL solutions suffer from either the inefficiency in terms of memory usage and

computational complexity (the optimal filters), or the over confidence problem (the ap-

proximate filters), where agents over-claim the accuracy of their location estimation.

Under the Moore’s law [79], the size of the ranging hardware are getting smaller, and its

cost are getting lower. Therefore, this thesis targets to the range-based localization solution,

since it is more accurate than the range-free solutions, and does not have high requirement on

node density. To overcome the aforementioned drawbacks of existing localization systems,

the goals of our solution are listed as below:

• Abstract representation of range: to maximize the utilization of heterogenous ranging

information, the range information in a localization system should be represented in a

well formed abstraction. Under such an abstraction, the theoretical solution should not
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depend on any particular ranging technique, and hybrid localization systems would be

possible.

• Suitable for both stationary and mobile sensor networks: the solution should be easily

and efficiently applied to both stationary and mobile sensor networks.

• Infrastructure-free: the solution should be totally self-contained, i.e. not rely on any pre-

set infrastructure, such as satellites, cellular towers, maps, reference nodes or environment

profiling. But if there is infrastructure available, the solution should also be able to take

advantage of such information.

• Quantitative uncertainty: the solution should provide not only position estimates for

each node, but also the quantitative uncertainty of the estimates. Since the quantitative

uncertainty provides great valuable information, e.g., guiding the anchor selection process,

searching for a particular node, and evaluating the performance of the localization system.

• Centralized and decentralized support: centralized architecture can achieve global optimal

estimation, while the decentralized architecture has the benefits of scaling well and not

constrained by a third party center. Therefore, the thesis should provide solutions of

both centralized and decentralized versions.

• Efficiency: the solution should be efficient in terms of memory usage, computational

complexity and communication overhead, since the resources of the sensor nodes are

typically very limited.

• Scalability: the solution should have good scalability, since a wireless sensor networks

could contain thousands of nodes, and millions of range measurements could be generated

over time.
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1.2 Challenges

Due to the constrained resources of sensor nodes and the intrinsic complexity of the local-

ization problem, the challenges mainly include the following aspects.

• Formalization: since we are considering heterogeneous ranging, the formal model should

cover different types of measurements. However, the position related measurement has

linear and non-linear form, and unary (e.g., the Global Positioning System (GPS)) and

binary relationships (e.g., relative distance). How to unify these range types and the

operations into one form?

• Quantitative uncertainty representation: quantitatively representing the uncertainty of

ranging measurements and position estimates is important, because it not only leads

to more accurate estimation, but also is very useful in practice, such as inferring the

confidence region of the position estimates and guiding the anchor selection process.

However, it remains a question that how to quantitatively represent the uncertainty and

how to utilize it?

• Efficiency : due to the limited resources of sensor nodes, we put a severe requirement

on efficiency in terms of memory usage, computational complexity and communication

overhead. However, it is a challenging work: first, in a large scale network, the state space

itself is in high dimension, e.g. if there are n nodes in the network and 3D coordinate

is considered, the dimension of the state space is 3n; second, heterogeneous devices may

keep generating a large number of ranging measurements over time. To further refine the

results, nodes’ position estimates need to be updated frequently by using these measure-

ments; third, nodes may quit and join the network at any time, and the network may be

mobile. This means that it is necessary to re-estimate node positions frequently.

• Decentralized solution: when nodes collaborate with each other, their position estimates

are correlated. This means, when one node’s position estimate is updated, all the other

correlated nodes’ position estimates should also be updated. In a decentralized version
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of the localization problem, to have a consistent estimation, each node needs to pre-

serve all the correlation information to other nodes, however, the limited resources of the

sensor nodes do not allow this. Therefore, the practical challenge of the decentralized

collaborative localization is how to balance the trade-off between the consistency and the

efficiency.

• Implementation challenges: besides the theories, this thesis also includes the real system

implementation. However, the real world is not perfect. The challenges are how to deal

with the large noises of sensors, how to do the time synchronization, how to compose

different modules into one system, and how to evaluate it.

1.3 Contributions

The work in this thesis has contributions at both the theoretical and practical level. For

the theory part, three algorithms are created: the incremental node-voltage analysis (INO-

VA) algorithm is used to localize a stationary WSN in a centralized way. The overlapping

subgraph estimator of covariance version (OSE-COV) algorithm, together with the original

overlapping subgraph estimator (OSE) algorithm [69], is used to localize a stationary WSN

in a decentralized way. The elastic decentralized collaborative localization (EDCL) algo-

rithm is used to localize a mobile WSN in a decentralized way. All of the three algorithms

provide not only the position estimates, but also the quantitative uncertainty of the esti-

mates, and furthermore are efficient in terms of computational complexity, memory usage

and communication overhead. Additionally, we also deduce how to use the quantitative

uncertainty for confidence region inference and guiding the anchor selection process. For

the system part, to demonstrate the effectiveness of the EDCL algorithm, we build a hybrid

collaborative localization system for indoor pedestrians. This system achieves more accu-

rate position estimation than typical independent inertial navigation systems (INS) without

any pre-set infrastructure, such as reference nodes, maps, GPS, cellular towers and radio

stations. The brief description and more specific contributions of each part are described
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in the following subsections.

1.3.1 INOVA and OSE-COV

Previous work [69] solves the stationary wireless sensor networks localization problem by us-

ing the Best Linear Unbiased Estimator (BLUE). It assumes that the ranging measurement

has a linear representation, i.e. knowing both the relative angle and the relative distance

between a node pair. Under this assumption, the localization problem can be formulated

into a linear system, and thus can be solved by BLUE. Although the solution is elegant,

it has two drawbacks: first it has O(mn2) computational complexity to form the linear

system, and O(n3) to solve the linear system, where n is the total node number and m

is the total measurement number. However, the computational complexity depending on

the measurement number m makes this algorithm not scale well, since m would be a very

large number as the node number increases (the possible different edge number of a graph

is of the order of O(n2), and the same edge may be measured multiple times in practice).

Second, this method follows a one-time calculation scheme, which means all the estimates

must be recalculated when the measurement topology changes, e.g. nodes quit, join or

move, or new measurements are generated.

Additionally, it has been shown [80] that the above relative measurement topology

can be analogous to a generalized electrical network, where the node set is the same, the

relative measurements correspond to the edges, and the covariance matrix of the relative

measurements correspond to the generalized resistances. Inspired by this analogy, we derive

that localizing each node in the network is equivalent to determining all the generalized

currents on the corresponding branches and all the generalized voltage potential of the

corresponding nodes. By borrowing the node-voltage analysis technique from electrical

network theory, we efficiently solve the localization problem. The essential reason for the

efficiency of INOVA is that when the network changes, only a constant number of elements

change. Therefore, if the topology of the network is recorded by some mean, it only needs

O(1) time complexity to update when the change happens. Additionally, since the position
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estimation may be not needed for each time step, by delaying the estimation, the time

complexity of INOVA can be further reduced.

The contributions of INOVA are two-fold: first, it provides a deeper understanding of

the analogy between the relative measurement graph (RMG) and the electrical network.

Second, it dramatically reduces the computational complexity of localization, and thus

makes it possible to localize a large scale WSN with high dynamics.

In the work [69], another algorithm, called OSE, is created to iteratively estimate each

node’s position in the decentralized way. However, this method only calculates the position

estimates, but not the covariance matrices. By exploiting the analogy between the RMG and

the electrical network, we develop a method–OSE-COV, which can estimate the covariance

matrices in the decentralized way. The nice feature of OSE-COV is that it fully fits into the

same communication scheme of OSE. Therefore, by combining OSE and OSE-COV together,

nodes’ position estimation and the corresponding covariance matrices can be simultaneously

obtained in the decentralized way.

1.3.2 Confidence Region Inference and Anchor Selection Strategy

As aforementioned, for the localization problem, not only the position estimate, but also the

corresponding confidence region is important. The confidence region inference solves the

problem of associating a node’s position estimate with an area A and a trust level α, where

the real position of the node falls into A with a probability of α. By using the central limit

theorem of Lindeberg’s condition [81], we prove that the estimates of INOVA follow the

multivariate normal distribution regardless of the distribution of the measurement error.

Hence, provided with the covariance matrix, we can easily deduce the confidence region

based on the multivariate normal distribution property.

Anchor nodes are defined as the nodes which have accurate position information under a

global coordinate frame. The anchor selection is to solve the problem of selecting an proper

anchor (or a number of ahcnors) so that the localization accuracy of the whole network

could be improved. Given the associated covariance matrix of each node, the most intuitive
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way is to select the node which has the maximum uncertainty. However, this variance-based

strategy may be not the best, since it does not consider the correlation between nodes. In

this thesis, we derive an optimal anchor selection strategy. The simulation result shows that

the optimal strategy is the upper bound of the other strategies, and reduces the total mean

square error of the whole network by four times as much as the variation-based algorithm

in the best case.

1.3.3 EDCL

The INOVA algorithm works nicely for both stationary and mobile WSNs, but it follows

a centralized architecture. OSE plus OSE-COV are distributed algorithms, but they are

only suitable for stationary WSNs. A localization algorithm is needed for the mobile decen-

tralized networks. Therefore, we develop the elastic decentralized collaborative localization

(EDCL) algorithm for this most challenging case.

The idea of the decentralized mobile network localization is straightforward: each mobile

agent only maintains the states of itself. When they meet with each other, they refine their

estimates by sharing their position information. However, the biggest challenge is that

as agents collaborate with each other, their position estimates are correlated. When one

agent’s state gets updated, it needs to bring this update to its correlated agents in future

when they meet. However, since the embedded devices have a limited resources, we can not

preserve all these correlations for all the time. Therefore, the key issue is: when to forget

these correlations and how to update the other agent when they meet?

This problem is a decentralized CL problem, and there are two types of existing decen-

tralized CL algorithms: the consistent (optimal) algorithms and the approximate algorithm-

s. However, both have their drawbacks. The consistent algorithm preserves all correlation

information, and thus it is unrealistic since the resource consumptions (in terms of memory,

computation and communication) grow without any bound. The approximate algorith-

m forgets all correlations, which causes the over-confident problem, and thus impacts the

accuracy of the estimation and the confidence region inference.
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To solve this dilemma, we propose the EDCL algorithm. The underlying idea of EDCL

is to introduce a parameter Q, which represents the number of the measurements to be

preserved in the memory, so that the trade-off between the consistency and the efficiency

becomes adjustable. By using EDCL, devices with different capabilities can choose different

Q, and work collaboratively.

The contributions of this work are: first, it is the first decentralized CL algorithm which

bridges the gap between the optimal filters and the simplest approximate filters. Second,

to implement EDCL in an efficient way, an information relation concept and a chain-based

data structure are introduced. By using these data structures, EDCL is able to process

out-of-order measurements, and reduce the communication overhead to a very low level.

Third, EDCL is evaluated through a large scale taxi localization problem, which is based

on the real data set involving 200 taxis in Beijing within one day in 2008. The result shows

that the performance of EDCL is accurate, and the overhead is low.

1.3.4 Infrastructure Free Indoor Pedestrian Localization System

To demonstrate the feasibility of the EDCL algorithm, an indoor pedestrian localization

system is implemented. This system is fully decentralized and self-contained, i.e. not

dependant on any infrastructure or map information. The system consists of three modules:

an inter-agent ranging module, which is implemented by a RSSI based range estimator, a

dead reckoning module, which is implemented by a foot-mounted inertial navigation system,

and a decentralized fusion filter which uses the EDCL algorithm.

Since RSS is notorious noisy, we use a moving window median filter, place the mote

on top of a person’s head, propose a frequency hopping TDMA protocol, and develop the

corrected truncated maximum likelihood distance estimator to overcome the body shad-

owing effect, multipath effect and selective frequency effect. For the foot-mounted inertial

navigation module, the ZUPT algorithm is adopted. The Allen Variance technique and the

simulated annealing algorithm are used to characterize the inertial sensors. To integrate all

these modules of multiple pedestrians, a time synchronization mechanism is implemented
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by carefully designing the packet format. Furthermore, to reduce the number of the mea-

surements without losing the information, most of the inertial displacement measurements

are compounded. The experimental results show that the localization accuracy of EDCL

is close to the optimal filter–INOVA, which reduce the error as much as 50.41%, and the

resource consumption is low, which has the maximum memory usage of 760 bytes and the

average communication cost 33 bytes per message for Q = 64.

The contributions of this localization system are as follows: as far as we know, it is

the first fully decentralized, self contained, sub-optimal collaborative pedestrian localization

system. By using low cost devices, it achieves a relatively high localization accuracy (49.44%

better than the inertial-only method).

1.4 Organization

The rest of the thesis is organized as follows. Chapter 2 thoroughly examines the state of

the art on the localization problem. Chapter 3 explains the INOVA and OSE-COV algo-

rithms. Their performance is evaluated through extensive simulations. Chapter 4 studies

the problems of confidence region inference and anchor nodes selection. Simulations are

conducted to evaluate the effectiveness of our solutions. Chapter 5 introduces the EDCL

algorithm. A semi-simulation based evaluation is provided to show the accuracy and the

efficiency of EDCL. Chapter 6 describes the real infrastructure free indoor pedestrian col-

laborative localization system. Real experiments are conducted for the evaluation. Finally,

Chapter 7 provides the conclusions, limitation discussions, and the future works.



Chapter 2

State of the Art

The localization problem has been studied for many years in various fields. The research

directions include estimation algorithms, ranging techniques, and localization systems. This

chapter provides a survey on the state of the art which is most related to this thesis. Section

2.1 presents the work in the wireless sensor network field. The approaches in WSN are

divided into two categories: range based solutions and range free solutions, which depend

on whether the solution requires ranging measurements (e.g., the relative distance or the

relative angle between nodes) for localization or not. Section 2.2 focuses on two localization

problems in the robotics field: simultaneous localization and mapping (SLAM) and the

collaborative localization (CL) problem. The former is to solve the problem of localizing

a mobile agent and simultaneously building a map of the environment when the robot is

put into an unknown environment. The latter aims to localize multiple mobile agents only

through their collaboration. Section 2.3 presents a survey on real systems which use hybrid

techniques to localize mobile agents.

13
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2.1 Localization with Wireless Sensor Networks

2.1.1 Range Based Localization

Range based localization solutions require nodes to have the ranging capabilities. A range

measurement is a relative position measurement between two nodes, which may refer to the

relative distance, the relative angle, or the relative velocity. By collecting theses ranging

measurements from nodes, various algorithms, such as triangulation, bilateration, multilat-

eration and convex optimization, can be applied to compute each node’s position coordinate.

Based on the fundamentally different ranging technologies, we classify the range based local-

ization solutions into the following four categories: (i) received signal strength (RSS) based

solutions; (ii) time of flight (TOF) based solutions; (iii) angle of arrival (AOA) based solu-

tions; and (iv) radio interferometry (RI) based solutions. Note that this classification does

not prevent systems from using hybrid technologies to enhance the localization accuracy.

2.1.1.1 Received Signal Strength Ranging based Localization

The received signal strength ranging technology makes use of the fact that the RSS is a

function of the propagation distance to estimate the range between the signal transmitter

and the receiver. This relationship holds for the signals such as radio (electromagnetic

wave), sound or seismic waves. While the sound signal is usually used in another more

reliable form–TOF [67], and the seismic signal is used for localizing the earthquake center

or tracking vehicles [82], the radio frequency (RF) signal [1,82–89] is widely used and studied

in the WSN field, since it comes almost for free.

H. T. Friis first derives the following formula to calculate the received signal power in

free space at distance d from the transmitter [90].

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(2.1)

where Pt is the transmitted signal power. Gt and Gr are the antenna gains of the transmitter
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and the receiver, respectively. L(L ≥ 1) is the system loss, and λ is the wavelength.

Equation 2.1 only considers the ideal case. However, in reality the received power at

certain distance is a random variable due to the multipath propagation effects, which are

also known as fading effects. Therefore, a more sophisticated model is presented in the

book [91].

P̃r(d) = P̃r(d0)− 10β log10

d

d0
+ ndB (2.2)

where P̃r(d) and P̃r(d0) are the received signal powers in dB at the distances of d and

d0, respectively. β is the path loss exponent, and is usually empirically determined by

field measurement. β = 2 for free space propagation, and the large β represents the fast

attenuation of the signal power when it is propagating. ndB is a Gaussian random variable

with zero mean and the standard deviation σdB. σdB is called the shadowing deviation, and

is independent with the distance.

Although Equation 2.2 models the path loss and the shadowing effects, in practice,

the RSS is often unpredictable due to many factors, such as unknown path loss, multi-

path propagation effects, hardware discrepancy, antenna issues and radio noises [66,83–85].

Therefore, much work has been done to characterize various properties of RF signal propa-

gation [83–87], and use different noise sifting algorithms [1,86,92] or hybrid range estimation

technologies [89] to improve the RSS based localization accuracy.

Savvides, et al. [83] tested the RSS based ranging under different environments with

different transmission power settings. They found that it was hard to get a consistent

model in indoor environments due to the multiple path fading effects. They also observed

that the node heights from the ground impact the RSS significantly. Additionally, they

also pointed out that the low power devices exhibit significant variation in actual transmit

power for the same transmit power level setting, or in the RSSI measured for the same

actual received signal strength. Whitehouse, et al. characterized lower power radios in
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near-ideal conditions, and found that a standard deviation in RSS readings translated to

about 2m standard error at the maximum range of about 20m after calibration [84]. They

also verified the correctness of the Noisy Disk radio model, which had been widely used

in simulations, with the real experimental data, and found that when the radio connection

degree was high, the noise could be modeled as a Gaussian distribution, but when the

degree was low, it could not. They also analyzed how these errors could impact multihop

localization solutions. Miluzzo, et al. characterized 802.15.4 radios which were worn by

mobile persons [87]. They found that the body shadowing factor had significant effect on

the RSS, and different placements on the body also had much impact. Ziguo Zhong, et. al.

observed in their outdoor experiments that although identical RSS values may correspond

to different distance, for a same node, the RSS values mostly decreased monotonically with

the increasing distance [66].

Although RSS is notorious for poor range estimation, Kamin Whitehouse, et. al. demon-

strated that RSS can be used to localize multi-hop sensor networks [85]. They achieved

4.1m error in a 49 node network deployed in a half-football field sized area by using the

DV-distance algorithm [2]. In their experiments, they found that careful calibration, in-

creasing network density and lowering the transmission power were helpful to improve the

localization accuracy.

Patwari, et al. derived statistic models for RSS measurements and connectivity [86].

Based on these models, they gave a corrected maximum likelihood estimator for RSS to

distance mapping, and pointed out that the standard deviation of the estimate was pro-

portional to the actual range. Finally, they presented three manifold learning algorithms,

including Isomap [93], dwMDS [94] and LEAN [95], and compared their computational cost

and localization accuracy by using RSS or connectivity measurements.

Since RSS based ranging measurements are often subject to large errors, it is necessary

to find a good algorithm which can discern the quality of measurements so that accurate

measurements are weighted more and the inaccurate measurements are weighted less in the

localization process. Therefore, Kung, et al. proposed an error-tolerant localization method,
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Figure 2.1: A comparison between the standard squared residual and SISR residual [1]

called snap-inducing shaped residuals (SISR), to identify automatically ”bad nodes” and

”bad links”, and so that they obtained different weights in the localization process [1]. The

key idea of SISR was to use a wing-shapped residual function to emphasize the weights

of good measurements and constrain the weights of bad measurements. A comparison

between the standard squared residual and SISR residual is shown in Figure 2.1. The blue

curve in the figure is the standard squared residual, and the red one is the SISR residual.

We can see that in the standard squared residual, the cost increases quadratically as the

residual increases; while in the SISR residual, the cost increases rapidly when the residual

is small ([−τ, τ ]), but very slowly when the residual is big ((− inf,−τ) ∪ (τ, inf)). By using

such residual functions, SISR demonstrated its better performance than the algorithms

Lorentzian [96] and MDS-MAP [97] developed based on outdoor RSS ranging measurements.

In the real world, only using one technology for localization is often not enough. Zhao,

et al. proposed a Combined and Differentiated Localization (CDL) approach, which was a

hybrid system exploiting the strength of range-free approaches and range-based approaches

using RSS measurements [89]. It had three components: virtual-hop localization, which was

a range free localization approach, and similar with but more accurate than DV-hop algo-

rithms [2,58]; local filtration, which was to identify good nodes and bad nodes through neigh-
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borhood hop-count matching and neighborhood sequence matching; and ranging-quality

aware calibration, which was similar as SISR, but took the node quality and ranging mea-

surement quality into account for localization. By using these three components, CDL

achieved an average localization error of 2.9m in a 300 node network deployed in a forest.

2.1.1.2 Time of Flight based Localization

One large category of ranging technology is based on time of flight (TOF) measurement

of signals. The principle is straightforward: given the propagation speed of a signal, the

distance between a sender and a receiver can be calculated based on the TOF measurement

of this signal. However, there are two questions about this technology: which signal could

be used? And how to precisely measure the TOF? For the former question, acoustic signals

[51–53, 67, 98–103] (including sound and ultrasound) and RF signals [104–112] are usually

used in WSN. For the latter question, there are two means to precisely measure the TOF:

directly measure the time of arrival (TOA) between time synchronized sender and receiver

[51, 52, 67, 98, 99, 105, 110]; or measure the time difference of arrival (TDOA) to cancel out

the local time discrepancy between nodes [53,100–103,107,109,111].

The main challenges of TOF based localization systems include: i) the time synchro-

nization issue; ii) the non-light of sight (NLOS) problem; iii) and the multipath effect in

the indoor environment. Since acoustic signals and RF signals differ significantly, in the

following paragraphs, we separately discuss these two technologies.

Time of Flight of Acoustic Signals :

The Bat system [98] achieves accurate indoor localization based on the TOF of ultra-

sound signals. The system has three components: the Bat tags, the ultrasound receiver

units, and the base stations. A Bat is attached to a person or an object to be localized. It

consists of a radio transceiver, controlling logic and an ultrasonic transducer, and can emit

ultrasound. The receivers are placed at known positions on the ceiling of the rooms. They

are used to receive the ultrasound emitted by Bats, and record the time of arrival. The
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base station is used for time synchronization and position calculation. The whole system

works as follows: a base station periodically notifies a particular Bat to emit a short pulse of

ultrasound, and simultaneously resets the receivers via the wired network. Receivers mon-

itor the incoming ultrasound and record the time of arrival from the Bat. Then the TOF

measurements are converted to distances between the Bat and the corresponding receivers.

If there are three or more non-colinear receivers found, then the 3D position of the Bat is

determined by the multilateration algorithm. By attaching multiple Bats on an object or

using the directional shadowing property of the object, the orientation of the object can

also be determined. The Bat system achieves an average accuracy of 3cm. However, the

drawback is that it needs carefully pre-installed infrastructures.

To protect the privacy of users, the Cricket [51] system reverses the design: tags are

receivers and beacons fixed at the known places are transmitters. Cricket does not use

a centralized party for synchronization, instead, it uses the RF signals for time reference.

Each time a beacon transmits an ultrasound pulse, it also transmits a RF signal with its Id.

The RF signal is long enough so that when the tag receives the ultrasound pulse, it is still in

the precess of receiving the RF signal. By using this methodology, the tag knows when the

ultrasound transmission begins and which beacon it is talking to. To overcome the possible

incorrect association and increase the range estimation accuracy, carefully installation of

beacons and statistics based filters are needed. The experiment results show that Cricket

achieves a 4× 4 feet location granularity.

While Bat and Cricket use RF for time synchronization, there are systems which use

time difference cancelation to measure the TOF of signals, which is called the time difference

of arrival (TDOA) method. TPS [53] and UPS [101] provide an interesting scheme where a

node can be localized in 3D space as long as this node and four other anchor nodes are within

one-hop communication range. In the system, time is divided into beacon intervals. In each

beacon interval, a master anchor node A initiates the signal broadcast. After receiving the

signal from A, Anchor B replies by including the time information ∆tib, which indicates the

time duration between the time B receiving the signal from A and relying A. Similarly,
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when Anchor C receives B’s broadcast, it replies with ∆tic, and Anchor D also replies with

∆tid after receiving C’s broadcast. Using ∆tib, ∆tic, ∆tid, and the timestamp records when

Sensor S hears from A, B, C and D, the 3D position of Sensor S can be calculated. Note

that all the time information above is only based on each node’s local clock; no global time

synchronization is needed. Other systems like [102] and [103] have a similar idea, where

nodes and beacons only broadcast their local timestamps, and the discrepancy of node

clocks is canceled out through the process.

Another TDOA based system [100], called BeepBeep, proposes an interesting approach:

by emitting two beeps, two nodes can estimate their ranges without any synchronization.

The basic idea is that when nodes A and B beep in turns, each records the sound from

the other as well as the sound from itself. Therefore, totally four local timestamps are

generated. By solving a simple linear equation with these four local timestamps, the local

time difference is canceled out, and each device can precisely obtain the range between them.

In addition, to avoid the timing uncertainty caused by the embedded system, BeepBeep

generates the timestamp by directly counting the sample positions in a sound track. The

prototype system is implemented on commercial off-the-shelf (COTS) cell phones. The

experiment results report that BeepBeep achieves an average accuracy of 1cm to 2cm with

a standard deviation of less than 2cm in both indoor and outdoor environments.

Time of Flight of RF Signals: Time of Flight of RF Signals based ranging is extremely

challenging in WSN. Besides the aforementioned three factors (time synchronization, NLOS

and multipath effect), the extra challenge is mainly from the conflict between the high speed

of RF and the constraint hardware of wireless sensor nodes.

The error bound of a TOF of RF based system is analyzed as follows. Assuming the

speed of RF signals is 3× 108m/s and TOF sampling error is within ±Ts/2, where Ts is the

sampling rate, it corresponds to the range error ±150/Fs, where Fs = 1/Ts is the sampling

frequency. To keep the range error within ±1m, a bandwidth of 75MHz is needed, and thus

the minimum sampling frequency is 150MHz [110].
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Additionally, the Cramer-Rao Lower Bound on the TOF estimate variance is

σ2
TOF =

1

8π2 · SNR ·
√
α ·BW 2 ·N

(2.3)

where SNR is the average signal to noise ratio (SNR), α is the number of code copies av-

eraged, BW is the spectral bandwidth, and N is the number of chips in the pseudorandom

noise (PN) code. This formula tells us that to increase the ranging accuracy, we should

increase the code length, code rate and the carrier bandwidth. However, in the indoor

environment, the ranging accuracy is mainly constrained by multipath effects. Increasing

the code length and code rate have very limited effect. But increasing the carrier band-

width is very helpful to resolve the multipath effect, since the fine time resolution allows

differentiation among delayed replicas [111,112].

To estimate the TOF of RF signals, two techniques are mostly used: direct-sequence

spread-spectrum (DSSS) and ultra-wideband (UWB). The basic idea of DSSS systems is:

a PN code is transmitted to a receiver which already knows this code in advance. Then

the receiver correlates its local PN code with the arriving signal. If a correlation peak

above some threshold is found, the signal is considered to be detected and the position of

the first peak is used to determine the TOF of the signal. Since DSSS needs to precisely

determine the offset of the correlation peak, a high frequency clock is required. Additionally,

DSSS requires the time synchronization between the transmitter and the receiver, hence a

time drift correction or cancelation module needs to be implemented at the sender and the

receiver. To mitigate the multipath effect, a frequency hopping approach is used, since

different frequencies correspond to different path lengths in terms of the wavelengths and

thus their multipath effects are different [105,111].

Ultra-wideband is defined as a radio which has relative bandwidth larger than 20% of

its central frequency or absolute bandwidth of more than 500MHz [108]. UWB technology

is very accurate for short distance ranging in the indoor environment for two reasons. First,

since it has a large frequency span, it dramatically increases the possibility for some of the
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frequency components to penetrate or go around objects, which is an important property

especially for indoor NLOS ranging. Second, its fine time resolution allows multipath de-

layed signals to be differentiated through a matched filter [107]. The UWB system in the

work [107] uses a generalized maximum-likelihood estimator to resolve the multipath effect,

and a two-way timestamping method to solve the time synchronization issue. The reported

indoor localization error is within 4 feet.

The system [110] implements the TOF of RF based ranging module on a field-programmable

gate array (FPGA) with an 8-bit 100Msps ADC, using the RF within 2.4-2.5GHz band. It

uses Orthogonal frequency-division multiplexing (OFDM) encoding method for simplicity,

takes the strongest channel impulse response as the LOS signal to resolve the multipath

effect, and requires pre-calibration for time synchronization. The reported ranging error is

within -0.5m to 2m for the measured distance as far as 10m. The PinPoit system [109] does

not assume a constant time discrepancy (the absolute and the relative time drifts) between

devices. It uses two round trip timestamps to calibrate nodes at run time. The advantage

of this system is that for a network of n nodes, it only needs totally O(n) message exchanges

to obtain the two-way range estimates of all node pairs. Another byproduct of PinPoint is

that each node can determine the clock characteristics of the nodes in its neighborhood with

an accuracy on the order of its clock tick. Using a FPGA with 300MHz clock and a 802.11

radio chip, PinPoint achieves an average accuracy of 4.18 feet in the indoor environment.

2.1.1.3 Angle of Arrival based Localization

Besides the relative distance measurements, the pairwise angle of arrival (AOA) information

between nodes can also be used to localize the WSNs. Assuming that in a wireless sensor

network each node is capable of measuring the bearing to its neighbor nodes, and some

of them are anchors whose position is perfectly known, then the WSN can be localized in

several ways as follows.

As Figure 2.2 shows, Nodes A, B and C are anchors, and Node D is to be localized. If

Node D knows the angles B̂DA, ÂDC and ĈDB, it can find its position using triangulation.
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Figure 2.2: Triangulation [2] Figure 2.3: Geometric locus of a point see-
ing two known landmarks at a given angle,
is a circle. ÂOB = 2ÂDB [2]

This is done by finding the intersection of the three circles determined by the landmarks

and the known angles. Actually, the triangulation problem can be transformed to the

trilateration problem. Figure 2.3 shows two anchor nodes A and B, and an unknown node

D. We can see that if ÂDB is known, D must be somewhere of the circle determined

by the positions of A and B and the angle ÂOB = 2ÂDB. Therefore, a pair of bearing

measurements to two anchors forms one such circle. If there are m anchors in the network,

there would be totally

 m

2

 circles, and thus D can be found at the position which has

the minimum mean distance to all these circles. Another posibility is to form all triplets of

obtained anchors and find the center of the circumscribed circle for each such triplet and

the unknown point D. This leads to the solving of

 m

3

 trlateration problems [2].

If each node not only obtains the bearing to its neighbor nodes, but also has a compass,

then it can obtain the absolute angle measurements to each anchor node with respect to the

north, and the localization problem is dramatically simplified. Assuming the coordinate of

the node to be localized is [x, y]T , each anchor’s known position is [xi, yi]
T , i = 1, 2, · · · ,m,

and the node’s angle measurement to each anchor is αi, then we have an over-determined
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linear system [113]



1 − tanα1

1 − tanα2

...
...

1 − tanαm


·

 x

y

 =



x1 −y1 tanα1

x2 −y2 tanα2

...
...

xm −ym tanαm


(2.4)

and it can be easily solved by the least square (LS) method.

Above are the possible algorithms for localizing nodes using AOA information, but

there remain two challenging questions: i) how to obtain the AOA measurement? ii) How

to mitigate the measurement noise effect?

To measure the bearing from a receiver to a sender, there are several possible ways. The

Cricket Compass system from MIT [114] uses an array of ultrasound receivers (totally five)

to measure the bearing of the receiver to the sender. By carefully placing the five ultrasound

receivers on a board and exploring the trigonometric relationship between the placement

distances and the angle, it can calculate the bearing angle of the incoming ultrasound

signal. Since the distances between the receivers are very small (several centimeters), it

is very difficult for the small sensor node to measure the difference of the distances from

different receivers to the transmitter. Therefore, it uses phase difference to infer the physical

distance. Elvira, et al. [115] use the same idea, but they only use 3 receivers but two

transmitters in order to calculate the bearing information in 2D space. In addition, they

directly measure the distance difference using TDOA, which needs particular hardware

(FPGA). A directional antenna or an adaptive antenna can also be used to measure AOA.

The idea is that each anchor node is equipped with a rotating directional antenna. When the

anchor begins to rotate its antenna, it simultaneously emits a short omni-directional pulse.

Nodes obtain the bearing to the anchor node by measuring the time difference between

the reception of the omni-directional pulse and the signal from the rotating directional

antenna [113]. Furthermore, angle information can be obtained by the radio interferometry
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technology [116]. The details of this approach are discussed in the next subsection.

In reality, measurements always come with noise. The ways the localization algorithms

fuse the noisy measurements decide the overall accuracy of the system. The work [113]

claims that the accuracy of an AOA measurement is proportional to the RSS from the

directional antenna, and the nodes which are close to 90◦ or 270◦ are prone to have a large

uncertainty. Therefore, it weights each measurement with mi = Pi/(1 + | tanαi|), where

mi is the weight to the ith anchor measurement, Pi is the maximum power of the signal

received from the ith anchor, and αi is the angle measurement. Basu, et al. [117] treat the

uncertainty of the distance and angle measurements as bounded regions, and transforms

the localization problem to a constrained convex optimization problem. They prove that

localizing with noisy distance and angle measurements is a NP problem, and the outputs

of their method are the upper and lower bounds of the position estimation. Bishop, et

al. [118] also model the AOA localization problem as a constrained convex optimization

problem. Different from the traditional mean estimation based optimization method, which

would break the geometric constraints between measurements, it still keeps all the geometric

constraints during the estimation, and thus has a better accuracy than the traditional ones.

2.1.1.4 Radio interferometry based Localization

The radio interferometry based localization approach is different from the aforementioned

ranging methods. This technique relies on a pair of nodes emitting radio waves simultane-

ously at slightly different frequencies. Although the carrier frequency of the transmitter is

high (usually above 400MHz), the composite signal at the receiver has a very low frequency

envelope (below 1KHz), which is precisely detectable by the resource constrained sensor

nodes. The low envelope frequency includes the information related to the involved nodes’

positions, and thus can be used for localization. The advantages of the radio interferometry

based ranging are: i) the estimation accuracy is high, which can achieve sub-meter level

error; ii) the sensing range is long, which can reach as four times far as the communication

range; iii) it is resilient to multipath effect if only using the frequency difference information;
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Figure 2.4: Radio interferometric ranging technique [3]

iv) and it can obtain different types of range information, such as distance, angle and ve-

locity. However, the shortcomings include i) requiring highly accurate time synchronization

between nodes; ii) needing extensive system tuning and calibration; iii) relying on specific

type of radios which support transmitting unmodulated sine waves, and tuning the carrier

frequency at a fine resolution.

Maróti, et al. were the first to bring the radio interferometry technique into WSN

localization [3]. The basic idea is as Figure 2.4 shows. Transmitters A and B simultaneously

transmit unmodulated sine waves with frequencies fA and fB. Receivers C and D receive

the interfered signals, which have the same envelope frequency δ = (fA−fB)/2 but different

phases. By passing through a low pass filter, the envelope frequency and the relative phase

offset between the C and D can be obtained by the resource constrained sensor nodes. And

the phase offset is related to the distances among the four involved nodes: ϑABCD(f) =

2π dAD−dBD+dBC−dAC
c/f (mode 2π), where dXY is the distance between Nodes X and Y ,
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f = (fA + fB)/2 and c is the speed of light. We define dABCD = dAD − dBD + dBC − dAC

as the q-range of Nodes A, B, C and D. Since the q-range is related to the four nodes’

positions, with sufficient q-range measurements, the nodes’ positions can be reconstructed.

By evaluating with 16 nodes within 4× 4 grids outdoors, the radio interferometry method

results in an average error of 3 cm.

Lately, Kusy, et al. extend the above work by solving two practical problems [119]:

i) the ambiguity of the q-range measurement caused by the particular choice of frequencies

used in [3]; ii) and the multipath effect which distorts the phase of the interfered signal. By

choosing a better frequency separation and developing an iterative localization algorithm,

the improved method achieves 4 cm average accuracy for a quasi-random deployment of 16

nodes covering the area of two football fields.

The radio interferometry technique is also applied to tracking mobile nodes. The chal-

lenge of tracking a mobile node is that it requires a relative high refresh rate, and thus

the in-field calibration and the q-range measurements are not allowed to take a long time.

In the inTrack system [120], the mobile node works as a transmitter, and cooperates with

the infrastructure nodes to obtain the q-range measurement as it is moving. To reduce the

frequency calibration time, the receivers notify the transmitters to calibrate the frequency

only when a relative large frequency drift is observed. Therefore, the tuning procedure and

the q-range measurement are able to work in parallel. To address the q-range ambiguity

and the multipath propagation problem, the ranging module produces a set of q-ranges

rather than a single value, and lets the tracking algorithm resolve differences. Since each

q-range corresponds to a hyperboloid in 3D and the true location of the mobile node is

ideally the intersection point of all these hyperbolaes, the tracking algorithm searches the

whole space to find the node’s position–a region which has the most intersection points of

these q-ranges.

Although inTrack works well for one mobile node, it has scalability problems. As the

number of the mobile nodes increases, the computational cost of the searching algorithm

grows quadratically. Furthermore, since the mobile nodes work as the transmitters, they
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have to access the channel exclusively, which increases the latency of the tracking. Therefore,

mTrack [121] reverses the roles: the mobile nodes work as receivers. More importantly,

mTrack proposes the utilization of the doppler shifts, which not only compensates for the

changing q-range, but also provides a byproduct, the velocity of the mobile node.

Inspired by the mTrack system [121], Kusy, et al. proposes a system for tracking mobile

nodes by only using RF Doppler shifts. The infrastructure and the interference method are

similar as previous systems [120,121], but it only measures the RF Doppler shifts instead of

the relative phase offset. It has been found that Extended Kalman Filter is good at tracking

nodes with constant speed and steady direction, but fails if the node changes speed and

direction abruptly. Therefore, they combine the Extended Kalman Filter and a constrained

non-linear least square method, and result in a 50% accuracy improvement.

Since Doppler shifts only occur when the wave source has a relative movement to the

observer, it cannot be used to localize the stationary nodes. However, Chang, et al. develop

an indoor localization system which is able to localize the stationary nodes [116]. The idea

is to let the infrastructure nodes spin and thus generate the Doppler shifts. By using the

angulation method, it achieves a sub-meter accuracy.

2.1.2 Range Free Localization

In contrast with range-based localization solutions, the range-free localization methodology

does not require nodes to have ranging capabilities. Instead, it uses proximity, connectivity,

signature matching or event association to infer nodes’ approximate positions. The most

important advantage of the range-free localization methodology is cost efficiency, since it

does not require special hardware for ranging. But the disadvantages are (i) it requires

high density of anchors or target nodes; (ii) and the localization accuracy is usually lower

than range-based solutions. In this section, we briefly introduce the range-free localization

in three categories: (i) anchor proximity based solutions; (ii) network connectivity based

solutions; (iii) signature matching based solutions; (iv) and event based solutions.
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2.1.2.1 Anchor Proximity

The underlying idea of anchor proximity solutions is very simple, i.e. if Node A can sense

(e.g. by radio, infrared, acoustic or other sensors) Node B’s existence, Node A considers

Node B is in its vicinity, i.e. dAB < RA, the distance between A and B is considered smaller

than the sensing range of Node A. As many sensing information of this type is collected,

nodes can be localized accurately.

Centroid [122] is an early representative work of the anchor proximity methodology. In

Centroid, if a node hears a set of anchors with certain link quality, it considers itself near

these anchors, and estimates its position as the gravity center of these anchors. That is the

node’s position (x̂, ŷ) is calculated by the following formula:

(x̂, ŷ) =

(
1

n

n∑
i=1

xi,
1

n

n∑
i=1

yi

)
(2.5)

where n is the number of anchors it hears with certain link quality, and (xi, yi) is these

anchors’ coordinates.

Lately, LANDMARC [123], WCL [124] and improved WCL [125] improves Centroid

method by introducing weight on each anchor’s coordinate. Instead of using constant weight

1 as Centroid does, these methods use different weights on different anchors’ coordinates

based on their distances or RSSI values: the closer the anchor is, the larger weight it has.

The experiment results demonstrate that these methods outperform the Centroid method.

Another more complicated method MSL* (and MSL) is proposed in work [126]. MSL*

uses the proximity information of not only anchors but also normal nodes. MSL* uses the

particle filter to estimate node’s position distribution, which can localize both static and

mobile networks.

Another interesting work [4], called APIT, uses area proximity for localization. The idea

is that by judging whether a node is inside or outside of a triangle which is formed by three

anchor nodes, we know the rough area the node resides. By testing all the combinations

of three anchor formed triangles, we can finally reduce the potential residence area of that
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Figure 2.5: APIT overview [4] Figure 2.6: Approximate Point-In-Triangulation Test [4]

node into a very small region, and the node’s estimated position is calculated as the centroid

of that intersection area. Figure 2.5 shows the overview of APIT method.

To test whether a node is inside or outside of the three anchor formed triangle, two

assumptions are made: i) in a certain propagation direction of a sending node, the RSSI is

monotonically decreasing in an environment without obstacles; ii) the network has certain

level of node density so that a movement of a node can be emulated by its neighbor node

in that moving direction. By using the first assumption, we can say that if Node A is

inside of the three anchor formed triangle, say 4BCD, and it moves in any direction a

little bit, Node A must receives stronger RSSIs from some of these anchors, and weaker

RSSI from the remaining; if Node A is outside of 4BCD, there must exist a direction in

which Node A receives either stronger or weaker RSSIs from all three anchors. Using the

second assumption, in a static network, the above movement testing can be emulated by

checking Node A’s neighbors, and thus the above statement is changed to if no neighbor

of A receives stronger/weaker RSSIs from all three anchors B, C and D simultaneously,

Node A assumes that it is inside triangle 4BCD. Otherwise, A assumes it resides outside

this triangle. Figure 2.6 illustrates this statement. Based on the extensive simulation,

the authors demonstrate that APIT achieves high localization accuracy and has a low

communication cost simultaneously.
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2.1.2.2 Network Connectivity

Besides using the proximity information, researches also found that the connectivity infor-

mation between nodes are useful to decide node locations. At least two types of constrains

can be obtained through connectivity: first, the 1 hop neighbors of a node are very likely

within the distance of radius r, which is the maximum radio range, while the multi-hop

neighbors are likely further than r; second, in an isotropic dense network, the path with

least hop counts between a node pair is a good indicator of the physical distance between

them. Based on different ideas, the connectivity based localization solutions can be divided

into four categories: (i) the multilateration based distance vector (DV) solutions; (ii) the

non-linear dimension reduction based DV solutions; (iii) the radio constrained solutions;

(iv) and the solutions dealing with anisotropic networks.

The multilateration based DV solutions :

Dragos Niculescu and Badri Nath first proposed the idea of DV based localization ap-

proaches [58,127]: in an isotropic dense network, the shortest path between two nodes is a

good indicator of the distance between them. Therefore, if we know the least hop counts h

between the two nodes and the maximum radio range r, then the distance between them is

approximately h × r. In 2D space, if we know the distances from a node to at least three

anchors, then the location of the nodes can be determined by multilateration. In practice,

h can be easily obtained by a constrained flooding. r can be replaced by the average hop

distance ci for a particular anchor i, i.e. ci =
∑√

(xi−xj)2+(yi−yj)2∑
hi

, i 6= j, j ∈ {anchors}

Koen Langendoen and Niels Reijers summarized the DV-based solutions as three phases

[128]: 1) determine the distances between unknowns and anchor nodes; 2) derive for each

node a position from its anchor distances; 3) and refine the node positions using information

about the range (distance) to, and positions of, neighboring nodes. The first phase has

different approaches, including Sum-dist [129], DV-hop [58], Euclidean [58], DV coordinate

[58] and RSD [66] . The second phase includes methods multilateration [58, 130] and Min-

max [128]. The third phase can be 1 hope [131] or N-hop [129] iteratively multilateration.
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Figure 2.7: Dimension Reduction Illustration [5]. For a 3D manifold, after sampling and using di-
mension reduction technology, it is transferred to a set of 2D data, which preserves the neighborhood
geometric structure

The work [132] analyze the theoretical localization error of connectivity based solution.

It claims that the error is bounded by ||xi − x̂i|| ≤ r0
r + o(1), where r = o(1) is the radio

range and r0 = Cd(logn/n)
1
d for some constance Cd which only depends on dimension d.

The non-linear dimension reduction based DV solutions :

The above DV based solutions use multilateration algorithm in their second phase to

estimate each node’s location. However, the dimension reduction technology can be used

in this phase too, which has more tolerance to noises. The definition of the dimension

reduction technology is that given N input vectors {xi; i = 1, . . . , N} where each xi is of n

dimension, looking for N output vectors {yi; i = 1, . . . , N}, where each yi is of dimension s

(s < n). Additionally, the distance between xi and xj is preserved between output vectors

yi and yj . Figure 2.7 shows the effect of dimension reduction technology. It reduces the high

dimension (3D in the figure) data into low dimension data (2D), and keeps its underlying

coordinate characteristics.

Although the purpose of dimension reduction technology is to reduce the dimension

and capture the underlying data structure, the true input is a distance or similarity matrix

instead of the high dimension data. Therefore, it can be used in WSN localization, where

the distance matrix can be obtained by pairwise range measurements or the DV based

propagation in above subsection. After obtaining the distance matrix, each sensor node can

be localized by finding the coordinate which best matches the original measured distance
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Figure 2.8: Localizing WSN by using dimension reduction technology [6]. The original pairwise
range measurements are deduced by DV propagation (the red path). The estimated coordinates
best fit the original measurement (the blue line).

using the dimension reduction technology.

There are several types of dimension reduction algorithms. Isomap [6] tries to maintain

the shortest distance between node pairs. Its cost function is
∑
i,j

(‖xi − xj‖2 − δ̃2
i,j), where

xi and xj is the true location of nodes i and j, δ̃i,j is the measured distance between

nodes i and j. LLE [5, 133] (locally linear embedding) algorithms tries to preserve the

local geometry information in the low dimension. It first constructs the weights wij by

minimizing the cost function
∑
i

‖xi −
∑
j

wijxj‖2 subject to two constraint, i.e. wij = 0 if

xi and xj are not neighbors, and
∑
j

wij = 1. Then it finds the dimension reduced output

vectors by minimizing the cost function
∑
i

‖yi−
∑
j

wijyj‖2, where wij is fixed and yi is the

estimated variable. Other dimension reduction algorithms are Laplacian Eigenmaps [68],

Hessian Eigenmaps [134], dwMDS [135] and CCA [136], which have similar ideas but use

different cost functions.

Yi Shang, et al. [93] first applies the classical MDS theory into WSN localization. Their

localization approach has three steps: 1) using DV propagation to get all shortest pathes

for all node pairs in the WSN; 2) then construct the all-pair distance matrix from the first
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Figure 2.9: Different constraints [7]. (a) radial constraint; (b) angular constraint; (c) quadrant
constraint; (d) trapezoid constraint

step and apply MDS to estimate each node’s location; 3) finally based on the anchor nodes,

transfer the relative map into an absolute map. The experiment results show that MDS has

better performance than Hop-Terrain [131], and can achieve accurate location estimation

with a few anchors. In the work [86], it compares the performances of three dimension

reduction algorithms, and finds that dwMDS [135] performs best.

The above approaches are based on centralized architecture. Other works [137, 138]

implemented MDS in a distributed way. The basic idea is to apply MDS in the local area

(the neighborhoods of sensors), and then using the common nodes in different nodes’ relative

maps to make alignment, and finally determine the absolute location of each node.

Radio constraint based solutions :

Different from MDS algorithms, a number of works model WSN localiztion as a linear

programming (LP) or semidefinite programming (SDP) problem. If Nodes i and j are within

communication range, we can apply the constraint ‖xi − xj‖ ≤ R, where xi and xj are the

positions of Nodes i and j, ‖ · ‖ is the norm operator in 2D space (assuming localizing in

2D), and R is the maximum radio range. If we use variant radio, so that Node i can detect

lower bound of radio range rij by which Node i can communicate with Node j, then the

constraint can be written as ‖xi − xj‖ = rij . Additionally, other constraints, like angle or

both angle and distance can be applied too (see Figure 2.9)

The objective function of LP or SDP is obvious, i.e. minimizing the estimation position

errors. However, the key challenge is how to convert the above constraints into standard

LP and SDP constraints. By using Schur complements [139], the above constraints can be
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transformed to:

‖xi − xj‖ ≤ R⇒

 I2R xi − xj

(xi − xj)T R

 � 0 (2.6)

‖xi − xj‖ = rij ⇒

 I2rij xi − xj

(xi − xj)T rij

 = 0 (2.7)

Each distance constraint corresponds to a 3 × 3 matrix constraint as above, and all these

constraint can be stacked as diagonal block elements into a big constraint matrix. The

whole problem is a single global convex optimization problem, which can be solved by the

standard SDP algorithm.

However, the drawback of the above approach is that it only works well when the

anchor nodes are at the boundary of the network, since the estimated positions all lie

within the convex hull of the anchors in this case. If there are anchors inside the network,

it performs badly. To solve this issue, works [140, 141] introduce more constraints. By

using the constraints where nodes do not have communications, it pushes away nodes. This

constraint can be written as ‖xi − xj‖ > R. However, this is not a convex constraint.

By using some relaxation trick, the works [140, 141] are able to convert the non-convex

constraints into convex constraint, and thus the standard SDP algorithm can be applied.

Based on this, the work [142] further improves the SDP localization approach by dividing

the whole big problem into small pieces of subproblems, and thus significantly enhance the

scalability.

Dealing with anisotropic networks :

The DV-based solutions in Sections 2.1.2.2 and 2.1.2.2 work well in isotropic networks

but not anisotropic networks, since the shortest path between a node pair in an anisotropic

network (a network with different dense or holes) is no longer a good indicator of shortest

distances between them (See the shortest path between Nodes s and t in Figure 2.10). To

overcome this issue, we need to capture the the non-uniform properties in an either implicit
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Figure 2.10: Non-uniform WSN
Localization [8]

Figure 2.11: REP localization illustration [8]

or explicit ways.

To overcome the non-uniform density issue in WSN, the work [143] takes the density

along the path into account and associates confidence with pathes of different hop counts

(large hop number path with less confidence). The result outperforms the conventional DV-

based solutions in non-uniform networks. To deal with networks with holes, the work [144]

uses multidimensional scaling (MDS) to infer a proximity-distance map, which is an optimal

linear transformation matrix, to represent the effect of the anisotropic characteristics of

the network. When calculating the distance to an anchor node, the inferred distance is

corrected by this matrix. The simulation results show that the localization performance in

anisotropic networks is significantly improved. REP [8] uses another smart way to solve the

hole problems in WSN localization. It utilizes the dense sensor nodes to establish a ”virtual

holes” around the boundary nodes, and uses geometry math to infer the distance between

two nodes which have a hole (or holes) between them (see Figure 2.11). This method and

also many other methods need to first detect the holes in the networks. There are also a

number of papers which solve the boundary detection problem. For details, please refer to

works [145–147].
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Figure 2.12: Lighthouse system illustration [9]

.

2.1.2.3 Event Based Localization

Another category of range-free localization approaches is the event-based localization solu-

tion. The key idea is to make use of the sensors on nodes to detect certain events, which

are correlated to nodes’ positions. After collecting the event sequences, the central party

can infer the position of each node. The most significant benefit of event-based solutions

is that its architecture follows the Asymmetric Function Placement principle [148], where

the sensor node side simply keeps the necessary functionality, while all the complexities are

pushed to the central party side. Therefore, the event-based solutions can be applied to

sensor nodes with very constrained resources, and can usually localize the whole network

in a fast and reliable way. However, the drawback of this approach is that it requires a

powerful device, such as a helicopter or a laser array, to generate events, and some events

require line of sight for detection.

An early event-based localization system is called Lighthouse [9]. In this system, the

sensor nodes are extremely resource constrained, where each node is at cubic millimeter
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Figure 2.13: Lighthouse system 3 beams [9]

.

scale, can only communicate with the base station, and has a very limited power and

processing capability. Therefore, the traditional WSN localization approaches cannot be

used. Taking the limitation into account, Lighthouse uses an event-based solution to push

most complexities into base station side, while keeping the sensor side as simple as detecting

events and reporting event properties. The basic idea of Light house is as Figure 2.12 shows.

Each node has an optical receiver, and the base station is equipped with a laser beam rotator,

which keeps rotating at a constant angle velocity. The emitted beam of light is parallel with

width b from top view, and from the side view, the angle of the beam spreads largely enough

so that it can be seen from most points in space (see Figure 2.12). When the beam passes a

node, the node sees the light for time tbeam, whose value depends on the distance d between

the node and the base station. The node can also detect the beam rotation period tturn

when it sees the beam periodically. Then we can calculate the distance d using the following

formula:

α = 2π
tbeam
tturn

, d =
b

2 sin(α/2)
(2.8)

If we combine three mutually perpendicular rotation axes (see Figure 2.13), then each node
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(a) Point Scan (b) Line Scan (c) Area Coverage

Figure 2.14: Spotlight system illustration [60].

can detect dx, dy and dz to each axis, and thus can calculate its 3D position. The resulting

accuracy of Lighthouse is about 2% of the node’s distance to the base station. Another

work [149] also use the similar idea, but the difference is that it infers the angle between

the node and the base station, and uses trigonometric calculation to localize nodes.

Another interesting work [60], called Spotlight, uses controlled light event distribution

to localize nodes. The idea is as Figure 2.14 shows: for a line of nodes, if we generate a

point scan with a known constant line speed (see Figure 2.14(a)), then the location of each

node on the line can be easily calculated based on the light detection time; similarly, if we

scan a light beam vertically and another beam horizontally with a known constant speed

across the network, then we can easily get the 2D location for each node based on the two

light event detection times (Figure 2.14(b)); additionally, if we divide the whole network

area as multiple small areas, and code them, and light the areas with the codes, i.e. code 0

means light, while code 1 means dark, each node can infer its location based on the detected

the light and dark event sequence (figure 2.14(c)). The final outdoor localization accuracy

is around 20cm.

Inspired by Spotlight, Ziguo Zhong and Tian He proposed a loosely controlled event-

based system, called MSP [63]. The enhancement of MSP includes several items: it does

not require time synchronization, precise event detection time reporting, constant speed of

the light scanning, and mutually perpendicular light beams. Moreover, it is not limited to
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(a) Vertical and horizontal scanning (b) Scanning with any angle and reduction of pos-
sible location areas

Figure 2.15: MSP system illustration [63].

light event. Any event can be used, as long as the event occurring sequence of nodes can

be detected, e.g. the ultrasound event. Taking light event for example, after light scanning

from one side to another, we can get the event occurring sequence of the nodes. By using the

anchor nodes, we can infer which nodes are in which sub areas divided by the anchors. After

multiple scanning from different angles, we can reduce the possible location of each node

to a very small area only based on the event occurring sequence, and finally localize each

node by using centroid method. The illustration is shown in Figure 2.15. Figure 2.15(a)

shows the obtained node sequence after a vertical and horizontal scanning; Figure 2.15(b)

shows a third scan which is not perpendicular with the first two scans and the reduction of

possible areas based on node sequence. Nevertheless, the type of the events is not limited

to straight beams. The ultrasound event can also be used. If using ultrasound event, the

polar coordinates should be used, since the ultrasound waves uniformly propagate in all

directions. The shape of node possible location areas are rings in this case.

While MSP is based on loosely controlled events, another system [10] which is an ex-

tension on MSP is totally based on uncontrolled events. Its whole idea and architecture

are similar with MSP, but it does not require to know the event parameters (the angle of

the scanning line). It infers the parameters from the event sequence of anchor nodes. Take
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Figure 2.16: MSP extension [10]

.

Figure 2.16 for example. If we know the event detection sequence of anchor nodes is A,C,B,

then by using anchors’ coordinates, we can infer that the scanning angle is between θ1 and

θ2. We can also infer the nodes’ possible location areas using the angle range and node

sequence. After multiple scanning in different directions, we can use the similar technique

as MSP to reduce the possible area of node into very small pieces, and then use centroid or

distribution based method to deduce each node’s position. Actually, both MSP and MSP

extension can be modeled as a linear programming problem, and be solved in a standard

optimization way [150].

Another interesting event-based solution is proposed by Radu Stoleru et al, called S-

tarDust [61]. The idea of this solution is that each node is equipped with a optical retro-

reflector, an aerial device projects light towards the deployed sensor network, and records

an image of the reflected light. Then by using image processing and node ID matching

technique, each node is localized. For this approach, it is not hard to get the location of

each reflected point (sensor node) in the image, as long as the aerial device knows its posi-

tion when the image is taken. The challenge part is that how to associate these locations

to actual sensor nodes, i.e. the node ID matching. The work uses four types of constraints

(can be combined), i.e. color constraints, connectivity constraints, time constraints and
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space constraints, and solve the matching problem through the relaxation technique.

2.2 Localization in Robotics

In sensor networks, the purpose of localization is to estimate each sensor node’s position

in the network, where the challenge is how to cooperatively collect useful information and

compute on the resources constrained sensor nodes. However, in robotics field, the local-

ization is to estimate the mobile robot’s position using robot’s observation (sensors such as

sonars and lasers) and odometer (inertial sensors), where the challenge is to update robot’s

position in real time by dealing with complex computation for filtering sensor data and

dealing with the correlations between robots and map features.

In robot localization, there are two different directions which are related to each other:

simultaneous localization and mapping (SLAM), and collaborative localization (CL). SLAM

solves the problem of localizing a mobile robot in an unknown environment and building

a map simultaneously. CL is to localize multiple robots collaboratively. The related works

for both of these two directions are discussed separately in the following subsections.

2.2.1 SLAM

SLAM is used to solve the problem when a mobile robot is placed into an unknown environ-

ment, how it builds a consistent map of the environment and simultaneously determines its

position. The SLAM solution has been considered as a “holy grail” for the mobile robotics

community.

After over two decades research, the solution of SLAM is now in a mature status,

and SLAM can be considered as a solved problem. But there are still substantial issues,

such as rich map (with large number of different types of landmarks) building in practical

applications, need to be further studied. In the following sections, we introduce the basic

SLAM framework, different algorithms, the research on computation efficiency, and the data

association problem.
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Figure 2.17: SLAM illustration. A mobile robot moves through the environment, and measures
the relative position to each feature. By using the observation measurements and its odometer, it
estimates the location of each feature as well as its own position. [11]

.

2.2.1.1 SLAM Modeling, Convergence Analysis and Classical Solutions

Modeling :

Figure 2.17 illustrates the process of SLAM: a robot moves through the environment,

and make observations (detecting the relative position) to each feature (landmark) in the

environment using sensors such as laser scanners, sonar and cameras. Based on these obser-

vations along with an odometer, which provides the velocity or acceleration measurements

in real time, the robot can build a consistent map of this environment and simultaneously

determine its position. Following work [11] and assuming all landmarks are static, we define

the quantities at time instant k as below:

• xk: the state vector describing the location and orientation of the robot.

• uk: the control vector, which drives the robot from position xk−1 to xk.

• mi: the vector describing the location of the ith landmark.
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• zik: the observation taken from the robot’s location of the ith landmark at time k.

Note that we assume that the robot can identify the landmark, i.e. associate the

observation data to the correct landmark.

• X0,k = {x0,x1, · · · ,xk}: the history of robot location from time 0 to time k.

• U0,k = {u1,u2, · · · ,uk}: the history of control inputs from time 0 to time k.

• m = {m1,m2, · · · ,mn}: the set of all landmark positions.

• Z0,k = {z1, z2, · · · , zk}: the set of all landmark observations.

In probabilistic form, SLAM can be represented in the following way:

P (xk,m|Z0:k,U0:k,x0) (2.9)

The formula describes that the joint posterior density of the robot location and the

landmark locations depend on all the observations measurements, the control inputs and

the initial position of the robot. To simplify the calculation, we prefer to use a recur-

sive form, i.e. P (xk,m|Z0:k,U0:k,x0) which is computed based on the density at the last

step P (xk−1,m|Z0:k−1,U0:k−1,x0) by feeding the inputs zk and uk. Then it requires the

observation and motion models.

The observation model describes the probability of sensor readings when the robot

and the observed landmark locations are known. So the observations are conditionally

independent given the robot’s location and landmark’s location. The form is as below:

P (zk|xk,m) (2.10)

The motion model describes the probability of a robot’s new location when it has a

control input uk at time k − 1. The state transition of the robot is a Markov process in

which the next state only depends on the last state and the control input, and is independent
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of observations and the map. The probability form of the motion model is as below:

P (xk|xk−1,uk) (2.11)

The recursive SLAM algorithm is represented with the following two steps. The time-

update step,

P (xk,m|Z0:k−1,U0:k,x0) =

∫
P (xk|xk−1,uk)× P (xk−1,m|Z0:k−1,U0:k−1,x0)dxk−1(2.12)

and the measurement update step,

P (xk,m|Z0:k,U0:k,x0) =
P (zk|xk,m)P (xk,m|Z0:k−1,U0:k−1,x0)

P (zk|Z0:k−1,U0:k)
(2.13)

Convergence Analysis :

Referring to Figure 2.17, we can see that the errors of landmark location estimates are

common. This is due to the fact the estimation errors are from a single source–the robot’s

estimation error. However, although the uncertainty for one landmark’s location may be

large, the uncertainty of the relative position between landmarks is small. This is because

the common error between landmarks are compensated for when calculating the relative

position between them, and plus since the robot makes many independent observation

measurements, the uncertainty of the relative position is further diminished.

Another important property of SLAM is that the estimations of landmark positions are

tightly correlated to each other. This is due to two facts. First, as Figure 2.17 shows, land-

marks have common estimation errors from a single source, which means their estimations

are correlated. Second, since they are correlated, when the robot observes a landmark and

does the update, the new error is propagated to all the correlated landmarks even though

the robot currently does not see them. This makes the landmark position estimates corre-

lated more tightly. The work [151] proves that in the limit as the number of observations

increases, the landmark estimates become fully correlated (it increases monotonically).
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Based on the first property, the relative position estimates between landmarks become

more and more accurate as more independent observations are taken. Based on the second

property, since the correlations between landmarks monotonically increase, one update for

one landmark is quickly propagated to another, which makes the convergency even faster.

Therefore, the estimation of the relative map is converged under the SLAM solution, and

thus the robot’s position also converges because of the consistent map.

Classical Solutions :

The classical solution for SLAM uses Extended Kalman Filter (EKF) proposed by Smith

et al. [152]. In this solution, the motion model is represented as

xk = f(xk−1,uk) + wk (2.14)

where f(·) models robot kinematics and wk is the additive, zero mean Gaussian noise with

covariance Qk. The observation model is described as

zk = h(xk,m) + vk (2.15)

where h(·) describes the observation function, and vk is additive, zero mean Gaussian noise

with covariance Rk.

The joint posterior state of robot location and landmark locations is expressed as x̂k|k

m̂k

, and the covariance is Pk|k =

 Pxx Pxm

Pxm Pmm

. Then the time update is:

x̂k|k−1 = f(x̂k−1|k−1,uk) (2.16)

Pxx,k|k−1 = ∆fPxx,k−1|k−1∆fT + Qk (2.17)
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where ∆f is the Jacobian of f(·) evaluated at x̂k−1|k−1. The observation update is:

 x̂k|k

m̂k

 = [x̂k|k−1m̂k−1] + Wk[zk − h(x̂k|k−1, m̂k−1)] (2.18)

Pk|k = Pk|k−1 −WkSkW
T
k (2.19)

where

Sk = ∆hPk|k−1∆hT + Rk (2.20)

Wk = Pk|k−1∆hS−1
k (2.21)

and where ∆h is the Jacobian of h evaluated at x̂k|k−1 and m̂k−1.

This EKF solution is optimal (regardless of the linearization part) when the control

noise and the observation noise are actually Gaussian distributions, and has minimum mean

square error when they are non-Gaussian distributions. The storage cost of this solution

is O(n2), and the computational complexity is O(n2) for each update step, where n is the

number of landmarks the robot currently knows.

2.2.1.2 Algorithms

Besides the classical EKF algorithm [152, 153], SLAM can be solved in different ways, in-

cluding probabilistic form [154–158], extended information filter (EIF) [159–163], covariance

integration [12], and neuro-network [164] based methods.

From the above section, it can be seen that the most significant benefit of EKF-based

SLAM is simplicity, i.e. both the model representation and the recursive computation form

are simple. But the disadvantages are: the computational complexity is high, which results

in the bad scalability on the number of landmarks in the environment; the linearization error

makes SLAM estimation diverge [165]; the model is only optimal (ignoring the linearization

part) when the noise follows a Gaussian distribution, and thus may fail when the actual
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probability is multimodal, i.e., some environment has repetitive similar structures.

In contrast, the probabilistic form does not need the Gaussian distribution assumption,

and has better capability to recover from the linearization corruption. The computational

complexity depends on what algorithm it uses: for iterative optimization algorithm, it may

be very fast if a good initial estimate is found; and for particle filter method, it depends

on how many particles the method uses. For the extended information filter, it is a dual

form of EKF. It has a very sparse information matrix (the dual form of covariance matrix),

so it saves storage space. The computational complexity for updating is constant, but has

a complexity of O(n3) when calculating the covariance matrix. By using approximation or

tracking the whole trajectory of a robot without discarding the historical estimates, EIF

can cut down this complexity to O(1). The covariance integration based SLAM has very

simple form, and the cost for computation and storage is very low. But, the disadvantage

is that it is conservative, which means it does not use all the information it has and thus

it converges slower than the above methods. The neuro-network based SLAM has a totally

different form from the above methods. It does not have explicit observation and motion

models, instead, it embeds this information into the weight of the neuro-network, which

evolves over time. The benefits of this method is that the computation and storage are very

efficient, and the data association is very reliable.

Probabilistic Form :

The work [154] models SLAM as a constrained, probabilistic maximum-likelihood es-

timation problem. It uses the E-step (expectation step) and M-step (maximization step)

to estimate the map and robot position. In the E-step, it contains both incremental es-

timation and backwards revising estimation to estimate robot’s historical positions. This

method could converge to a local maximum in likelihood space. Experiments were conduct-

ed in cyclic environments of size up to 80 by 25 meters. Human tele-operates the robot

through the environment, and tells (via a push button) the robot a pre-selected landmark is

reached. The robot travels around several loops inside the building. It reduces the mapping
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of a building from one week (manually) to an hour.

Other probability based solutions use the particle filter. The most renowned works

are FastSLAM 1.0 and 2.0 [157, 158]. FastSLAM directly represents non-Gaussian distri-

butions by using the particle filter, a method of Monte Carlo sampling. The key idea of

FastSLAM is to factor the high dimension state into a set of conditionally independent

distributions, i.e. P (X0:k,m|Z0:k,U0:k,x0) = P (m|X0:k,Z0:k)P (X0:k|Z0:k,U0:k,x0), where

P (m|X0:k,Z0:k) =

M∏
j

P (mj |X0:k,Z0:k). The reason we can factor the joint state in this way

is that each landmark is conditionally independent given the trajectory of the robot. The

detail implementation and theoretical deduction can be found in the works [157,158]. The

storage cost for FastSLAM is O(MK + MN), and the computational cost is O(M logN),

where M is the number of particles, K is the time steps, and N is the landmarks the robot

currently knows. Although the work [166] shows that FastSLAM actually diverges because

the resampling process makes the discarded particles forget the hypothesis of maps and thus

the later particles become correlated. In practice, FastSLAM is reliable and shows accurate

estimation results.

Extended Information Filter :

The extended information filter has a dual formation with respect to EKF. Assuming

the sate estimate and the covariances are x̂k and Pk, respectively, the information matrix

and the information vector are defined as

Yk = P−1
k (2.22)

ŷk = Ykx̂k (2.23)

Corresponding to the EKF time update of Equation 2.16, assume at time k−1 the state
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estimation is

x̂k−1|k−1 =

 x̂{m,x0:k−2}

x̂Rk−1

 =

 x̂1

x̂2

 ,Pk−1|k =

 P11 P12

PT
12 P22

 (2.24)

ŷk|k−1 =

 ŷ1

ŷ2

 ,Yk−1|k−1 =

 Y11 Y12

YT
12 Y22

 (2.25)

where x̂2 = x̂Rk−1
is the robot’s position estimation at time k − 1, and x̂1 = x̂{m,x0:k−2}

is the remaining states including the historical robot’s position estimates and landmarks’

position estimates. Equation 2.24 is the EKF form and Equation 2.25 is the EIF formation.

The information form of time update is as follows:

ŷk|k−1 =


ŷ1

ŷ2 −∆fTx2
Q−1
k [f(x̂2,u)−∆fx2 x̂2]

Q−1
k [f(x̂2,u)−∆fx2 x̂2]

 (2.26)

Yk|k−1 =


Y11 Y12 0

YT
12 Y22 + ∆fTx2

Q−1
k ∆fx2 −∆fTx2

Q−1
k

0 −Q−1
k ∆fx2 Q−1

k

 (2.27)

Corresponding to the EKF observation update of Equation 2.18, assume the state before

the observation is

x̂k|k−1 =

 x̂{m,x0:k−1}−{mk}

x̂xk,mi

 =

 x̂1

x̂2

 ,Pk|k−1 =

 P11 P12

PT
12 P22

 (2.28)

ŷk|k−1 =

 ŷ1

ŷ2

 ,Yk|k−1 =

 Y11 Y12

YT
12 Y22

 (2.29)

where x̂xk,mi is the block state estimation for the robot and the landmark i at time k, and

x̂{m,x0:k−1}−{mk} is the remaining state elements. Then, the information form of observation
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Figure 2.18: Information matrix with tradeoff the number of the states and the density of the
matrix [11]

.

update is:

ŷo1 =

 ŷ1

ŷ2 + ∆hTx2
R−1(z− h(x̂2) + ∆hx2 x̂2)

 (2.30)

Yo =


Y11 Y12 0

YT
12 Y22 + ∆hTx2

R−1∆hx2 Y23

0 YT
23 Y33

 (2.31)

From the above Equations 2.26 and 2.30, since the information matrix Y is a sparse

matrix, the computational complexity for both time update and observation update is

constant if the evaluation state estimate x̂2 is known. However, to recover the state estimate,

it needs the inversion operation on information matrix Y which takes O(n3) time in a naive

implementation. To avoid the matrix inversion, the work [159] uses an iterative optimization

method to find x̂2, which only takes a constant time, and the work [161] proposes a sub-

optimal partial state recovery method to achieve constant time.

Another property of EIF is that if the historical state estimates of the robot are marginal-

ized away, the information matrix becomes dense, and the time update and observation

update is not constant anymore (see Figure 2.18). To avoid the density of the information

matrix, the work [159] uses the mode-consistency method to sparsify the information ma-

trix, which is to essentially drop the weak links. And the works [161,163] keep all historical
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Figure 2.19: Covariance Integration Illustration. The two big ellipses are the covariance of two
random variables, the center ellipse is the optimal fusion, and the dashed ellipses at the intersection
areas of the two big ellipses are the results of covariance integration by different choices [12]

.

estimates to keep the sparseness of the matrix.

Covariance Integration and Neuro-network SLAM :

The work [12] proposes a fusion algorithm called the covariance intersection algorithm

(CI), which fuses two random variables without knowing their correlation. The geometric

meaning of CI is to form an estimate from the convex combination of the means and covari-

ances of the two random variables (see Figure 2.19). The estimation result is consistent, but

may not be optimal. The simulation results show that in the case without the knowledge of

the correlations between input variables, the Kalman filter diverges, but CI stays consistent.

Another work [164] uses neural network and an evolutionary optimization algorithm to

solve SLAM. This algorithm does not require a prior knowledge of the robot and the sensor

model, and thus has less searching space than other neural network based algorithms. The

simulation and real experiments show its better performance than the EKF based SLAM

and Fast SLAM.
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2.2.1.3 Computation efficiency

Section 2.2.1.1 shows that EKF-based SLAM has a computational complexity of O(n2) at

each observation update step, where n is the number of landmarks the robot knows. This

high complexity causes a scalability issue when the number of landmarks is high. The root

cause of the high computational complexity is that all landmarks are correlated with each

other through the historical robot states, so when a landmark is updated, all the other

correlated landmarks have to be updated. EKF uses the dense covariance matrix (n × n)

to track all the variances and covariances, and thus one observation update will update the

whole covariance matrix with O(n2) elements.

According to the above causation, there are two approaches to reduce the complexity:

first, avoid using EKF so that the covariance matrix is not directly used for the updating;

second, do not update or delay the update of all landmarks when one landmark is observed.

For the first approach, we can use the EIF, CI or neuro-network algorithms. They all do

not use a covariance matrix: EIF only keeps a sparse information matrix; CI only keeps

the variance-covariance regardless of covariance; neuro-network also only tracks variance-

covariance. For more details of these algorithms, please refer to the works [12, 154–164].

Furthermore, the work [167] uses a conjugate gradient method to reduce the inversion of the

matrix from O(n3) to O(n log n), and the work [168] uses a square root method to further

reduce the computational complexity of EIF.

The second approach refers to submap-based SLAM solutions [169–173]. Instead of

keeping all landmarks in the global coordinate frame, these solutions divide the whole map

into many small submaps. The coordinates of each landmark are represented in the local

coordinate frame. One observation update now only updates the correlated landmarks in

the local map. The global map is updated less frequently either in period or at the time when

a closed loop is found. The benefits of this solution is that the computational complexity

is reduced significantly, and many of the algorithms using this technique are constant time.

But, the disadvantages are that not all the landmarks are updated in real time, and the
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updates are usually conservative (not optimal).

2.2.1.4 Data association

It has been known that in SLAM, to update and add landmarks, any algorithms or frame-

works (EKF or EIF) require to know the correct landmarks during the measurement update.

The process for identifying the landmarks of the sensor measurements is called data associa-

tion. There are different cases for data association: false positive–considering there exists a

landmark which is actually not existing, false negative–considering there are no landmarks

but there actually is, mistakenly considering Landmark A to Landmark B, correctly detect-

ing a new landmark, and correctly detecting an existing landmark. Among the mistaken

data associations, the false positive and the mistaken identification are most harmful, in

which one point failure causes the whole algorithm to be corrupted. The process of detect-

ing an existing landmark after a relatively long trip is also called “closed loop”, which can

correct the accumulative estimation error significantly if the data association is correctly

made. Therefore, data association is another important component for SLAM.

A naive data association implementation [174] is to treat each measurement-to-landmark

independently, i.e. if a new measurement indicates that a landmark is within some old

landmark’s acceptable uncertainty range, it is considered to be the old one. However, as

the robot travels for a long time and accumulates a large error, this method becomes very

unreliable.

A more sophisticated method is to consider a batch of data associations together. The

work [175] uses a map correlation method to match a batch of historical scans with the

current scans. The work [176] proposes a method called a joint compatibility test, which

uses the criterion of correlations between the innovations on a set of pairings to make the

data association. Combining with a branch and bound search algorithm, it results in a very

robust solution. Another work [177] uses graph theory and models the SLAM problem as

a minimum energy optimization problem. The data association problem in this model is

reduced to checking the energy change of the graph, which uses all the information collected.
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Another types of data association is based on the appearance signature, which is usually

used in vision based SLAM. The benefit of this method is that it usually can be used

independently without referring to a robot’s position. The work [178] proposes an image-

based place recognition method based on matching image signatures. A signature is defined

as an array of values which are calculated by a measurement function on each sub image. By

using a set of predefined measurement functions, an image generates a number of signatures

which are used for late matching. The work [179] combines both a laser scanner and a camera

for SLAM, in which the laser scanner is used to build 3D geometric map, and the camera

is used for closed loop detection. The closed loop detection also uses a similar technique as

the signature matching method.

A more complicated and reliable solution for data association is called multihypothesis

data association. The basic idea is that it simultaneously tracks a set of separate data

association hypotheses with an ever-branching tree. This method is reliable, but costly on

computation and storage resources. The particle filter based solutions FastSlam 1.0 [157]

and FastSlam 2.0 [158] intrinsically belong to this type.

2.2.2 Collaborative Localization

Different from SLAM, collaborative localization (CL) solves the localization problem by

only using the relative position information (the relative pose, orientation, bearing and/or

range) through collaboration. CL is usually used in scenarios where the map estimation is

not important or the computational complexity is too high to track both agents and maps.

Implementing CL using a centralized architecture is trivial: just forward all positioning

measurements to the central place, and use EKF-based Bayesian framework to estimate all

agents’ positions and the joint covariance matrix. However, it is hard to implement CL in a

distributed way, because one agent’s position estimate is correlated to others. If one agent’s

estimate is updated, all the other related agents’ position estimates need to be updated.

The existing distributed CL algorithms can be divided into two categories: the consistent

CL, and the non-consistent CL. The consistent CL means the algorithm strictly follows the
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Bayesian theorem, using each measurement only once, and the resulting estimate is optimal

(Gaussian model) or MMSE (non-Gaussian model); the non-consistent CL does not strictly

follow the Bayesian theorem, where one measurement may be used multiple times, and thus

its estimated covariance matrix is usually over confident (its estimate is actually not as

accurate as it claims). The non-consistent CL is realized through approximation, and used

to simplify the computation complexity.

For consistent CL, the early works’ idea [75,180,181] is to divide robots into two Group–

A and B. When Group A is moving, Group B keeps stationary, working as landmarks for

Group A. After Group A moves for a distance, they exchange their roles, i.e. Group B

moves and Group A keeps still. Although this idea is demonstrated to work, the biggest

disadvantage is that it restricts agents movement patterns, which is impractical in some

real applications. Later works eliminate this constraint by using Bayesian estimators. They

can be further divided into three categories: the partially distributed algorithm, the decen-

tralized synchronized algorithm, and the decentralized asynchronous algorithm. Note that

the difference between “distributed” and “decentralized” is that the former may distribute

partial computation to each agent, but still requires a central place for data fusion, while

the latter does not involve a central place at all. For “synchronized” and “asynchronous”,

they indicate whether the method requires a full connection among all agents or not. A

synchronized algorithm needs some intermediate results to be broadcast to all agents for syn-

chronization, otherwise the algorithm cannot continue; while an “asynchronous” algorithm

does not require the full connection among agents, and agents only exchange information

when they meet.

A representative of the partially distributed CL algorithm is presented in work [78]. The

essence of this work is to process the egocentric data (e.g. GPS, inertial measurements)

locally and fuse the inter-agent measurement at a central place. This approach is based on

the information filter, and the “product rule decomposition” is used to packetize the infinite

Markov chain on each agent so that the fusion center can fuse these partial chains properly.

Although this algorithm is efficient and asynchronous, the drawback is that it requires a
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central place to perform the data fusion. The work [182] is similar, where it also uses the

packetization idea to reconstruct the server pose-graph on the client side, but the proposed

method is more robust to packet loss and bandwidth limitation. Also work [183] is another

partial distributed implementation for pedestrian collaborative localization.

For the decentralized synchronized approach, work [184] uses an EKF-based approach,

and proves that to achieve an equivalent estimation to the centralized approach, agents

only need to broadcast the cross-correlation terms of the joint covariance matrix when they

are doing an update. Work [185] is based on an information filter, and uses an algorithm

that employs distributed Cholesky modification to achieve the decentralized estimation.

It requires each agent to forward rows of the Cholesky factor of the information matrix

to another agent in some determined order. Although these two methods do not require

a central place for data fusion, they both require each agent to share some intermediate

information to other agents immediately after it finishes updating (synchronized), otherwise,

the whole process cannot move forward. This is also impractical for many scenarios where

agents may be often out of the communication range.

For the decentralized asynchronous approaches, work [77] lets each agent maintain sep-

arate EKFs for any possible combination of all involved agents so that when doing the

fusion, only un-correlated estimates are fused (thus consistent). Therefore, if the total a-

gent number is n, then each agent potentially needs to maintain 2n EKFs. The drawback

of this approach is that it is not scalable–the computation and memory costs are expo-

nential to the number of total agents, and additionally the algorithm is not making use

of all available measurements. Another work [186] which is very similar to our proposed

work is to let each agent maintain a local measurement graph, and delay the estimation till

needed. Since the previous states are not recoverable once they are fused (marginalized),

the authors present a method to check when and which states can be safely fused. By using

this method, each agent’s local graph is reduced by marginalization without breaking the

consistence. Although this method is effective and consistent, the disadvantage is that it

does not guarantee the boundness of memory usage and computational complexity when
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agents leave the group and never come back.

The distributed CL algorithms are complicated since they need to undergo significant ef-

fort to keep the estimation consistent. To reduce the complexity, approximate decentralized

CL algorithms are proposed. An approximate particle filter based CL approach is presented

in work [187]. The essence of this work is to ignore the correlation between agents, which

breaks an n-dimension problem into n one-dimension problems. In this approach, each

agent only needs to maintain its own particles, and when an inter-agent measurement is

made, it combines the other one’s PDF by assuming they are independent. Another similar

work is presented in [188]. The essential idea is the same as work [187], but the difference

is that it uses the first two moments for a agent’s position estimate, instead of particles.

Although these two approaches try to overcome the over-confidence problem by dropping

continuous measurements between two agents, the final results show agents’ estimates are

still over-confident. Another different approach is presented in the works [189, 190], which

uses the iterative Jacobi distributed algorithm to estimate each agent’s position. In each

iteration, each agent assumes its own and neighbors’ estimates are correct, updates its own

position estimate and broadcasts it to neighbors. The resulting estimates eventually con-

verge to the centralized method. Although the algorithm is very simple and effective, the

drawbacks are: first, it only provides the position estimate, but not the covariance ma-

trix; second, the simulation is only based on agents with frequent communications, so the

performance may drop when agents are communicating infrequently.

2.3 Indoor Hybrid Localization Systems

Outdoor localization can be considered as a solved problem, in which Global Naviga-

tion Satellite System (GNSS), such as U.S.’s GPS, Russia’s GLONASS, European Union’s

Galileo or China’s Beidou system, provide reliable position estimates for outdoor receivers

with an accuracy about 3-5m and an update rate about 1 second. However, GNSS cannot

be used indoors due to the requirement of line of sight between the receiver and satellites.
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Currently there does not exist a reliable and generic solution. The main challenges are

the complex and volatile indoor environment, which causes the ranging signals, such as

electromagnetic waves or ultrasonic, to have unpredictable attenuation and multipath ef-

fects. To improve the reliability and accuracy, a hybrid system, which integrates positioning

information from different sources, is usually needed for indoor localization.

A hybrid system usually consists of three parts: the positioning subsystems, the auxil-

iary positioning constraints and localization algorithms. The positioning subsystems obtain

the position related measurements, such as relative position measurements (the relative

angle between two nodes, or the relative displacement of a node in a time interval) or ab-

solute position measurements (the coordinate of the node). In a hybrid system, multiple

positioning subsystems coexist, providing positioning measurements from different sources

to compensate for the shortcoming of each other. For example, a foot-mounted inertial

navigation subsystem and a WiFi fingerprint based localization subsystem can be integrat-

ed to localize a pedestrian so that it has good short term position estimation, high update

rate as well as a non-drifting property. The auxiliary positioning constraints are informa-

tion which constrains the physical possible positions of nodes. For example, indoor maps

provide important information which constrains that nodes’ trajectory should not cross the

walls; maximum velocity constrains the possible area a node could be based on its previ-

ous position; the gravity in a particular place and the earth’s rotation rate are needed for

inertia based localization. The localization algorithms are also significantly important. A

sophisticated algorithm can outperform a naive one by nearly 100 times [191]. In indoor

hybrid systems, traditional optimization algorithms and the Beyesian inference framework

can be applied. The former includes linear/nonlinear analytic optimization techniques and

iterative optimization techniques, such as the Gauss-Newton algorithm and the Levenberg-

Marquardt algorithm. The latter includes Kalman filter, extend Kalman filter, unscented

Kalman filter, information filter, particle filter, etc.

Besides accuracy and reliability, system assumptions matter significantly since it direct-

ly decides which techniques can be used and which scenarios the system can be applied
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to. From an infrastructure viewpoint, the system assumptions include three dimensions:

on board device requirements, infrastructure requirements and auxiliary information re-

quirements. The on board device requirement means if the system requires the node to be

localized to carry particular devices for either communication or positioning purposes, e.g.

a foot mounted navigation device or an inertial sensor equipped smart phone; the infras-

tructure requirement indicates if the system requires some particular devices to be setup

in advance, e.g. WiFi access points (APs) or pre-deployed wall mounted Radio-frequency

identification (RFID) tags; the auxiliary information requirement mainly refers to whether

the system needs a site map. We can see that one assumption which looks reasonable in

one scenario may not hold in another scenario. For example, the indoor firefighter localiza-

tion system cannot assume there is positioning infrastructure or map information available

for the site. In contrast, a positioning system for an office building can assume there are

multiple WiFi APs and even the floor plan of the building available, but cannot assume

each user has a foot-mounted inertial navigation device.

The following subsections first introduce the basic components for indoor localization

systems, i.e. the inertial pedestrian navigation component and the infrastructure based

localization component. Then the recent hybrid localization systems are divided into three

categories based on the above system assumptions, which include localization with inertial

devices and infrastructure, localization with inertial devices and maps, and localization with

inertial devices, infrastructure and maps.

2.3.1 Inertial Pedestrian Navigation and Infrastructure based Indoor Lo-

calization

For indoor localization in this section, if not specifically pointed out, it refers to indoor

pedestrian localization. For a hybrid indoor localization system, the on board devices

are usually used as a dead reckoning component which is based on inertial sensors, and

infrastructure is used for either absolute positioning or relative range measuring.
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2.3.1.1 Inertial Pedestrian Navigation

For pedestrian localization, there are different types of on board devices. They differ in

sensor types, implementation hardware platforms and mounted positions. For sensor types,

they may or may not have barometers, magnetic sensors, and doppler radars, but all have

inertial sensors, i.e. accelerometers and gyroscopes. The more sensors it has, the more

complex the fusion algorithm is and the more accurate it could be. In addition, these

sensors differ significantly in sensing accuracy, with the trade-offs of cost and size. The

implementation hardware can be localization customized sensor boards or off-the-shelf smart

phones. What platform the system uses depends on scenarios. For example, you cannot

enforce enterprise employees to use foot-mounted inertial sensors for daily tracking inside

an office building, whereas smart phones are more appropriate in this case. In contrast,

firefighters may use foot-mounted inertial devices for accuracy purposes. By using different

hardware platforms, the mounted positions also differ, which can be on foot, on torso, in

pocket or held by hands. The placement position decides the algorithm to use. For example,

the zero-velocity-update algorithm can be used by foot-mounted inertial devices, but is not

proper for torso mounted inertial devices, since the signal patterns are totally different when

a pedestrian walks under these two cases.

For cost and portability purposes, the inertial sensors used by pedestrian tracking are

based on Microelectromechanical systems (MEMS) technology. These types of sensors are

usually cost-efficient and tiny size, but not accurate. The noise for the accelerometer and the

gyro is not small enough. To estimate the position and the orientation, we need to integrate

the accelerometer readings twice against time, and integrate the gyro readings once against

time. Therefore, with simple integration, the position estimation error is accumulated in

the rate of cubic of time and the orientation estimation error is accumulated in square of

time, which causes the estimation error to be as large as tens of meters within only tens of

seconds.

To improve the accuracy, corrections need to be fed back to the inertial system. Foxlin
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[192] first introduces the zero-velocity-update (ZUPT) approach for pedestrian tracking.

The key idea is that for each step, a pedestrian’s one foot must be in a still phase at some

time point, and its velocity should be zero. If the velocity estimation is not zero at the still

time, it must be caused by the accumulated sensor noise during that step. So by adding

the error sates for position, velocity, accelerate, orientation and angular rate, and feeding

back the velocity estimation error at each still time, the position and orientation errors

are corrected. By using this approach, the estimation error is not dependent on time any

more, but on the number of steps, which is usually under 5% of the total travel distance.

Following this work, further study and improvements are made. Estefania Munoz Diaz et

al. study the minimum frequencies of the accelerometer and gyroscope required by the

inertial system. The results show the minimum rate for the accelerometer is between 200

Hz to 300 Hz, while for the gyroscope it is 100Hz. Issac Skog et al. [193, 194] compares

the performance of different zero velocity detection algorithms and the mounting places

for the inertial sensors. A.R. Jiménez [195] includes the zero-angular-rate-update (ZARU)

approach into the system to further improve the accuracy. A.R. Jiménez [196] uses heuristic

attitude prediction to overcome the accumulated yaw error, which cannot be corrected by

the original ZUPT method. Alonzo Kelly et al. [197] use two shoe-mounted sensors to gain

more constraints on the estimation algorithms.

Besides using the customized foot-mounted inertial devices, today’s smart phones usu-

ally have these inertial sensors embedded already. But we cannot directly apply the foot-

mounted inertial navigation algorithm to smart phone based navigation, since their place-

ments are different and the signal patterns are totally different. Based on extensive exper-

iments, research has found that step detection based solutions are more reliable for smart

phones. Using the acceleration data, steps can be detected. Various algorithms can be used,

such as peak detection [198], zero crossing [199] and auto-correlation [200]. The total dis-

tance traveled can be estimated by hip rotation [201] or through step length estimation [202]

which is a linear function of the frequency of stepping. The direction of the travel can be

estimated by either the gyroscope or a compass. The work HiMLoc [203] uses zero crossing
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and compass for pedestrian tracking, which results in approximate at 15% error of the total

traveled distance. Note that when the smart phone is held at different positions and users

do different activities, such as normal walking, stair walking and running, the algorithms

or the system parameters are different. There are already a number of works which solve

the activity recognition problem [203–205].

2.3.1.2 Infrastructure based Indoor Localization

The infrastructure based indoor localization component is to localize pedestrian with pre-

installed devices which are either indoors or outdoors. Most of the infrastructure based

systems provide the absolute coordinates, although some of them only provide the relative

position measurement. By providing the absolute position, this component can work as an

independent localization system, but in a hybrid localization system, it is usually used to

correct the accumulated error of the inertial tracking component.

For systems providing absolute coordinates, there are several different types of infras-

tructure, such as WiFi access points (APs), mobile stations, RFIDs, and UWBs. The most

popular one is using WiFi APs, since it is the most common infrastructure in modern office

buildings. There are basically three algorithms for WiFi based localization: the RSS based,

the fingerprint based and the time of flight (TOF) based methods.

For the RSS based method [206, 207], it estimates the distances between the receiver

and the APs based on the received signal strength, and then uses multilateration or the

least square error method to estimate the receiver’s location. The basic propagation model

like Equation 2.2 is used, and the parameters of this formula are pre-estimated.

For the fingerprint based method [206–208], the idea is to divide the interested area into

grids, and build up a database which contains a RSS profile for each grid. When a receiver

scans the WiFi RSS to each available AP at some place, it compares the current profile with

the ones in database, and estimates its position as the one with the most similar RSS profile

in the database. Since this method requires pre-collecting the RSS profile for each grid to

build up the database, which involves significant amount of work, later works [208–212] rely
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on a crowd-source method, in which end users contribute to collecting the RSS profiles and

updating the database entries. The experimental results show that the fingerprint based

method performs better than the RSS based one [206], which usually provides a room level

accuracy.

The above two methods are essentially RSS based, which is not reliable in indoor en-

vironments due to multipath effects and the volatile property of the environments. In

order to avoid these uncertainties, a time of flight method is used together with a WiFi

infrastructure. A round trip time (RTT) is measured to calculate the distance between

a receiver and an AP. Guenther and Hoene [213] use ICMP-ping requests and the IEEE

802.11 time synchronization function (TSF) to estimate the RTT, which results in a mean

ranging error about 8 meters. However, this method requires an additional monitor node to

capture the IEEE 802.11 control frames. Ciurana et al. [214] use a Data-Acknowledgement

(DATA-ACK) based on ICMP-ping requests, and uses a customized 44MHz WLAN clock

to measure the RTT which avoids the system delays. The resultant accuracy has a mean

error of 0.81 m. Another solution [215] uses Intel’s time stamp counter (TSC) as a high

resolution timer to measure the RTT of the outgoing DATA and ACK frames. The resul-

tant accuracy is about 1.7 m. Casacuberta et al. [216] compare three WiFi TOF methods

using different time measuring functions: the standard TSF, the TSC, and the invoking

TSF directly on a WiFi card. The mean errors of these three methods are 2.8, 1.5 and 4.4

meters, respectively. Lorenz Schauer et al. [217] use NULL-ACK messages combined with

TSC to estimate the RTT, which has an error of 1.33 meters in the best case.

The mobile station based localization is similar to the WiFi based solution, it can use

RSS based or fingerprint based approaches, however, due to the fewer number of mobile

stations, the localization error is much bigger, which reaches hundreds of meters [218,

219]. RFID based localization systems can use RSS [123, 220], angle of arrival [191, 221],

synthetic aperture [222,223] and proximity [224,225] to localize objects. However, for passive

RFID tags, the reader usually has a very limited range (less than 10m), which brings more

constraints on the applications. As described in Section 2.1.1.2, UWB is an accurate indoor
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ranging technique. It uses TOF, TDOA and AOA to localize the receiver. In a 2D plane,

it requires at least 3 UWB anchors, while in 3D space, it needs at least 4. Due to its short

signal range, in practice, the number of UWB anchors is much more than that. Although

the UWB has accurate performance, the drawback is that the device size is usually large

and the cost is expensive.

The above techniques are used for absolute positioning, however, the RFID and UWB

based methods can be used for relative position measuring, i.e. instead of providing the

absolute coordinate estimate for a target, it can only provide the range or relative angle

to a target. By using this methodology, the number of anchors required by the system

can be dramatically reduced. Furthermore, by tightly coupling these relative measurements

into the system (through Bayesian framework), it usually has better performance than the

absolute positioning solutions [226,227].

2.3.2 Localization with Inertial Devices and Infrastructure

By integrating an inertial device and a infrastructure based localization subsystem, a hybrid

system inherits the high update rate and accurate short distance estimation properties from

the inertial device as well as the non-drifting over time property from the infrastructure

based subsystem. The inertial device and the infrastructure based subsystem can be any

type of the above solutions. There are two types of integration methods, loose coupling and

tight coupling. In the former approach, two components work independently, each of which

outputs a position estimate at some time point, and a Bayesian framework combines them

to produce a better estimate. In the latter one, two components work tightly, the relative

position measurements from the infrastructure based subsystem are directly fed into the

Bayesian framework. While position estimates are being obtained, the parameters (such as

parameters in the signal propagation model) of both systems are also updated over time.

Wennan Chai et al. [226] propose an indoor hybrid localization system which integrates

a low-cost MEMS unit inertial device and a WiFi based localization subsystem. The work

describes three WiFi based localization models: the fingerprints-based approach, the wall at-
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tenuation factor (WAF) based approach, and simplified propagation model-based approach.

Corresponding to these three models, there are possibly three types of hybrid systems. The

first two systems loosely couple the inertial navigation component and the WiFi localization

components using the Unscented Kalman Filter (UKF), while the third one tightly couples

with the third WiFi approach, and the WiFi propagation parameters are directly estimated

by the UKF. The result shows that INS/WiFi integration localization approach bounds the

errors, and the third model has the best accuracy.

Nobuo Nakajima et al. [228] propose a hybrid localization system which integrates an

inertial pedestrian navigation device and a number of customized antenna array based

absolute positioning devices. The absolute positioning device consists of two antennas: one

emits a pencil shape beam to detect the distance between the receiver and the emitter; the

other emits dual beams which forms a narrow dip signal at front of the emitter to detect the

receiver when it is right in front of the emitter. The experiment shows that the localization

error is around 10 m after walking 800 m.

Valentin Radu et al. [203] present a localization system using a mobile phone and WiFi

infrastructure. The mobile phone is for not only pedestrian inertial navigation, but also

activity classification which assists the PDR navigation. The WiFi infrastructure uses a

fingerprint based method to estimate the absolute position. A particle filter is used to

combine all this information. The experiment shows that the median localization error is

less than 3 meters in most cases.

Christian Ascher et al. [227] use UWB and inertial sensors for hybrid localization. A

torso mounted sensor system with accelerometer, gyroscope, magnetic and barometer sen-

sors is used for step based dead reckoning. The UWB devices use TDOA to estimate the

range to the receiver. The authors compare the performance of the loosely coupled and the

tightly coupled Kalman filter, and find that the tightly coupled one outperforms the loosely

coupled one.

Markus Langer et al. [229] utilize the weak signals of GPS in indoor environments to

improve the performance of inertial navigation. The system uses a deeply acquisition and
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re-acquisition routine for GPS, and also weights the GPS measurements according to the

signal to noise ratio. By coupling the weak GPS signal with the torso mounted inertial

device, the localization accuracy is improved.

Francisco Zampella et al. [230] combine inertial sensors, RFID and UWB for hybrid

localization. The ZUPT based foot mounted inertial sensors are used for dead reckoning.

The RFID tags are pre-deployed on the wall, while the readers are carried by the pedestrian.

The RFID subsystem uses RSS for distance mapping to estimate the range between the tag

and the reader. The UWB subsystem uses TDOA and AOA to estimate the absolute

position of the pedestrian. A novel outlier rejection algorithm is proposed to improve the

accuracy, and a simplified particle filter is used to fuse all these measurements in real time.

The experiment shows that the localization error is within 2 meters in 90% of the time.

2.3.3 Localization with Inertial Devices and Map

A map is another useful information for indoor localization, which can often improve the

indoor localization accuracy by tens of times. With map information, the estimated position

can be constrained within the only possible areas. Since indoor environments often have

symmetric structures, it causes a multi-modality issue for position distribution. In this

case, a particle filter is preferred to a Kalman filter, since it can sample distributions of any

form. In a particle filter, each particle represent a possible position of the pedestrian, and

is associated with a weight representing the possibility of the position. The particle filter

is following the Bayesian framework, in which each particle has a prediction and a update

steps. The weight is updated according to the likelihood to the real measurement, and if a

particle is across a wall or in an impossible area, its weight is typically set to 0. Using the

particles as samples of a distribution, we can get the mean and deviation of the position

estimate.

Oliver Woodman and Robert Harle [72] implement an indoor localization system with

foot-mounted inertial sensors and the floor plan of the interested building. Based on the

accelerometer and gyroscope and using the ZUPT algorithm, foot-mounted inertial device



68

works as a dead reckoning module, which report the step length, the change in height and

the change in heading for each step. The building floor plan is represented as a collection of

planar floor polygons. Each polygon corresponds to a surface on which a pedestrian’s foot

may be grounded. A particle filter is used for combining the inertial device outputs and the

map polygon constraints. In the prediction phase, the position is estimated by the previous

position and the output of the inertial device, and the polygon the pedestrian’s foot is on is

also predicted. In the update phase, two corrections are made: first, all particles which cross

walls are eliminated (set the weight to 0); second the new weight for each particle is based

on the difference between the reported height change from the inertial device and height

change between the start and end polygons during this step. the Kullback-Leibler divergence

(KLD) sampling method [231] is used for the re-sampling strategy. An experiment is taken

in a 8725 m2 building with stairs. The result shows that the localization error is within

0.73m 95% of the time.

Stéphane Beauregard et al. [232] propose a similar pedestrian map-based localization

system. The novelty of this work is that it uses the Backtracking Particle Filter (BPF) for

data fusion, and is evaluated with maps of different level details. The experiment results

show that BPF based localization performs best. Backtracking Particle Filter et al. [73]

presents a localization system based on angular probability density function (PDF) which

is derived from a diffusion algorithm. The idea is that the inertial devices are usually good

at estimating the step length, but not the heading, and thus it would be more effective if

we focus on heading estimation instead of distance estimation. The idea of the diffusion

algorithm is to have a source continuously effusing gas that disperses in free space and which

gets absorbed by walls and other obstacles. Therefore, by treating the current position as the

source and weighting more to those particles following the gas path, the heading distribution

can be effectively captured. The experiment result shows that the localization error with

angular PDFs is much smaller than that without the angular PDFs.
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2.3.4 Localization with Inertial Devices, Infrastructure and Map

The more position related information a system obtains, the more constraints it has, and the

more accurate estimation it may output. When combining inertial devices, infrastructure

and maps, an indoor localization system usually has better performance (w.r.t accuracy

and reliability) than those which only use a part of them. But in contrast, it has higher

requirements on the inputs of the system, and some of the inputs may not be available in

some scenarios.

Henri NURMINEN et al. [70] present an indoor hybrid localization system which relies

on inertial sensors embedded in a smart phone, a WiFi indoor localization subsystem, and

the building floor plan. Since the smart phone is hand held, ZUPT algorithm is not reliable.

It uses a simple step detection algorithm, and leaves the step length and heading estimation

to the higher layer particle filter. In addition, a barometer is used to detect the floor change

using the particle filter. For the WiFi subsystem, the system uses a RSS based approach,

but implements it with a high variance since the RSS measurements are not reliable in

indoor environments. The map information is included to constrain the trajectory of the

particle filter. But the difference is that the particle filter allows particles to penetrate a

wall for reliability and coverage (by assigning these particles with low weights instead of

deleting them). Furthermore, the system allows initialization after detecting divergence

based on a lightweight fallback filter running in the background, and has the capability of

smoothing the historical trajectory. The experimental results show that it achieves a mean

error of 2 meters for real time localization, and 1.4 meters for the smoothing method.

Muhammad Irshan Khan et al. [71] implement a hybrid localization system with inertial

sensors, WiFi infrastructure, and maps. The novelty of this paper is that it compares the

performances of two different representations of maps used by the particle filter. One is

to use a Computer Aided Drawing (CAD) format floor plan, in which the particles are

eliminated when they are crossing the walls. The other models the map as nodes and

links, which constrains the movements of particles on possible links. The experimental
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results show that both methods have consistent localization error of less than 3 meters.

But the node link particle filter based method outperforms the wall crossing particle filter

by approximately 1 meter in the majority of the testing case.



Chapter 3

Stationary Wireless Sensor

Network Localization

This chapter presents our novel range-based localization approach for stationary wireless

sensor networks. In order to make the approach as generic as possible and also have a

deep insights, only the algorithm is focused on, and this algorithm is independent of the

underlying ranging technique it relies on. According to the resource constrained features of

WSN and the scenarios it applies to, we summarize the most important requirement goals

as below:

• Independent of measurement types: fulfillment of this requirement makes the lo-

calization approach not only generic, but also accurate, since fusing heterogeneous

positioning sources is usually more reliable and more accurate than only relying on

one source. However, there are many different types of measurements, such as rela-

tive range, relative angle or absolute position; and from the functional relationship

view, some are in unary form (like the absolute position measurement for one node),

some are in binary form (like the relative position measurement between two nodes),

and others are even in quad form (like the measurements involving four nodes in this

work [121]). Representing and manipulating them in a uniform way is challenging.

71
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• Quantitative uncertainty based estimation: measurements always come with noise,

and estimates always have uncertainties. Modeling the measurement uncertainty

makes the estimation more accurate, and representing the estimates with uncertainty

provides more meaningful information for many applications, such as guiding how to

select an anchor node, searching for a particular node, and working as criteria to eval-

uate the performance of a localization system. However, how to model, manipulate

and use the uncertainty is not well formalized in previous works.

• Efficiency: the efficiency is defined in terms of memory usage, computational com-

plexity and communication overhead. Since the tiny sensor nodes are usually resource

constrained, the efficiency of a localization approach determines if it can localize n-

odes in real time, and how well it can scale in terms of the number of nodes and

measurements.

• Centralized and decentralized architecture support: a centralized approach has a glob-

al view of the whole network, and thus usually has an optimal solution. But in some

scenarios, a centralized architecture is not allowed. In addition, a decentralized ap-

proach may have the benefits of simplicity and reliability in some cases. Which archi-

tecture we should use highly depends on the application. Therefore, our localization

scheme should provide both centralized and decentralized approaches.

The assumptions for this approach are as below:

• sensor nodes in the network can communicate with each other within a limited range,

and there may or may not be a centralized computation center (or cluster) that each

node can route packets to.

• Each node equips one or more positioning devices, and the types of the measurement

it can take could be heterogeneous. For example, nodes may be able to measure the

relative range between each other by using an RSSI method or acoustic based TOF

method, and some nodes may even have GPS.
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• The positioning devices are pre-calibrated, which means that their output measure-

ments are unbiased, and the measurement uncertainty (represented as variance or

covariance matrix) is known. In addition, measurements are independent with each

other.

• Some nodes’ positions are already known precisely or with some uncertainty in ad-

vance, either through manual inputs or GPS readings. These nodes are called anchor

nodes.

3.1 System Formalization

In this thesis, each node’s location is represented in Cartesian coordinate form. If not

explicitly specified, the location is considered in a 2D plane, but it can be easily extended

to 3D space. Assume there are totally n nodes in a network, Node i’s 2D location is

xi = [xi, yi]
T , i = 1, 2, · · · , n. There are four basic measurements types in most of the

localization systems, and they are modeled as below.

• GPS-like measurement, where ci is the noisy GPS measurement and βi is the mea-

surement noise.

ci = xi + βi (3.1)

• Relative position measurement, where qij is the noisy relative position measurement

between Nodes i and j, and εij is the measurement noise.

qij = xi − xj + εij (3.2)

• Relative range measurement, where rij is the noisy relative range measurement be-
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tween Nodes i and j, and γij is the measurement noise.

rij = ||xi − xj ||+ γij =
√

(xi − xj)2 + (yi − yj)2 + γij (3.3)

• Relative angle measurement, where aij is the noisy relative angle measurement be-

tween Nodes i and j in global coordinates, and αij is the measurement noise.

aij = atan2(yi − yj , xi − xj) + αij (3.4)

All the above measurements can be written in a uniform way as Equation 3.5, where zij

is the noisy measurement, h(·) is the measurement function, x is the vector which stacks

the coordinates of all nodes involved in this measurement, and ωij is the random noise of

the measurement. This form represents the measurements with any number of arguments.

For example, in a GPS-like measurement, x = xi, and in a binary form measurement like

relative position measurement, x = [xTi ,x
T
j ]T . Also note that we assume the uncertainty of

the noise ωij is known and denoted as Pij .

zij = h(x) + ωij (3.5)

The measurement functions of the above types and their first derivatives are summarized

in Table 3.1, where the symbol x̂ represents the estimation of the variable x, and h′(·)|x̂

represents the derivative of function h(·) at the point x̂.

Table 3.1: The measurement functions and their first derivatives
Type Function h(·) H = h′(·)|x̂ = [h,−h]

GPS xi + ωi H = h =

[
1 0
0 1

]
Relative Position xi − xj + ωij h =

[
1 0
0 1

]
Range ||xi − xj ||+ ωij h =

(x̂i−x̂j)
T

h(x̂i,x̂j)

Angle arctan
yi−yj
xi−xj + ωij h =

[
ŷj−ŷi
||x̂i−x̂j ||2 ,

x̂i−x̂j
||x̂i−x̂j ||2

]
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Figure 3.1: Measurement Graph. The green Node 0 is the global origin, red Nodes 1 and 4 are
anchor nodes, and black Nodes 2 and 3 are the nodes to be localized. The blue edges e2 and e4
represent the range measurements. The other black edges represent relative position measurements
or GPS measurements (e6 and e7)

.

3.1.1 Measurement Graph

A measurement graph is defined as G = (V,E, F ), where V is the vertex set including all

nodes plus the global origin in the network, E is the edge set representing the measurements

between nodes, and F is the mapping E → (Z,P ), where Z is the set of all the measure-

ments and P is the set of the error (noise) covariance matrices of all these measurements.

There are two types of measurements (edges). One is a strong measurement, which is

defined as a measurement which precisely determines a node’s location if the measurement is

accurate (without noise) and connects this node to another node whose location is precisely

known in advance (an anchor) or can be precisely estimated. GPS type measurements and

relative position type measurements are strong measurements. Another type is weak mea-

surement, which is defined as a measurement which cannot precisely determine a node’s

location, but can only localize the node in some area even if this measurement is accurate

and connects this node to another node whose location can be precisely determined. Rel-

ative range and relative angle measurements are weak measurements. In addition, edges

are directional if zij 6= zji, and undirectional if zij = zji. For example, GPS, relative

position and angle measurements are directional, but range measurements are undirectional.

An example of a measurement graph is shown in Figure 3.1. The green node (Node



76

0) is the global origin. The red nodes (Nodes 1 and 4) are anchor nodes, since they have

relative position measurements to Node 0 (e6 and e7). The black nodes (Node 2 and 3)

are the nodes to be localized. Edges e6 and e7 are GPS measurements, e2 and e4 are

relative range measurements, and e1, e3 and e5 are relative position measurements. Edges

e2 and e4 are directional, and the other edges are undirectional. Assuming the measurement

corresponding to e2 is known as (ze2,Pe2), where ze2 = [−1, 0]T and Pe2 =

 0.2 0

0 0.1

,

then f(e2) = (ze2,Pe2).

Using the measurement graph, the localization problem can be stated as given a mea-

surement graph G = (V,E, F ), estimate the location coordinate x̂i and the cor-

responding estimation error covariance matrix Pi for each node vi ∈ V .

3.2 Electrical Network Analogy

This section explains how to solve the localization problem based on the measurement

graph model. We start with a linear case where the measurements are all relative position

or GPS measurements, and then extend to a nonlinear case in which the measurements can

be mixed with relative position, GPS, range and relative angles. For the linear case, we

first show an existing solution which uses the Best Linear Unbiased Estimation (BLUE)

algorithm along with its shortcoming. Then, by using an electrical network analogy, we

propose a novel incremental algorithm which has less computational complexity in dynamic

cases (where measurements keep being generated or nodes join or leave the network at run

time). After that, this method is extended to the nonlinear case. Finally, the simulation

results are shown.

3.2.1 Linear Case–BLUE Algorithm

Estimating each node’s vector-valued variable based on a set of noisy linear measurements,

such as problems of time synchronization [233], 2D or 3D WSN localization [69], or motion
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consensus [69], can be solved by the Best Linear Unbiased (BLUE) estimator based on the

measurement graph model.

Assume there are totally n nodes in the network, and the vector-valued variable (lo-

cation coordinate) for each node is xi ∈ Rd, i = 1, 2, · · · , n. A set of independent linear

measurements about these variables are obtained, denoted as ζuv = xu−xv+εuv ∈ Rd, u, v ∈

{1, 2, · · · , n}, where εuv ∈ Rd is the random error vector with zero mean and a covariance

matrix Puv = E[εuvε
T
uv] ∈ Rd×d, representing the measurement uncertainty. By stacking all

the node variables into one vector x = [xT1 ,x
T
2 , · · · ,xTn ]T ∈ Rnd, all the measurements into

one vector z = [ζT1 , ζ
T
2 , · · · , ζTm]T ∈ Rmd (assuming a total of m measurements) and all the

measurement errors into a vector ε = [εT1 , ε
T
2 , · · · , εTm]T ∈ Rmd, the measurement equations

can be expressed as

z = ATx + ε (3.6)

where A = A⊗ Id, A is the incidence matrix of the measurement graph G, Id is the d× d

identity matrix, and ⊗ denotes the Kronecker product.

Since we only consider linear measurements, i.e. relative position measurements and

GPS measurements, the measurement graph G = (V,E, F ) is a directed graph for ζuv 6=

ζvu. The incidence matrix A of measurement graph G is a n ×m matrix, where one row

corresponds to one node, one column corresponds to one edge. The element aue of A is 1 if

Edge e leaves from Node u, -1 if e is directed toward u, and 0 if Node u is not involved in

Edge e.
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Figure 3.2: The Analogy Between a measurement graph and the generalized electrical network.
The red nodes are anchor nodes.

.

For example, the incident matrix A of the left figure in Figure 3.2 is

A =



1 −1 0 0

1 −1 0 0

0 1 0 −1

0 1 −1 0

0 0 −1 1


The Equation 3.6 is expressed as below in this case:



ζ1

ζ2

ζ3

ζ4

ζ5


︸ ︷︷ ︸

z

=



I −I 0 0

I −I 0 0

0 I 0 −I

0 I −I 0

0 0 −I I


︸ ︷︷ ︸

AT



x1

x2

x3

x4


︸ ︷︷ ︸

x

+



ε1

ε2

ε3

ε4

ε5


︸ ︷︷ ︸

ε

Partitioning x into an anchor node variable vector xr and a non-anchor node variable

vector xb, the matrix A can also be partitioned to an anchor node sub matrix Ar and a

non-anchor node sub matrix Ab. Then Equation 3.6 is rewritten as

z = ATb xb +ATr xr + ε (3.7)

⇒ z = ATb xb + ε (3.8)
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where z = z−ATr xr. For the example in Figure 3.2, since Nodes 1 and 4 are anchors, the

equation is written as



ζ1

ζ2

ζ3

ζ4

ζ5


︸ ︷︷ ︸

z

=



−I 0

−I 0

I 0

I −I

0 −I


︸ ︷︷ ︸

ATb

 x2

x3


︸ ︷︷ ︸

xb

+



I 0

I 0

0 −I

0 0

0 I


︸ ︷︷ ︸

ATr

 x1

x4


︸ ︷︷ ︸

xr

+



ε1

ε2

ε3

ε4

ε5


︸ ︷︷ ︸

ε

⇒



ζ1 − x1

ζ2 − x1

ζ3 + x4

ζ4

ζ5 − x4


︸ ︷︷ ︸

z

=



−I 0

−I 0

I 0

I −I

0 −I


︸ ︷︷ ︸

ATb

 x2

x3


︸ ︷︷ ︸

xb

+



ε1

ε2

ε3

ε4

ε5


︸ ︷︷ ︸

ε

Obtaining an estimate of xb becomes a classical estimation problem, which can be

solved by BLUE. If G is a weakly connected graph (where there always exist undirected

paths between any node pair), the best estimate for xb in the linear combination space of

all the measurements is uniquely determined by x̂b, i.e. the solution of the following linear

system

Lx̂b = b (3.9)

⇒ x̂b = bL−1 (3.10)

where L = AbP−1ATb (called G’s Kirchhoff Matrix ), b = AbP−1z, and P is a block diagonal

matrix consisting of all the covariance matrices Pi of εi, i = 1, 2, · · · ,m. The covariance
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matrix of the estimation errors is given by

Σ = L−1 (3.11)

Although the above centralized solution is elegant, it has several drawbacks. First, the

time complexity is high. Assuming there are n nodes and m measurements, the anchor num-

ber is constant, and the dimension of the variable vector is d, the computational complexity

for the covariance matrix Σ is T (Σ) = O(n2md3), since T (L) = T (P−1) + T (AbP−1) +

T ((AbP−1)ATb ) = md3 + nmd2 + n2md3 = O(mn2d3), and T (L−1) = n3d3 (n <= m).

The computational complexity for estimating nodes’ location is T (x̂b) = O(n2md3), s-

ince T (x̂b) = T (L−1) + T (b) + T (L−1b) = (md3 + nmd2 + n2md3 + n3d3) + nmd2 +

n2d2 = O(n2md3). So the time complexity for calculating both x̂ and Σ simultaneously is

T (x̂b,Σ) = T (x̂b) = O(n2md3). The computational complexity depending on the measure-

ment number m makes this solution not scale well, since m would be a very large number

as the node number increases (the possible different edge number of a graph is of the order

of O(n2), and the same edge may be measured multiple times in practice).

Second, this method follows a one-time calculation scheme, which means it calculates

x̂b and Σ for a fixed measurement graph, if the measurement graph changes, all the calcu-

lations must be re-executed. However, in practice, it is very likely that new measurements

are continuously generated, and sensor nodes may leave or join the network dynamically.

Therefore, if the network size is large, the high one-time calculation time complexity would

prevent it from providing the latest estimation in real time.

3.2.2 Linear Case–INOVA Algorithm

To overcome the drawbacks of high computational complexity and one-time calculation

scheme of the above method, we propose a new computation scheme, called the incremen-

tal node-voltage analysis (INOVA) method, which derives the same results as BLUE, but

changes the computational complexity from O(mn2d3) to O(n3d3), which is crucial in prac-
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tice since usually n � m. Moreover, INOVA follows an incremental computation scheme,

which incrementally calculates x̂b and Σ in an inexpensive way as new measurements are

generated, or nodes join or leave the network dynamically. Although this method can be

derived by analyzing the structure of matrices in Equation 3.9, we choose to deduce it based

on the electrical network analogy for the following two reasons: 1) it provides more insights

of the decomposition operations; and 2) our subsequent distributed algorithm in Section

3.3 is based on this analogy.

3.2.2.1 The Analogy Between A Measurement Graph and A Generalized Elec-

trical Network

It has been shown in [80] that a measurement graph G = (V,E, F ) is analogous to a

generalized electrical network G = (V, E ,F), where V is the node set the same as in G, E

is the edge set the same as E, but without directions, and F : E → R is an edge function

that assigns each edge ei a matrix valued resistance Ri which is numerically equal to the

measurement error covariance matrix Pi in the measurement graph.

A generalized current J is defined as a d×d matrix associated with an edge with certain

direction, and satisfies the Kirchhoff’s Current Law, i.e. for each node in a generalized

electrical network, the net generalized current flowing out or into that node is 0. A gen-

eralized voltage potential difference Uuv between two nodes u and v is defined as a d × d

matrix Uuv = Ruv×Juv. Similarly, it satisfies Kirchhoff’s Voltage Law, i.e. for any loop in

a generalized electrical network, the sum of the generalized voltage potential difference in

the clockwise or the counterclockwise direction is 0. Like the traditional electrical network,

each node is associated with a voltage potential if there are currents or voltages imposed

to the generalized electrical network. For the anchor nodes in G, they are considered being

connected to the ground without a resistance (if the anchor’s location is known without

uncertainty), and thus their voltage potentials are always 0.

One important conclusion from work [80] is that each node’s estimation covariance

matrix Σii (the ith diagonal block element of network’s covariance matrix Σ) is numerically
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equal to the effective resistance Reff
i between that node and the ground in G. Based on

this conclusion, we find interesting calculation patterns and an analogy as follows, which is

the essence of INOVA and the decentralized algorithm in Section 3.3.

To calculate Σii, we can impose an identity generalized current I to that node, then Node

i’s voltage potential Uii is numerically equal to Reff
i , i.e. Uii = Reff

i × I = Reff
i = Σii.

We define the generalized electrical network G imposed by an identity current I on Node i

as Node i’s Identity Current Graph, denoted as Gi.

Therefore, to calculate Σii, i = 1, 2, · · · , nb for each node, it is equivalent to calculate its

voltage potential Uii in its Identity Current Graph Gi. The node-voltage analysis technique

from electrical theory can be borrowed and extended: set nb voltage potential variables

Ui = [UTi1, U
T
i2, · · · ,UT

inb
]T for every non-anchor node in Gi, and then build the current

balance equation for each node based on Kirchhoff’s Current Law, i.e. the sum of the

currents for any node is 0. The formal equation is as below.

L
dnb×dnb

Ui
dnb×d

= Hi
dnb×d

(3.12)

where L = [Luv] ∈ Rdnb×dnb , u, v ∈ {1, 2, · · · , nb},

Luv
d×d

=



∑
{u,q}∈E

P−1
uq (or P−1

qu ) if u = v

−
∑

P−1
uv (or P−1

vu ) if u 6= v ∧ {u, v} ∈ E

0 if {u, v} /∈ E

(3.13)

Hi
dnb×d

= [ 0
d×d

, 0
d×d

, · · · , I
d×d

, · · · , 0
d×d

]T

It is not hard to show that L in Equation 3.12 is equal to L in Equation 3.9. Equation

3.12 is for one node. If we consider all nodes’ Σii, i = 1, 2, · · · , nb together, we have the
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following equations:

L
dnb×dnb

U
dnb×dnb

= H
dnb×dnb

⇒ L
dnb×dnb

U
dnb×dnb

= I
dnb×dnb

(3.14)

where U = [U1,U2, · · · ,Unb ] and H = [H1,H2, · · · ,Hnb ] = I (size dnb×dnb). The solution

is U = L−1 = Σ.

Another observation by relating the structure of matrix U to the node’s Identity Current

Graph is that the covariance matrix Σij between Nodes i and j is numerically equal

to the voltage potential Uij of Node i in Node j’s Identity Current Graph Gj,

which is also equal to the voltage potential Uji of Node j in Node i’s Current

Graph Gi (since Σ is a symmetric matrix).

Moreover, b = [bu] in Equation 3.9 where Node u is a non-anchor node can be directly

built as follows.

bu =
∑

(u,v)∈E

P−1
uv [ζuv + cv] (3.15)

cv =


xv if Node v is an anchor node

0
d×1

otherwise

Comparing this analogy method with BLUE, it reduces the complexity for constructing

the matrix L from O(mn2d3) to O(md3), and the matrix b from O(nmd2) to O(md2), where

n is the total node number, m is the total measurement number, and d is the dimension (2D

plane or 3D space). After building the matrices L and b, the computational complexity

for Σ and x̂b are O(n3d3) and O(n2d2), respectively, which is O(mn2d3) in BLUE. Since in

practice, n� m, the analogy method also outperforms BLUE.



84

3.2.2.2 The INOVA Algorithm

The above analogy method follows a one time calculation scheme, which means it works well

when the network is fixed (the number of nodes and measurements are fixed). However,

in practice, many scenarios allow nodes to leave and join, and new measurements to be

generated over time. Do we need to redo all the above processes from scratch when these

dynamic changes happen?

There are two types of dynamic changes for a WSN: new measurements being generated

and nodes quitting or joining the network. For the former problem, when a new measure-

ment ζuv is generated, only two Nodes u and v are involved. So we only need to modify

the balance equations for these two nodes if they are not anchor nodes, i.e. modifying four

elements in L and two elements in b as follows (if any of them is an anchor, nothing needs

to be done for that node).

Operation 1. When a new measurement ζuv is generated, if u and v are both non-anchor

nodes, update

 Luu Luv

Lvu Lvv

 =

 Luu Luv

Lvu Lvv

+

 P−1
uv −P−1

uv

−P−1
vu P−1

vu

 (3.16)

 bu

bv

 =

 bu

bv

+

 P−1
uv ζuv

P−1
vu ζvu

 (3.17)

If Node u is an anchor node, update

Lvv = Lvv + P−1
vu (3.18)

bv = bv + P−1
vu (ζvu + xu) (3.19)

For the event of a node leaving or joining the network, it only impacts that node and its

neighbors. Especially for node joining, the new node should have measurements with the

existing nodes in order to keep the graph weakly connected, otherwise, our system would
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not include this node. The corresponding operations are:

Operation 2. If a node joins the network with some measurements to some already existing

nodes, update

L =

 L 0

0 0

 ,b =

 b

0

 (3.20)

Then perform Operation 1 for each of the newly introduced measurements.

Operation 3. If Node u leaves the network, for each neighbor q of Node u which connects

u with the measurement ζqu, do Lqq = Lqq −P−1
qu , bq = bq −P−1

qu ζqu. After updating all its

neighbors, delete Row u and Column u in L, and the block element bu.

In summary, the initial inputs of INOVA are the measurement set Z, the corresponding

error covariance matrix set P and the anchor nodes’ location set Xr. The outputs are nodes’

location estimates x̂b and the covariance matrix Σ. After the initial localization, if there is

any dynamic change at run time, such as new measurements are generated, new nodes join

or existing nodes leave, INOVA incrementally updates the localization results. The whole

algorithm is described as follows:

1. Calculate P−1
i , i = 1, 2, · · · ,m (O(md3)).

2. Scan all initial measurements, build up L and b by using Equations 3.13 and 3.15,

respectively (O(md3), O(md2))

3. Calculate Σ = L−1 (O(n3d3)).

4. Calculate x̂b = L−1b (O(n2d2)).

5. If a new measurement is generated, do Operation 1 (O(d3)); if a new node joins the

network with constant number of measurements, do Operation 2 (O(d3)); if a node

having constant number of neighbors leaves the network, do Operation 3 (O(d3)).
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Then repeat Steps 3 and 4 (totally O(md3)) to update the location estimation as

needed.

INOVA needs O(md3) computational complexity and O(md2) to build up the matrix L

and the vector b for a fixed network, and O(d3) for each of the following dynamic changes.

After that, it needs O(n3d3) computational complexity to obtain the locations and the

covariance matrix for all nodes. For some application, it may only need to update the

location for some time period T . Then INOVA can run in background for every T period.

Comparing with BLUE, the improvement of INOVA is significant for two reasons: first,

in a large dense network, m is much larger than n, and thus O(n3d3) is much smaller

than O(mn2d3). Second, if we look into the details of these two processes, we find the

key difference is how to build L. In BLUE, it always needs O(mn2d3); while in INOVA,

it needs O(md3) initially, but after that, when the network dynamically changes, the time

is constant. Therefore, INOVA outperforms BLUE in both the fixed network case and the

dynamic changing case. Especially in a dynamic scenario, INOVA dramatically improves

the computational complexity (see Section 3.4).

3.2.3 Extension to The Nonlinear Case

Although the preceding section successfully solves the localization problem by using the

electrical network analogy, it has two limitations. First, all the measurements are of linear

type, specifically, in the form of ζuv = xu − xv + εuv. Second, it treats the anchor nodes

differently which makes Formulas 3.15 and Operation 1 unable to unify the measurement

updates for those involving anchor nodes and those not. Therefore, the goal of this section

is to extend the linear case to any nonlinear case and unify the computation form for both

anchor nodes and non-anchor nodes.



87

3.2.3.1 Nonlinear case

For any function z = h(x) + ω, it can be linearized to z̃ = h(x̂) + H(x − x̂) + ω, where

z̃ is the linearized approximation for z, x̂ is the point where the linearization expands on,

H represents the derivative of function h(·) at the point x̂. The H’s for the four types of

measurements are listed in Table 3.1.

According to the information filter [185], L and b should be updated as below:

Lz = Lz + HTP−1
z H (3.21)

bz = bz + HTP−1
z (z− h(x̂) + Hx̂) (3.22)

Lz represents the sub-matrix of L which contains the elements of involved nodes. The

measurement could involve any number of nodes. Taking the binary form measurement

for example, then Lz =

 Luu Luv

Lvu Lvv

. This is similar for the vector bz. Pz is the error

covariance matrix for the random variable ω. H is the first derivative of function h(·). x̂ is

the point the derivative function evaluated on the latest position estimate.

For range or angle measurement cases, analogous to the electrical network, hTp−1
z h

(where H = [h,−h] and Pz = pz) is the inverse of the resistance R. However, hTp−1
z h is

a singular matrix, which does not have an inverse. Therefore, more generally speaking, we

should use conduction (which is the inverse of the resistance in the electrical network) for

the analogy.

Then, Equations 3.13 and 3.15 are modified as follows to support the nonlinear case.

Luv
d×d

=



∑
{u,q}∈E

hTuqP
−1
uq huq if u = v

−
∑

hTuvP
−1
uv huv if u 6= v ∧ {u, v} ∈ E

0 if {u, v} /∈ E

(3.23)
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where

huv = h′uv(·)
∣∣∣[x̂Tu ,x̂Tv ]T

bu =
∑

(u,v)∈E

hTuvP
−1
uv (zuv − h([x̂Tu , x̂

T
v ]T ) + Huv[x̂

T
u , x̂

T
v ]T ) (3.24)

For a linear case, Formulas 3.21 and 3.22 degrade to Formulas 3.16 and 3.17, or For-

mulas 3.18 and 3.19. Therefore, Formulas 3.21 and 3.22 are valid for both linear and non

linear cases. Moreover, another benefit of Formulas 3.21 and 3.22 is that it supports the

measurement function involving any number of nodes.

Comparing the nonlinear case formulas 3.21 and 3.22 with the linear case formulas 3.16

and 3.17, the former needs the initial position estimates for those involved nodes. This

means before fusing those nonlinear measurements, an initial localization is needed.

In Section 3.1.1, we defined the strong and weak measurements. The linear measure-

ments such as GPS and relative position measurements belong to strong measurements,

while the nonlinear measurements such as relative range and relative angle measurements

belong to the weak measurement. Therefore, to initialize nodes’ position, the system first

localizes each nodes only based on the strong measurements. After that it fuses the weak

measurements along with the initial position estimation to further refine the results.

Therefore, under the INOVA framework, a node is localizable if it is reachable

through a strong path (an undirectional path which only consists of strong

measurements) starting from an anchor node in the measurement graph. Note

that this is a sufficient condition for localizability. Nodes which have three or more relative

range measurements are still localizable through multilateration.

To unify the nonlinear and linear cases, the INOVA algorithm in Section 3.2.2.2 is

modified as follows:
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1. Calculate P−1
i , i = 1, 2, · · · ,m (O(md3)).

2. Scan all initial strong measurements, build up L and b by using Equations 3.23 and

3.24, respectively (O(md3), O(md2)).

3. Calculate Σ = L−1 (O(n3d3)) and x̂b = L−1b (O(n2d2)) to get the initial position

estimation.

4. Scan all the remaining weak measurements which only involve nodes having the ini-

tial estimated positions. Update L and b with Formulas 3.21 and 3.22, respectively

(O(md3), O(md2)).

5. If a new measurement is generated, do Operation 1 (O(d3)) with Formulas 3.21 and

3.22 instead; if a new node joins the network with constant number of measurements,

do Operation 2 (O(d3)); if a node having constant number of neighbors leaves the

network, do Operation 3 (O(d3)).

6. If necessary (e.g. updating on each new measurement or batch-processing them over

a time period T ), localize nodes with the updated L and b using Formulas Σ = L−1

(O(n3d3)) and x̂b = L−1b (O(n2d2)).

7. Repeat steps 5 and 6.

3.2.3.2 Unifying Anchor Nodes and Non-anchor Nodes

Another downside for the INOVA algorithm in Section 3.2.2.2 is that it treats the anchor

nodes as special nodes in the electrical network, which directly connect to ground. This

results in the need to handle the measurements which involve the anchor nodes separately.

To unify the update operation, one may consider cascading the anchor measurement

with another measurement connecting to this anchor as one measurement. For example, if

an anchor node’s position is xa = [3, 4]T and another measurement is ζab = [1,−2]T , then

construct a new measurement ζ0b = ζ0a + ζab = −[3, 4]T + [1,−2]T = [−2,−6]T with the

same covariance matrix as ζab.
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(a) Correlation
problem

(b) Nonlinear measurement problem

Figure 3.3: The problems to combine an anchor measurement with a regular measurement.

However, this method has two problems. First, the two measurements which contain

the same anchor are correlated. As Figure 3.3(a) shows, the new combined measurements

e2′ = e1+e2 and e3′ = e1+e3 are correlated with each other, which results in non-optimality

by using INOVA.

Second, if the regular measurement is a nonlinear measurement, for example, a range

measurement, it will change the semantics of the measurement. Taking Figure 3.3(b) for

instance, the original range measurement e2 means (assuming it is accurate) the node’s

position is in the circle which is centered at the anchor node with e2 as the radius. However,

after combining e1 and e2, the meaning changes to the node’s position is in the circle which

is centered at the anchor node with radius |e1|+ e2, which obviously has more uncertainty

than the original one.

To eliminate the speciality of anchor nodes, the approach is very simple: treating each

anchor node as a regular node along with a GPS measurement with a very small

uncertainty. Then the whole system has only one anchor node, which is the origin node

[0, 0]T . The operations for anchor nodes and non-anchor nodes are unified.
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3.3 Decentralized Algorithm

In some scenarios (e.g., in wild areas), the centralized architecture may not be available,

and thus a distributed scheme is required. Prabir Barooah et al. proposed a distributed

algorithm called Overlapping Subgraph Estimator (OSE) to estimate each node’s location

[80]. However, OSE only estimates node positions, but not the covariance matrix. In this

section, we propose a distributed scheme called OSE-COV, which estimates not only each

node’s position, but also the corresponding error covariance matrix for all nodes, i.e. a

distributed and complete version of the INOVA algorithm.

The essence of OSE is to use a method, called Asynchronous Filtered Weighted Additive

Schwarz (AFWAS) [234], to solve linear Equation 3.9 for the whole network in a distributed

way. In OSE, each node assumes its two-hop neighbor’s estimations are correct, iteratively

estimate its own location based on its two-hop measurement graph, and exchanges the

estimates among neighbors. After a number of iterations, each node’s estimate converges

to the estimate calculated by BLUE.

However, to calculate the covariance matrix of all nodes’ estimations is a little different,

since the covariance matrix includes not only the variance of each node position estimation

(Σii), but also the covariance between nodes’ estimations (Σij). To solve this problem,

besides using the AFWAS method, we also need to borrow the electrical network analogy.

In Section 3.2.2.1, we know that each measurement connects two nodes with some un-

certainty. The uncertainty is represented as a covariance matrix (a linear measurement) or

hTP−1
z h (a nonlinear measurement), corresponding to a general resistance or a general

conduction in a general electrical network. We also define Node i’s identity current graph

Gi as the electrical network imposed by the identity current on Node i. Therefore, although

the topologies of different nodes’ identity current graph are the same, the current on each

branch and the voltage potential of each node are different. We also observed that the block

element Σij of the covariance matrix is numerically equal to Node i’s voltage potential Uij

in Node j’s identity current graph Gj . Since a covariance matrix is a symmetric matrix,
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Figure 3.4: Node 1’s identity current graph. Nodes 4 and 5 are anchors.

.

Node j’s voltage potential Uji in Node i’s identity current graph Gi is equal to the transpose

of Node i’s voltage potential Uij in Node j’s identity current graph Gj .

Based on the analogy, the key idea of OSE-COV is that calculating each block

element Σij in the covariance matrix Σ is analogous to calculating each node’s

general voltage potential Uij in each node’s identity current graph Gj .

3.3.1 OSE-COV for One Node Identity Current Graph

For simplicity, we start with the problem of calculating each node’s voltage potential in

Node i’s identity current graph Gi in the distributed way. In Figure 3.4, there are 8 nodes,

where Node 4 is an anchor node. The edges between nodes represent noisy measurements.

For Node 1’s identity current graph G1, an identity general current is imposed to Node 1.

Each edge is associated with a general conduction Cij , which is equal to P−1
ij for a linear

measurement or hTP−1
ij h for a non-linear measurement (see Section 3.2.2.1 for details).

Node 4 connects to ground. Assume the general voltage potentials for each node in G1

are Ui1, i = 1, 2, · · · , 8, respectively, and U41 = 0 since Node 4 connects to ground. Note

that the subscripts of a matrix here represent the block indexes of the nodes, e.g. U41 is

the sub-matrix of the matrix U corresponding to Node 4’s block row across with Node 1’s

block column. Without specifying, the following subscripts of a matrix indate block indexes.
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According to the node voltage analysis technique, the following equations are obtained:

(U11 −U21)C12 + (U11 −U51)C15 + I = 0

(U21 −U11)C21 + (U21 −U31)C23 + (U21 −U61)C26 = 0

(U31 −U21)C32 + (U31 − 0)C34 + (U31 −U71)C37 = 0

(U51 −U11)C51 + (U51 −U61)C56 = 0

(U61 −U51)C65 + (U61 −U21)C62 + (U61 −U71)C67 = 0

(U71 −U61)C76 + (U71 −U31)C73 + (U71 −U81)C78 = 0

(U81 −U71)C87 + (U81 − 0)C84 = 0 (3.25)

Rewrite in the matrix form:


C12+C15 −C12 −C15 0 0 0 0
−C21 C21+C23+C26 −C23 0 −C26 0 0

0 −C32 C32+C34+C37 0 0 −C37 0
−C51 0 0 C51+C56 −C56 0 0

0 −C62 0 −C65 C65+C62+C67 −C67 0
0 0 −C73 0 −C76 C76+C73+C78 −C78
0 0 0 0 0 −C87 C87+C84



×


U11
U21
U31
U51
U61
U71
U81

 =


I
0
0
0
0
0
0

 (3.26)

Equation 3.26 is a linear system, which is similar to Equation 3.9. Therefore, it can be

solved in the distributed way by using AFWAS method. To ease the description, we have

the following symbols defined in Table 3.2. The distributed algorithm for calculating each

node’s voltage potential in Node 1’s identity current graph is as follows:

• In the beginning, each non-anchor node i initializes its estimate of U0
i1 to an arbitrary

value, and each anchor node initializes U0
i1 = 0. By broadcasting twice, each node

obtains its two hop measurement graph, its one hop neighbor’s U1
j1, j ∈ N i(1), and

two hop neighbor’s U0
m1,m ∈ N i(2). The first two iterations are only for initialization,

and thus U2
i1 = U1

i1 = U0
i1, i ∈ V .



94

• In the kth iteration, Node i assumes the voltage potential estimates from its two hop

measurement graph’s assuming anchor nodes Ai(2) are correct, and uses node voltage

analysis technique to update Uk
i1. The linear system to be solved for Node i is:

Li(2)Ui,1,k
Bi(2)

= Di,1(2) + Ji(2)Ui,1,k
Ai(2)

(3.27)

where

– Ui,1,k
Bi(2)

= [(Ui,1,k
v1 )T , (Ui,1,k

v2 )T , · · · , (Ui,1,k
v|Bi(2)|

)T ]T , vj ∈ Bi(2), j = 1, 2, · · · , |Bi(2)|,

each block element of which represents an assumed non-anchor node’s (in Node

i’s two hop measurement graph) voltage potential needing to be solved by Node

i in this iteration.

– Li(2) is the Kirchoff matrix of Node i’s two hop measurement graph.

Li(2) = [Li(2)(vj)(vm)] =

{ ∑
Cvjn if vj = vm and (vj , n) ∈ Ei(2)

−Cvjvm if vj 6= vm and (vj , vm) ∈ EBi(2)

0 otherwise

(3.28)

j = 1, 2, · · · , |Bi(2)|

– Di,1(2) = [Di,1
v1 (2),Di,1

v2 (2), · · · ,Di,1
v|Bi(2)|(2)]T , where

Di,1
vj (2) =

{
I if vj = 1
0 otherwise

(3.29)

j = 1, 2, · · · , |Bi(2)|

– Ui,1,k
Ai(2)

= [(Ui,1,k
w1 )T , (Ui,1,k

w2 )T , · · · , (Ui,1,k
w|Ai(2)|

)T ]T , wg ∈ Ai(2), g = 1, 2, · · · , |Ai(2)|,

each block element of which is the current voltage potential estimate from the

assumed anchor node, i.e. Ui,1,k
wg = Uk−2

wg1 .

– Ji(2) is defined as:

Ji(2) = [J(vj)(wg)] =
{

Cvjwg if (vj , wg) ∈ Ei(2), where vj ∈ Bi(2) and wj ∈ Ai(2)

0 otherwise
(3.30)
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After Node i solved Equation 3.27, it updated the voltage potential estimate Uk
i1 =

λUi,1,k
i + (1− λ)Uk−1

i1 , and then broadcasts it along with the estimates of its one hop

neighbors to its one hop neighbors.

• The algorithm stops after N iterations or any other defined stopping conditions.

Table 3.2: OSE-COV symbol definition
Symbol Definition

Gi(n) Node i’s n hop measurement graph. Gi(n) = (V i(n), Ei(n), F i(n))

V i(n) All the nodes in Node i’s n hop measurement graph

Ei(n) All the edges in Node i’s n hop measurement graph

F i(n) The mapping which maps each edge to the corresponding measurement
in Node i’s n hop measurement graph

N i(h) Node i’s n hop neighbors

Ai(n) The assumed anchor nodes in Node i’s n hop measurement graph, which
includes all n hop nodes and the real anchor nodes

Bi(n) The assumed non-anchor nodes in Node i’s n hop measurement graph.
Bi(n) = V i(n)−Ai(n)

GA
i(n) The measurement graph consists of the assumed anchor nodes of Node

i’s n hop measurement graph. GA
i(n) = (V Ai(n), EA

i(n), FA
i(n))

GB
i(n) The measurement graph consists of the assumed non-anchor nodes of

Node i’s n hop measurement graph. GB
i(n) = (V Bi(n), EB

i(n), FB
i(n))

Uk
ij The estimate of Node i’s general voltage potential in Node j’s identity

current graph in the kth iteration

Take Figure 3.4 for example. Assume it is in the 5th iteration, and Node 2 needs to

calculate its voltage potential in Node 1’s identity current graph. Node 2 has its 1 hop

neighbors N2(1) = {1, 3, 6}, and two hop neighbors N2(2) = {4, 5, 7}. The assumed anchor

nodes happen to be the same as its two hop neighbors, i.e. A2(2) = N2(2), and its assumed

non-anchor node set is B2(2) = {1, 2, 3, 6}. At this time, Node 2 has the voltage potential

estimates of its assumed non-anchor nodes of Iteration 4, which denote as U4
vj1
, vj ∈ B2(2),

and the voltage potential estimates from its assumed anchor nodes in Iteration 3, which are
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U3
wg1, wg ∈ A2(2). Node 2 builds Equation 3.27 as follows:



1 2 3 6

1 C12 + C15 −C12 0 0

2 −C21 C21 + C23 + C26 −C23 −C26

3 0 −C32 C32 + C34 + C37 0

6 0 −C62 0 C62 + C65 + C67


×



U2,1,5
1

U2,1,5
2

U2,1,5
3

U2,1,5
6



=



I

0

0

0


+



4 5 7

1 0 C15 0

2 0 0 0

3 C34 0 C37

6 0 C65 C67


×


0

U3
51

U3
71



After solving this linear equation, we get the voltage potential U2,1,5
2 for Node 2 in its

two hop measurement graph in Node 1’s identity current graph. If λ = 0.8, we update

U5
21 = 0.8U2,1,5

2 + 0.2U4
21. Then Node 2 broadcasts the latest estimates of itself and its one

hop neighbors, i.e. {U5
21,U

4
11,U

4
31,U

4
61}.

Note that each node can maintain more hops for its sub measurement graph. However,

there is a tradeoff between the hop number each node maintains and the communication

cost. The more hops each node maintains for its sub measurement graph, the faster it

converges, but the more packages it needs to send in each iteration. Based on our simulation,

two hop is a good balance between the convergency speed and the communication cost.

3.3.2 The OSE-COV Algorithm

Section 3.3 presents the distributed algorithm for calculating each node’s voltage potential

in one node’s identity current graph. The final result set of all the nodes only corresponds

to one column of the covariance matrix Σ. To obtain the complete Σ and have a generic

algorithm, OSE-COV needs to solve the following problems.
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• How to calculate each node’s voltage potential in each node’s identity current graph?

• How to address the issue that each node does not know how many nodes are in the

network?

• How to combine the position estimation with the covariance matrix?

3.3.2.1 Calculating Each Node’s Voltage Potential in Each Node’s Identity

Current Graph

Take the same example as in above section. Now we calculate each node’s voltage potential

in not only Node 1’s identity current graph, but also all the other nodes’ identity current

graphs. Rewrite Equation 3.26 as

LU∗1 = I1

where symbol ∗ represents all the indexes, which are from 1 to 8. Then all the other nodes’

identity current graph equations are

LU∗2 = I2

LU∗3 = I3

· · ·

LU∗8 = I8

Stacking them together, we have:

L[U∗1,U∗2, · · · ,U∗8] = [I1, I2, · · · , I8]

⇒ LU = I (3.31)

It means that we need to solve 8 linear systems for Figure 3.4. Similarly, to calculate it in

a distributed way, we need to solve 8 sub linear systems simultaneously for each node’s two
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hop measurement graph. Assume at the kth iteration, the assumed anchor nodes of Node

i’s two hop measurement graph know the existence of all the nodes in the network, and

have some voltage potential estimates about itself in each node’s identity current graph,

denoting as Uk
wg∗, where wg ∈ Ai(2). Equation 3.27 is rewritten as follows

Li(2)[Ui,1,k
Bi(2)

,Ui,2,k
Bi(2)

, · · · ,Ui,8,k
Bi(2)

]

= [Di,1(2),Di,2(2), · · · ,Di,8(2)] + Ji(2)[Ui,1,k
Ai(2)

,Ui,2,k
Ai(2)

, · · · ,Ui,8,k
Ai(2)

]

⇒ Li(2)Ui,∗,k
Bi(2)

= Di,∗(2) + Ji(2)Ui,∗,k
Ai(2)

(3.32)

We observed that the matrices Li(2) and Ji(2) do not change in each node’s identity current

graph, since they represent the connection structures among assumed non-anchor nodes

and among the assumed non-anchor nodes and assumed anchor nodes in Node i’s two hop

measurement graph, respectively. Note that since Node 4 is a true anchor node, all nodes’

voltage potentials in Node 4’s identity current graph are 0. Therefore, we can take out the

elements related to Node 4 in the above equation, which is rewritten as follows:

Li(2)[Ui,1:3,k
Bi(2)

,Ui,5:8,k
Bi(2)

] = [Di,1:3(2),Di,5:8(2)] + Ji(2)[Ui,1:3,k
Ai(2)

,Ui,5:8,k
Ai(2)

]

where the symbol m : n in the superscript represents all the elements with the superscripts

from m to n.

After solving the above equation, Node i updates its voltage potentials in each node’s

identity current graph

Uk
i∗ = λUi,∗,k

i + (1− λ)Uk−1
i∗ (3.33)

3.3.2.2 Obtaining the Knowledge of All Nodes

Using the above algorithm, each node updates its corresponding row in the covariance matrix

Σ. The assumption for the above algorithm is that each node knows the existence of all the
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other nodes in the network and can obtain the rows from its two hop measurement graph

assumed anchor nodes. It is possible that each node obtains the knowledge via a discovery

flooding. However, for a dynamic case, where nodes may join or leave the network frequently,

this costs a lot. Instead, we prefer an ad-hoc method where nodes can discovery and obtain

this knowledge only through the one hop broadcasting in each iteration.

To achieve this, each node needs to store its one-hop and two-hop neighbors’s known

node lists Mk
j ’s and their voltage potential estimates Uk

jMj
’s in their known nodes’ identity

current graphs. Take Node 2 in Figure 3.4 for example. In Iteration k, Node 2 may get

its’ one-hop and two-hop nodes’ the known node lists and voltage potential estimates via

its one-hop neighbor’s broadcasting: Mk−1
1 = (1, 2, 5, 6), Mk−1

3 = (2, 3, 4, 6, 7, 8), Mk−1
6 =

(1, 2, 3, 5, 6, 7, 8), Mk−2
4 = (3, 4, 8), Mk−2

5 = (1, 5, 6), Mk−2
7 = (3, 6, 7, 8), and Uk−1

1M1
, Uk−1

3M3
,

Uk−1
6M6

, Uk−2
4M4

, Uk−2
5M5

, Uk−2
7M7

. This means that Node 2 now knows the union of all these

known node lists in this iteration, i.e. Mk
2 = (1, 2, 3, 4, 5, 6, 7, 8). Hence, it needs to solve

its voltage potential in all these nodes’ identity current graph.

In Equation 3.32, each block row of Ui,∗,k
Ai(2)

represents an assumed anchor node’s voltage

potential in all nodes’ identity current graphs. However, in Iteration k, Node i and the

assumed anchor nodes of Node i’s two hop measurement graph may not know the existence

of all the nodes. Therefore, Node i can only calculate the voltage potentials in its known

nodes’ identity current graphs. Additionally, the assumed anchor nodes of Node i’s two hop

measurement graph know different sets of nodes, and thus Ui,∗,k
Ai(2)

needs to be aligned. We

use 0 to fill the holes of the missed voltage potentials. Rewrite the Ui,∗,k
Ai(2)

as:

Ui,∗,k
Ai(2)

= [Ui,j,k
wgj

]

 Ui,j,t
wgj

if j ∈M t
wg

0 otherwise
(3.34)

where wg ∈ Ai(2), and t = k − 1 if wg ∈ N i(1) or t = k − 2 if wg ∈ N i(2). Continue the
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above example, in Iteration k, Node 2 has

U2,∗,k
A2(2)

=



1 2 3 4 5 6 7 8

4 0 0 U2,3,k−2
43 U2,4,k−2

44 0 0 0 U2,8,k−2
48

5 U2,1,k−2
51 0 0 0 U2,5,k−2

55 U2,6,k−2
56 0 0

7 0 0 U2,3,k−2
73 0 0 U2,6,k−2

76 U2,7,k−2
77 U2,8,k−2

78


In summary, in each iteration, each node obtains its one-hop and two-hop neighbors’ known

node lists and their voltage potential estimates in the corresponding known nodes’ identity

current graphs, builds Ui,∗,k
Ai(2)

using Equation 3.34, updates its own voltage potential esti-

mates in the latest known nodes’ identity current graphs using Equations 3.32 and 3.33,

and then broadcasts its and its one neighbors’ latest known node lists and voltage potential

estimates.

3.3.2.3 The OSE-COV Algorithm Summary and Analysis

The above algorithm only describes the covariance estimation, but it is not difficult to

combine with the position estimation. Since the calculation scheme of OSE-COV is almost

the same as OSE, we only need to append one position estimate in each node’s broadcasting

iteration. The whole OSE-COV algorithm is summarized as follows:

• In the beginning, each node (using Node i for example) initializes its known node list

M0
i = (i), its estimated voltage potentials in each known node list as U0

iMi
= 0 (for

non anchor nodes, they can use arbitrary values, but for anchor nodes, they must

be 0), and its estimated position x0
i as a random valued vector. By broadcasting

twice, each node obtains its two-hop measurement graph Gi(2), its one-hop neighbors’

position estimates xj , known node lists M1
j and their voltage potential estimates in

their known nodes identity current graphs U1
jMj

, where j ∈ N i(1), and its two-hop

neighbors’ position estimates xg, known node lists M0
g and the corresponding U0

gMg
,

where g ∈ N i(2).
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• In the kth iteration, Node i receives the latest position estimates, known node lists

and the voltage potential estimates in the known nodes’s identity current graphs of

both its one-hop and two-hop neighbors from its one-hop neighbors. For the position

estimates, it uses OSE [80] to update its latest position estimate xki . For the covariance

estimate, it first updates its known node list as

Mk
i = Mk−1

i ∪
⋃

j∈N i(1)

Mk−1
j ∪

⋃
g∈N i(2)

Mk−2
g (3.35)

Then it builds Equation 3.32, where Li(2), Di,1(2), Ji(2) and Ui,1,k
Ai(2)

are defined in

3.28, 3.29, 3.30 and 3.34, respectively. By solving the equation, Node i obtains Ui,∗,k
Bi(2)

.

Then it updates its voltage potential estimates in its known nodes’ identity current

graphs using Equation 3.33.

• After updating, Node i broadcasts itself’s and its one-hop neighbors’ latest position

estimates, known node lists and the voltage potential estimates in known nodes’ iden-

tity current graphs to its one-hop neighbors.

• The algorithm stops after N iterations or any other defined stopping conditions.

The convergency property of OSE-COV can be proved by using the AWAS framework

[234]. Moreover, another important feature of OSE-COV is that the whole process does not

need to be synchronized, and it can endure unreliable communication links. Assume the

whole network has N nodes, and for Node i, it has |N i(1)| number of one-hop neighbors.

A real number is represented in 32 bits, and a node Id is represented by a 32 bit integer. In

each iteration, the computational complexity is O((|N i(1)|+|N i(2)|)3). The communication

complexity is OMi + OMNi(1)
+ OΣi∗ + OΣNi(1)∗

+ Oxi + OxNi(1)
= 4N + 4N |N i(1)| + 4 ×

4N + 4 × 4N |N i(1)| + 2 × 4 + 2 × 4|N i(1)| = O(N |N i(1)|), where OMi , OMNi(1)
, OΣi∗ ,

OΣNi(1)∗
, Oxi , and OxNi(1)

denote the costs for broadcasting the known node list of Node

i, the known node lists of Node i’s one-hop neighbors, the voltage potential estimates in

the known nodes’ identity current graphs of Node i, the voltage potential estimates in the
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Figure 3.5: Inova and OSE-COV simulation configuration

known nodes’ identity current graphs of Node i’s one-hope neighbors, the position estimate

of Node i, and the position estimates of Node i’s one-hope neighbors, respectively.

3.4 Evaluation

In this section, we evaluate the localization accuracy, the time complexity of INOVA, and

the convergence speed of the distributed algorithm–OSE-COV. All the evaluations are based

on Matlab simulations on a PC with dual Intel(R) Core(TM)2 CPU 6600 @2.40GHz, 2G

memory and the Windows XP SP3 operating system.

The baseline configuration is shown in Figure 3.5. 200 nodes are distributed in an

area of 20m by 40m (each grid is a 2m ×2m square). Each grid has one node randomly

deployed inside the area (the blue circle in the figure). The measurements are only generated

between the nodes who are in the grids next to each other (the blue lines). A measurement

can be a relative range, a relative angle or a relative position measurement. A relative

range measurement is generated by r̃ij = rij + εrij , where r̃ij is the generated noisy range
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measurement between Nodes i and j, rij is the real distance, and εrij is the noise random

variable, which follows εrij v N (0, σ2
r ). To mimic the heterogeneous measurement conditions,

we set σ2
r a random number, which follows the uniform distribution in the range [0.01, 0.4×

rij ]. A relative angle measurement is generated by θ̃ij = θij + εθij , where θ̃ij is the generated

noisy angle measurement between Nodes i and j, θij is the real angle, and εθij is the noise

random variable, which follows εθij v N (0, σ2
θ). Similarly, σ2

θ is a uniform random variable

in the range [(1◦×π/180◦)2, (10◦×π/180◦)2]. A relative position measurement is generated

by combining both the range measurement and the angle measurement, which is z̃ij =

[r̃ij cos θ̃ij , r̃ij sin θ̃ij ]
T , and thus its covariance matrix is

Pij =

 y2σ2
θij

+ σ2
r cos2 θij −xyσ2

θij
+ σ2

r sin(2θij)/2

−xyσ2
θij

+ σ2
r sin(2θij)/2 x2σ2

θij
+ σ2

r sin2 θij

 (3.36)

where x = rij cos θij and y = rij sin θij .

In order to be localizable, the measurements vertically connecting grids are relative

position measurements. The horizontal measurements are relative position measurements,

relative range measurements or relative angle measurements depending on the interests of

the experiments. The bottom row of nodes are anchor nodes (the nodes in the rectangle

0 ≤ x ≤ 40, 0 ≤ y ≤ 20).

3.4.1 Inova Localization Accuracy

Figure 3.6 compares the localization accuracy between Inova and the averaged method.

The averaged method is defined as the localization method which does not take advantage

of the measurement uncertainty. In this simulation, we use the same measurement set

for both methods, but constantly use the maximum measurement covariances of the range

measurements and the angle measurements for the average-based method, i.e. σ̃2
r = 0.4× 2

(the grid side length) and σ̃2
θ = (10◦×π/180◦)2. We use the default configuration described

in the above section, and run 50 times for each category of measurements (relative position,
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(a) Inova errors (relative position
measurements)

(b) The average-based method er-
rors (relative position measure-
ments)

(c) The error cumulative density
function comparisons (relative po-
sition measurements)

(d) Inova errors (relative range
measurements)

(e) The average-based method er-
rors (relative range measurements)

(f) The error cumulative densi-
ty function comparisons (relative
range measurements)

(g) Inova errors (relative angle
measurements)

(h) The average-based method er-
rors (relative angle measurements)

(i) The error cumulative density
function comparisons (relative an-
gle measurements)

Figure 3.6: The localization accuracy comparison between Inova and the average-based method.

relative range, and relative angle measurements).

Figures 3.6(a), 3.6(b) and 3.6(c) are based on the relative position measurements; Fig-

ures 3.6(d), 3.6(e) and 3.6(f) are based on the (horizontal) relative range measurements; and

Figures 3.6(g), 3.6(h) and 3.6(i) are based on the (horizontal) relative angle measurements.

The first two plots of each category are the histograms of the localization errors of Inova



105

Figure 3.7: The error standard deviation comparison between Inova and the average-based method
for 50 runs

and the average-based method, respectively, and the third plot is the cumulative density

function (CDF) comparison of the norm errors of these two methods. The errors in the

first two plots are defined as xi − x̂i, where xi is the real position of Node i, and x̂i is the

estimated position. The norm errors in the third CDF plot is defined as |xi − x̂i|.

From the figures, we see that the mean errors of the first two figures of each category

are very close to 0, and the average-based method is even better than Inova. This is

because both of them are unbiased estimators. However, the width of the histogram of the

average-based method is bigger than that of Inova, which means Inova is more reliable than

the average-based method. To eliminate the compensation of the positive and negative

errors, we use the norm error in the third column of figures (Figures 3.6(c), 3.6(f) and

3.6(i)). We plot their CDFs and norm error means. We see that Inova outperforms the

average-based method. For the relative position measurements based simulation, Inova

improves the accuracy by 27.01% over the average-based method; for the relative range

measurements based simulation, Inova improves the accuracy by 23.57%; and for the relative

angle measurements, Inova improves by 59.37%.

Another important metric for localization method is the standard deviation of the errors.

It represents the reliability of the method. Figure 3.7 shows the error standard deviation

comparison between Inova and the average-based method for 3 different types of measure-
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ments. We see that Inova improves the standard deviations by 25.99%, 21.58% and 56.25%

for the position, range and angle based simulations, respectively.

3.4.2 Linearization Analysis

When using the nonlinear measurements such as relative range and relative angle measure-

ments, Inova needs to linearize them. In this process, the linearization errors are introduced.

As described in Section 3.2.3.1, the measurement model is z = h(x) + ω, and its linearized

form is z̃ = h(x̂) + H(x− x̂) + ω. Therefore, the linearization error is

el = z− z̃ = h(x)− h(x̂)−H(x− x̂) (3.37)

We have

lim
x̂→x

el = 0 (3.38)

This means the more x̂ is close to x, the less the linearization error is.

Another important property of Inova is that it can delay the location estimation. As

analyzed in Section 3.2.3.1, each update for matrices L and b only needs O(1) computa-

tional complexity, while the estimation needs O(n3) (n is the number of the nodes in the

network). Therefore, delaying the estimation for every k measurements reduces the total

computational complexity by k times comparing with estimating for every measurement.

However, the side effects of delayed estimation are not only to cause the estimation lag, but

also to have more errors if the measurements are in nonlinear form.

Usually, the more measurements we have, the better the localization accuracy we can

achieve. According to Equation 3.38, we should update the nodes’ location estimates with

the latest measurements as soon as possible (without delaying estimation) in order to bring

the estimates closer to the real locations, and thus reduce the linearization error for the

following nonlinear measurements. Therefore, it is a trade-off between the number of the
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(a) Relative range measurements (b) Relative angle measurements

Figure 3.8: The localization accuracy for different delaying steps

delaying steps and the linearization errors.

Figure 3.8 shows how the number of delaying steps impacts the localization errors. Each

point in each of the two figures is an average of 10 runs. The number of delaying steps are

from 1 (no delay) to 190 (only estimating at the last measurement). The left figure is based

on relative range measurements, and the right one is based on relative angle measurements.

Both figures show that as the number of delaying steps increases, the localization error also

increases. This tells us that depending on different applications, we should choose different

number of delaying steps. For resource constrained devices, we may choose a large number,

while for accuracy critical application, we may need to reduce the delaying steps.

Another important issue needs to point out is that we should be very careful of using

the relative angle measurements in practice. To get the relative angle between two nodes,

we usually uses atan2 function, whose range is (−π, π]. However, if the relative angle is

close to π, a little error may cause the actual result to be −π + ε, which will introduce a

very large linearization error.

Initially, for the relative angle measurements configuration, we set all the horizontal

measurements as relative angle measurements and the direction is from left to right, e.g.

Node [1, 1.1]T points to Node [3, 1]T , and we have the angle atan2(1.1 − 1, 1 − 3) which

is close to π. This makes all the relative angle measurements close to π (or −π). The
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(a) Relative angle measurements close to π (b) Relative angle measurements not close to π

Figure 3.9: Linearization errors for each measurement

mean error for the 50 runs of Inova is 15.2516 m comparing with 0.7309 m if we set the

measurement direction opposite.

Figure 3.9 shows the linearization errors for each measurement in the relative angle

measurements based simulation. The left figure is for relative angle measurements close to

π, while the right one is for the angles not close to π. We see that when the relative angle is

close to π, the linearization error is huge, which results in the divergence of the estimation.

Therefore, in practice, if we obtain some relative angle measurements which are close to π,

we should change its direction, i.e. change the measurement zij = atan2(yi− yj , xi−xj) to

zji = atan2(yj − yi, xj − xi).

3.4.3 The efficiency of Inova

Although BLUE [69, 80] does not deal with nonlinear measurements, when localizing with

only relative position measurements, it has the same accuracy with Inova. However, as

stated at the beginning of this chapter, Inova is highly efficient for dynamic networks where

nodes are likely to join or leave, or measurements keep being generated at run time.

To evaluate the efficiency of Inova, we use the following configuration. 500 nodes are

deployed in a 100 m by 100 m area with one anchor node at the center. 2000 relative

position measurements are generated to fully connect them. To evaluate the case where the
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(a) The localization time when measurements keep
being generated

(b) The localization time when nodes keep joining
the network

Figure 3.10: Localization efficiency of Inova and BLUE

number of the nodes does not change, but the measurements keep being generated, each

time 200 relative position measurements are added till there are 4200 measurements totally

(including the first 2000 measurements). The localization times of Inova and BLUE are

compared at each step. To evaluate the case where nodes dynamically join the network,

starting from the same configuration, 50 nodes are randomly added at each step, and the

localization times are compared between Inova and BLUE.

Figure 3.10(a) shows the execution time for INOVA and BLUE as new measurements

are incrementally generated. The result shows that initially, to localize a network with

500 nodes and 2000 measurements, BLUE takes 13.5 seconds, while INOVA only needs 8.8

seconds. After that, 200 measurements are incrementally generated in each iteration. The

execution time for BLUE increases very quickly, while INOVA almost keeps a constant time.

When there are 4000 measurements in the network, the computational time of INOVA is

only 0.5 second, which is 70 times as fast as BLUE. Similarly, in Figure 3.10(b), which fixes

the measurement number at 2000, but incrementally adds 50 nodes each time, the execution

time of BLUE shows a large rate of rise, while INOVA only increases slightly. When there

are 1100 nodes in the network, the computational time of INOVA is 5 seconds, which is 12

times as fast as BLUE.
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(a) Inova estimation (b) OSE-COV estimation (200 iterations)

Figure 3.11: Localization comparison between Inova and OSE-COV

This experiment shows that in a large network where measurements are continuously

generated or nodes dynamically join or leave the network, INOVA can provide real-time

estimates, while BLUE fails. Based on this result, we can even apply INOVA to a mobile

network. When a node moves, this node is considered to leave the network, and a new node

joins the new position with new measurements. Since INOVA has very low execution time,

it can respond to these mobile behaviors very quickly.

3.4.4 The localization accuracy and convergence speed of OSE-COV

For the distributed localization algorithm OSE-COV, we are interested in the localization

accuracy and convergence speed. Theoretically, OSE-COV tends asymptotically towards

the estimates of Inova if k →∞, where k is the number of the iterations. Note that we are

interested in not only the position estimates, but also the covariance matrix.

To evaluate this, we use the same configuration as described in Section 3.4, but with

100 nodes in the area of 10 m × 10 m. Figure 3.11 shows the localization estimation results

of Inova and OSE-COV. The blue circles are the real node positions, and the red crosses

are the estimated positions. The blue lines are the relative position measurements, and the

green ones are the relative range measurements. The total number of iterations is 200. We

see that the estimates are very close between Inova and OSE-COV.
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(a) The position estimation error of OSE-COV (a-
gainst Inova)

(b) The covariance matrix estimation error of
OSE-COV (against Inova)

Figure 3.12: OSE-COV convergency performance

Figure 3.12 shows the convergence performance of OSE-COV. Figure 3.12(a) shows the

node position estimation convergence performance, and Figure 3.12(b) shows the covariance

matrix estimation convergence performance. The position estimation error is defined as the

mean square root error of the Euclidean distance between the estimates of Inova and OSE-

COV, which is ep =

√∑
n ‖x̂Inovai −x̂OSE−COVi ‖2

n , where n is the node number, x̂Inovai is Inova’s

position estimates for Node i, and x̂OSE−COVi is OSE-COV’s position estimates for Node i.

The error for the covariance matrix is defined as ec =

√∑i
n

∑j
n c

Inova
ij −cOSE−COVij

n2 , where cInovaij

is the element of Row i and Column j of the covariance matrix of Inova, and cOSE−COVij is

the corresponding element of the covariance matrix estimated by OSE-COV.

The blue curves in both figures are obtained by OSE-COV without any heuristic initial-

ization, where the initial position for each node is [0, 0]T with some jitter, and the initial

covariance matrix for each node’s position estimation is
[

100 0
0 100

]
. We see that as iteration

number increases, the errors for both the position and covariance matrix converge.

To make the convergence speed faster, a better initial estimates can be fed into each

node. By flooding a message from each anchor node and recording the route information,

each node can obtain at least one strong path (only consisting of relative position measure-

ments) to one anchor node. By using the measurements along this strong path, each node
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obtains a much better initial position estimate and the corresponding covariance matrix.

The red curves in Figures 3.12(a) and 3.12(b) are the estimation results of OSE-COV with

the better initialization. We see that after 3 iterations, the position estimation with the

heuristic initialization outperforms the one without it after 200 iterations. Similarly, it only

takes 45 iterations to beat the one without the heuristic initialization for the covariance

matrix estimation.

3.5 Discussion

In this chapter, we solve the localization problem for stationary sensor networks with differ-

ent types of relative measurements, which include GPS, relative position, relative range and

relative angle measurements. We first model the localization problem with a measurement

graph, then analogize the measurement graph to a generic electrical network, and borrow

the electrical network theory (node voltage analysis) to solve it.

The nodes and measurements in a measurement graph are mapped to electrical nodes

and connections in an electrical network. A covariance matrix (or a variance) of a measure-

ment is analogous to a resistance, or its relation information matrix (for nonlinear case) is

analogous to a conduction. Node i’s position estimation covariance matrix is corresponding

to its voltage potential in this electrical network when an identity current is imposed onto

Node i, which is called Node i’s identity current graph. The block off diagonal element Uij

of the covariance matrix corresponds to the voltage potential of Node i in Node j’s identity

current graph.

In Section 3.2, we propose a centralized localization algorithm called Inova, which uses

the node voltage analysis technique to solve the localization problem in an incremental way.

Inova also solves the nonlinear measurement case issue.

Section 3.3 uses the same node voltage analysis technique and AFWAS framework [234]

to estimate the covariance matrix in a decentralized way. Along with the OSE algorithm

[80], the OSE-COV algorithm is proposed, which is able to simultaneously estimate node
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positions and the covariance matrix in a same framework.

Section 3.4 evaluates the performance of Inova and OSE-COV. The metrics include the

localization accuracy, linearization errors, localization efficiency and convergency speed. For

the localization accuracy, we compare the Inova algorithm and the average-based method.

Inova improves the accuracy from 23.57% to 59.37% in a 200 node network. For the lin-

earization analysis, we found that the relative angle measurement may cause large errors

when the angle is close to π. The solution of this is to reverse the direction of the measure-

ment so that the angle turns to be close to 0. For the efficiency evaluation, we compare Inova

with BLUE. When a network keeps generating measurements (when there are 4000 meausre-

ments), Inova performs 70 times as fast as BLUE for making use of all these measurements.

When a large number of nodes keep joining the network (when there are 1100 nodes in the

network), Inova is 12 times as fast as BLUE. For the convergence of OSE-COV, we found

that as the number of iterations increases, the position and covariance matrix estimation

tend asymptotically towards the results of Inova. Additionally, a heuristic initialization

dramatically improves the convergence speed of OSE-COV.



Chapter 4

Quantitative Uncertainty Analysis

and Usage

As stated in Chapter 3, one important feature of a localization system is that it should model

system uncertainty properly, which includes the measurement uncertainty and estimation

uncertainty. We already show that modeling the measurement uncertainty produces more

accurate estimation. In this chapter, the estimation uncertainty is discussed. We first prove

that using INOVA or OSE-COV the position estimate follows the multi-variate normal

distribution. Then, we show how to use estimation uncertainty to select anchor nodes for

a static sensor network. Actually, besides the anchor selection, the localization uncertainty

has many other usages, such as working as a criteria for evaluating a localization system,

rejecting estimation outliers, and providing the probability of finding a node within a certain

region.

4.1 Normality Proof

In Section 3.2.2, we already deduced the first two moments of each node’s position (position

estimation and the covariance matrix) for the INOVA algorithm. In this section, we further

prove that by using INOVA, each node’s position estimate follows a multivariate normal

114
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distribution.

In INOVA, a node’s position estimate is essentially a linear combination of all measure-

ments in the network. Intuitively, based on the large number theorem from probability

theory, the estimate is very likely to follow a multivariate normal distribution. One version

of the central limit theorem, named Lindeberg’s condition [235], says that for a sequence

of independent random variables Xk, k = 1, 2, · · · , n, with E(Xk) = µk and V ar(Xk) = σ2
k,

denoting s2
n =

n∑
k=1

σ2
k, if max

k=1,2,··· ,n

σ2
k

s2
n

→ 0, as n → ∞, i.e. none of σ2
k dominates s2

n, then

Zn =
∑n

k=1(Xk−µk)/sn converges to a standard normal distribution N (0, 1) when n→∞.

In INOVA, each node’s position estimate is x̂u =
∑m

k=1W
u
k ζk, where W u

k is the weight

matrix of the measurement ζk Node u (or the generalized current of edge ek in Gu). Its

corresponding covariance matrix is Σuu =
∑m

k=1W
u
k Pk(W

u
k )T . Let yuk = W u

k ζk. We have

Σuu =
∑m

k=1COV (yuk ). Define

Zu = Σ
− 1

2
uu

m∑
k=1

(yuk − E(yuk )) (4.1)

If Pk is a diagonal matrix and ∀k = 1, 2, · · · ,m,COV (yuk ) does not dominate Σuu, then

Zu tends to be a standard multivariate normal random vector, i.e. Zu v Nd(0, I), since

each element zui , i = 1, 2, · · · , d of Zu tends to be a standard normal random variable under

Lindeberg’s condition. In INOVA, the latter condition (COV (yuk ) does not dominate) is

satisfied, because in practice a large number of measurements are generated by a limited

number of devices, and none of a single measurement’s uncertainty should dominate. If there

is some very inaccurate measurement, we can use some simple outlier detection algorithm

to filter it out. For the first condition, based on our simulation, even if Pk is not a diagonal

matrix, Zu still tends to be Nd(0, I). Consequently, we derive that

Zu = Σ
− 1

2
uu (

m∑
k=1

(yuk )−
m∑
k=1

E(yuk )) = Σ
− 1

2
uu (x̂u − xu)

=⇒ x̂u v Nd(xu,Σuu) (4.2)
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Figure 4.1: Anchor Node Selection

This means each node’s estimate from INOVA follows the multivariate normal distribution

which is centered at the real position with the covariance matrix Σuu. This conclusion is

also valid for INOVA with nonlinear measurements and the OSE-COV algorithm.

Furthermore, we infer (see [235]) that

(x̂u − xu)TΣ−1
uu (x̂u − xu) v χ2

d(with d degree of freedom) (4.3)

Therefore, the solid ellipsoid {xu : (x̂u − xu)TΣ−1
uu (x̂u − xu) ≤ χ2

d(α)} is the 100(1 − α)%

confidence region of xu, where χ2
d(α) denotes the upper (100α)th percentile of the χ2

d distri-

bution. For instance, after estimating node positions based on INOVA, Node u’s estimate is

x̂u = [1, 2]T and the covariance matrix is Σuu =

 1.6 0.25

0.25 1.2

. Then its 90% confidence re-

gion for xu is the solid ellipsoid {xu :


 1

2

− xu

T  1.6 0.25

0.25 1.2


−1

 1

2

− xu
 ≤

9.21}, since χ2
2(0.01) = 9.21.

4.2 Anchor Selection Application

Anchor nodes are defined as the nodes which have accurate position information under a

global coordinate frame. Any relative measurement based localization scheme must rely

on one or more anchor nodes. Not only the number of anchors, but also which nodes are

selected to be anchors impact the localization accuracy of the whole network. Considering
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a scenario, where hundreds of nodes are set out and we need to localize them with a small

number of anchors, the question is which nodes of them should be selected as anchors (we

can use GPS or manual measurements to set these anchors with known positions)?

Taking Figure 4.1 for example, if Nodes 1 and 2 are already anchor nodes, obviously

setting Node 4 as an anchor node is better than setting Node 9, since the node further

away from the anchor nodes usually has large uncertainty, and thus more uncertainty is

eliminated by setting Node 4 as an anchor. Additionally, selecting Node 3 is better than

selecting Node 4, since it highly correlates to a large number of other nodes. Although the

uncertainty of Node 3 is not as much as Node 4, the total uncertainty eliminated by setting

Node 3 as an anchor is more (since the uncertainty of Nodes 5, 6, 7 and 8 is also reduced).

Although this example provides some intuitive sense on how to select a good anchor, in

large networks, anchor selection becomes much more complicated.

Without giving any quantitative uncertainty, the most straightforward strategy is to

choose the node which has the max-min distance from all the anchor nodes, i.e. the node

which has the maximum distance of the set of nodes’ minimum distances to all the anchors

is selected to be an anchor. This strategy assumes that the measurement uncertainty

monotonically increases as the measured distance increases (e.g. the ToA method in [236]).

For example, in Figure 4.1, assume the measured distances of node pairs are Z = {ζ13 =

4.1, ζ23 = 4, ζ14 = 5.1, ζ24 = 5, ζ19 = 1, ζ35 = 1, ζ36 = 1, ζ37 = 1, ζ38 = 1}. Then the set of

nodes’ minimum distances to all anchors is Dmin = {D1 = 0, D2 = 0, D3 = 4, D4 = 5, D5 =

D6 = D7 = D8 = D9 = 1}. Hence Node 4 should be selected.

When the quantitative uncertainty—the covariance matrix of all estimates—is given,

the metric for selecting the best anchor node becomes selecting the node as an anchor so

that the resultant trace of the covariance matrix is the smallest, that is

K = arg min
i=1,2,··· ,n

trace(ΣNew
i ) (4.4)

Where ΣNew
i denotes the new covariance matrix after selecting Node i as an anchor node.
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The trace of the covariance matrix represents the sum of mean square errors of all the

node estimates. Hence the above metric satisfies the minimum mean square error(MMSE)

requirement. To reduce trace(Σ) as much as possible, one naive method is to select the

node which has the maximum variation, i.e. selecting Node k = arg max
i=1,2,··· ,n

trace(Σii). By

using this method, the trace(Σ) is reduced by at least as much as trace(Σkk). Although

this method is very simple, it does not take the correlation between nodes into account.

Actually, some node which is highly correlated to many other nodes should have the priority

to be the anchor node, as Node 3 in Figure 4.1. In following, we give the optimal anchor

selection strategy which satisfies Equation 4.4 and its proof. To select multiple anchors, we

can just repeat this strategy.

Theorem 1. If only one node can be set as an anchor, trace(ΣNew) is minimized only

when Node K = arg max
i=1,2,··· ,n

[
trace

(
nb∑
i=1

(ΣikΣ
−1
kk Σki)

)]
is selected.

Proof. To set Node k as an anchor is equivalent to get a new measurement between

Node k and the global origin, and the measurement error covariance matrix Pk = 0. Assume

Σ(t) and Σ(t+1) are the covariance matrices before and after selecting Node k as an anchor

node, respectively. Then, Σ(t+ 1) = L−1(t+ 1) = (Ab(t+ 1)P−1(t+ 1)ATb (t+ 1))−1, where

Ab(t+ 1) =

[
Ab(t) Hk

]
, Hk = [01,02, · · · , Ik, · · · ,0nb ]T and P(t+ 1) =

 P(t) 0

0 Pk

.

Note Pk should be equal to 0, however, we first assume Pk → 0, but Pk 6= 0, and P−1
k exist.

Then

L(t+ 1) =

[
Ab(t) Hk

] P(t) 0

0 Pk


−1  ATb (t)

HT
k


= Ab(t)P−1(t)ATb (t) +HkP

−1
k HT

k = Σ−1(t) +HkP
−1
k HT

k

By using the formula

(A + BD−1C)−1 = A−1 −A−1B(D + CA−1B)−1CA−1(Woodbury matrix identity)
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we obtain

Σ(t+ 1) = L−1(t+ 1)

= Σ(t)−Σ(t)Hk(Pk +HT
k Σ(t)Hk)

−1HT
k Σ(t)

Pk=0
= Σ(t)−Σ(t)Hk(H

T
k Σ(t)Hk)

−1HT
k Σ(t)

= Σ(t)−∆k

Therefore, trace(Σ(t + 1)) = trace(Σ(t)) − trace(∆k). To minimize trace(Σ(t + 1)) is

equivalent to maximize

trace(∆k) = trace

(
nb∑
i=1

(ΣikΣ
−1
kk Σki)

)
. Q.E.D.

To calculate trace(Σ(t + 1)) for all k’s, the time complexity is O(d3n2), and to select

the maximum trace(Σ(t+ 1)), it takes O(n) time. Therefore, the total time complexity is

O(d3n2). One benefit of this method is that it is compatible with the OSE-COV algorithm.

Since each node maintains one row of the covariance matrix, i.e. Σki, i = 1, 2, · · · , n, and

Σki = Σik. Hence, nodes can calculate trace(∆k) locally, and then the whole network

selects the node with maximum trace(∆k) as the anchor node.

4.3 Evaluation

Based on the analysis in Section 4.1, each node’s estimate x̂u is a multivariate normal

random variable, and (x̂u − xu)TΣ−1
uu (x̂u − xu) v χ2

d(with d d.f.). To test the correctness,

we first examine the normality of the estimates. Figure 4.2(a) shows the chi-square plot

for all node’s estimates in the network as shown in Figure 3.5. The chi-square plot shows

the relationship between the statistic distance (x̂u − xu)TΣ−1
uu (x̂u − xu) and the quantiles

of chi-square distribution. The closer the result is to the line y = x, the more likely the

sample xi’s are from a multivariate normal distribution. The plot in Figure 4.2(a) is very

closed to y = x, and thus the inference of the normality is considered valid.

To show the correctness of our second inference (about the confidence region), we use
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(a) Chi-square Plot for All Node’s Estimates (b) Confidence Region Accuracy

Figure 4.2: Normality Evaluation

three confidence levels–90%, 95% and 99%, and the corresponding chi-square quantiles are

χ2
2(0.1) = 4.61, χ2

2(0.05) = 5.99, χ2
2(0.01) = 9.21. Based on the theorem in Section 4.1,

90% of node’s real positions should fall in the ellipse (x̂u − xu)TΣ−1
uu (x̂u − xu) ≤ 4.61,

95% of nodes’ real positions should be within the ellipse (x̂u − xu)TΣ−1
uu (x̂u − xu) ≤ 5.99,

and 99% of them should be in (x̂u − xu)TΣ−1
uu (x̂u − xu) ≤ 9.21. Figure 4.2(b) shows the

statistical results for 5 different networks, which all have 500 nodes, but with 1000, 2000,

3000, 5000 and 10000 measurements, respectively. Except the first network (the ratio of

measurement number to node number is low), all others have the consistent results with

our inference. We also studied other networks of different sizes. It seems when the ratio of

measurement number to node number is bigger than 2, the results are quite consistent and

stable. Therefore, in practice, if the network is dense, we can use the covariance matrix

to infer the confidence region accurately. Note that all the measurements are not from a

multivariate normal distribution (as described with Formula 3.36). Therefore, there is no

requirement on the population where the measurements are from.

For anchor selection, we evaluate the performance of the three strategies described in

Section 4.2—the distance-based strategy (Dist), the variation-based strategy (Var) and the

optimal strategy (Opt). The experiment shows what percentage of total error variation is

reduced as the anchor nodes are set one after another by using one specific strategy. In
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Figure 4.3: Anchor Selection Strategies Comparison

Figure 4.3, the x-axis is the current number of anchors, and the y-axis is the percentage

of the current total error variation to that at the beginning. The results show that Dist

performs worst, while Opt is the best. We also observe that the first few selections reduce

the total error variation a lot, where the reduced error percentage of Opt is four times as

much as Var. But as more and more anchors are selected, the reduction rate decreases.

This is because the nodes with largest uncertainty are selected at the beginning, leaving the

nodes with little uncertainty. Another observation is that as more and more nodes are set

to be anchors, method Var trends to have the similar performance as Opt. This is because

when multiple anchors are selected, the anchors Var selected are very likely to be similar as

Opt, although the selection order may differ.

4.4 Conclusion

In this chapter, we discuss the quantitative position estimation uncertainty and its usage. In

Section 4.1, by using one version of the central limit theorem, named Lindeberg’s condition

[235], we prove that the estimates from INOVA or OSE-COV follow multivariate normal

distribution regardless of the distribution of the underlying measurements. In Section 4.2,

we show how to use the quantitative estimation uncertainty to select anchors optimally.

The basic idea is that to always select the node as an anchor so that the resultant trace of
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the network’s covariance matrix is the smallest.

In the evaluation section, we use a Chi-square Plot to verify the normality of the position

estimation, and also validate the accuracy of using the normality to infer the confidential

region. For anchor node selection, we compare three different strategies–the distance-based

strategy (Dist), the variation-based strategy (Var) and the optimal strategy (Opt). The

Opt strategy outperforms the other two.



Chapter 5

Mobile Sensor Network

Localization

In Chapter 3, an efficient localization algorithm for a stationary sensor network is proposed.

This algorithm models the positioning measurements of a stationary sensor network as a

measurement graph, and then uses an electrical network analogy (INOVA) to efficiently and

optimally solve the localization problem. It supports both linear and non-linear positioning

measurements, and has a decentralized version (OSE-COV). Although this algorithm sup-

ports nodes joining and leaving a network at run time, the form and the model is essentially

for stationary sensor networks only.

In practice, many applications require location information for mobile agents, such as

firefighter/pedestrian indoor localization, vehicle network localization, and underground

mining robot localization. For most outdoor location based applications, GPS is reliable

and accurate enough (except some application requires high frequency position updates).

But for areas that GPS satellites do not cover, there is no generic solution existing currently.

In these non-GPS applicable scenarios, relative measurements between mobile or stationary

agents, are usually used for localization. Such a method in the robotics field is called

collaborative localization (CL).
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Since CL may involve a large number of mobile agents, and is implemented in portable

devices, an ideal CL approach should satisfy the following three requirements: i) fully de-

centralized; ii) efficient and scalable; iii) consistent. For CL, a decentralized solution is

favored because not only can a decentralized solution always be implemented in a central-

ized manner, but also in many scenarios a centralized infrastructure is not proper or even

possible. Therefore, the first requirement indicates that there should be no centralized party

involved, and the full communication connection between agents should not be assumed.

The second requirement means that the algorithm should be efficient in terms of compu-

tational complexity, memory usage and communication cost, and it should be scalable as

the number of participants increase. The third requirement suggests that it should avoid a

well known over-confidence problem, where the calculated uncertainty does not reflect the

real uncertainty (usually is over optimistic). However, due to the lack of global and future

knowledge, the three requirements cannot be simultaneously satisfied. Many existing CL

methods satisfy Requirements i and ii, but not iii [187,188], or Requirements ii and iii, but

not i [78, 184].

In this chapter, we propose a novel CL algorithm, named Elastic Decentralized Collab-

orative Localization (EDCL). EDCL satisfies Requirement i, and enables a trade-off adjust-

ment between Requirements ii and iii, which is useful in practice. The main idea of CL is

to introduce a parameter Q, named marginalization factor, which indicates the number of

historical measurements allowed to be preserved in memory. By using the marginalization

factor Q, we are able to control how much resource (in terms of computation complexity,

memory usage and network bandwidth consumption) EDCL uses, as well as the consistency

we can achieve. An extreme case is that when Q = 1, EDCL only maintains self-state and

has no difference with the weighted average method; and when Q is large enough, EDCL

can achieve the optimal results.

The contributions of this work are the following:

• EDCL is the first CL algorithm which is fully decentralized, and the efficiency and con-
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sistency are controllable and adjustable.

• An efficient implementation of EDCL is achieved through the information relation graph

model which is similar with the measurement graph in 3.1.1 and a chain-based data

structure. By using this model and the data structure, EDCL is able to process out-of-

order measurements, and reduce the communication overhead to a low level.

• EDCL is evaluated through a complicated emulation on 1,256 taxis’ real GPS trajectories

in Beijing. The localization accuracy, the system overhead and the parameter influences

are studied. The results show that the accuracy of EDCL is close to optimal and the

overhead is low.

5.1 System Formalization and Challenges

In this section, the mobile localization problem is formalized, and the benefits and the

challenges of the CL algorithm are then discussed. For simplicity, we only consider the

case where all agents are mobile. In reality, it is possible that the whole system is mixed

of both stationary and mobile agents. Our model is still valid for this case by treating the

displacements of these stationary nodes as 0 over time.

5.1.1 System Formalization

Suppose there are n (maybe unknown in practice) mobile agents in the system, and their

Ids are N = {1, 2, · · · , n}. Their position states at time step k are Xk = {xi,k|i ∈ N},

where xi,k = [xi,k, yi,k]
T in 2D space. The communication range of an agent is rc, and the

inter-agent measurement range is rm. We make the following assumptions:

• The belief of each agent’s initial position is known. Written as bel(xi,0) = (x̂i,0,Pi,i,0),

i = 1, 2, · · · , n, where x̂i,0 and Pi,i,0 are the position estimation and error covariance

matrix at time 0, respectively.
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• Each mobile agent has a DR module, which measures the relative position (both angle

and distance) between two successive time points, represented as

ui,k = f(xi,k−1,xi,k,wi,k) = xi,k − xi,k−1 + wi,k (5.1)

where ui,k is the noisy DR measurement, xi,k−1 and xi,k are Agent i’s positions at time

k and k − 1 respectively, and wi,k is the measurement noise. Additionally, we use Uk to

represent all DR measurements obtained at time k.

• When two agents are in the range of rm, both of them measure the range between them.

The form of a range could be relative distance, relative angle or both. Formally, the

inter-agent measurement is represented as:

vi,j,k = g(xi,k,xj,k, ei,j,k) (5.2)

where vi,j,k is the noisy inter-agent measurement, g is the measurement function, xi,k and

xj,k are the positions of Agent i and j at time k respectively, and ei,j,k is the measurement

noise. Additionally, we use Vk to denote all the inter-agent measurements obtained at

time k.

• Some of the agents may have GPS measurements:

ci,k = gps(xi,k, βi,k) = xi,k + βi,k (5.3)

where ci,k is the noisy GPS measurement and βi,k is the measurement noise. Similarly,

we use Ck to denote all the GPS measurements at time k.

• When two agents are in the range of rc, they communicate with each other. We assume

that rc ≥ rm, which is often the truth in reality.

As agents move and obtain these measurements, from a centralized perspective, the goal of

a localization algorithm is to estimate each agent’s position at each time step: bel(Xk) =
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Figure 5.1: The root mean square errors (RMSE) of DR and CL with different number of agents.

p(Xk|bel(X0),U1:k,V1:k,C1:k), which is often represented by its first two moments bel(Xk) =

(x̂k,Pk), where x̂k = [x̂T1 , x̂
T
2 , · · · , x̂Tn ]T and Pk = Cov(x̂kx̂

T
k ). However, we focus on a more

challenging problem, i.e. estimating each agent’s position in a fully decentralized way.

5.1.2 The Benefits and Challenges of CL

The benefits of CL is obvious. Since agents share information with each other, as more

agents participate in the system, the error growth rate is suppressed. By contrast, if an

agent only uses its own DR module, the error accumulates quickly. Figure 5.1 is a simple

simulation result of the comparison of DR and CL. We see that the mean error of DR is

independent of the agent number. After traveling 2km, the agent has a mean error of 20m.

For CL, as the number of agents increases, the error is more bounded. When the number

of agents reaches 10, the mean error is only 6.4m.

However, to implement CL in a decentralized way is challenging. This is because as

agents collaborate, they correlate with each other. However, since the memory of a device

is limited, an agent has to marginalize away (fuse) some of the historical joint states, which

causes some of the correlations cannot be updated correctly. Therefore, the key challenges

for a decentralized algorithm are: when to fuse the measurements and how to update when

two agents meet?

Figure 5.2 illustrates the marginalization problem. The horizontal axis is agent identity,
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(a) Global view (b) Agent view

(c) Maintain latest states (d) Maintain self-state

Figure 5.2: Measurement graphs from different views at time step 3. Three agents participate in
the system. Each node represents an agent state at some time step. Node Id is represented as {Agent
Id}.{Time stamp}. Node 0 is the global origin. Black arrowed lines represent DR measurements,
orange lines represent inter-agent measurements (usually range measurements), red lines represent
GPS measurements, and black dotted lines represent the fused covariance between nodes. (a) and
(b) are the measurement graphs from global view and local view, respectively. (c) is the graph after
marginalizing all previous states but the latest ones, while (d) only keeps the latest self-state.

and the vertical axis is the time step. Figure 5.2(a) is the global view of the measurement

graph at time step 3 when Agent 1 meets Agent 3. If Agents 1 and 3 preserve all the mea-

surements without marginalizing away any historical states as Figure 5.2(b) shows, they

can rebuild the graph like Figure 5.2(a) by exchanging measurements, and thus have a con-

sistent estimation. However, if agents fuse measurements too quickly, they may encounter

the correlation structure conflict problem. There are two types of conflicts: explicit and

implicit conflicts.

For two beliefs, say bel(x1) = (x̂1,P1,1) and bel(x2) = (x̂2,P2,2), if they are not corre-

lated with each other, then we can combine them consistently as

bel(x1,x1) =

[xT1 ,x
T
2 ]T ,

 P1,1 0

0 P2,2


 (5.4)
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However, if agents marginalize their historical states in an improper way, it may cause ex-

plicit conflicts, which results that an agent cannot update its measurement graph when it

met another agent. In Figure 5.2(c), each agent only keeps the latest states of all agents it

met and marginalizes away all historical states. At time step 3, Agent 1 has the belief of

bel(x1.3,x2.1) and Agent 3 has the belief of bel(x1.1,x2.2,x3.3). They cannot merge consis-

tently, since the state x1.1 is correlated to x1.3, x2.1 is correlated to x2.2, and the correlation

information is missing. Explicit conflicts are detectable, since both Agent 1 and Agent 3

know the states 2.1 and 2.2 are correlated, but the correlation information is missing.

Another case is the implicit conflict where agents seem to be able to merge their measure-

ment graphs, but there are unaware correlations exists, and the result will be inconsistent

if they apply the merging. In Figure 5.2(d), each agent only keeps the state of itself, i.e.

Agent 1 has bel(x1.3) and Agent 3 has bel(x3.3). It seems that they can merge their beliefs

as Equation 5.4 does. However, bel(x1.3) and bel(x3.3) are actually correlated with each

other, and agents are not aware of it. The harm of the implicit conflict is to cause the

over-confidence problem [237], i.e. the resultant uncertainty (represented as the covariance

matrix) is “smaller” than the actual one. An extreme case is that two agents become sta-

tionary and communicate with each other for a long time. They keep updating their states

by averaging their estimates although there is no new information other than the measure-

ments between them. The error covariance matrix P keeps decreasing exponentially, and

finally is close to 0). Implicit conflicts are not detectable, since both Agent 1 and Agent 3

cannot tell they are correlated.

5.2 EDCL Overview and Extended Measurement Graph

EDCL is a fully decentralized collaborative algorithm, which relies on the model information

relation graph. Before presenting the information relation graph model, we first propose

the model–extended measurement graph (EMG) (see Figure 5.3), which is the basics of the

information relation graph. The purpose of EDCL is to reconstruct the local EMG to be as
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Figure 5.3: Extended Measurement graph. Each vertex represents a space-time state. Vertex
0 is the global origin. All solid lines are measurements, where the arrowed solid lines are strong
measurements (GPS or relative position) and the non-arrowed solid lines are weak measurements
(range or relative angle measurements). The dotted lines represent the covariance information,
where the dotted line connecting a state and the origin represents self covariance Cov(xi,k,xi,k)
(the diagonal elements of the covariance matrix), and the dotted line connecting states represents
covariance of these two states Cov(xi,k,xj,l) (the off-diagonal elements of the covariance matrix).
The vertexes connected to the global origin with dotted lines are the base nodes, which represent
the base belief, i.e. bel(xB) = (x̂B , Cov(x̂B , x̂B)). Here xB = [xT

1.1,x
T
2.1,x

T
3.2]T

close to the global EMG as possible through collaboration. When an agent travels alone,

it adds DR and GPS measurements (if it has any) onto its EMG, and updates its position

estimate; when it encounters another agent, the two agents measure their relative position,

share their positioning information, and update their EMGs and estimates accordingly;

when the EMG grows too large, the agent fuses away the historical states.

In EDCL, a state is defined as a position of an agent at a certain time step, denoted

as xi,k = [xi,k, yi,k] (Agent i’s state at Time k in 2D space). A measurement at time k is

written in a uniform way as zk = hk(xi,k,xj,l)+εk, which could represent a DR measurement

(i = j, l = k−1), an inter-agent measurement (k = l), or a GPS measurement (xj,l = 0). All

these states and measurements form an extended measurement graph, which is an extension

of the measurement graph defined in Section 3.1.1. The formal definition of an extended

measurement graph is as follows:

Definition 1 (Extended Measurement Graph). An extended measurement graph is a di-

rected graph G = (V,E, F,B), where V is the vertex set representing all interested states,

E is the edge set including all state pairs who have measurements, F : E → Z is an edge
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function which maps each edge to its corresponding measurement zk ∈ Z, and B is the base

belief about the subset of states of V , written as bel(XB) = (x̂B, Cov(x̂B, x̂B)).

In EDCL, the nodes (states) involved in B are called Base Nodes (or Base), and are

always the oldest states of all different agents in an EMG. Each state’s identity is defined

by {Agent Id}.{Time stamp} for simplicity. Figure 5.3 is a drawing of an extended mea-

surement graph. Based on the belief of the base nodes bel(XB) and the measurements in

an EMG, we can estimate all the states by using the INOVA algorithm in Section 3.2.3.1.

Although the procedure of EDCL seems straightforward, there are several practical

issues that need to be solved: i) What kind of information should be stored in each agent’s

local memory and what is the data structure? ii) In detail, how do two agents exchange

information and update when they meet? iii) When to fuse away historical states? iv) How

to resolve the structural conflict when two agents merge their EMGs? All these issues are

addressed in the following sections in detail.

5.3 Information Relation Graph and Its Operations

The extended measurement graph model is easy to visualize, supports non-linear mea-

surements, and has low complexity on updates. However, the disadvantages of EMG are:

i) For a non-linear measurement update, it requires the estimation of the involved nodes

(see Equations 3.21 and 3.22). However, the computational complexity of the estimation

is nontrivial (O(n3), where n is the number of the states). ii) If using EMG, when two

agents meet, they need to exchange not only the measurements, but also the estimation

and covariance matrix, which causes a plenty of communication costs.

To overcome these drawbacks, the information relation graph model is proposed. The

idea is to encode the estimation information into the measurements so that two agents do

not need to redo the estimation for update when they meet, and the cost of exchanging

information is much lower than using EMG. In the following, the update, augmentation and

marginalization operations of an EMG are first reviewed, and then the information relation
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graph model which applies this idea is formally defined.

5.3.1 Update, Augmentation and Marginalization

The INOVA algorithm in 3.2.3.1 stores two pieces of information in order to calculate

the position estimation and the covariance matrix. They are the Kirchhoff matrix (or

information matrix) L and the Kirchhoff vector (or information vector) b. They have the

following relationship with the position estimation x̂ and the covariance matrix Σ:

L = P−1,b = Lx̂ (5.5)

Assume we have the following Kirchhoff vector and matrix at some time step:

b− =

 b1

b2

 ,L− =

 L11 L12

L21 L22

 , (5.6)

A measurement z = h(x2) + ε about state x2 is obtained, whose error covariance matrix is

Cov(εεT ) = R. Then the update operation for the Kirchhoff vector and matrix is:

b+ =

 b1

b2 + i

 ,
L+ =

 L11 L12

L21 L22 + I


(5.7)

i and I are given by:

i = HTR−1(z− h(x̂−2 ) + Hx̂−2 )

I = HTR−1H

(5.8)

where H = ∂h
∂x2
|x̂−2 , and x̂−2 is the estimate of the involved joint state right before the

measurement z. Note that all the subscripts above represent the block indexes, which



133

means x2 may represent more than one state. For example, if z is a GPS measurement, x2

only represents one state, but if z is an inter-agent measurement, x2 represents two states.

When an agent moves forward, DR measurements are obtained, which always connect

a new state to an old state. For this type of update, it needs the Augmentation operation,

which has the following two sub-steps. First, a new zero state is added:

b =


b1

b2

0

 ,L =


L11 L12 0

L21 L22 0

0 0 0

 (5.9)

Then the Equation 5.7 is applied to the connected old state and the new state.

b+ =

 b1

b2,3 + i2,3

 ,L+ =


L11 L12 0

L21
L2,3 + I2,3

0

 (5.10)

where b2,3 = [bT2 ,0
T ]T , L2,3 =

 L22 0

0 0

, and i2,3 and I2,3 are calculated by Equation

5.8.

Another important operation is the marginalization operation. It is used to reduce the

dimension of the joint state by forgetting uninteresting states. After marginalization, only

the interesting states are left, and their sate estimates and the covariance matrix stay the

same. From the probability perspective, it is the same as P (x1) =
∫
f(x1, x2)dx2. Taking

Equation 5.6 for example, if State 2 is to be dropped, the marginalization operation is

written as:

bm1 = b1 − L12L
−1
22 b2

Lm11 = L11 − L12L
−1
22 LT12

(5.11)
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5.3.2 Information Relation Graph

As aforementioned, to overcome the drawbacks of the EMG model, we need to encode

the estimation information into the measurements. Therefore, instead of preserving the

original measurements, the ik and Ik in Equation 5.8 are stored, since ik and Ik already

have the estimation information. To define the information relation graph, we first define

the information relation as below:

Definition 2 (Information Relation). An information relation is a four-tuple: ζij(k) =

(i, j, ik, Ik), where i and j are the state Ids, ik = HkR
−1
k (zk−hk(x̂)+Hkx̂), Ik = HkR

−1
k HT

k ,

and x̂ is the involved state estimates.

In practice, the most common measurement functions have the Jacobian Matrices of the

form Hk = [hTk ,−hTk ] (see Table 3.1), and thus ik and Ik have the structure ik = [ψk,−ψk]T

and Ik =

 Ψk −Ψk

−Ψk Ψk

 (for GPS, ik = ψk and Ik = Ψk), where ψk = hkR
−1
k (zk −

hk(x̂) + Hkx̂) and Ψk = hkR
−1
k hTk . For the symmetric structure, we can further use the

compact information relation ζij(k) = (i, j, ψk,Ψk) instead. If not specifically pointed out,

the following text uses the term information relation to refer to the compact information

relation for simplicity.

After defining the information relation, it is obvious to define the information rela-

tion graph (IRG). By replacing measurements with information relations, the measurement

graph is transformed to an information relation graph. All EDCL operations are actually

based on IRG. The formal definition of an information relation graph is as follows:

Definition 3 (Information Relation Graph). An information relation graph is a directed

graph Φ = (V,E, F,B), where V is the vertex set representing all interested states, E is the

edge set including all state pairs who have information relations, F : E → Υ is an edge

function which maps each edge to its corresponding information relation ζk ∈ Υ, and B is

the base belief about the subset of states of V , written as bel(XB) = (x̂B, Cov(x̂B, x̂B)).
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5.4 The Elastic Decentralized Collaborative Localization Al-

gorithm

In EDCL, each agent stores five elements in its memory: the agent Id, the information

relation graph Φi(k), the state Id list of the IRG Li(k), the marginalization factor Q, and

the current belief about its latest state bel(xi(k)) = (x̂i(k),Pi(k)). The IRG includes two

parts, Φi(k) = (Υi(k), bel(xB)), where Υi(k) is the information relation set, and bel(xB) =

(bB,LB) is the belief of the base nodes. The state Id list is organized in chains. The state Ids

about the same agent group together, and are sorted in time order within the chain (recall

that the state Id is denoted as {agent Id}.{time stamp}). The marginalization factor Q

indicates when the agent needs the marginalization operation. According to different types

of measurements, EDCL has three update operations: the DR, the GPS and the inter-agent

measurement updates. The following subsections explain each operation in detail.

5.4.1 DR and GPS Measurement Update

When an agent obtains an egocentric measurement, such as a GPS or DR measurement, it

processes it locally. Three actions take place: the new information relation is added to the

IRG, the state Id list is modified, and the latest self state (position) belief is updated.

The obtained measurement is first transformed to the information relation based on the

compact information relation definition and Table 3.1. Then this information relation is

appended to the information relation set Υi(k). For a DR measurement, a new state is

added into the state Id list Li(k), and for a GPS measurement, Li(k) does not change since

no new state is generated. Assume that the belief of the self-state before the measurement

is bel(x−i (k)) = (x̂−i (k),P−i (k)). For a DR measurement zi(k) with the error covariance

matrix Ri(k), the self-state belief is updated to bel(x+
i (k)):

x̂+
i = x̂−i (k) + zi(k)

P̂+
i = P−i (k) + Ri(k)

(5.12)
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(a) Before merging (b) After merging

Figure 5.4: This figure explains different notations and the merging process when Agents 1 and 3
encounter. The red circles and lines represent the new information obtained by Agent 3. (a) shows
the local IRGs of Agents 1 and 3 before merging. (b) is the resultant IRG of Agent 3 after merging.

If the measurement is a GPS measurement (zi(k),Ri(k)), the new self-state belief

bel(x+
i (k)) is:

x̂+
i (k) = P−i (k)(P−i (k) + Ri(k))−1zi(k)

+Ri(k)(P−i (k) + Ri(k))−1x̂−i (k)

P̂+
i (k) = P−i (k)Ri(k)(P−i (k) + Ri(k))−1

(5.13)

5.4.2 Inter-agent Measurement Update

When two agents encounter each other, three things occur: i) two agents obtain the inter-

agent measurement between them; ii) their positioning information is shared with each

other; iii) and the data structure in memory is updated accordingly.

In practice, the inter-agent measuring range rm is usually smaller than the communica-

tion range rc. The above updates only occur when they obtain the inter-agent measurement.

When the inter-agent measurement is obtained, it is first transformed into the information

relation using Equation 5.8, and then appended onto the information relation set Υ(k).
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After obtaining the inter-agent measurement, the two agents need to exchange their

positioning information for collaboration. To simplify the explanation, we introduce the

following notations. In Agent i’s IRG Φi(k), the state Ids Li(k) are grouped by agent Id.

Let Cji (k) denote the state Id chain of Agent j in Agent i’s IRG Φi(k). The state Ids in a

chain is sorted in time order. We use Baseji (k) to denote the oldest state Id in Cji (k), which

is always a base node. Similarly, we use Topji (k) to denote the latest state Id of Cji (k).

Since each state Id has the form of {Agent Id}.{Time stamp}, we use T (Id) to denote the

time stamp of the state. For example, in Agents 1’s and 3’s IRGs at time step 4 as shown

in Figure 5.4(a), C3
1 (4) = {3.1, 3.2}, Base1

3(4) = 1.1, Top2
1(4) = 2.3 and T (1.4) = 4.

To reduce the communication cost, each agent should only send the necessary infor-

mation to the other, which requires the sender to know the IRG structure of the receiver.

Therefore, the exchanging process has two steps: one is to exchange the IRG meta-data,

and the other is to send the real information relations.

An IRG represents the knowledge the agent has about the other agents’ time space

states. Furthermore, an IRG is grouped by chains, and each chain represents the knowledge

of one agent. Therefore, when two agents meet, they need to know the top and the base of

each chain from the other. The top represents how new the information the agent has, and

the base represents the degree of the marginalization. All states between base and top have

the original information relations (not marginalized). Hence, the IRG meta-data is defined

as a top-base set for all chains. Take Figure 5.4(a) for example. At Time 4, Agent 3’s IRG

meta-data is {(1.1, 1.1), (2.2, 2.2), (3.1, 3.4)}.

After receiving the meta-data, the sender compares it with its own chains, and figures

out which information relations and base node beliefs to send. Assuming the sender Id is s

and the receiver Id is r, there are four cases for Chain j:

• T (Topjs(k)) ≤ T (Topjr(k)): the sender has no new information for the receiver, and thus

no action needs to be taken for receiver about Chain j.

• T (Topjs(k)) > T (Topjr(k)) and T (Basejs(k)) ≤ T (Topjr(k)): the sender has new informa-
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tion about Chain j and all the new information has origin information relations. There-

fore, the sender needs to send all information relations whose states’ time stamps are

later than T (Topjr(k)).

• T (Basejs(k)) > T (Topjr(k)): this indicates that the sender has new information about

Chain j, but it does not have the original information relations to connect to the receiver’s

latest state of Chain j since it already marginalizes away them. Therefore, it is an explicit

structural conflict. In this case, the sender needs to send the whole chain, i.e. the base

belief bel(xjB) and all the information relations of Chain j. Note that if there are multiple

chains have this case, the joint base belief bel(xi,jB ) should be sent.

• The receiver has Chain j, but not the sender: this indicates that the sender does not

have any knowledge about Agent j, or it fully marginalized the whole chain before (the

implicit conflict case). In this case, the receiver needs to send the whole chain.

Take Figure 5.4(a) for example. After receiving Agent 3’s IRG meta-data, Agent 1

compares the IRG structures chain by chain. For Chain 1, Agent 1 finds that it falls into

Case 3, and the new states are 1.3 and 1.4. Hence, it puts the whole chain, i.e. information

relations 5 and 6, and the belief about State 1.3 into the sending set for sending. For Chain

2, it falls into Case 2, and thus information relations 4 and 5 are put into (union) the

sending set. For Chain 3, it falls into Case 1, so no new information needs to be sent.

After receiving the new information, the agent needs to update its in memory data

structure. Three elements are changed, the IRG, the state Id list and the self-state estimate.

For the IRG, besides adding the new information relations, the base belief is also updated

if there is new base information. Take above example. Assuming before meeting, Agent 3’s

base belief is bel(x1.1,x2.2,x3.1) = (x̂−,P−), where

x̂− = [x̂T1.1, x̂
T
2.2, x̂

T
3.1]T ,P− =


P1.1,1.1 P1.1,2.2 P1.1,3.1

P2.2,1.1 P2.2,2.2 P2.2,3.1

P3.1,1.1 P3.1,2.2 P3.1,3.1


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The base information it obtains is bel(x1.3) = (x̂1.3,P1.3,1.3). After merging, the resul-

tant base belief is bel(x1.3,x2.2,x3.1) = (x̂+
B,P

+
B), where

x̂+
B = [x̂T1.3, x̂

T
2.2, x̂

T
3.1]T ,P+

B =


P1.3,1.3 0 0

0 P2.2,2.2 P2.2,3.1

0 P3.1,2.2 P3.1,3.1


Note that the explicit conflict is resolved by treating the covariance between the new bases

and the old bases as 0, so the correlation information is lost. Furthermore, for the explicit

conflict case (Case 3), all its old information relations is removed.

After updating the IRG, the state Id list Υi(k) is modified accordingly. For the self-

state estimate bel(xi), based on the new IRG and Equations 5.5–5.10, it is also updated.

The before and after meeting IRGs of Agent 3 are shown in Figures 5.4(a) and 5.4(b),

respectively.

5.4.3 Marginalization

In EDCL, as agents collaborate over time, the IRG keeps growing without bound. Therefore,

we need to marginalize some of the past states in order to prevent EDCL from exhausting

memory and computation resources. But the questions are: i) when should the marginal-

ization happen? ii) And which states should be marginalized?

In EDCL, each agent keeps a parameter, called marginalization factor Q, which is a

threshold to indicate when the marginalization needs to happen. The metric for Q is flexible.

It could be the current memory usage, the number of states in the IRG or the number of

information relations in the IRG. This paper uses the metric of Mi(k) = |Υi(k)|+|Basei(k)|,

i.e. the number of the information relations in the IRG plus the number of base states.

Whenever the IRG changes, Mi(k) is checked and if Mi(k) > Q, the marginalization process

is triggered.

For the second question, EDCL marginalizes states using the following rules: 1. it

marginalizes states in time order–from the oldest to the latest; 2. for states having the

same time stamp, the states with the smaller agent Ids are marginalized first; 3. but for
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states having the same time stamp, the self-state is always marginalized last. Take Agent

1’s IRG in Figure 5.4(a) for example. The marginalization order is states 3.1, 2.2, 3.2, 2.3,

1.3 and 1.4.

Since the marginalization process always chooses the oldest states first, and the oldest

states are the base states in chains, the base belief of the IRG also needs to be updated.

When there are newer states than the marginalized state existing, the one right above (later

than) it becomes the new base state of that chain, and all information relations about this

new base state and the other base states are fused. Equations 5.8–5.10 are used for fusing

information relations, and Equation 5.11 is used for marginalizing the old base state. After

the marginalization, the IRG (including Υi(k) and bel(xB(k))) and the state Id list are

updated, but the latest self-state estimate does not change. The marginalization process

fuses states one by one. It checks Mi(i) after each fusion, and does not stop until Mi(k) ≤ Q.

Take Agent 1’s IRG in Figure 5.4(a) for example. Assuming Q = 5, in current IRG

M1(4) = 3 + 6 = 9 > Q, therefore, the marginalization process is triggered. Following the

marginalization rule, State 3.1 is first marginalized. After making State 3.2 as the new base

state and fusing the information relations 1 and 2, the new base states are 1.3, 2.2 and 3.2,

and the information relations are 4, 5, and 6. Now M1(4) = 6 > Q. So State 2.2 is further

marginalized. Finally, the base states become 1.3, 2.3, 3.2, and the remaining information

relation is 6. Now M1(4) < Q, so the marginalization process stops.

5.5 EDCL Analysis

Optimality analysis: when agents only exchange information relations without involving

base node beliefs, the estimate of EDCL is optimal, which means that it achieve the exact

probability dense function (pdf) if all the random error vectors follow multi-variant Gaussian

distribution, or the minimum mean square error if the error vectors are non Gaussian

distribution. The approximation only occurs when there exist explicit (Case 3 in IRG meta-

data exchanging) or implicit (a part of Case 4) conflicts, because in these cases, agents lose
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the correlation information (explicit conflicts) or use the same information multiple times

(implicit conflicts). The optimality is determined by parameter Q. The bigger Q is, the less

probability the conflicts occur, and when Q is big enough, Cases 3 and 4 would not occur

at all, and thus no conflict would occur.

Complexity analysis: Q determines not only the optimality, but also the complexity

of EDCL. Assuming there are n states in an IRG, the complexity of Equations 5.7–5.10

is O(1). For Equation 5.11, if L is sparse, it is only O(1), but if L is dense, it is O(n2).

For the estimation Equation 5.5, it needs O(n3). For an agent with Q, the memory usage

would never exceed O(Q). For the computational complexity, a GPS or DR measurement

needs the complexity of O(1); an inter-agent measurement, assuming two agents have Qi

and Qj , needs the maximum complexity of max(O(Q2
iQj), O(Q3

i )) for Agent i. For the

communication cost, an agent would never send more than O(Q) number of information

relations to the other. Therefore, parameter Q bounds the resource cost. The practical

choice of Q depends on the agent’s hardware capability and the encountering pattern (the

number of agents it meets and the encountering frequency).

5.6 Evaluation

In this section, we evaluate EDCL with two cases. One is a simple simulation which only in-

volves four agents. The purpose is to study how parameters influence EDCL’s performance.

The other is an emulation on a real trace, which involves a large number of taxis based on a

real GPS data set. The purpose of this evaluation is to show the EDCL performance with

real agent trajectories.

5.6.1 Simple Simulation

For this simulation, there are only four agents with a full networking connection. They start

at (1, 0), (2, 0) , (3, 0) and (4, 0), respectively, and keep moving in the y-axis direction step

by step. Each step is 20m distance, and there are totally 9 steps. They only communicate
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Figure 5.5: RMSE for Agent 1 Figure 5.6: Localization error
for Agent 1

Figure 5.7: The number of a-
gents vs. Q

Figure 5.8: Average error over
time

Figure 5.9: Localization error
for a typical taxi

Figure 5.10: Localization
RMSE for a typical taxi

Figure 5.11: EDCL overhead
for a typical taxi

Figure 5.12: Average error vs.
network density

Figure 5.13: Average error of
non-GPS taxis

with each other after each step to share their positioning information. The error covariance

of each axis of the DR module is 10% of the travel distance d, i.e. RDR =

[
0.1d 0

0 0.1d

]
. The

inter-agent measurement module measures the relative distance between two agents, whose

error covariance is 5% of the real distance, i.e. RIA = 0.05d. We generate measurements

corrupted by random errors, feed them into different filters and compare their performance.

The filters we compare include weighted average filter (WA, i.e. EDCL with Q = 1), EDCL

with different Qs, and the centralized optimal filter (CTRL).

Figure 5.5 shows the root mean square error (RMSE) of these filters’ estimation. The

RMSE, which is defined as
√
trace(P), is an indicator of how large the estimation uncer-
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tainty (P) is. This uncertainty decides the weights when two agents merge their positioning

estimates, and the confidence region [238] of the estimate. When the filter is consistent,

the RMSE represents the mean estimation error. But when the filter is not consistent, the

RMSE is not the indicator any more, and thus the above properties do not hold. In Figure

5.5, we see that the RMSE of WA and EDCL with Q = 5, 10 is below the optimal RMSE

(CTRL). This is because they encounter some correlation structural conflicts, and thus suf-

fer from the over-confidence problem. When Q = 16, the RMSE is almost overlapped with

CTRL, which means Q is big enough to avoid the conflicts. Another observation is that the

RMSE of EDCL with Q = 10 is better than Q = 5, and Q = 5 is better than WA. This is

because the bigger Q is, the less conflicts an agent would have, although the difference in

this scenario is very small (since their moving patterns stay the same).

Figure 5.6 shows the localization errors of these filters. The curves are very similar to the

optimal RMSE curves in Figure 5.5. We see that the error grows as agents move forward,

but suddenly reduces when agents communicate with each other. The performances of the

5 filters are similar. This is because the 4 agents’ moving patterns are almost the same, and

thus their uncertainties are very close. Therefore, the error can be averaged out without

considering the correlation between them.

Figure 5.7 shows the minimum Qs for avoiding the conflicts versus different numbers of

agents. Since the communication number increases quadratically as the number of agents

increases, the minimum Q also increases quadratically. When the number of agents is 20,

the non-conflict minimum Q is 323. However, in reality, if agents do not stick together

all the time or the application does not require a strict consistency, Q does not need to

be that large. Furthermore, Q not only can be a permanent parameter stored in memory

according to a device’s capability, but also can change dynamically if EDCL runs in a

multi-application platform (e.g. cell phones) and the other applications have fluctuating

requirements on resources, or if the encountering pattern changes from time to time.
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5.6.2 Taxi Localization

This subsection evaluates EDCL with a real taxi GPS data set. The data set we use is

from Microsoft Research [239], which contains the GPS trajectories of 10,357 taxis during

the period of Feb. 2nd to Feb. 8th, 2008 in Beijing. Since the data set is very large,

we only focus on those taxis which are active in the urban area on Feb. 3rd. The area

is 20km × 25km, which includes 1,256 taxis. The GPS data is interpolated so that the

resolution is 15s. The GPS data are used for generating measurements with random errors

and also for the ground truth. The uncertainty of the DR module and the inter-agent

measurement module are set the same as in the above simulation. By default each agent

does not have GPS measurements. The range of the inter-agent measurement module is

set to 20m by default. The EDCL parameter Q is set to 20. Note that we do not expect

to localize taxis without using GPS, but only aim to demonstrate the concept of EDCL in

a large scale network, and compare the performance of EDCL with the optimal centralized

filter.

Figure 5.8 shows the average localization errors for all 1,256 taxis during the day. Most

of the time, CTRL is 7.3% better than EDCL (Q=20), and EDCL (Q=20) is 8.2% better

than WA. At the end of the day, the average localization error of EDCL is 1.18km, which

is only 0.88% of the travel distance.

Figures 5.9, 5.10 and 5.11 show the localization error, RMSE and the overhead for a

typical taxi during the day. The curve of Figure 5.9 is a little bit noisy, but we still see

that CTRL performs the best and WA is the worst most of the time. The RMSE curves

in Figure 5.10 look very similar as the localization error curves in Figure 5.9. However,

the curves of EDCL and WA are below that of CTRL, which indicates the occurrence of

the over-confidence problem. Furthermore, the RMSE of EDCL is larger than WA. This

is because EDCL preserves more historical measurements than WA, and thus keeps more

correlation information. The second axis of Figure 5.10 shows the meeting times of the taxi.

We see that whenever there is an encounter, the RMSE and localization errors are reduced.
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The more the encounters, the more the error is reduced.

Figure 5.11 shows the EDCL overheads for the taxi. Since Q bounds the memory usage

and the communication cost, we see that when Q = 20, the memory usage never exceeds

2k bytes, and the number of information relations it sends is always no more than 20.

This shows that the overhead of EDCL is controllable, which is a very useful property for

portable devices in practice.

Figure 5.12 shows how network density influences the EDCL performance. In order to

increase the network density, we increase the inter-agent measurement range from 20m, to

50m, 100m, and 500m. Consequently, the encountering times increase from 0.058 encounter

per taxi per time step (MT/S), to 0.137 MT/S, 0.331 MT/S, and 5.051 MT/s during 18:00

to 19:00. We see that the localization accuracy is dramatically improved. Since we only

consider 1,256 taxis, in practice there are many more taxis, and thus the encounters are

very likely more than 0.331 MT/S. Hence we expect an even better performance in practice.

Figure 5.13 shows the EDCL (Q=20) localization accuracy when we insert some GPS

data into the network. During time 18:00 to 19:00, for all 1,256 taxis, we equip 10%, 25%,

or 50% of the taxis with GPS, and calculate the average localization error for the non-GPS

taxis. The inter-agent measurement range of this experiment is set to 100m. We see that

as the number of GPS measurements increases, the localization accuracy is dramatically

improved, since the non-GPS taxis have more chances to obtain the accurate estimates from

GPS taxis.

5.7 Discussion

In this chapter, we proposes an elastic, decentralized, and collaborative localization ap-

proach (EDCL) for localizing mobile agents accurately and efficiently. Different from the

optimal and the weighted average (WA) distributed localization algorithms, EDCL is able

to make a trade-off between consistency and overhead by adjusting the marginalization fac-

tor Q which indicates the number of historical measurements that can be stored in memory.
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The efficient implementation design of EDCL is realized through the INOVA algorithm

along with the information relation graph concept and a chain based data structure. The

evaluation of EDCL is based on a real data set simulation involving 1,256 taxis in Beijing,

China. The results show that EDCL achieves not only a close to optimal localization accu-

racy, but also much better RMSE than the WA method, and the overhead is controllable.

In the future, how to set the marginalization factor Q and how dynamic Q impact the whole

network need to be studied.



Chapter 6

Indoor Pedestrian Localization

System

This chapter presents the implementation of an indoor pedestrian localization system. As

described in Section 2.3, a basic indoor pedestrian localization system is the inertial only

navigation system, where the inertial data (the acceleration and the angular rate of the

pedestrian body) are collected and integrated to calculate the continuous positions. To

outperform the inertial-only navigation system, hybrid sources of position information are

needed. Such systems either require infrastructure (such as RFID and Wifi) or auxiliary

information (e.g., maps). However, in many scenarios, such as fire fighting and the un-

derground mining, these infrastructures or auxiliary information are often unavailable, and

thus a fully self-contained localization system is required.

In this chapter a novel self-contained system is presented. The system uses a foot-

mounted inertial navigation unit as the basic personal tracking module, a RSSI estimator

as the inter-person distance measurement module, and the EDCL algorithm (see Chapter 5)

as the filter to localize each pedestrian indoors. It is fully decentralized, and uses pedestrian

encountering opportunities to share position information to collaboratively localize each

pedestrian indoors. The practical usage includes firefighting, underground mining, indoor

147
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officer or robotics localization etc.

Note that for concept-proof and cost-saving purposes, the foot-mounted inertial naviga-

tion unit and the RSSI estimator are adopted. However, these modules can be replaced by

others with the similar functionality in practice. For example, the foot-mounted navigation

module can be replaced by a mobile-phone based navigation module in the officer indoor

localization scenario, and the RSSI inter-person distance estimator can be replaced by a

laser-based distance estimator in scenarios like robotics indoor operations, which require

more accuracy.

The chapter is organized as follows. Section 6.1 gives the overview of the whole system

design. Sections 6.2 and 6.3 describe implementations of the inter-agent RSSI distance

estimator and the foot-mounted inertial navigation module, respectively (for the EDCL

module, please refer to Chapter 5). Section 6.4 presents the integration of the whole system,

and Section 6.5 gives the evaluation results. A further discussion is presented in Section

6.6.

6.1 System Overview

As Figure 6.1 shows, the system has three components: the inter-agent distance estimator,

the inertial navigator and the EDCL filter module. Each agent wears such a system. The

inter-agent distance estimator outputs the distance estimation between agents. In our im-

plementation, a radio is used to collect RSSIs (Received Signal Strength Indicator) from

other agents, and map them to distance values. The inertial navigator outputs the displace-

ment of the agent between two time points. It contains an accelerometer and a gyroscope to

get acceleration and angular rate values, and then uses the ZUPT (Zero Velocity Update)

algorithm to calculate the agent’s position and velocity in the navigation coordinate system

(assuming the initial position is known). Given the inter-agent distance estimation and

the self displacement estimation, EDCL is able to estimate the agent’s position based on

a graph structure (see Chapter 5) over time. The output position from EDCL is also in
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Figure 6.1: Indoor pedestrian localization system diagram.

the navigation coordinate system. Note that the radio in the diagram is used to not only

estimate the inter-agent distance but also share the position information between agents.

Two things need to be emphasized. First, the whole system is fully self-contained and

decentralized. The inertial navigator does not rely on any external infrastructure or map

information. The RSSI based inter-agent distance estimator and the information sharing

work by opportunity. If there are no other agents nearby, the performance of the system

is downgraded to the inertial-only navigation system. Second, the implementation of each

module in the diagram is flexible. The inter-agent distance estimator can be implemented

by a laser based range finder, and the inertial navigator can be implemented by either a foot-

mounted IMU (Inertial Measurement Unit) or a cell phone based IMU. The communication

between the EDCL module and the other two modules can be either wireless (such as

bluetooth or zigbee) or wired (it is possible to integrate everything in one device). Since

the output rate of the inter-agent distance estimator and the inertial navigator is not high

(one output per second is good enough for most applications), the wireless bandwidth

requirement is not high.
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6.2 Inter-agent RSSI Distance Estimator

As described in Section 2.1.1, there are many means for measuring range, such as using the

TOA of light, the TDOA between electromagnetic wave and sound, and the Doppler effect

for moving objects. For cost consideration and the proof of concept, our implementation

chooses RSSI to estimate the distance between agents. Obviously, the most advantage of

this method is that the RSSI comes almost for free on radio devices, but the down side

is that the distance estimation is not accurate, especially indoors. Therefore, this section

analyzes the reasons of the inaccuracy, and proposes several methods to improve it.

6.2.1 RSSI study

Ideally, in a free space, the received signal strength is given as the following formula [90].

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(6.1)

where Pt is the transmitted signal power. Gt and Gr are the antenna gains of the transmitter

and the receiver, respectively. L(L ≥ 1) is the system loss, and λ is the wavelength.

However, in reality there are many factors impacting the RSS. The most significant ones

are: multi-path effect, shadowing effect and the radio noise. Multi-path effect means that

the receiver may receive the signal from multiple paths because of the reflection, refraction

and scattering of the environments. Signal arrives the receiver through different paths.

Some of the paths have the constructive effect on RSS, while others have the destructive

effect, which may result in the significant deviation from the ideal value deduced by Formula

6.1. The multi-path propagation causes two effects in practice. One is that by moving the

receiver’s position a little bit, the RSS changes significantly. Another is that different

frequencies have very different RSS values, and one of the frequency has the deepest fading

effect (having the least RSS value), which is called selective fading effect. The shadowing

effect means that the RSS fluctuates due to the objects obstructing the propagation path
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(a) Spacial lab environment (b) Sending from Node 4 to R102

(c) Sending from Node 50 to R102 (d) Sending from Node R104 to R102

Figure 6.2: The study of frequency, transmission power and RSS. (a) is the experiment setup. The
nodes are hung in the air as the red circles show. (b) is the RSSI vs. frequency and transmission
power from Node 4 to Node R102. (c) is the RSSI vs. frequency and transmission power from Node
50 to Node R102. (d) is the RSSI vs. frequency and transmission power from Node 104 to Node
R102.

between the transmitter and the receiver. For example, if there is a person or a wall between

the transmitter and the receiver, the signal may be refracted or absorbed by this person or

the wall, and thus differs much from the deduced value. The third impacting factor is the

radio noise, which means that the RSS is a random value even it is transmitted in the free

space. The discrepancy of hardware also causes the static or dynamic deviations.

We studied the multipath effect regarding with the factors of radio frequency, distance,

transmission power, and different environments. Figure 6.2 shows the study of frequency,

transmission power and RSS. Two TelosB [13] Nodes are hung in the air with the distance

of 63 ± 3cm apart in a spacial lab environment. One node sends packets to the other at
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Figure 6.3: Wifi channel frequencies vs. 802.15.4 channel frequencies.

the rate of 50 packets/second. The receiver is fixed (Node R102), while different senders

are tested (Nodes 4, 50, and 104). Different frequencies (Channel 11, 16, 21 and 26) and

different transmission powers (power levels 3, 11, 19 and 31) are studied. The channel

frequencies and the power level table are shown in Figures 6.3 and 6.4, respectively.

From Figures 6.2(b) to 6.2(d), we see that although the distance is the same, different

frequencies have different RSS. Furthermore, some frequency has most significant fading

effect, e.g. Channel 16 in Figure 6.2(b), and Channel 21 in Figures 6.2(c) and 6.2(d). This

indicates that different frequency impacts the RSS differently because of the multipath

effect. The second observation from these graphs is that the transmission power does not

change the multipath effect (the shape of the plot for each transmission power is similar).

This is intuitive because the transmission power only changes the strength of the signal,

but cannot change the path it travels. The third observation is that with different senders,

the receiver gets different RSS. This is mostly because of the hardware discrepancy, and

some minor position changes may contribute to this error too.

We also studied the RSS under different environments, distances and frequencies. Fig-

ures 6.5 and 6.6 show the experimental results in the corridor and the studying lobby,

respectively. The transmission rate is still 50 packets/second. Several observations are

made from these plots. First, the RSS is not monotonically decreasing as distance increas-
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Figure 6.4: CC2420 transmission power configuration [13].

es. Second, there is a relative large noise in the real environment (see the error bar at each

point). Third, in some place, by changing a little position, RSSI differs a lot. For example,

the RSSI at distances 9m and 10m of Channel 11 in the corridor, and the distances of 4m

and 5m of Channel 16 in the studying lobby. Third, different channel shows different shapes.

For example, in corridor environment, Channel 11 seems to vary much from distances 9m to

14m, while Channel 21 RSSI drops quickly from distance 13m to 16m. Fourth, the overall

RSSI in the corridor is lower than that in the studying lobby environment.

This experiment tells us that the multipath effect has a strong impact on RSS values.

We cannot simply use Formula 6.1 to map the RSS to distance. Additionally, different

environment has different path loss effect, and the RSS noise cannot be neglected. Figure

6.7 shows the distribution of RSSIs of channel 21 in the lobby. We see that the it is single

modal and could be treated as a normal distribution.

The body shadowing effect is also studied. We conducted a similar experiment in the

corridor from distance 1m to 5m under the transmission power level 5. But this time the

node is attached to a person’s chest. In one experiment, two people are face to face, but in

another experiment people are face to back, which means there is a body shadowing in the

study. Figure 6.8 clearly shows that the RSSI with body shadowing is significantly reduced.

This experiment tells us that in practice, if the device is wore on the human body, we should

either consider this shadowing effect into our model or use some method to avoid the body

shadowing.
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(a) Corridor environ-
ment

(b) Corridor Channel 11 RSSI

(c) Corridor Channel 16 RSSI (d) Corridor Channel 21 RSSI (e) Corridor Channel 26 RSSI

Figure 6.5: RSSI under different transmission power and distances in the corridor.

(a) Studying lobby en-
vironment

(b) Studying lobby Channel 11
RSSI

(c) Studying lobby Channel 16
RSSI

(d) Studying lobby Channel 21
RSSI

(e) Studying lobby Channel 26
RSSI

Figure 6.6: RSSI under different transmission power and distances in the studying lobby.
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Figure 6.7: RSSI distribution

Figure 6.8: RSSI of body shadowing vs no body shadowing.

6.2.2 The RSSI to Distance Estimation Module

From the above section, we see that in order to use RSSI as a distance estimator, several

issues need to be solved: 1) because of the multipah effect, stronger RSSI does not necessarily

mean shorter distance, and a little change of position may cause RSSI to vary significantly.

2) Because of the multipath effect, the selected frequency may have selective fading effect at

some position, which causes the RSSI to be unusable. 3) Even given the ideal environment,
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the RSSI has unneglectable noise. 4) If the device is wore on human body, the body

shadowing effect reduces the RSSI.

To solve the above issues, we use the following methods accordingly. 1) If the device is

still, averaging cannot help remove the multipah effect. However, if the device is moving,

the signal traveling path is also changing, and thus averaging can help reduce the deviation.

2) One frequency may have a selective fading effect. However, if multiple frequencies are

used and only the median RSSI is taken, the selective fading effect would be improved

significantly. 3) Modeling the probabilistic uncertainty and averaging the RSSI are good

means to deal with noise. Furthermore, we propose a novel filter which weights more on high

RSSI values. Using this filter, the distance estimation is restricted in the short distance,

which results in a better performance. 4) Because of the dynamics of the environment and

human actions, the body shadowing effect is hard to model in practice. We avoid the body

shadowing effect by putting the radio on the top of the head (equipping the radio on a hat).

This section mainly focuses on developing the novel filters aforementioned. The frequen-

cy hopping protocol is described in the next section. The performance of the filters with

the frequency hopping protocol is evaluated in Section 6.2.4.

6.2.2.1 The Corrected Maximum Likelihood Distance Estimator

Neal Patwari et al. [86] studied the relationship between RSS and range, and proposed a

corrected maximum likelihood distance estimator. First, the ensemble mean power P̄ (d) at

distance d is typically modeled as

P̄ (d) = Π0 − 10np log10

d

∆0
(6.2)

where Π0 is the received power (dBm) at the reference distance ∆0, and np is the path-loss

exponent whose typical value is between 2 and 4. According to many years’ measurement

results [240–242], the error of the received power P (d)−P̄ (d) follows the normal distribution.
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Therefore, it can be written as:

f(Pi,j = p | {zi}Ni=1) = N (p; P̄ (‖ zi − zj ‖), σ2
dB) (6.3)

where Pi,j represents the received power at node i transmitted by sender j, zi is the position

of Node i, N (x;µ, σ2) is the notation of the value x of a normal distribution p.d.f. with

the mean µ and the deviation σ, σ2
dB is the variance in the unit dB, whose value is usually

constant, and ‖ zi − zj ‖ is the distance between nodes i and j.

The log-likelihood of Pi,j is

log f(Pi,j | {zi,j}Ni=1) = c1 −
[Pi,j − P̄ (‖ zi − zj ‖)]2

2σ2
dB

(6.4)

where c1 is the constant. Obviously, the likelihood function has the maximum when P̄ (‖

zi − zj ‖) = Pi,j . According to Equation 6.2, we have:

Pi,j = Π0 − 10np log10

δMLE
i,j

∆0

δMLE
i,j = ∆010

Π0−Pi,j
10np (6.5)

where δMLE
i,j is the maximum likelihood estimation for the distance of the measurement Pi,j .

If we write Pi,j = P̄ (‖ zi − zj ‖) + ηi,j , then we have

δMLE
i,j = ∆010

Π0−P̄ (‖zi−zj‖)−ηi,j
10np

δMLE
i,j = ∆010

10np log10
‖zi−zj‖

∆0
−ηi,j

10np

δMLE
i,j = ‖ zi − zj ‖ 10

−ηi,j
10np (6.6)
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The first moment and the second moments of δMLE are:

E(δMLE
i,j ) = C ‖ zi − zj ‖ (6.7)

var(δMLE
i,j ) = (C4 − C) ‖ zi − zj ‖2 (6.8)

where C = exp
1

2γ
,

and γ = (
10np

σdB log 10
)2

The parameter C is a multiplicative bias factor, and thus needs to be corrected. Hence

the bias corrected version of the estimator is

δCMLE
i,j =

∆0

C
10

Π0−Pi,j
10np (6.9)

Therefore, the first two moments of δCMLE
i,j are

E(δCMLE
i,j ) = ‖ zi − zj ‖ (6.10)

var(δCMLE
i,j ) = (C2 − C−1) ‖ zi − zj ‖2 (6.11)

The above estimator is for only one RSS value. If multiple RSS values about the same

distance are collected, we can modified the above equations accordingly. Assuming each

RSS measurement is i.i.d. (independent and identically distributed), the joint p.d.f. is

written as

f(Pi,j = {p}Mk=1 | {zi}Ni=1) =
M∏
k=1

N (p; P̄ (‖ zi − zj ‖), σ2
dB) (6.12)

The log-likelihood function is:

log f(Pi,j = {p}Mk=1 | {zi,j}Ni=1) = c′1 −
1

2σ2
dB

M∑
k=1

[P
(k)
i,j − P̄ (‖ zi − zj ‖)]2 (6.13)
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The maximum value is reached when P̄ (‖ zi − zj ‖) = P̄i,j = 1
M

∑M
k=1 P

(k)
i,j . Hence, the

estimator is:

δMMLE
i,j = ∆010

Π0−P̄i,j
10np (6.14)

The first two moments are:

E(δMMLE
i,j ) = CM ‖ zi − zj ‖ (6.15)

var(δMMLE
i,j ) = (C4

M − CM ) ‖ zi − zj ‖2 (6.16)

where CM = exp
1

2γM
,

and γM = (
10
√
Mnp

σdB log 10
)2

The bias corrected estimator version is

δCMMLE
i,j =

∆0

CM
10

Π0−P̄i,j
10np (6.17)

And the first two moments of δCMMLE
i,j are

E(δCMMLE
i,j ) = ‖ zi − zj ‖ (6.18)

var(δCMMLE
i,j ) = (C2

M − C−1
M ) ‖ zi − zj ‖2 (6.19)

6.2.2.2 The Corrected Flattened Maximum Likelihood Distance Estimator

From Equations 6.15 and 6.18 we see that the longer the distance two nodes have, the

bigger the estimation variation it has. Additionally, from our RSS studies, we found that

the multipath effect is more likely to have the destructive impact on RSS than to have

the constructive impact. If the RSS is lower than some threshold, it is not meaningful to

differentiate the contributions of these RSS values to the distance mapping. For example, if

one RSSI is -85 dBm (-92 dBm is the lower limit for the device to detect) and another is -87
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dBm, it does not really indicate that -85 dBm is more likely to have the shorter distance than

-87 dBm does. Therefore, the idea of the flattened maximum likelihood distance estimator

is to treat all the RSS values lower than the threshold T the same. Its p.d.f. for a single

RSS value is written as:

f(Pi,j = p | {zi}Ni=1) =


1

Φ(T ;P̄ (‖zi−zj‖),σ2
dB)

p < T

N (p; P̄ (‖ zi − zj ‖), σ2
dB) p ≥ T

(6.20)

Assume that M RSS measurements for the same distance are collected. By rearranging

them, we have the first K values are less than T , and the remaining M −K are bigger than

or equal to T . The joint p.d.f. of this group of RSS is:

f(Pi,j = {p}Mk=1 | {zi}Ni=1) =

∏M−K
k=1 N (p; P̄ (‖ zi − zj ‖), σ2

dB)

ΦK(T ; P̄ (‖ zi − zj ‖), σ2
dB)

(6.21)

The log maximum likelihood function is

LF = log f(Pi,j = {p}Mk=1 | {zi,j}Ni=1) = cF − 1
2σ2
dB

∑M−K
k=1 [P

(k)
i,j − P̄ (‖ zi − zj ‖)]2

−K ln Φ(T ; P̄ (‖ zi − zj ‖), σ2
dB) (6.22)

Denoting P̄ (‖ zi − zj ‖) as µF , the first derivative of LF is

∂LF
∂µF

= − 1

σ2
dB

M−K∑
k=1

(µF − P (k)
i,j )−

KN (T ;µF , σ
2
dB)

Φ(T ;µF , σ2
dB)

(6.23)

The second derivative of LF is

∂2LF
∂µ2

F

= −M −K
σ2
dB

+
KN 2(T ;µF , σ

2
dB)

Φ2(T ;µF , σ2
dB)

+
K(T − µF ) exp

(
− (T−µF )2

2σ2
dB

)
σ3
dB

√
2πΦ(T ;µF , σ2

dB)
(6.24)

Since the first derivative and the second derivative of LF are supplied, Newton’s method

can be used to find the maximum. Assuming the estimation of µF is µ̂F , it has the following
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properties:

√
M(µ̂F − µF )→ N (x; 0, I−1

F ) (6.25)

IF = −E(
∂2LF
∂µ2

F

) ≈ − 1

M

∂2LF
∂µ2

F

|µF=µ̂F (6.26)

Therefore, the distance estimation is:

δFi,j = ∆010
Π0−µ̂F

10np (6.27)

The first two moments are:

E(δFi,j) = CF ‖ zi − zj ‖ (6.28)

var(δFi,j) = (C4
F − CF ) ‖ zi − zj ‖2 (6.29)

where CF = exp
1

2γF
,

and γF = (
10np

√
MIF

log 10
)2

The bias corrected estimator version is

δCFi,j =
∆0

CF
10

Π0−µ̂F
10np (6.30)

And the first two moments of δCFi,j are

E(δCFi,j ) = ‖ zi − zj ‖ (6.31)

var(δCFi,j ) = (C2
F − C−1

F ) ‖ zi − zj ‖2 (6.32)

6.2.2.3 The Corrected Truncated Maximum Likelihood Distance Estimator

The above corrected flattened maximum likelihood Distance estimator treats all RSS values

below the treshold T the same. An even more extreme idea is that we do not trust the low
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value RSS value at all. So we just throw them away. With this idea, the p.d.f. of the RSS

below the threshold T should be normalized as

f(Pi,j = p | {zi}Ni=1) =
N (p; P̄ (‖ zi − zj ‖), σ2

dB)

1− Φ(T ; P̄ (‖ zi − zj ‖), σ2
dB)

(6.33)

Assume that M RSS measurements for the same distance are collected, and their values

are all bigger than threshold T . The joint p.d.f. is written as:

f(Pi,j = {p}Mk=1 | {zi}Ni=1) =

M∏
k=1

N (p; P̄ (‖ zi − zj ‖), σ2
dB)

1− Φ(T ; P̄ (‖ zi − zj ‖), σ2
dB)

(6.34)

The log maximum likelihood function is

LT = log f(Pi,j = {p}Mk=1 | {zi,j}Ni=1) = cT − 1
2σ2
dB

∑M
k=1[P

(k)
i,j − P̄ (‖ zi − zj ‖)]2

−M ln(1− Φ(T ; P̄ (‖ zi − zj ‖), σ2
dB)) (6.35)

Denoting P̄ (‖ zi − zj ‖) as µT , the first derivative of LT is

∂LT
∂µT

= − 1

σ2
dB

M∑
k=1

(µT − P (k)
i,j ) +

MN (T ;µT , σ
2
dB)

1− Φ(T ;µT , σ2
dB)

(6.36)

The second derivative of LT is

∂2LT
∂µ2

T

= − M

σ2
dB

+
MN 2(T ;µT , σ

2
dB)

(1− Φ(T ;µT , σ2
dB))2

−
M(T − µT ) exp

(
− (T−µT )2

2σ2
dB

)
σ3
dB

√
2π(1− Φ(T ;µT , σ2

dB))
(6.37)

The maximum point for LT can be found by using Newton’s method. Assuming it is

µ̂T , the following properties hold:

√
M(µ̂T − µT )→ N (x; 0, I−1

T ) (6.38)

IT = −E(
∂2LT
∂µ2

T

) ≈ − 1

M

∂2LT
∂µ2

T

|µT=µ̂T (6.39)
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Therefore, the distance estimation is:

δTi,j = ∆010
Π0−µ̂T

10np (6.40)

The first two moments are:

E(δTi,j) = CT ‖ zi − zj ‖ (6.41)

var(δTi,j) = (C4
T − CT ) ‖ zi − zj ‖2 (6.42)

where CT = exp
1

2γT
,

and γT = (
10np

√
MIT

log 10
)2

The bias corrected estimator version is

δCTi,j =
∆0

CT
10

Π0−µ̂T
10np (6.43)

And the first two moments of δCTi,j are

E(δCTi,j ) = ‖ zi − zj ‖ (6.44)

var(δCTi,j ) = (C2
T − C−1

T ) ‖ zi − zj ‖2 (6.45)

6.2.3 Frequency Hopping TDMA

As explained in Section 6.2.1, the frequency selective fading effect may affect the accuracy

of RSS to distance mapping significantly. Additionally, when multiple nodes participate in

the packet transmission and RSS sensing, CSMA (carrier sense multiple access) may not

fully prevent the transmission collision, and thus impact RSS accuracy. Furthermore, to

accurately estimate distance from RSS, a large number of samples need to be collected.

Therefore, under the high transmission frequency, some node may not get enough chance

to send the packet by using CSMA.
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Figure 6.9: Frequency Hopping TDMA Design. There are two time phases: the TDMA time
phase and the control phase. In the control phase, the frequency is fixed. The purpose of
the control phase is to coordinate the channels and sending time for each participant in the
following TDMA phase. In the TDMA phase, it has multiple TDMA periods. Each period
has N × C sending time slot, where N is the number of participants, and C is the number
of channels. The different filling colors of time slots represent the different participants (the
corresponding participant should send in its own time slot). The different frame colors for
a group of time slots represents the different channels.

To solve the above issues, the best way for packet transmission is to combine frequency

hopping and TDMA, i.e. nodes keep changing the channel (radio frequency) to send packets

to overcome selective fading effect, and each node has its own time slot to send to fully

avoid the contention (TDMA). However, there are two challenges for this method: how to

coordinate which channel to use so that when a node sends a packet, the receivers are in

the correct channel to receive? Due to the discrepancy of hardware, the local clock of each

node drifts differently, how to keep all participants’ clock synchronized so that they behave

as expected?

We design the protocol as Figure 6.9 shows. There are two time phases: one is the

TDMA phase and the other is the control phase. In the TDMA phase, each node sends

packet in its own time slot under assigned channel, and the channel keeps hopping. In the
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control phase, a master node sends out control message to tell each node when and under

which channel it sends. In addition, the control phase is also for correcting the time drift

for all participants. For this design, we need to consider the following questions:

i) How long should each time slot be?

ii) How long should the whole TDMA phase be?

iii) Who should be the master node?

iv) What if nodes join and leave dynamically?

v) What message content should be sent in TDMA and control phases?

6.2.3.1 Protocol Time Setting

For the first two questions, it depends on how fast a message can be sent, and how large the

time drift of the node is. We did some studies with TelosB nodes and TinyOS. In TinyOS,

there are two important events for a sender and a receiver, respectively. When a sender

calls Send() method, it needs to prepare all the data for the radio to transmit. After that,

an event (interrupt) called SFD (start-of-frame delimiter) is triggered, which represents

the beginning of sending the first bit. After all the data are sent, there is a Sendone()

event triggered, which represents the ending of this sending. Correspondingly, there is a

SFD for a receiver, which represents the beginning of receiving the first bit of data, and a

ReceiveDone() event which represents the ending of the receiving. The SFD timestamps for

both the sender and the receiver are automatically recorded locally, but the sender’s SFD

timestamp cannot be included in this transmission. The most important thing is that the

time difference of these two SFD events is usually less than 1µs, which can be used for time

synchronization.

By keeping sending different size packets and recording the timestamps for Send(), SFD

(both sender and receiver sides), SendDone() and ReceiveDone(), we get the measurement

of data transmission rate and the time drift. Figure 6.10 shows the time cost for channel
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Figure 6.10: TelosB transmission and channel hopping delay

hopping, sending preparation, sending and receiving versus different data size. The devi-

ation is less than 1 tick (1/32768s). Note that there are 6 bytes for the physical layer, 10

bytes for the MAC layer, and 2 bytes for the CRC. So the actual payload size is 18 bytes

less than the total data size. We see that the channel hopping needs 48 ticks (1.5 ms), the

sending preparation rate is 15.36 kB/s, the sending rate is 27.93 kB/s, and the receiving

rate is 9.97 kB/s. Furthermore, by comparing the SFD of the sender side and that of the

receiver side, we find the local time difference increases 1 tick for every 1.1 second, which

is 27.7µs per second.

As aforementioned, the frequency hopping TDMA protocol has two phases: the TDMA

phase and the control phase. In the TDMA phase, each node sends in its own specific time

slot under a specific channel. All the nodes hop to the next channel at the same time after

they all finish their time slots under the current channel. We call the period where nodes

are under the same channel as Channel Period. When all the nodes finish all the channel

periods, they start over from the first channel again. We call this time period as TDMA

Period. Nodes experience several TDMA periods before they go to the control phase. Take

Figure 6.9 for example, there are four nodes and four channels. In the first channel period,

where the channel is Channel 11, Nodes 1, 2, 3 and 4 send one by one in their own TDMA

time slots. After that, all nodes hop to Channel 16–the second channel period. When all
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nodes finish all channel periods 11, 16, 21 and 26, they start over from Channel 11. So we

see that there are totally 6 TDMA periods in Figure 6.9. The control phase has the same

channel as the first channel, and the time duration should be long enough so that even if a

node is out of sync, it can always has chance to hop to the control phase’s channel and get

synced again.

Assuming the maximum payload size in the TDMA phase is s, the sending to SFD rate

is rs, the SFD to receiveDone rate is rr, the channel hopping time is c, the drifting rate is

d, and there are m channels and n nodes. Each TDMA sending time slot should satisfy

Ts ≥ c+
s

rs + rr
(6.46)

The control phase time should satisfy

Tc ≥ mTs (6.47)

Hence, even with the maximum drifting, a node can still hop into the same channel as

the control phase to get time synced. Furthermore, the TDMA phase cannot be too long,

otherwise because of time drifting, nodes may hop to different channels and thus cannot

receive the packets from a sender for a while. For simplicity, we do not allow the node’s

time to drift bigger than a half of a TDMA sending time slot Ts. So it should satisfy

pnmdTs ≤ Ts
2

⇒ p ≤ 1

2nmd
(6.48)

where p is the number of periods.

Take Figure 6.9 as example and use the above experimental result, we have n = 4,

m = 4, rs = 15.36kB/s, rr = 9.97kB, c = 1.5ms and d = 27.7µs/s. Assuming in each

TDMA sending time slot, each node only sends its node id, which is 4 bytes, we have

Ts ≥ 2.3ms, Tc ≥ 9.4ms, and p ≤ 11282.2.
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6.2.3.2 Master Node Selection

For Question iii), we should consider the initial time when no node is a master node, the

case when multiple nodes claim they are the master, and the case when the master node

leaves. The rule is simple: a node treats the node with the smallest node id as the master

node, keeps this master node id in the local memory, and sends control message if the master

node id is itself in the control phase. The master node id variable changes in the following

conditions:

• initially, each node sets the master node to itself.

• If Node C is the master node of Node A, and Node A receives a message from Node

B whose id is smaller than Node C, then Node A sets its master node to Node B.

• In the control phase, if a node does not hear from the master node for a half time

of the control phase, it sets itself as the master node and begins to broadcast control

messages.

6.2.3.3 Network Dynamics and Protocol Packet format

Questions iv) and v) should be answered together. Questions iv) is about the network dy-

namics, and it is solved by the carefully designed packet format and the protocol behaviors.

Nodes may leave or join the network dynamically, and be out of sync at any time.

The number of the participant nodes decides the time of the channel period and the T-

DMA period. Therefore, to track these dynamics, each node keeps the following vari-

ables in its memory {node id, master node id, phase mode, slot id, known node id list[],

node msg num list[], channel list[], tdma period num}. node id and master node id are

the node itself id and the current master node id, respectively. phase mode indicates that

currently it is in the TDMA phase (0) or control phase (1). slot id means which sending

time slot the node is current in (there are totally n×m×p slots). known node id list is the

list of all the nodes it hears in this TDMA phase and the control phase. node msg num[]



169

array records how many messages it receives from each of the known nodes. channel list[]

is the channel order list it needs to hop. tdma period num is the number of TDMA periods

it needs to experience.

The format of the TDMA message is:

16 1 15 64 TBD

sender id phase mode slot id seq [content]

The format of the control message is:

16 1 64 16 TBD

node id phase mode time to tdma node num node id list[]

8 TBD 8 64 64 TBD

channel num channel list[] tdma period num last sdf timestamp seq [content]

seq is the packet sequence number. time to tdma is the time to the beginning of the next

TDMA cycle. last sdf timestamp is the last sending SDF timestamp (since the current

SDF time cannot be included in the current sending message). Both time to tdma and

last sdf timestamp are for time synchronization purposes.

We define one TDMA phase plus one control phase as one cycle. During one cycle, each

node records the node ids it hears and the number of messages it receives from each of these

nodes. If the message number of a hearing node is bigger than some threshold tm, then this

node is considered as a participant. The master node needs to do so in order to send the

control message to coordinate the next cycle. The other nodes also need to do so in order

to replace the master if the master node leaves.

By using this protocol, if the master node is in the control phase, any node, as long as

it is in the same channel of the control phase (regardless which phase it is in), gets the time

synchronized through knowing the time difference between the local clock and the master’s

clock, and also knows how soon the next cycle begins. Furthermore, with predefined (or

dynamically decided) channels and the TDMA period number, and the collected information

about the participants, master decides the full sending order of the next cycle. By receiving

the control message from the master node, each node also knows its sending time slots of
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Figure 6.11: The RSS to distance estimation mobile case setting

the next cycle.

6.2.4 Evaluation

This section presents the experimental results for RSS to distance estimation. We first

give the experimental configuration. Then we compare the estimation accuracies between

using one channel and using the frequency hopping TDMA protocol under the mobile case.

Finally, the performances of different filters described in Section 6.2.2 are evaluated.

6.2.4.1 Configuration

TelosB [13] motes are used in our experiment. All data are collected through a serial port

from TelosB to a laptop. The mote is put on the top of people’s head in order to avoid the

body shadowing effect. For one channel experiment, the sending rate is 50 packets/second,

and the testing channels are 11, 16, 21 and 26. For the frequency hopping TDMA case,

the sending time slot is 10ms, the selected channels are 11, 16, 21 and 26, the number of

TDMA period is 12, and the control phase is 60ms with the sending rate 10ms.

For the mobile case, in order to study the estimation accuracy under a specific distance

D, two people are tied with a rope of a fixed length D. When two people are walking,

they always keep the rope tight so that their distance is fixed. Figure 6.11 illustrates the

setting. Furthermore, in order to know which environment the RSS value is collected, the

people in the experiment press a number key on the laptop whenever he/she enters a new

environment. This operation inputs a special record in the RSS series data, and thus we
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(a) Frequency Hopping RSS in Corridor (b) Frequency Hopping RSS in Studying Lob-
by

Figure 6.12: Frequency Hopping TDMA RSS in Corridor and Studying Lobby

know the environment when we post process the RSS values. For example, if a person

enters the corridor, “1” is pressed. If it is lobby, “2” is pressed. So in the RSS records,

a line of “1,1,1,1,1,1,1,1” and a line of “2,2,2,2,2,2,2,2” are inserted. So we know all RSS

values between the line of “1,1,1,1,1,1,1,1” and the line of “2,2,2,2,2,2,2,2” are collected in

the corridor environment.

All the experiments were conducted inside the building of the department of computer

science (Rice Hall) of University of Virginia. For both the static case and mobile case,

the experiment covers the environments of corridors, lobbies with crowd desks and chairs,

basements and stairs.

6.2.4.2 One Channel versus Channel Hopping

Figures 6.5 and 6.6 show the static RSS versus distance in the corridor and studying lobby

environments, respectively. We see that the RSS mean value fluctuates as distance increases.

By using the Frequency hopping TDMA protocol, the RSS in the same environments is

studied. The results are shown in Figure 6.12. The first observation is that the variation of

each point is bigger than that of Figures 6.5 and 6.6. This is because the RSS values of all

channels are collected (the RSS values under different channels differ a lot). However, the

trend of the mean value of RSS is more stable than that in Figures 6.5 and 6.6. Although
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Figure 6.13: Linear regression fitting for multi-channel RSS values versus distances

it is still not monotonically decreasing as the distance increases, the overall curve has this

trend.

In order to map RSS to distance, the parameters Π0, ∆0 and np in Equation 6.2 are

needed. By collecting all RSS values in different distances, the linear regression is used to

estimate these values. Figure 6.13 shows the fitting result, where we get Π0 = −42.49dBm,

∆0 = 1m and n̂p = 1.86. Another parameter is σdB in Equation 6.3, which represents the

deviation of the RSS value. Based on our experimental data, we have σdB = 5.05dB. Note

that these parameters are estimated based on all the data of different channels in different

distances under different environments. Therefore, it represents the property of the indoor

environment of Rice Hall.

After having these parameters’ estimation, we study the RSS to distance estimation

under the mobile case. The hardware setting is as Figure 6.11 shows. The ropes between

the two people are made in different lengths in order to test the performance of the estimator

under different distances. The two people in the experiment keep the rope tight and walk

through the predefined routes, which covers different environments, such as the corridor,

the basement, the stairs and the lobby.

To have better performance, we first filter the RSS series with a moving average window,

and then feed them into the estimator. Figure 6.14 shows an example of such an RSS series.
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Figure 6.14: RSS series of distance 2m with frequency hopping TDMA

The data are collected with the distance of 2m using the frequency hopping TDMA protocol.

We see that different parts of the series are tagged with different environments. An moving

average window with the size of 5 samples are applied. The result (red lines) is more stable

than the original one (blue lines).

After the averaging, we feed these RSS values into the maximum likelihood distance

estimator (see 6.2.2.1) for different channels. Figure 6.15 shows the estimation error for

different channels and the channel hopping. For a single channel, Channel 11 performs worst,

while the Channel 26 performs best. For the frequency hopping TDMA, it outperforms

Channels 11 and 16, but is worse than Channels 21 and 26. The reason for the good

performance of channels 21 and 26 is because they are at the edge of the whole 802.14.5

channel spectrum, which does not have any (or have a little) contention with Wifi signals.

Figure 6.16 shows the Wifi signals in Rice Hall. We see that Wifi Channel 1 has the strongest

signal strength in the building, which is at the same frequency band as the Channel 11 of

802.15.4, and Channel 16 is also impacted by the other channels of Wifi (see Figure 6.3).

For frequency hopping TDMA protocol, since it uses all the data from all channels, the

accuracy is in the middle. At the distance 1m, it has the estimation error of 0.9588m,
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Figure 6.15: MLE estimation accuracy with
different distances under different channels

Figure 6.16: Wifi signals in Rice Hall

and at the distance 5m, the error is 0.8386m. If we don’t know the signal spectrum of a

building, the frequency hopping TDMA protocol is the safest choice, and its performance

is acceptable.

6.2.4.3 Estimator Performances Evaluation

Several experiments are done in order to compare the performance of the estimators pro-

posed in Section 6.2.2. First experiment is to compare these estimators in the relative short

distances under different environments. The distances are from 1m to 7m, and the envi-

ronments include the corridor and the basement, respectively. We repeat 3 times for each

environment and collet the RSS data, and then post process them with different estimators.

The second experiment is to test the performance of these estimators with long distances.

The distances are 10m, 15m and 20m. Because the flattened maximum likelihood distance

estimator treats all low RSS values the same, and the truncated maximum likelihood dis-

tance estimator drops the low RSS values, it is necessary to study their performances under

long distances which usually have low RSS values. In these experiments, the thresholds in

Equations 6.20 and 6.33 are set to T = −65dBm. Note that the frequency hopping TDMA

protocol is turned on for all these experiments.

Figures 6.17(a), 6.17(b) and 6.17(c) show the estimation accuracy for 6 estimators in

the corridor environment. “M” represents the maximum likelihood distance estimator,

“F” represents the flattened maximum likelihood distance estimator, “T” represents the
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(a) Estimation accuracy in the
corridor 1

(b) Estimation accuracy in the
corridor 2

(c) Estimation accuracy in the
corridor 3

(d) Estimation with post median
filter accuracy in the corridor 1

(e) Estimation with post median
filter accuracy in the corridor 2

(f) Estimation with post median
filter accuracy in the corridor 3

Figure 6.17: The estimation accuracy of different filters in the corridor environment.

truncated maximum likelihood distance estimator, “MC” is the corrected version of the

estimator “M”, “FC” is the corrected version of the estimator “F”, and “TC” is the corrected

version of the estimator “T”. The figures shows that the corrected version of the estimators

are better than the uncorrected versions. For the corrected estimators, the best estimator

is “TC”, then is “FC”, and the last is “MC”. “TC” achieves sub-meter accuracy at most

time.

Figures 6.17(d), 6.17(e) and 6.17(f) show the results of all these estimators after a post

median filter processing. That is when the data are collected, they are like the blue curves

in Figure 6.14. After the first moving averaging processing, we have the red line in Figure

6.14. Then these data are fed into different filters, and the output is a series of distance

estimations, whose mean error is shown in Figures 6.17(a), 6.17(b) and 6.17(c). After that,

these distance estimates are further processed with a moving median filter, whose window

size is 3 samples. From Figures 6.17(d), 6.17(e) and 6.17(f) we see that the post median
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(a) Estimation accuracy in the
basement 1

(b) Estimation accuracy in the
basement 2

(c) Estimation accuracy in the
basement 3

(d) Estimation with post median
filter accuracy in the basement 1

(e) Estimation with post median
filter accuracy in the basement 2

(f) Estimation with post median
filter accuracy in the basement 3

Figure 6.18: The estimation accuracy of different filters in the basement environment.

filter processed results are even better, and the performance ranking is the same as that in

Figures 6.17(a), 6.17(b) and 6.17(c).

Figure 6.18 shows the RSS to distance estimation errors of different estimators in the

basement environment. The performance ranking of different estimators is the same as in

Figure 6.17. The errors of “TCM” are all below 1.5m, and most of the time are below 1m.

Figures 6.17 and 6.20 show the error deviations corresponding to the mean errors in

Figures 6.17 and 6.18. We see that as the estimated distance increases, the deviation also

increases. More importantly, the estimator “TCM” has not only the best mean estimation

error, but also the smallest deviation of the estimation.

Figure 6.21 shows the estimation errors for different estimators at long distances. “NA”

means unavailable, that is the estimator cannot output a valid estimation. “NA” is better

than an inaccurate estimation since it would not pollute the data. From the figure we see

that the estimators are very inaccurate at long distances, which proves our claim in Section
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(a) Estimation error deviation in
the corridor 1

(b) Estimation error deviation in
the corridor 2

(c) Estimation error deviation in
the corridor 3

(d) Estimation error deviation
(with post median filter) in the
corridor 1

(e) Estimation error deviation
(with post median filter) in the
corridor 2

(f) Estimation error deviation
(with post median filter) in the
corridor 3

Figure 6.19: The estimation deviations in the corridor

(a) Estimation error deviation in
the basement 1

(b) Estimation error deviation in
the basement 2

(c) Estimation error deviation in
the basement 3

(d) Estimation error deviation
(with post median filter) in the
basement 1

(e) Estimation error deviation
(with post median filter) in the
basement 2

(f) Estimation error deviation
(with post median filter) in the
basement 3

Figure 6.20: The estimation deviations in the basement
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Figure 6.21: RSS to distance estimation error at long distances

Figure 6.22: Valid estimation number of RSS to distance mapping at long distances

6.2.2–we should restrict the estimation to short distances. Even for long distances, “TC”

and “TCM” outperform the other estimators.

Figure 6.22 shows the number of outputs at each stage during the data processing. For

each cell in the table, there are three numbers. The first number shows the number of the

input RSS values; the second number shows the number of the outputs from each estimator;
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and the third number is the number after the post median filter processing. For estimators

“F” and “T”, sometimes they cannot find the RSS values above the threshold in a moving

window. That is why they may output much less number of estimations at long distances.

Furthermore, during the median filter processing, if there is not enough samples (less than

3 in our setting) in the current window, we output NA. Therefore, the number of outputs

is further reduced at this stage. We see that “TC” outputs least, and the followed is “FC”.

All these design is to follow one principle: no estimation is better than an inaccurate

estimation.

6.3 Foot-mounted Inertial Navigation System

As presented in Section 3.1.1, there are two types of location related measurements–the

strong measurement and the weak measurement. A node is localizable if it can be reached

by a strong path (an undirected path which only consists of strong measurements) starting

from an anchor node in a measurement graph. The above RSS to distance measurement

is a weak measurement. In order to localize the mobile agent, strong measurements are

needed.

Since one of the goals is to be fully self-contained, the IMU based solution is the best fit.

An IMU usually includes a 3-axis accelerometer and a 3-axis gyroscope (some PC boards

may also integrate a compass chip and an altimeter chip). Based on real-time acceleration

and angular rate measurements, a strong measurement–the displacement between two time

points–can be obtained theoretically by coordinate transformation and integration. The

best advantage of the IMU is that it is a fully self-contained solution, and it could be a very

tiny and cheap device if it is MEMS based. However, the downside for the tiny wearable

IMU devices is that the acceleration and angular rate measurements are usually very noisy,

which would result in hundreds of meters error in one minute if only the naive integration

method is used.

Therefore, in order to make the tiny IMU device usable, some efficient filter is needed to
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(a) ZUPT system diagram (b) Inertial navigation diagram

Figure 6.23: ZUPT inertial navigation system diagram [243]

correct the noise. For the pedestrian tracking problem, different filters are developed, which

require different mounting positions on human body (see Section 2.3.1). The most effective

one is to mount the IMU on the foot, and use the zero-velocity-update (ZUPT) methodology

to track a pedestrian (can also track running, crawling, etc.). The idea of ZUPT is very

simple, the foot velocity should be zero in its stance phase during the walking. If the

estimation of the velocity is not zero, the error needs to be fed back into the module for

correction. Under the naive implementation, the error growth rate is of cubic of time.

However, by using ZUPT, the error growth rate is reduced to be linear in the number of

steps.

6.3.1 Zero Velocity Update Methodology

There are a number of works about ZUPT foot mounted inertial navigation system. We

adopt the implementation of the OpenShoe project [243]. As shown in Figure 6.23(a),

there are three components in the system–the IMU hardware, the ZUPT detector and

the mechanization module. The input of the system is from the IMU, which includes the

acceleration and angular rate measurements in the sensor board coordinate frame. The

outputs are position, velocity and orientation in the navigation coordinate frame. The

acceleration and angular rate measurements are used by the mechanization component

and the ZUPT detector. For the mechanization component, the inertial measurements are

used to update the velocity, position and orientation by coordinate transformation and

integration under Newton’s Law. For the ZUPT detector, the inertial measurements are
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used to detect the stance event during the walking (or other actions). If a stance event is

detected, the current velocity is the error (since the correct velocity should be 0), and thus

fed into the mechanization component to correct the accumulated error of this step.

The mechanization component is illustrated in Figure 6.23(b). The angular rate from

the gyroscope is first integrated to get the 3D angle change during the small time frame δtk.

This angle change is then used to update the coordinate rotation matrix and the current

orientation. The acceleration under the sensor board coordinate frame is first transferred

to the navigation coordinate frame by using the coordinate rotation matrix. Then we

get the acceleration of the foot under the navigation coordinate frame by subtracting the

gravity. After that, the velocity change is calculated by integrating the acceleration under

the navigation coordinate frame, and the displacement is further calculated by integrating

this velocity.

6.3.1.1 The Mechanization Model

The mechanization module is represented as follows:


xk|k−1

vk|k−1

qk|k−1

 =


xk−1|k−1 + vk−1|k−1δtk

vk−1|k−1 + (qk−1|k−1fkq
−1
k−1|k−1 − g)δtk

Ω(ωkδtk)qk−1|k−1

 (6.49)

where k is the time index, k|k− 1 and k|k represent the prediction step and update step of

the Kalman filter respectively, δtk is the time difference between the measurement instants,

xk is the position, vk is the velocity, and qk is the quaternion describing the orientation of

the system relative to the navigation coordinate frame, fk is the accelerometer reading, g is

the gravity, ωk is the gyroscope reading, and Ω(·) is the quaternion update matrix.

In aided navigation, an error state vector is used. For ZUPT, the error state is δsk =

[δxk, δvk, δϕk], where δxk is the position error state, δvk is the velocity error state, and δϕk

is the orientation error state in terms of roll, pitch and yaw. Some work also includes the
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error of angular rate and the acceleration bias [195], however, it has been proved that it

does not gain much in practice [244]. Using this error state, the linearized transition model

is:

δsk|k−1 = Φkδsk−1|k−1 + wk−1 (6.50)

The transition matrix Φk is

Φk =


I I 0

0 I S(fnk )

0 0 I

 · δtk (6.51)

where S(fnk ) is the skew matrix of the acceleration under the navigation coordinate frame.

S(fnk ) =


0 −fnk (3) fnk (2)

fnk (3) 0 −fnk (1)

−fnk (2) fnk (1) 0

 (6.52)

wk−1 is the process noise with the covariance Qk−1 = E(wk−1w
T
k−1). The error covariance

matrix Pk|k−1 is calculated as

Pk|k−1 = Φk−1Pk−1|k−1Φ
T
k−1 + Qk−1 (6.53)

The measurement model is

zk = Hkδsk|k + nk (6.54)

zk is the measurement. In ZUPT case, zk = vk|k−1. Hk is the measurement matrix:

Hk = [0, I,0] (6.55)
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nk is the measurement noise with covariance Rk = E(nkn
T
k ).

When there is a stance phase detected, the following equation is used to update the

error state vector:

δsk|k = δsk|k−1 + Kk(zk −Hkδsk|k−1) = Kkzk (6.56)

The above equation uses δsk|k−1 = 0, because each time after the update, these errors are

fed back to the state of position, velocity and orientation for correction, and thus reset to

zeros. Kk is the Kalman gain, and is calculated as:

Kk = Pk|k−1H
T (HPk|k−1H

T + Rk)
−1 (6.57)

The error covariance matrix Pk|k is calculated as:

Pk|k = (I−KkH)Pk|k−1 (6.58)

6.3.1.2 The Zero Velocity Detector

In order to correct the estimation error, the stance event needs to be detected. It is ar-

guably that the zero velocity detector might be more important than the IMU hardware

performance [244]. The work [194] gives the evaluations for several different zero velocity

detectors. The Acceleration Magnitude Detector (MAG) is based on the acceleration ener-

gy, i.e. when the energy of the 3D acceleration is comparable to the gravity, it assumes it

is a stance event. The Angular Rate Energy Detector (ARE) is based on the energy of the

3D angular rate. If it is closed to 0, then it assumes it is a stance event. The Acceleration

Moving Variance Detector (MV) is based on the variance of the acceleration. When it is

less than a threshold, then a stance event is assumed. The last detector is called The S-

tance Hypothesis Optimal Detector (SHOE), which uses both acceleration and angular rate

measurements, and is proved to be the optimal. Our implementation adopts this detector,
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whose formula is written as follows [194]:

T ({f ck}n+W−1
k=n , {ωck}n+W−1

k=n ) =
1

W

n+W−1∑
k=n

(
1

σ2
f

∥∥∥∥f ck − g f̄ ck
‖f̄ ck‖

∥∥∥∥2

+
1

σ2
ω

‖ωck‖
2

)
(6.59)

where f ck is the corrected (subtracting the bias) acceleration measurement at time k, ωck is

the corrected angular measurement at time k, {·}n+W−1
k=n represents a time series of a value

with window size W , f̄ ck is the average of f ck in the window, ‖ · ‖ is the norm operator, and

σf and σω are scalars representing the deviation of the noise of the acceleration and the

angular rate.

6.3.2 IMU Calibration and ZUPT Detector Threshold Setting

Since a tiny and cheap IMU device is used, carefully modeling its properties in a probabilistic

way is important to the final estimation results. Additionally, the IMU is also used as a

ZUPT detector, and thus the setting of the threshold of the ZUPT detector is also important.

6.3.2.1 IMU Characterization

An IMU usually consists of a 3-axis accelerometer and a 3-axis gyroscope. There are different

types of errors for its outputs.

• Constant bias: for a gyroscope, it is the average output when it stays static; for an

accelerometer, it is the average difference between its output and the local gravity. It

causes the angular error to grow linearly with time for the gyroscope bias, and the

position error to grow quadratically with time for the accelerometer bias.

• White noise: the name is self explanatory. The white noise is usually modeled as a

normal distribution. It introduces a zero-mean random walk error into the angular

change for the gyroscope (the angular error deviation is proportional to the square

root of the time, i.e. σθ(t) ∝
√
t), and a zero-mean second order random walk error

into the displacement for the accelerometer (the displacement error deviation has the
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following relationship with the time: σs(t) ∝ t
3
2 )

• Bias stability: this error creates a random walk in the bias. Therefore, it introduces a

second random walk in the angular error for the gyroscope, and a third random walk

in the displacement error for the accelerometer.

• Scale factors: this error introduces a multiplicative error to the outputs, i.e. m =

(1 + εs)z, where m is the output, εs is the scale factor error, and z is the real value.

This error cannot be measured when the real output is zero. This error introduces

the same scale error to the final angular or displacement results.

• Alignment error: it means that the 3 axis of the sensor may not be strictly aligned

perpendicularly. It can be modeled as m = A ·z, where m is the 3-axis output vector,

A is the error alignment matrix, and z is the real 3-axis vector.

• Linearities error: this error means that the output may not be linear with the real

value. It is actually the nonlinear type of the scale factor. It usually happens when

the sensor output is out of the normal range.

The last three error types, i.e. the scale factors, the alignment error and the linearities

error, are called calibration errors. These errors are usually pre-corrected by manufactures.

Therefore, the first three errors need to be characterized. For the constant bias, as explained

above, for a gyroscope, it can be estimated by averaging its outputs when it is placed

statically; for an accelerometer, it can be estimated by aligning the sensor in 3 different

orientations, i.e. x-axis up, y-axis up and z-axis up, and averaging the outputs of the axes

which are aligned horizontally.

For the white noise and the bias stability, a mathematical tool called Allan Variance (or

Allan deviation) is able to capture them. The computation of Allan Variance is as follows.

First take a long time sequence of samples, and divide them into bins of length t. t should

not be too large so that there are at least 9 bins. Then calculate the average of all the

bins (ā(t)1, ā(t)2, · · · , ā(t)n), where n is the the number of the bins. After that the Allan
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Figure 6.24: An example of log-log plot of Allan Deviation analysis results [14].

Variance is calculated as:

Al(t) =
1

2(n− 1)

n∑
i=2

(ā(t)i − ā(t)i−1)2 (6.60)

The Allan Deviation is Ad(t) =
√
Al(t). By using different t, we get different Allan De-

viation values. Then all these points are plotted in the log-log scale. The different types

of noise then can be characterized visually. Figure 6.24 shows an example of a log-log plot

of Allan Deviation of some results. The white noise can be identified by fitting a straight

line with the slope -0.5, and read the value at t = 1. The bias stability appears as the flat

region around the minimum of the curve, and thus we can simply get the minimum value

as the bias stability.

We use Allan Deviation to characterize the IMU MinIMU-9 v2 [245], which includes the

gyroscope chip L3GD20 [246] and the accelerometer (with a magnetometer) chip LSM303DLHC

[247]. The IMU hardware is shown in Figure 6.25(a). The data collection setup is shown in

Figure 6.25(b), where an Arduino UNO board, a serial cable, a breadboard and the MinIMU-

9 v2 are used. The data are collected for 7.6 hours at 50Hz sampling rate–totally 1,371,289

samples of each axis for the gyroscope/accelerometer. The Allan Deviation log-log scale

plots are shown in Figure 6.26. With Allan Deviation reading and the bias we measured
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(a) MinImu-9 V2 (b) Data collection setup

Figure 6.25: Data collection for MinImu-9 V2

(a) Allan Deviation log-log scale plot for the gyro-
scope

(b) Allan Deviation log-log scale plot for the ac-
celerometer

Figure 6.26: Allan Deviation log-log scale plot for the gyroscope and the accelerometer

following the aforementioned way, Table 6.1 shows the bias, the white noise and the bias

stability of one L3GD20 gyroscope; and Table 6.2 is for the LSM303DLHC accelerometer

chip.

Using the above measured errors, we simulate and evaluate the impacts of these different

errors. Based on Equation 6.49, we simulate the position estimation for a still device

when applying different types of random errors, such as the bias, the white noise and the

bias stability of the accelerometer and the gyroscope. Figure 6.27(a) shows the position

estimation error for a static device for one minute with all these errors. The blue line is
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Table 6.1: The characterization of one L3GD20 gyroscope

Error type Data sheet value Measured value

Bias ±75◦/s [−0.4641, 0.2455,−0.8077](◦/s)

White noise 0.03◦/
√
s [−0.0466, 0.0958,−0.0190](◦/

√
s)

Bias stability NA [−0.0028, 0.006,−0.004](◦/s)

Table 6.2: The characterization of one LSM303DLHC accelerometer
Error type Data sheet value Measured value

Bias ±0.06g [0.0183,−0.0886, 0.036](g)

White noise NA [0.0035, 0.0036, 0.0038](g/
√
s)

Bias stability NA [0.000157, 0.000237, 0.000252](g)

the average drift for 100 runs, and the green lines represents the one deviation error bound.

We see that for our device, in one minute, the naive inertial navigation implementation

introduces around 320m drift on average. Figure 6.27(b) shows the estimation error with

only accelerometer errors. We see that the error is much less than in Figure 6.27(a). This

is because the gyroscope error creates the drift to the final position estimation cubically in

time, while the accelerometer error only creates the error quadratically in time. Figures

6.27(c) and 6.27(d) show the drift for white noise and bias stability, respectively. We see

that the drift caused by the white noise is bigger than the bias stability. In practice, we

model the white noise with a random variable with the proper deviation σw, and do not

model the bias stability since the ZUPT is sufficient to correct it.

The above calibration is for a static device only. In practice, there are other factors

impacting these parameters. For example, the dynamic error only appears when the inertial

sensors are moving or rotating; the bias and alignment error would change if the sensor is

tied to the human body tightly and gets deformed (in our case). Therefore, besides the

above static calibration, there are several other ways to do the calibration. One way is to

use a simple home-made calibration tool to decide the dynamic errors as described in the

work [248]. Another method is that before a pedestrian starts walking, let the pedestrian

stand still for tens of seconds to collect data so that the on site bias can be calculated.

However, based on our experimental data, these pre-calibration methods are not accurate
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(a) With all errors of the ac-
celerometer and the gyroscope

(b) With all errors of the ac-
celerometer only

(c) With only white noises of
both the accelerometer and the
gyroscope

(d) With only the bias stability
of both the accelerometer and the
gyroscope

Figure 6.27: The simulated impact of different types of sensor errors to the position estimation.
50Hz, one minute and total 100 runs.

enough. Therefore, we choose to use a post-tuning method for these error parameters, i.e.

we treat the calibration as a parameter estimation problem after we collect all the raw data.

Since the bias error of the gyroscope dominates the final error of the position estimation,

and in practice we find that the above static calibration method is sufficient for estimating

the accelerometer bias error, the post-tuning method is only interested in the gyroscope

bias. Modeling the whole foot-mounted inertial navigation system as a black box, then the

system with the gyroscope bias parameter can be written as

x̂ = f(z; θω) (6.61)

where x̂ is the time series of the position estimation, f(·) represents the inertial navigation

black box function, z is the input vector which includes the time series of raw acceleration

and raw gyroscope readings, and θω is the unknown vector of the gyroscope bias to be
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tuned. Then the bias estimation can be written as an optimization problem:

min
θω∈R3

‖x− f(z; θω)‖2 (6.62)

where x is the true position series.

Since the ZUPT navigation function is too complex to obtain an analytic form, the

iterative nonlinear optimization solver is chosen. One most straightforward solution is

brute force. Assume the 3-axis bias is within the cubic range of [−100,−100,−100] and

[100, 100, 100]. We can first set a big step, e.g. 10, to search the whole space coarsely.

Assuming it finally hits the point [−10, 10, 20] as the minimum, then the step is reduced

to 1, and the search space is shrunk to the cubic range of [−30,−10, 0] and [10, 30, 40]. By

using this method, the search space keeps reducing, and the steps become finer. Finally,

some local minimum is found.

Other classic iterative nonlinear optimization solutions can be used too, such as genetic

algorithms [249], the Nelder-Mead simplex algorithm [250] and the simulated annealing

algorithm [251]. We choose the simulated annealing algorithm since it is based on the

probabilistic model and can reach the global minimum theoretically. Matlab implements

the simulated annealing algorithm with the function “simulannealbnd()”. For more details

of this algorithm, please refer to the work [251].

6.3.2.2 ZUPT Detector Threshold Setting

Another parameter is the threshold of the ZUPT detector, which is arguably more important

than the hardware performance [244]. This parameter setting is not difficult: plot the

outputs of the detector over time, and set the threshold just above the low part of the

plot. The above optimization solver can be used to further refine the threshold. Figure 6.28

shows a part of the output of the ZUPT detector. The periodical peaks are foot strides,

and the valleys are stance phases. In this figure, the threshold is set to 76,000.
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Figure 6.28: ZUPT threshold setting

Figure 6.29: Foot-mounted inertial navigation module set up

6.3.3 Evaluation

We evaluate the localization performance of the foot-mounted inertial navigation system

in the Department of Computer Science of University of Virginia (The Rice Hall), which

has 4 floors. The IMU we use is MinIMU-9 v2 [245], which integrates the gyroscope chip

L3GD20 [246], and the accelerometer and magnetometer combination chip LSM303DLHC

[247]. The IMU is connected to an Arduino UNO board [252], and the data are output to

a laptop through the serial port. The hardware setup is shown in Figure 6.29.

Figure 6.30 shows the pre-defined route in the building. The marks from numbers 0 to 9

and the alphabet “a” to “n” are waypoints, whose 3D coordinates are precisely measured in
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(a) First floor (b) Second floor

(c) Third floor (d) Fourth floor

Figure 6.30: The floor plan and the pre-defined route.

advance. The route begins with Waypoint 0 of the first floor, makes a loop, turns back to 0,

and then goes upstairs. The second floor starts from 6, turns back to 6 after a loop, and then

goes to the third floor. Similarly, the third floor is from c, d, e, f, g, h, and back to c. The

fourth floor starts from i, and ends with N. When the pedestrian reaches one mark, he/she

presses the corresponding button on the laptop, so it generates a special record inserted into

the inertial data. Using this method, we know at which time point the pedestrian reaches

which waypoint. Our code is based on the open source project–OpenShoe [243].

Figure 6.31 shows the estimation of the foot-mounted inertial navigation system with

aforementioned configuration. Figure 6.31(a) shows the 3D trajectory estimation of the
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(a) 3D trajectory estimation

(b) The height, speed and ZUPT event estimation

Figure 6.31: The foot-mounted inertial navigation system estimation

system. We see that as the pedestrian walks from the first floor to the fourth floor, the

position error increases. Figure 6.31(b) shows the estimation of the height, the speed and

the time when ZUPT is applied. The height changes of different floors are clearly seen from

the top plot of Figure 6.31(b). The estimated pedestrian velocity is about 4m/s. The steps

are also clearly identified in the “ZUPT applied” figure (the bottom one in Figure 6.31(b)).
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(a) The estimation error at waypoints (b) The trace of the covariance matrix at waypoints

Figure 6.32: The estimation error and covariance of the foot-mounted inertial navigation system

Figure 6.32 shows the estimation error and the trace of the covariance matrix at the

waypoints. We see that the error in Figure 6.32(a) increases quickly at beginning, but keeps

fluctuation in the remaining time. This is probably because the testing route is circular, the

accumulated drift is compensated when the direction reverses. The trace of the covariance

matrix in Figure 6.32(b) shows the trend of estimation uncertainty. It is linear with the

distance as claimed at the beginning of this section. The estimated traveling distance is

around 400m, and the maximum error is 7.205m. Therefore, the error to traveling distance

ratio is 1.8%. In the following sections, we will see that when we combine the foot-mounted

inertial navigation system, the RSS to distance mapping module, and the EDCL algorithm,

the error is further bounded.

6.4 The System Integration

The above sections independently present the RSS to distance estimator (Section 6.2), the

foot-mounted inertial navigation system (Section 6.3), and the EDCL filter (Chapter 5).

This section presents the integration of these three modules. For proof of concept purpose,

we do not embed the module code into each individual hardware. Instead, the RSS data

from the radio and the inertial data from the IMU are collected into each agent’s laptop,
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Figure 6.33: The indoor pedestrian localization system setup

Figure 6.34: The GUI of the data collector

and then post processed in a central place. In future, we plan to make each module work

independently so that each module only outputs its processed positional measurements.

Then through the wireless communication, these measurements are gathered into a portable

device which runs the EDCL module to estimate the final position in real time.

Figure 6.33 shows the system setup for one agent. The left picture is the RSS to distance

estimator module, which is implemented using a TelosB mote. The mote is put on the top

of the pedestrian’s head to avoid the body shadowing effect. All the packets it receives

are forwarded to the laptop through a serial port. The middle picture is the foot-mounted

inertial navigation module. The minImu9 V2 board is attached to the foot, and connects

to an Arduino UNO board on the shank. The Arduino board forwards the data from the

IMU to the laptop through the serial port. The right picture shows that a pedestrian holds

a laptop, which saves all the data from the TelosB and the IMU. Figure 6.34 shows the GUI
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of the data collector on laptop. The left panel is to display the data from the IMU, and

the right panel displays the RSS data. Each serial port can be turned on/off independently.

When a predefined button is pressed on the laptop, a special line is inserted into both

panels. The line includes the button name and the local laptop timestamp. This feature is

used for recording the waypoints and also for time synchronization. All the data shown on

the panels can be saved to a text file locally.

6.4.1 Packet Format and Time Synchronization

There are three modules in one pedestrian’s localization system, each of which has its own

local clock. Multiple pedestrians’ participation makes the time discrepancy issue even more

complicated. To correctly relate a measurement to the right time, a time synchronization

mechanism is needed. Therefore, a careful design of the data format of each module is

required.

For the RSS to distance estimator, based on the data format in Section 6.2.3.3, the

sending packet format in the integrated system is designed as follows:

8 1 7 64 64 64

sender id phase mode slot id seq last seq last send time

When the receiver receives the packet, it appends the local timestamp and the RSS

value, and then forwards it to the laptop. The packet format that the serial port receives

is as below:

8 1 7 64 64 64 64 8

sender id phase mode slot id seq last seq last send time receive time rssi

The IMU output format is as below:

8 8 8 8 8 8 64 64

gyro x gyro y gyro z acc x acc y acc z local time seq

Figure 6.46 shows the time synchronization process. Assuming that Agent 2’s IMU local

time t2i needs to be synced to Agent 1’s IMU local clock t1i . t
2
i is first synced to Agent 2’s
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Figure 6.35: Synchronize Agent 2’s IMU local time to Agent 1’s IMU clock

local RSS module time t2r , then to Agent 1’s local RSS module time t1r , and finally to Agent

1’s IMU local time t1i .

For time synchronization between two clocks, we need to know some anchor time. The

anchor time is defined as a time when two clock’s timestamps refer to the same time. The

data structure of anchor times could be a mapping m12 = {t11 → t21, t
1
2 → t22, · · · , t1n → t2n},

where t1i is a list of timestamps from Clock 1, and t2j is a list of timestamps from Clock

2, i, j = 1, 2, · · · , n. Each element of the mapping list represents that the timestamp t1i in

Clock 1 and the timestamp t2i in Clock 2 refer to the same time. The time synchronization

problem can be modeled as:

t2 = f(m12, t1) (6.63)

where t2 is the list of output times in Clock 2, m12 is the anchor time mapping list from

Clock 1 to Clock 2, t1 is the list of input times in Clock 1, and f(·) is the conversion

function. f(·) is essentially an interpolation function with considering the time drifts.

The algorithm of f(·) is shown in Algorithm Box 1. The input m12 is a n by 2 matrix,

representing the anchor time mapping list from Clock 1 to Clock 2. t1 is a vector of size m,

representing the timestamp list in Clock 1 to be converted to the time list in Clock 2. Line

2 is to sort the time mapping list in the ascend way in Clock 1’s time. Lines 2 and 3 are to

calculate the time drift per unit time in Clock 1. Note that the matrix index annotation is

represented in the Matlab way, e.g. m12
s (:, 2) represents Column 2 of matrix m12

s . Line 5 to

Line 15 is to convert the input Clock 1’s time to Clock 2’s local time one by one. Line 6 is
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1: procedure timeSynchronize(m12, t1)
2: m12

s ← sort(m12);
3: δt21 ←m12

s (:, 2)−m12
s (:, 1);

4: td ← δt21(end)−δt21(1)
m12
s (end,1)−m12

s (1,1)
;

5: for t ∈ t1 do
6: I ← find(m12

s (:, 1) ≥ t, 1);
7: if I = ∅ then
8: t2 = m12

s (end, 2) + (t−m12
s (end, 1))× (1 + td);

9: else if I = 1 then
10: t2 = m12

s (I, 2)− (m12
s (I, 1)− t)× (1 + td);

11: else
12: t2 = m12

s (I − 1, 2) + (m12
s (I,2)−m12

s (I−1,2))×(t−m12
s (I−1,1))

m12
s (I,1)−m12

s (I−1,1)
;

13: end if
14: t2 = [t2, t2];
15: end for
16: return t2;
17: end procedure

Figure 6.36: The RSS data and the IMU data after pressing the key of number 1.

to find which slot of the anchor time mapping the time t is in. After that, depending on if

time t is bigger than the largest time in m12
s (:, 2) (Lines 7 and 8), smaller than the smallest

time in m12
s (:, 2) (Lines 9 and 10), or in some between (Lines 11 and 12), t2 is calculated

differently. The basic idea is that if timestamp t1 in Clock 1 is between the anchor times t1i

and t1j in Clock 1, it should be in the same proportional position between the anchor times

t2i and t2j in Clock 2 with the time drift correction. At the end of each loop, the resultant

t2 is appended to the return list t2 (Line 14). Finally t2 is returned (Line 16).

For time synchronization between Agent 2’s IMU module and RSS module, the anchor

time mapping list is built by the key pressed by the pedestrian at each waypoint. Figure 6.36

shows the IMU data and the RSS data after pressing the key of number 1. We can assume

that the data of the IMU and the RSS right after the special line “1,1,1,1,1,1,1,1” refer to the
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Figure 6.37: Two lines of successive RSS records from sender Id 1.

same time, which means for this example the anchor time mapping is 244956736→ 773095

(Agent 2’s IMU clock to Agent 2’s RSS clock). Since in our experiment, the data rate of

IMU is 100Hz, and the packet sending rate is 50Hz, the maximum error for each element of

this anchor time mapping is max(r1, r2) = 20ms. If the pedestrian passes n waypoints, the

size of the anchor time mapping list is n× 2. Given the mapping list, we can freely convert

IMU’s time to RSS module’s time using Algorithm 1, or vice verse.

Figure 6.37 shows Agent 2’s two successive RSS records from sender Id 1. The first

record shows that the message sequence number is 38028, and the receiving timestamp

(receiving SFD) is 749016 in Agent 2’s local clock. The second record shows that the last

message sequence number is 38028, and the last sending timestamp (sending SFD) is 761379

in Agent 1’s local lock. Hence, we get one element of the anchor time mapping list from

Agent 1’s RSS module clock to Agent 2’s RSS module clock: 761379 → 749016. By using

this method, an anchor time mapping list between Agent 1’s RSS module and Agent 2’s

RSS module can be built. After that we can freely convert Agent 1’s RSS time to Agent

2’s RSS time using Algorithm 1, or vice verse. As described in Section 6.2.3.1, the error for

this time synchronization mechanism is less than 1µs.

6.4.2 Measurement Generation

After collecting the raw data from the IMU and the RSS modules, position related mea-

surements need to be generated for the EDCL algorithm. For the RSS raw data, all senders’

messages are mixed together. By separating each sender’s message, the RSS time series of

each sender and the anchor time mapping list between each sender and the receiver can

be obtained. After that, by using the corrected truncated maximum likelihood distance

estimator in Section 6.2.2.3, the range measurements between the receiver and each sender
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(a) Before com-
pounding

(b) After com-
pounding

Figure 6.38: Compounding the displacement measurements

can be generated. For the foot-mounted inertial navigation module, by inputting the raw

gyroscope and accelerometer data into the ZUPT algorithm in Section 6.3, we get the po-

sition estimate and its covariance over time. Then the displacement measurements can be

generated by calculating the difference between two successive position estimates.

For RSS to distance measurement, because the corrected truncated maximum likelihood

distance estimator is used, many low RSS values are dropped, and thus the number of

generated measurements are not that high. However, the number of the inertial navigation

generated measurements is high, since the sampling frequency is 100Hz and one data sample

corresponds to one measurement. If the measurements are generated in this naive way,

there will be k + 100mt measurements, where k is the total RSS generated inter-agent

measurements which is in the order of O(m2t), m is the number of the agents, and t is the

system running time.

Since most of the measurements are from the inertial navigation module, we can re-

duce the number by compounding two successive displacement measurements. Given two

successive displacement measurements zij = (i, j,xij ,Cij) and zjk = (j, k,xjk,Cjk), the

compounded one is zik = (i, k,xij + xjk,Cij + Cjk), where zij represents the displacement

measurement data structure from Position i to Position j, i is the node Id in a measurement
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graph, xij is the real displacement measurement from Node i to Node j, and Cij is the cor-

responding covariance matrix. Note that this operation should not compound away a node

which involves in an inter-agent measurement. Additionally, the waypoint node should not

be compounded away since it is needed to compare with the ground truth.

Figure 6.38 shows the example of compounding the displacement measurements. Figure

6.38(a) shows the measurements before the compounding. There are totally two agents

(2 and 3), and 6 measurements. Measurement 2 is the RSS range measurement, and all

the remaining are displacement measurements. The red circled node 2.3 is a waypoint.

Following the above rule, only Measurements 3 and 5 can be compounded. Figure 6.38(b)

is the result after compounding.

By using the compounding operation, all displacement measurements without involv-

ing a node having an inter-agent measurement can be compounded. Therefore, the total

number of measurements are determined by the number of inter-agent measurements and

the number of waypoints. Each inter-agent measurement introduces three measurements (2

compounded displacement measurements), each waypoint introduces an extra displacement

measurement, and there is one ending displacement measurement for each agent. Assume

there are m agents, k inter-agent measurements and w recorded waypoints. The total

number of the measurements is n = 3k + w +m.

When generating the displacement measurements, one thing needs to be done carefully.

A displacement measurement is generated by x̂ij = x̂i−x̂j , and the corresponding covariance

matrix is Cij = Cj − Ci, where i < j. However, by introducing the Kalman filter, the

covariance matrix may not monotonically increase, which results in Cij may not be a positive

definite matrix. Figure 6.39 shows the traces of the covariance matrix output from ZUPT

in some time period. There are peaks and valleys in the figure. One peak and its successive

valley represent a step, where the pedestrian begins with a stride and finally ends up with

a stance phase which is corrected by ZUPT algorithm. Assume there are three inter-

agent measurements at time points A, B and C, respectively. When the displacement

measurement is generated for time duration between A and B, a non-positive definite matrix
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Figure 6.39: The trace of the covariance matrix of ZUPT estimation may decrease in some
time period

CAB will be obtained, which would crash the whole estimation process. Therefore, in our

implementation, we choose to drop the inter-agent measurement at Time B, and use the

next available inter-agent measurement which can generate a positive definite covariance

matrix. For this example, the inter-agent measurement at Time C is taken, and thus a

positive definite covariance matrix CAC is obtained.

6.5 Evaluation

To evaluate the integrated system, four people participate in the experiment. Each person

is equipped with a TelosB mote on the top of the head, a foot-mounted inertial navigation

module on foot, and a laptop holden on hands. The experiment is conducted inside a four

floor building (the department of computer science of University of Virginia–Rice Hall).

Waypoints are preset, and their location are precisely measured (shown in Figure 6.30).

Three different routes are pre-defined. The first route is that four people walk together.

As shown in Figure 6.30), they first start from Waypoint 0 on the first floor, walk a loop

back to Waypoint 0, and then go upstairs. The routes on Floors 2, 3 and 4 are similar.

They finally stop at Waypoint N on the fourth floor. We name this route ”together”. The
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precise route defined by the passing waypoints is as Table 6.3 shows.

Table 6.3: Route “together”
P1,P2,P3,P4 0, 1, 2, 3, 4, 5, 0, 6, 7, 8, 9, a, b, 6, c, d, e, f, g, h, c, i, j, k, L, M, N

The second route is that 2 people start from Waypoint 0 on the first floor, and the

other two start from Waypoint N on the fourth floor. They walk in opposite directions,

and meet at Waypoint d on the third floor. If one group reach Waypoint d first, they wait

until the other group meets them. After meeting, Group 1 continues to walk to Waypoint

N on the fourth floor, while Group 2 continues to go oppositely to Waypoint 0 on the first

floor. Therefore, the route of Group 1 is the same as the above, and the route of Group 2

reverses. We name this route ”encountering”. The precise route is shown in Table 6.4

Table 6.4: Route “encountering”
P1,P2 0, 1, 2, 3, 4, 5, 0, 6, 7, 8, 9, a, b, 6, c, d e, f, g, h, c, i, j, k, L, M, N

P3,P4 N, M, L, k, j, i, c, h, g, f, e, d c, 6, b, a, 9, 8, 7, 6, 0, 5, 4, 3, 2, 1, 0

The third route is more complicated. Group 1 with two people (P1 and P2) starts from

Waypoint 0 on the first floor, and Group 2 (P3 and P4) with the other two starts from

Waypoint N on the fourth floor. Group 1 first follows the same route as the above until

reaching Waypoint 7 on the second floor. Group 2 first follows the following route: L, k, j,

i, N, M, L, f, e, d, c, h, g, f, 9, a, b. At this time point, Group 1 should wait for Group 2 at

Waypoint 7, and Group 2 is now at Waypoint b. Then two groups keep still, and P4 leaves

Group 2 and moves forward to join Group 1. After that, P4 and Group 1 walk together to

the next waypoint 8, and at the same time Group 2 (now only P3) moves forward to the

next waypoint 6. After that, two Groups keep still, P4 leaves Group 1 and re-joins Group 2.

After joining, two groups keep moving to their next waypoints, respectively, and P4 starts

commuting between two groups again. The walking pattern for this route is that every time

after two groups moving forward for one waypoint, P4 leaves the current group and joins

the other group. Then two groups move forward to the next waypoint and P4 commutes

again. When P4 is changing group, the two groups keep still. The two groups always keep
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the distance of two waypoints. The final destination for the 4 pedestrians is at Waypoint

N on the fourth floor. We name this route ”commuting”. The precise route is defined in

Table 6.5.

Table 6.5: Route “commuting”
P1,P2 0, 1, 2, 3, 4, 5, 0, 6, 7 7 7 8 8 8 9 9

P3 L, k, j, i, N, M, L, f, e, d, c, h, g, f, 9, a, b b b 6 6 6 7 7

P4 L, k, j, i, N, M, L, f, e, d, c, h, g, f, 9, a, b 6 7 8 7 6 7 8

P1,P2 9 a a a b b b 6 6 6 c c c d d d e e e f f

P3 7 8 8 8 9 9 9 a a a b b b 6 6 6 c c c d d

P4 9 a 9 8 9 a b 6 b a b 6 c d c 6 c d e f e

P1,P2 f g g g h h h c c c i i i j j j k k k L L

P3 d e e e f f f g g g h h h c c c i i i j j

P4 d e f g h g f g h c i c h c i j k j i j k

P1,P2 L M M M N

P3 j k k k L M,N

P4 L M L k L M,N

During each route, when a pedestrian reaches a waypoint, he presses the corresponding

key, which inserts a special data record in both inertial data and RSS data. At the end of

each route, all pedestrians save the data in the laptops. All these data are then sent to a

central place for post processing.

6.5.1 Localization Accuracy and Uncertainty

This section compares the localization accuracy and uncertainty for the inertial-only algo-

rithm, the centralized INOVA algorithm and the distributed EDCL algorithm. The inertial-

only algorithm is only using the foot-mounted inertial navigation system (ZUPT) without

fusing any other measurements. The centralized INOVA algorithm is based on the algorith-

m described in Section 3.2.3, which assumes that all the inertial and RSS measurements of

the four pedestrians are collected at a central place for processing. The EDCL algorithm

is a fully decentralized algorithm, which is described in Chapter 5. The marginalization

factor Q in EDCL controls the trade-off between the localization accuracy and the resource

usage, so it is interesting to evaluate EDCL with different Q settings.
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(a) Pedestrian 1 (b) Pedestrian 2

(c) Pedestrian 3 (d) Pedestrian 4

Figure 6.40: The localization norm error comparison at waypoints of Route “together” for the
inertial-only, INOVA, EDCL (Q = 1, 4, 16, 64) algorithms.

Figure 6.40 shows the localization norm error of four pedestrians at waypoints of route

“together”. The norm error is defined as e =
√

(x̂1 − x1)2 + (x̂2 − x2)2 + (x̂3 − x3)2, where

e is the norm error, x̂1, x̂2 and x̂3 are the estimated position in the three axes, and x1, x2

and x3 are the real position in the three axes. From the figure, we see that the inertial-

only algorithm performs worst, and the INOVA algorithm performs best. For the EDCL

algorithm, the localization accuracy is different for different Q values. The bigger the Q is,

the more accurate the estimation is. Additionally, when Q = 64, it has the same localization

accuracy as the centralized INOVA algorithm. This means when Q = 64, the estimation

is optimal. For the inertial-only algorithm, the norm error for Pedestrian 1 is high, which

fluctuates around 30m at the end part of the route. All the other Pedestrians have the norm

error end at the end of 10m. The high error for Pedestrian 1 may be caused by not tieing
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(a) Pedestrian 1 (b) Pedestrian 2

(c) Pedestrian 3 (d) Pedestrian 4

Figure 6.41: The localization covariance matrix traces comparison at waypoints of Route “together”
for the inertial-only, INOVA, EDCL (Q = 1, 4, 16, 64) algorithms.

the sensor firmly onto the shoes. For INOVA, except the ending norm error for Pedestrian

1 is a between 20m and 30m, all the other Pedestrians have the errors around 6m. For the

EDCL algorithm, although their performances differ, they are close to INOVA. By summing

up all the norm errors for all Pedestrians and comparing this total error with the one the

inertial-only algorithm, we get the percentage of the performance gain for each algorithm.

EDCL1 reduces the norm error by 19.7%, EDCL4 reduces by 19.72%, EDCL16 reduces by

22%, and EDCL64 and INOVA both reduce by 22.23%.

Figure 6.41 shows the estimates covariance matrix traces for each Pedestrian over time.

The trace of the estimation covariance matrix is an important metric for an estimator’s

performance, which usually shows the same trend as the practical estimation errors. In

addition, by comparing an estimator’s covariance matrix with an optimal estimator’s, we



207

(a) Pedestrian 1 (b) Pedestrian 2

(c) Pedestrian 3 (d) Pedestrian 4

Figure 6.42: The localization norm error comparison at waypoints of Route “encountering” for the
inertial-only, INOVA, EDCL (Q = 1, 4, 16, 64) algorithms.

know if the estimator suffers from an over-confidence problem, and how much it has.

From the figure, we see that the trace of the covariance matrix of the inertial-only

algorithm increases linearly, while the other estimators have sub-linear trends. Additionally,

INOVA and EDCL64 have overlapped curves, which means EDCL64 is optimal in this route.

For the other values of Q, their covariance matrix traces are lower than INOVA’s, which

means they are non-optimal and suffer from the over confidence problem. The smaller the

Q is, the lower the covariance matrix traces it has, which indicates the more approximation

it has.

Figure 6.42 shows the norm error for Route “encountering”. The similar observation

is made as the previous route. But this time, the overall error is bigger than the route

“together”. It may be because two groups are separated and only meet once, so the inter-
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agent measurements are fewer. For Agents 2 and 4, the collaborative algorithm performs

close or even worse than the inertial-only algorithm. The reason is unclear yet. It may be

because some bad estimate is associated with a small covariance matrix. By using the same

mean, all algorithms are compared with the inertial-only algorithm. EDCL1 reduces the

error by 19.7%, EDCL4 reduces by 18.92%, EDCL16 reduces by 16.32%, EDCL 64 reduces

by 16.66%, and INOVA reduces by 14.83%. This time EDCL1 seems to be better than

others. It is possible that the inertial estimates usually only deviate to one side (see [253]),

when two groups meet from the opposite direction, the errors are canceled out. For EDCL1,

it is much easier to fully cancel these error out since it has less constraints than EDCL64

does. For the covariance matrix trace in Figure 6.43, it has the similar results as Route

“together”. Inertial-only algorithm grows linearly, and the collaborative algorithms are

more bounded. Similarly, EDCL64 is close to INOVA, and EDCL1 suffers from the over

confidence problem in a most severe way.

Figure 6.44 shows the waypoint norm error for Route “commuting”. This route is more

complex than the previous two routes. The purpose of this route is to show the benefits of

Q with a high value. In Route “together”, since all pedestrians walk together, their position

estimation error is similar. Hence, EDCL1 which is essentially an averaging method should

not perform very differently from EDCL64. In Route “encountering”, two groups only meet

once, and they are from the opposite directions. Therefore, EDCL1 maybe even better to

cancel out the error in the opposite directions. However, in Route “commuting”, Pedestrian

3 keeps commuting between two groups, which results in the position information is shared

between groups in a complex way. In this process, if the correlations between pedestrians

are not handled well, the error is not be reduced much.

From Figure 6.44, the first observation is that all collaborative algorithms are much

better than the inertial-only algorithm (except the ending part of Pedestrian 2). The second

observation is that the gap between EDCL1 and EDCL 64 are bigger than the previous

routes. However, in this route, since two groups are apart form each other with only two

waypoints, they may still have some information sharing. If the two group’s information
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(a) Pedestrian 1 (b) Pedestrian 2

(c) Pedestrian 3 (d) Pedestrian 4

Figure 6.43: The localization covariance matrix traces comparison at waypoints of Route “encoun-
tering” for the inertial-only, INOVA, EDCL (Q = 1, 4, 16, 64) algorithms.

sharing only relies on Pedestrian 4, the gap between EDCL1 and EDCL64 may be even more

significant. The third observation is that Pedestrians 3 and 4 reduce the inertial errors more

than Pedestrians 1 and 2 do. For Pedestrian 4, it is easy to understand. Since Pedestrian

4 is commuting, he walks the longest way. On the other side, Pedestrian 4 fuses the most

position information from two groups, the collaborative effect is the most significant for him.

For Pedestrian 3, the reason for the good performance is that he walks with Pedestrian 4 at

the beginning, so he accumulated the complete information relation graph with Pedestrian

4. After that, when he fuses the information relations from Pedestrian 4, he has less

graph structure conflicts than Pedestrians 1 and 2. For this route, comparing with inertial-

only algorithm, EDCL1 reduces the error by 39.45%, EDCL4 reduces by 41.59%, EDCL16

reduces by 47.81%, EDCL64 reduces by 49.44%, and INOVA reduces by 50.41%. Figure
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(a) Pedestrian 1 (b) Pedestrian 2

(c) Pedestrian 3 (d) Pedestrian 4

Figure 6.44: The localization norm error comparison at waypoints of Route “commuting” for the
inertial-only, INOVA, EDCL (Q = 1, 4, 16, 64) algorithms.

(a) Agent 1 (b) Agent 2

(c) Agent 3 (d) Agent 4

Figure 6.45: The localization covariance matrix traces comparison at waypoints of Route “com-
muting” for the inertial-only, INOVA, EDCL (Q = 1, 4, 16, 64) algorithms.

6.45 shows the covariance matrix trace for each waypoint. The similar conclusion is made
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Figure 6.46: Pedestrian 2’s trajectory estimation in Route “together”. The blue curve is the
inertial-only estimation. The green curve is the estimation of EDCL64. The green square
marker is the ground truth of the waypoints.

as for the above two routes.

Figure 6.46 is one example of how collaborative localization improves the pedestrian’s

trajectory estimation. The figure is Pedestrian 2’s trajectory in Route “together”. The blue

curve is the estimation of the inertial-only algorithm. The green curve is the estimation of

EDCL64. The green square marker is the ground truth of the waypoints. We see that the

estimation of the inertial-only algorithm deviates the ground truth more than the EDCL64

.

6.5.2 EDCL Resource Usage Evaluation

As described in Chapter 5, EDCL uses the marginalization factor Q to balance the trade-off

between the localization accuracy and resource usage. The bigger the Q is, the more accu-

rate (more consistent) the result is, and on the other hand, the more resources it uses. This

chapter studies the memory usage, the communication cost and the information relation

graph structural conflicts of EDCL with different Q setting for the above experiment.

Figure 6.47 shows the maximum memory usage for three pedestrians in Route “togeth-

er”. Actually, at most time the information relation graph of the pedestrian is full loaded.
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Figure 6.47: Maximum memory usage in Route “together”

Therefore, this maximum memory usage number is almost the same as the average memory

usage. The figure shows the with a bigger Q, more memory is needed. When Q = 1, the

memory usage is only 19 byte, while when Q = 64, the memory usage is 760 bytes, which is

still quite small. Chapter 5 explains that each agent has the following data in its memory:

the agent Id, the agent current position estimate, the corresponding estimation covariance

matrix, and an information relation graph which consists of a number of information rela-

tions and the belief of the base nodes. For Q = 64 and the number of the agents is 4 (so

there should be 4 base nodes), we only allows m = 60 information relations preserved in the

memory. An information relation is a four-tuple (i, j,y,Y), where i and j are the node Id

for source and destination, and y and Y are the information vector and information matrix,

respectively. Therefore, one information relation is totally si = 1 + 1 + 3 + 6 = 11 bytes.

For the belief of the base nodes, it has a position vector and the corresponding covariance

matrix. Therefore, the size is sb = 3m + 3m(3m + 1)/2 = 3m(3m + 3)/2 bytes. The total

memory usage for 4 agents are s = 1 + 3 + 6 + 60Si + sb = 1 + 3 + 6 + 660 + 90 = 760

bytes, which matches the number in the figure. The memory usage is the same in Routes

“encountering” and “commuting”.

Figure 6.48 shows the maximum/average number of information relations sent for each
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(a) Maximum number of information relations send-
ing in Route “together”

(b) Average number of information relations send-
ing in Route “together”

Figure 6.48: The number of the information relations sending in Route “together”

agent in Route “together”. In Figure 6.48(a), we see that as Q increases, the maximum

number of information relations sent also increases. This metric represents the burst com-

munication bandwidth consumption for EDCL with different Q’s. When Q = 1, the maxi-

mum number sent is only 1 since there is only one information relation is allowed to store

in memory. When Q = 64, the maximum number raises to 64 in Agent 2. This burst is

caused by the initial time one agent not having all of the other one’s graph information.

Figure 6.48(b) shows the average number of information relations sent. We still see the

increment trend with Q, but from Q = 4 to Q = 64, they do not differ much. This is

because all pedestrians are walking together, they constantly exchanges information, and

thus the number of information relations need to be sent is low.

Figure 6.49 shows the structural conflicts of four pedestrians in Route “together”. In

Section 5.4.2, we define the explicit structural conflict and the implicit structural conflict.

Recall that the explicit structural conflict means that when Agent A wants to merge Agent

B’s information chain about C, the base of Agent B’s Chain C is older than that of Agent

A’s. For the implicit structural conflict, it means Agent B has a fully new Chain C which is

not existing in Agent A. But actually A has the Chain C before, but marginalizes it away

because of the Q restriction. Both of these two structural conflicts causes the non-consistent
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(a) Explicit conflict counts in Route “together” (b) Average explicit conflict counts in Route “to-
gether”

(c) Missing relation chain conflict counts in Route
“together”

(d) Average Missing relation chain conflict counts
in Route “together”

Figure 6.49: EDCL conflict statistics in Route “together”

issue for EDCL. The more it happens, the more severe approximation the estimator suffers

from.

For explicit conflicts in Figures 6.49(a) and 6.49(b), when Q = 1, the number is 0. This

is when Q = 1, each agent only keeps the base node of itself, and thus it is impossible for the

agent to have conflict on some other agent’s information relation chain. For Q = 4, 16, 64,

we see the bigger the Q is, the less the explicit conflict it has. There is no explicit conflict

when Q = 64. For implicit conflicts in Figures 6.49(c) and 6.49(d), the same trend holds.

The Q = 1 setting now has many implicit conflicts, Q = 16 has very few, and Q = 64 does

not have any. That is why in Section 6.5.1, EDCL64 performs the same well as INOVA,
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(a) Maximum number of information relations send-
ing in Route “encountering”

(b) Average number of information relations send-
ing in Route “encountering”

Figure 6.50: The number of the information relations sending in Route “encountering”

because it has no conflict, and thus it is optimal. From the average conflict figures, we see

that for Q = 1 and Q = 4, they have conflicts for almost every two communications, which

impacts their localization accuracy.

Figure 6.50 shows the maximum and average number of information relations sending

in Route “encountering”. The maximum number is the same as in Route “together”, which

reaches the maximum number of the information relations allowed in memory. For the

average sending, it is a little less than Route “together”. This is because that four people

are separated into two groups, at most of the time, only two people in the same group are

exchanging the information.

Figure 6.51 shows the information relation graph structural conflicts for Route “encoun-

tering”. The conflicts reduce as Q increases. Similar, the overall conflict number is lower

than that in Route “together” because of less information exchanging. We note that for

the explicit conflicts, the value of Agent 2 is much higher than others for Q = 16. But its

implicit conflicts are the lowest. This is because when exchanging the information, Agent

2 still holds all the other agent’s information relations in its memory, and thus most of

the time, it has the explicit conflict but not the implicit conflict. In contract, the other

agents has lower explicit conflicts because they have more implicit conflicts to obtain the
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(a) Explicit conflict counts in Route “encountering” (b) Average explicit conflict counts in Route “en-
countering”

(c) Missing relation chain conflict counts in Route
“encountering”

(d) Average Missing relation chain conflict counts
in Route “encountering”

Figure 6.51: EDCL conflict statistics in Route “encountering”

new information.

Figure 6.52 shows the maximum and average number of information relations sending

in Route “commuting”. The average number is between the numbers of Routes “togeth-

er” and “encountering”. This is because the walking pattern makes the number of the

communications less than Route “together” but more than “encountering”.

Figure 6.53 shows the conflict statistics in Route “commuting”. For the low or medium

Q setting, the explicit conflicts are comparable with Route “encountering”, but less than

Route “together”. For implicit conflicts, they are more than Route “encountering” and less

than “together”. But for Q = 64, both the explicit conflicts and the implicit conflicts are
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(a) Maximum number of information relations send-
ing in Route “commuting”

(b) Average number of information relations send-
ing in Route “commuting”

Figure 6.52: The number of the information relations sending in Route “commuting”

(a) Explicit conflict counts in Route “commuting” (b) Average explicit conflict counts in Route “com-
muting”

(c) Missing relation chain conflict counts in Route
“commuting”

(d) Average Missing relation chain conflict counts
in Route “commuting”

Figure 6.53: EDCL conflict statistics in Route “commuting”
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more than those in Routes “together” and “encountering”. In this walking pattern, the big

Q shows its advantages than other low Q’s.

6.5.3 Conclusion

This section studies the localization performance for different algorithm, and the resource

consumption for EDCL with different Q settings. The conclusion is that all the collaborative

localization algorithms outperform the inertial-only algorithm significantly (reducing the

error by 14.83% to 50.41%). Although EDCL is essentially not an optimal estimator, its

accuracy and the estimation covariance matrix is very close to the optimal. Other important

advantages of EDCL are: it is fully decentralized, and the resource consumption is low and

controllable, both of which are very important in practice. For the resource usage, in our

experiment case with Q = 64, the maximum memory usage is only 760 bytes, and the

average communication cost is only 3 information relations which is 3× 11 = 33 bytes.

Note that because of the negative covariance matrix problem, not all the inter-agent

measurements are used. In Route “together”, there are totally 3989 inter-agent measure-

ments generated by the RSS module, but 1032 are dropped. In Route “encountering”, there

are totally 1940 inter-agent measurements, and 288 are dropped. In Route “commuting”,

there are 1328 inter-agent measurements, and 12 are dropped. The root cause of the neg-

ative covariance matrix problem is that the ZUPT pseudo measurements are fused with

the inertial-only data, which makes the generated measurements not independent with each

other. If we decouple these two measurements, and make the ZUPT pseudo measurements

as another type of information relation in the information relation graph, then the RSS

measurements do not need to be dropped. However, the inertial navigation uses the differ-

ent states as the ZUPT ([x,v, ϕ] versus [δx, δv, δϕ]). If we want to decouple them, a new

space-state model needs to be built. This will be left for future work.
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6.6 Discussion

This chapter presents an implementation for a multi-agent collaborative localization system,

which is fully decentralized and self-contained. It consists of an inter-agent range estimator,

an inertial navigation module and a measurement filter module. The inter-agent range is to

generate the inter-agent measurement so that multiple agents’s position estimation can be

related; the inertial navigation module works as a dead reckoning module which provides

the displacement measurement over time, and the measurement filter plays a role of fusing

all measurements to produce the final position estimation. In practice, each module can be

implemented in different ways according to different applications. In this chapter, for proof

of concept and cost saving purpose, we use the radio RSS to distance mapping for the inter-

agent range estimator, a foot-mounted inertial navigation system with ZUPT algorithm as

the inertial navigation module, and EDCL as the measurement filter.

For RSS to distance mapping, we choose to use TelosB mote. In order to overcome the

multipath effect, selective frequency effect and the body shadowing effect, several techniques

are used. We place the mote on the top of a person’s head which effectively avoids the

body shadowing effect. By using moving median window technique, we reduce the noise

of RSS signals. A novel frequency hopping TDMA protocol is proposed to overcome the

multipath and selective frequency effects. Furthermore, a corrected truncated maximum

likelihood distance estimator is developed to restrict the measurements in short distances.

The combination of these methods makes the noisy RSS to distance mapping usable, whose

mean error is around 1m.

For the foot-mounted inertial navigation system, we adopt the ZUPT method, which

uses the zero velocity pseudo measurements in the stance phase of a step to correct the

accumulated errors. In practice, the sensor characterization is the most important for this

module. We use Allen Variance, and the simulated annealing algorithm to find the biases

and other parameters. With this method, the final experimental result shows that the error

is around 2% of the travel distance.
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In order to evaluate the whole integrated system, we predefined three different walking

pattern routes in a four floor building. The waypoints are marked on the way, and each

person pushes the corresponding key on the laptop in order to record the time when he

reaches the waypoint. Since multiple person and multiple modules are involved, the time

synchronization between devices are important. By carefully design the packet format, we

successfully associate the timestamps in different clock to anchor times. Another practical

issue is that the number of measurement generated from the foot-mounted inertial nav-

igation module is much more than the RSS to distance mapping module. By using the

compounding operation, the measurement number is reduced from the order of time to the

order of the inter-agent measurement number.

By post processing these data using different algorithms, we find all the collaborative

localization algorithms outperform inertial-only method. With a proper Q setting, the

accuracy of EDCL is close to the centralized optimal method INOVA. By studying the

resource usage of EDCL, we find that EDCL is efficient in terms of the memory usage, the

communication cost and the computational complexity. The full decentralized feature and

the controllability of resource consumption makes EDCL useful in practice.

In the future, we plan to embed the code into each module so that they output the

estimates independently. Additionally, a different choice of implementation is planned for

some specific domain, e.g. the fire fighting. An improved filtering model will be studied in

order to decouple the the ZUPT pseudo measurement and the inertial-only measurement.

By this decoupling, no inter-agent measurements will be lost for avoiding the negative

displacement covariance matrix issue.



Chapter 7

Conclusions

7.1 Summary of Dissertation

Wireless sensor networks (WSN) have already been used in many applications, such as envi-

ronmental monitoring, health care, home automation, emergency support, vehicle networks,

industry 4.0 and military tasks. Knowing nodes’ positions is always a critical issue for these

applications. Without the position information, the sensory data become meaningless, and

a number of location based routing protocols would not work.

In the WSN field, the existing range-based or range-free localization solutions have one

or more of the following drawbacks: 1) only including homogeneous positioning information;

2) only suitable for static WSNs, but not mobile WSNs or WSNs with high dynamic topol-

ogy changes; 3) requiring pre-set infrastructures; 4) non-deterministic uncertainty. Another

category of mobile node localization methods are from the robotics field. The representa-

tives are simultaneous localization and mapping (SLAM) and the collaborative localization

(CL). However, SLAM solution is not suitable for resource constrained WSN because of

its iterative dynamic model, high computational complexity and not taking advantage the

collaboration between nodes. The existing CL solutions suffer from either inefficiency or

the over confidence problem.

The contributions of this dissertation have two parts: the theory part and the system
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part. For the theory part, this dissertation proposes a unified range-based localization math-

ematical model. With some variations, it can be applied to a large scale static WSN, to a

large scale WSN with dynamic topology changes, or to a mobile WSN. The model addresses

the following issues: 1) unified representation of various measurement types; 2) suitable for

both mobile and static networks; 3) quantitative representation for uncertainty; 4) both

centralized and decentralized architecture support; 5) providing not only position estima-

tion, but also the estimation covariance matrix; 6) efficiency and scalability. Furthermore,

by using this model, we also deduce how to use the quantitative uncertainty for confidence

region inference and guiding the anchor selection process. For the system part, we target

a most challenging problem – infrastructure free indoor multiple mobile agent localization.

By using inertial sensors combining with RSS to distance mapping, a fully self-contained,

decentralized and collaborative localization system of relatively high accuracy is successfully

built, and the effectiveness and the efficiency of the above theory model are demonstrated.

For the theory part, we first model a position related measurement as a function of

positions with random noise. The function could be a unary or binary operation (or with

even more variables). Then all these measurements compose a measurement graph, where

each vector represents a position state, and each edge represents a measurement with both

the value and the corresponding covariance matrix. The measurement graph can be analo-

gous to a generalized electrical network, where Ohmn’s Law and the node voltage analysis

technology are used. Then the covariance matrix of a measurement is analogous to a gener-

alized resistance, the variance of a node’s position estimation is analogous to the generalized

voltage potential of this node’s identity current graph, and the covariance between Nodes

A and B is analogous to the generalized voltage potential of Node B in Node A’s identity

current graph.

By using the node voltage analysis technique from the electrical engineering field, remov-

ing or adding a node, or adding a new edge only involves a constant number of equations.

By using this idea, the INOVA algorithm incrementally updates its Kirchhoff’s matrix and

vector to localize the nodes in the network. Hence, INOVA is suitable for localizing a large
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scale static WSN or a large scale WSN with high dynamic topology changes. The simulation

results show that by using INOVA the computational complexity is reduced by 70 times for

a 4000 measurements network comparing with the BLUE algorithm.

Using the same model, OSE-COV extends the OSE algorithm to localize a static WSN in

a distributed way. The idea of OSE-COV is that each node treats its n hop neighbor node’s

voltage potential as 0, and keeps calculating and broadcasting its voltage potential. Together

with OSE, after a number of iterations, each node’s position estimation and covariance

matrix estimation are asymptotically close to the ones calculated from INOVA.

When applying this unified model to a mobile network, each position at a specific time

point is treated as a vertex in the measurement graph. For a centralized architecture,

the historical vertices can be marginalized away without losing the estimation accuracy.

However, in a decentralized architecture, the historical vertices which have correlations

with other vertices should not be removed in order to have a consistent fusion with those

agents in the future. This brings up the dilemma: to achieve an optimal estimation, it

theoretically requires the infinite memory and computational capability. To balance the

optimality and the resource consumption, the EDCL algorithm uses the marginalization

factor Q to constrain the number of the measurements allowed to be stored in memory.

When Q is big, EDCL is more likely to be optimal, but consumes more resources; on the

other hand, when Q is small, EDCL is more resource efficient, but suffers more from the

inconsistent fusion. The experimental results show that EDCL achieves a close to optimal

localization accuracy with very limited resource consumption.

Since the covariance matrix plays an important role in our model, the property of

the covariance matrix is studied. We prove that an estimation covariance matrix in a

large scale WSN under our model follows the multivariate normal distribution by using

the central limit theorem. Then we can use the covariance matrix to infer the confidence

region of a estimation. Furthermore, by using the covariance matrix, an optimal strategy

for anchor selection is deduced, i.e. always selecting the anchor which reduces the trace

of the covariance matrix of the whole network the most. This selection strategy can be
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achieved in a decentralized way aligning with the OSE-COV algorithm.

For the system part, we build a prototype indoor pedestrian localization system, which

is fully self-contained, decentralized and collaborative. The system consists of a RSS to

distance estimator, a foot-mounted inertial navigation module and the EDCL filter. For RSS

to distance mapping, we address the body shadowing effect, the selective frequency effect

and the multipath effect by putting the device on top of a person’s head, using a moving

window median filter, proposing a frequency hopping TDMA protocol and developing a

corrected truncated maximum likelihood distance estimator. The final experimental results

show that the estimation error is around 1m within a distance below 7m. For the foot-

mounted inertial navigation module, the ZUPT algorithm is used, which utilizes the truth–

the velocity is zero during a stance phase in a step–to correct the accumulated inertial

errors. The hardware characterization is achieved by the Allen Variance technique and the

simulated annealing algorithm. The final results shows that the localization error is 1.8%

of the total traveling distance.

To integrate these modules with multiple pedestrians, time synchronization is needed.

By carefully designing the packet format, time synchronization between the inertial nav-

igation module and the RSS module, and the RSS modules between different persons is

achieved. Furthermore, a compounding operation is used to merge the inertial displace-

ment measurements. After the compounding operation, the number of measurements is

dramatically reduced from time dependent to the order of the number of the inter-agent

measurements. The final experiments are conducted inside a four floor building with three

different routes. The results show that all the collaborative localization algorithms outper-

form the inertial-only algorithm significantly. The localization accuracy of EDCL is close to

the centralized optimal INOVA algorithm. When Q = 64, EDCL only consumes 760 bytes

of memory at maximum, and average of 33 bytes for each communicating message.
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7.2 Discussion and Future Work

There are several interesting research topics in both the theory and the system. For the

theory part, following items are valuable for future work:

• Abstracting more measurement types: in this dissertation, a measurement is repre-

sented as a function of positions plus a random noise. The function can be unary,

binary or even with more variables. We only study the most popular measurements,

such as GPS, displacement, distance and angle. In the future, more types of mea-

surements should be studied, such as velocities and wave phases. The function could

involve more variables, e.g. the doppler effect based technique involves four nodes [3],

and the triangulation algorithm involves at least three nodes.

• Supporting more positioning constraints: currently the model assumes the measure-

ment is in an equation form, but in practice many constraints are not in equation

forms. If this type of constraints can be supported, the model will be more generic.

In optimization, the non-equation constraint has a well formed solution. We may

borrow some ideas from there.

• Studying the practical use of the covariance matrix: the covariance matrix plays an

important role in estimation models. However, few works systemically discuss how to

set a proper covariance matrix in practice. By developing a systemical way for setting

and evaluating a covariance matrix, it can not only improve the estimation accuracy,

but also make the confidence region concept useful in practice.

• Studying the Q setting in EDCL: in EDCL, the marginalization factor Q is used to

balance the approximation degree and the resource consumption. How to set the

value of Q in practice? What is the impact if different agents have different Q’s?

Furthermore, Q can even be dynamic and thus the impact of the dynamic Q is also

valuable to study.

For the system part, the research topics include:
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• Embedding the module codes into devices: in the dissertation, modules in the indoor

pedestrian localization system are connected by wires, and their raw data are collected

into a central place and post processed. In order to make the system more usable,

we have to embed the module codes into each device, and let each device only output

its processed estimation. Furthermore, the cable connections should be replaced by

wireless connections for user convenience. A more user friendly enclosure and interface

should be designed too.

• Using different hardware for different applications: the prototype system in this dis-

sertation is for proof of concept purposes. In practice, different applications may need

different hardware devices. For example, firefighter localization may need a more

accurate inter-agent module, a laser-based range finder or the ultrasonic and electro-

magnetic wave based TODA technology may be a proper choice. For location-base

socialization, a cell phone should be the main device, and using the magnetic field of

the earth may bring exceptional results.

• Establishing a more general state model: as mentioned in Section 6.5.3, many inter-

agent measurements are dropped because of the negative covariance matrix issue. The

root cause of this issue is that the ZUPT pseudo measurement is fused with the inertial

only measurements, which makes the measurements not independent with each other.

In order to use all inte-agent measurements, we should separate a ZUPT measurement

from the inertial only measurements as a fully independent measurement. This may

require changing the state model from the error state [δx, δv, δϕ] to the normal state

[x,v, ϕ].

• Integrating with the breadcrumb system: the indoor pedestrian localization system

in this dissertation only makes use of the collaboration between the moving agents.

However, if a breadcrumb system [33] is integrated, it can not only help to improve

the accuracy of the localization, but also be used as a communication relayer network.
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• Calibrating inertial sensors on site: in the experiment, we find that the pre-calculated

sensor parameters are not accurate. Even the parameters estimated on site are not

guaranteed to be correct. Therefore, a good enclosure (to prevent the deformation of

the sensor boards) and a more robust calibration method are needed.

• Initializing the yaw: since the yaw cannot be estimated merely by the inertial sensors,

the magnetic sensors may be used for reference. If a map is provided, the initial yaw

can also be obtained by aligning the walking direction with the path in map.

• Generalizing the RSS parameter setting: in the dissertation, the RSS parameter (path

loss factor) is calculated based on the pre-measured data. In reality, some applications

may require finding the right parameters on site. Therefore, if the module can learn

the parameters itself through some reference or feedbacks, that would be helpful.



Chapter 8

Bibliography

[1] H. T. Kung, C.-K. Lin, T.-H. Lin, and D. Vlah, “Localization with snap-inducing

shaped residuals (sisr): coping with errors in measurement,” in Proceedings of the

15th annual international conference on Mobile computing and networking, MobiCom

’09, (New York, NY, USA), pp. 333–344, ACM, 2009.

[2] D. Niculescu and B. Nath, “Ad hoc positioning system (aps) using aoa,” in INFOCOM

2003. Twenty-Second Annual Joint Conference of the IEEE Computer and Commu-

nications. IEEE Societies, vol. 3, pp. 1734–1743 vol.3, 2003.
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K. Molnár, M. Maróti, and G. Simon, “Countersniper system for urban warfare,”

ACM Trans. Sen. Netw., vol. 1, pp. 153–177, Nov. 2005.

[40] T. He, S. Krishnamurthy, L. Luo, T. Yan, L. Gu, R. Stoleru, G. Zhou, Q. Cao,

P. Vicaire, J. A. Stankovic, T. F. Abdelzaher, J. Hui, and B. Krogh, “Vigilnet: An

integrated sensor network system for energy-efficient surveillance,” ACM Trans. Sen.

Netw., vol. 2, pp. 1–38, Feb. 2006.

[41] P. Volgyesi, G. Balogh, A. Nadas, C. B. Nash, and A. Ledeczi, “Shooter localization

and weapon classification with soldier-wearable networked sensors,” in Proceedings of

the 5th international conference on Mobile systems, applications and services, MobiSys

’07, (New York, NY, USA), pp. 113–126, ACM, 2007.

[42] Y.-B. Ko and N. H. Vaidya, “Location-aided routing (lar) in mobile ad hoc network-

s,” in Proceedings of the 4th annual ACM/IEEE international conference on Mobile



234

computing and networking (MobiCom ’98), (New York, NY, USA), pp. 66–75, ACM,

Octobor 1998.

[43] B. Karp and H. T. Kung, “Gpsr: greedy perimeter stateless routing for wireless net-

works,” in Proceedings of the 6th annual international conference on Mobile computing

and networking, MobiCom ’00, (New York, NY, USA), pp. 243–254, ACM, 2000.

[44] Y. Xu, J. Heidemann, and D. Estrin, “Geography-informed energy conservation for

ad hoc routing,” in Proceedings of the 7th annual international conference on Mobile

computing and networking (MobiCom ’01), (New York, NY, USA), pp. 70–84, ACM,

July 2001.

[45] Y.-J. Kim, R. Govindan, B. Karp, and S. Shenker, “Geographic routing made prac-

tical,” in Proceedings of the 2nd conference on Symposium on Networked Systems

Design & Implementation - Volume 2, NSDI’05, (Berkeley, CA, USA), pp. 217–230,

USENIX Association, 2005.

[46] P. A. Vicaire, Z. Xie, E. Hoque, and J. A. Stankovic, “Physicalnet: A generic frame-

work for managing and programming across pervasive computing networks,” in RTAS,

(Stockholm, Sweden), 2010.

[47] P. A. Vicaire, E. Hoque, Z. Xie, and J. A. Stankovic, “Bundle: a group based program-

ming abstraction for cyber physical systems,” in Proceedings of the 1st ACM/IEEE

International Conference on Cyber-Physical Systems, ICCPS ’10, (New York, NY,

USA), pp. 32–41, ACM, 2010.

[48] V. Srinivasan, J. Stankovic, and K. Whitehouse, “Using height sensors for biometric

identification in multi-resident homes,” in Proceedings of The 8th International Con-

ference on Pervasive Computing (Pervasive 2010), (Helsinki, Finland), May 2010.

[49] T. W. Hnat, E. Griffiths, R. Dawson, and K. Whitehouse, “Doorjamb: unobtrusive

room-level tracking of people in homes using doorway sensors,” in Proceedings of the



235

10th ACM Conference on Embedded Network Sensor Systems, SenSys ’12, (New York,

NY, USA), pp. 309–322, ACM, 2012.

[50] D. Daly, T. Melia, and G. Baldwin, “Concrete embedded rfid for way-point posi-

tioning,” in Indoor Positioning and Indoor Navigation (IPIN), 2010 International

Conference on, pp. 1 –10, sept. 2010.

[51] N. B. Priyantha, A. Chakraborty, and H. Balakrishnan, “The cricket location-support

system,” in Proceedings of the 6th annual international conference on Mobile comput-

ing and networking (MobiCom ’00), (New York, NY, USA), pp. 32–43, ACM, August

2000.

[52] A. Savvides, C.-C. Han, and M. B. Strivastava, “Dynamic fine-grained localization in

ad-hoc networks of sensors,” in Proceedings of the 7th annual international conference

on Mobile computing and networking (MobiCom ’01), (New York, NY, USA), pp. 166–

179, ACM, July 2001.

[53] X. Cheng, A. Thaeler, G. Xue, and D. Chen, “Tps: A time-based positioning scheme

for outdoor wireless sensor networks,” in INFOCOM 2004: Twenty-third AnnualJoint

Conference of the IEEE Computer and Communications Societies, pp. 2685–2696,

March 2004.
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