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Abstract

Artificial Intelligence (AI) is becoming a crucial innovation that significantly im-

pacts our everyday life. Not only have commercial AI applications improved our

daily experiences, but AI has also proved to be beneficial in social domains such

as healthcare, transportation, and education. As an essential sub-field of AI,

Natural Language Processing (NLP) has great potential to benefit such social

domains. In particular, many social domains have textual information that dif-

ferent NLP techniques can leverage to help individuals generate insights or aid in

quick decision-making. This study presents several different NLP approaches that

can provide societal benefits in three problem areas: namely, transportation and

safety, security and counter-terrorism, and labor market gaps.

In the first application, we focused on short domain-specific types of texts in

the field of transportation and safety. We used accident reports’ narratives, a

free text field, to identify the causes of accidents. We used two deep-learning

architectures, Recurrent Neural Networks and Convolutional Neural Networks,

combined with two word embeddings (Word2Vec and GloVe) to train a model

capable of identifying any accident’s cause based on the accident’s narrative. Such

a system can be used as a decision-support tool for evaluating accident reports.

In the security and counter-terrorism domain, we used NLP to analyze ISIS’s

propaganda approach to women and compared it with the approach from a non-

violent religious group for women. We collected the relevant texts by using web-

scraping and optical character recognition (OCR), and used an unsupervised learn-

ing method for analyzing the texts. Furthermore, we used emotion analysis to
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check for the emotional aspects of these documents.

Finally, to address the skill gap in data science-related jobs, we collected a

large corpus of online job advertisements and used the embedding vector space

of the advertised skill terms and phrases in a semi-supervised approach in order

to find the hard skills that the jobs required and extrapolate them from these

documents. We also presented a complete framework for analyzing skills in the

U.S. that allows individuals and organizations to understand the job market.
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Chapter 1

Introduction

In the past decades, innovation in Artificial Intelligence (AI) rapidly changed

the world and the way we interact with the world. AI introduced itself as a

disruptive force in our world and had massive influences both on the economy

and society [5]. Although the majority of AI-driven products have mainly been

developed by industries, their potential to help society has not been neglected by

both researchers and organizations. This includes the usage of different sub-fields

of AI such as computer vision, machine learning, natural language processing, etc.,

to benefit society in different areas. Society can benefit from AI-powered systems

in criminal justice and policing [6], education [7], healthcare [8] and even climate

change [9], to name a few.

As previously mentioned, Natural Language Processing (NLP) is one of the AI

sub-fields that can also benefit our societies. In fact, the famous “Turing Test”,

one of the earliest proposals of true artificial intelligence, is an NLP problem [10].

While NLP is one of the most challenging areas of AI due to the complexity

of human languages, the abundance of information in many domains makes it

a promising field to improve our experience in our future society. This was the

driving force to successfully apply NLP techniques to more prominent domains

with important public impact, such as healthcare [11], education [12], and social

media [13].

13



Besides these noted domains, other less prominent domains with public benefit

received less attention from researchers, who could nonetheless use NLP techniques

in those fields to help shape a better society. In reality, a significant portion of

the world’s knowledge is still stored in plain text, but effectively utilizing it in

this format presents a significant challenge. This particularly impacts the public

domains that are not very well explored due to the challenges of mapping their

problems to an appropriate NLP solution. Furthermore, in many such domains,

access to high-quality text is also challenging and adds to the problem’s difficulty.

This dissertation presents several use cases of applying NLP methods in such

public domains in order to benefit society by providing insights into several differ-

ent public areas. Various NLP methods have been developed depending on the na-

ture of the problem, and each approach’s result is discussed in this work. In terms

of machine learning approaches, both supervised and unsupervised approaches

have been used throughout this work as well as a semi-supervised approach that

is based on self-learning algorithms in NLP. Regarding public domains, we selected

three: transportation, security and terrorism, and the labor market. Finally, we

present a complete system that uses textual information and provides insights for

people about the labor market, and is available as an online platform for users.

The rest of this dissertation is organized into five chapters including a background

in Chapter 2 where we discuss AI applications that are beneficial for society and

explain how NLP impacted important public domains. We also discuss the differ-

ent abilities of NLP techniques and their constraints, as well as machine learning

frameworks related to them.

In Chapter 3, we present a supervised NLP-based model in the transportation

domain is presented. In this chapter, railway accident reports were used as the

input for multiple deep learning models to predict the cause of accidents. The

aim of this work is to investigate the potential of NLP to help identify and label

accidents quickly and improve safety measures by providing an AI-assistant model

for automated report analysis.
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Chapter 4 discusses another application of Natural Language Processing in se-

curity and counter-terrorism. We analyzed ISIS publications targeting women and

contrasted them with another non-violent religious group’s approach to women.

To make this comparison, we extracted articles from ISIS magazines related to

women and a Catholic women’s forum, then used unsupervised Natural Language

Processing techniques to extract the topics. Furthermore, we evaluated an algo-

rithm for emotion detection in the audience of discourse. Our findings suggest

that such algorithms are able to detect emotional patterns that could be used

for automated identification of emotionally rich contexts to significantly improve

current counter-terrorism measures.

Chapters 6 and 5 present a system for analyzing labor market information

based on online job advertisements. The proposed system collects and processes

textual information, then presents it in an online application available for users

who are interested in investigating the job market for data science-related jobs in

the United States. The system attempts to fill the skill gap between industry and

the workforce by clearly presenting the required skills in different fields of data

science. By doing so, we can help individuals as well as organizations that are

trying to hire applicants with the right skill sets. To do this, we used a semi-

supervised approach to extract skills using job advertisements’ descriptions. Such

a model can also help experts to identify skills automatically using an AI-assisted

product while reducing the time needed to build taxonomies for skills. This is

another way that such NLP models can help build a better workforce, and as a

result, positively impact society.

Finally, in Chapter 7 we bring this dissertation to the end by discussing con-

clusions and future works and limitations.

15



Chapter 2

Background

Artificial intelligence altered our world significantly in recent years. It is hard to

imagine doing our daily activities without interacting with some AI-powered ap-

plications. From virtual assistants on our smartphones to emails that we receive,

entertainment recommendations, music or movie suggestions, and search results,

we use AI algorithms to improve our lives. The rise of neural networks in the

context of deep learning models, combined with high computation powers and the

enormous amount of data generated daily, makes AI a promising avenue for many

businesses. Moreover, it is expected that 45% of economic gain by 2030 will be gen-

erated by advanced AI-powered technologies and the improvement they bring [14].

We briefly introduce the areas where AI has the most growth in businesses with

commercial and societal impact.

2.1 Artificial Intelligence’s Impact on Society

Many industries have already adopted AI in some capacity to enhance their prod-

ucts and services. Although the list of industries that use AI is extensive, some

major areas have been the subject of using AI more extensively than others, which

will be briefly discussed here.

• AI in Finance: Many AI techniques have been applied to different problems

in the finance domain. Examples range from fraud detection to portfolio
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management, risk assessment, and even algorithmic trading [15]. However,

the effect of most such achievements on society is not direct.

• AI in Retail and Advertising: Retail and online retail businesses are

another major industry that uses AI. AI is not only used to increase sales and

efficiency but also to improve customer experiences. AI can help retailers by

giving personalized recommendations and advertisements to customers, as

well as enabling customer segmentation so that retailers can best understand

how and when various groups are apt to purchase their products or services.

Retailers can also benefit from AI-powered customer support when they use

chatbots, in addition to gaining other benefits from using AI, such as price

optimization and demand forecasting [16]. Such uses might have a direct

positive impact on society due to improvement in customer satisfaction.

• AI in Manufacturing and Logistics: Today, companies use AI to enhance

their manufacturing processes. AI allows companies to improve efficiency

by better scheduling and planning, monitoring and maintenance, inventory

management, etc. Aside from producing better products, however, these

applications generally have minimal impact on society.

Besides these areas, many other AI applications directly impact society. The

impact of AI on healthcare has already been very promising. From medical image

classification to NLP knowledge discovery and decision-making systems built on

large amounts of medical documents, AI has improved the work and performance

of healthcare systems. Other areas, such as protecting the environment and public

sectors, have also used AI extensively in recent years. It is difficult to describe all

the possible use cases of AI that help our society. Still, a recent study by McKinsey

presented over 160 use cases of AI over different areas with social benefits as shown

in Fig 2.1 [1].

Based on this research, healthcare, environment, and crisis response were

among the domains with the highest use cases for a potential AI solution. How-
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Figure 2.1: Distribution of AI related use cases across different domains [1]

ever, deploying a real AI-powered solution in all these domains is still challenging.

For example, despite the potential in areas such as “Security and Justice”, “In-

frastructure” and “Economic Empowerment”, very few AI solutions were actually

developed based on this report. This highlights the value of attempts to bring

AI-powered solutions to these domains. Moreover, the authors summarized their

findings by stating that two capabilities of AI, computer vision and Natural Lan-

guage Processing, can be applied to a wide range of challenges in social domains.

This is due to the complex nature of unstructured data and its automatic pro-

cessing. Thus, these two capabilities of AI are exciting research areas with high

societal impact. We will discuss the capabilities of AI and the importance of NLP

in AI in general in the next section.
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2.2 Natural Language Processing as a Major AI Capability

AI applications could range from machine learning and predictive modeling to

autonomous cars and robotics. Therefore, a large group of applications and ca-

pabilities contribute to AI. However, we could organize most of these applications

into six major capability categories:

Figure 2.2: Major AI capabilities

• Perception: This is the ability to understand the world that a machine

interacts with. Usually, this includes computer vision, where a machine pro-

cesses and understands images and videos. It could also process information

through sensors to understand the world.

• Speech and audio processing: The machine uses audio to understand the

world. An essential task in this field is speech recognition, where the machine

tries to map the audio it receives into meaningful text for later usage.
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• Natural Language Processing: To interact with humans, computers must

understand and process human language. The ability to understand and

interpret human language and process written texts is another central AI

capability, and many of the challenges of true intelligence fall in this category.

• Reasoning: Another essential capability of AI is the ability to perform rea-

soning and solve complex problems. Solving puzzles and logical conclusions

using the high computation power of computers make this ability an exciting

feature for AI.

• Knowledge Representation: This ability allows AI to present information

better and infer new knowledge based on the information it has. Graph

models and ontologies are examples of knowledge representation.

• Planning: Planning refers to mimicking humans’ guessing ability and being

creative in deciding. AI learns to perform sequences of action to achieve a

goal.

Looking at these categories, the importance of Natural Language Processing as a

sub-field of AI becomes quite clear. Not only is NLP a direct main category of

AI, but also categories such as speech recognition and knowledge representation

have a close relationship with language and text. Therefore, understanding NLP’s

capabilities will be crucial to AI and its applications that benefit society. In the

rest of this chapter, we focus on explaining these capabilities and some of their

applications in social domains.

2.3 NLP’s Capabilities for Knowledge Discovery and De-

cision Making

Natural Language Processing’s toolbox consists of many techniques to use text

for a variety of tasks, each with a different purpose. The range of techniques

that contribute to the NLP toolbox is vast, and it covers areas as diverse as

20



grammatical parsing and spell-checking to very advanced tasks such as human

dialogue generation and speech recognition. Table 2.1 shows the main tasks that

NLP contribute to solving them.

Table 2.1: Main NLP tasks

Fundamental Tasks Advanced Tasks
Tokenization Information Extraction
Part-of-speech tagging Paraphrase and text similarity
Named entity recognition Text Summarization
Coreference resolution Text-to-speech
Word sense disambiguation Speech-to-text
Document classification Dialogue systems
Document Ranking Question and answering
Sentiment/emotion analysis Image captioning
Relation extraction Text generation
Text parsing Machine translation

While the tasks presented in this table address different problems, not all of

them can be mapped to real-world problems in many domains, such as societal

ones. However, a group of these techniques has proven beneficial for real-world

applications, and we will discuss those techniques here.

2.3.1 Document Classification

The problem of document classification is well-studied and can be applied to many

real-world applications. Here, the objective is to put documents in different cat-

egories automatically. Such a technique can help a range of applications, from

spam email filtering to product review analysis. Proper mapping of a real prob-

lem in societal domains using this technique allows for incorporating automation

into a helpful system. For example, processing hospital notes on patients could

automatically flag patients with dangerous cancer stages among all the reports

and help provide quicker actions for those patients. Fig 2.3 shows an overview

of the text classification problem framework. After cleaning texts, the first step

in document classification is feature extraction. We turn the textual information

into a mathematical representation to be used in conjunction with a classification

algorithm. This representation usually is in one of the following forms:
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Figure 2.3: Overall Framework for Document Classification

• Term Frequency (tf): It is the frequency count of each word in the documents

and presents each document as a vocabulary size vector of numbers.

• Term Frequency-Inverse Document Frequency(tf-idf): Another common doc-

ument presentation is tf-idf which is very similar to the previous representa-

tion but also considers the frequency of the terms in the entire corpus. The

idea is that common words that frequently appear in many documents are

less important.

• Word Vector Representation (Word2Vec, GloVe): Each word is represented

by a fixed-size vector, and thus each document is presented as a matrix.

Such representations allow models to incorporate semantics and syntactic

aspects of words.

• Contextualize Word Vectors (ELMO, BERT): A more recent advanced vec-

tor representation similar to previous ones, which also takes the context into
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account and generates vector embedding for words while considering the

context. The same word could have multiple embeddings for each mean-

ing/context in these representations.

Next, these representations will be used as input for a machine learning clas-

sifier to be trained against the known categories of each document. Common

machine learning algorithms for text classification are briefly explained here.

• Näıve Bayes Classifier: Näıve Bayes is the first and one of the simplest

classifiers for text classification. Näıve Bayes makes a simplifying (naive)

assumption that words are separated features of the document with no in-

teraction between them. Given a document (d) and classes (ci), Näıve Bayes

assigns the highest class using the probabilities as in the following formula:

CNB = argmax
cϵC

P (d|c) = argmax
cϵC

P (c)
∏

iϵpositions

P (wi|ci) (2.1)

where wi refers to each word in the document. Näıve Bayes is a genera-

tive model, and despite its naive assumption in practice, it often produces

surprisingly acceptable results.

• Maxent Classifier(Logistic Regression): Maxnet is a discriminative model

commonly used as a baseline for document classification. The usual repre-

sentation of text for this model is a numeric representation such as term-

frequency or tf-idf. The classification function is sigmoid or softmax, and

the cost function is the cross-entropy loss function which will be minimized

during training.

L = − 1

N

N∑
i=1

yi log(ŷi) + (1− yi) log(1− ŷi) (2.2)

WhereN is the number of samples, yi is the true label for sample i (either 0 or

1), and ŷi is the predicted probability’ To compute this minimization problem

gradient descent is used which is an optimization algorithm for iteratively
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updating of the weights. At each iteration, the gradient is computed using

a learning rate, which determines the step size of the current parameters

and gradually converges to the optimal minimum of the cross-entropy loss

function finding the best parameters.

• Other traditional ML classifiers: Using other machine learning classifiers

for document classification is possible. Support vector machines (SVM)

are another type of classifier that tries to find a hyperplane such that it

splits classes that maximize the distance of observations to such a plan.

In many text classification applications, SVM provides good results and is

also considered a good baseline for more complex models. Another famous

classifier is random forests, which is a specific ensemble of many decision

trees for classification. In random forests, at each split of every tree, only a

sub-sample of features will be considered.

• Deep Learning Classifiers: These types of classifiers use neural network ar-

chitecture to predict the class for a document. For example, a deep neural

network with multiple layers can use tf-idf representation of a document to

predict its category. Recently, more complex models were developed that

can be used for document classification, such as convolutional neural net-

works (CNN) and Recurrent Neural Networks (RNN). These models can use

sequences as the input and therefore take the word order of the document

into account. Furthermore, their inputs use vector representations of words

that capture more information about words, such as semantics and syntac-

tic information. The cost function usually is the cross-entropy loss, and a

variation of gradient descent is commonly used to train these networks. One

caveat of RNN models is the problem of the exploding/vanishing gradient.

GRUs and LSTM are two variants of RNN where neural network units use

gated mechanisms to mitigate the gradient problems.

Since document classification is, in its essence, a supervised learning problem,
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Figure 2.4: Confusion Matrix

we can use the true label of the test set and the model prediction as in any other

supervised machine learning approach. The most important evaluations are based

on the confusion matrix that shows how many true positive/negative values the

model predicted correctly, as shown in fig 2.4.

The common metrics for supervised document classification can be derived

from confusion matrix as follows:

accuracy =
(TP + TN)

(TP + FP + FN + TN)
(2.3)

precision =

∑L
l=1 TPl∑L

l=1 TPl + FPl

(2.4)

recall =

∑L
l=1 TPl∑L

l=1 TPl + FNl

(2.5)

F1− Score =

∑L
l=1 2TPl∑L

l=1 2TPl + FPl + FNl

(2.6)

Finally, the classification uses a threshold (usually 0.5), and this can also im-

pact the prediction. Receiver operating characteristics (ROC) curves are valuable

graphical tools for evaluating as well, where it shows the effect of changing the
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threshold on classification prediction and how confident the model predictions are.

2.3.2 Summarization and Topic Abstraction

Today, the large amount of data available in organizations makes it difficult to

process this information efficiently. A practical solution is to condense the in-

formation in documents into a shorter format, such as a summary or collection

of the main topics. Text summarization techniques are mainly divided into two

categories that will be briefly explained here.

• Extractive Summarization: Here, a subset of sentences considered to have

the highest significance will be extracted to serve as the document’s sum-

mary. This method commonly constructs an intermediate representation

and scores sentences based on that representation and finally selects the

top N sentences as the summary. The intermediate representation could

be frequency-based(tf-idf), or topic modeling ideas such, as Latent Semantic

Analysis (LSA) or Latent Dirichlet Allocation (LDA) [17]. Another approach

to extract sentences from the text is to use one of the previously explained

supervised document classifications with sentences labeled as “ summary” or

“not-summary” or to use graph-based models inspired by the PageRank [18].

• Abstractive Summarization: This approach aims to generate new sentences

from the original text that capture the essence of the original document. This

is a new and more advanced problem to solve, but the rise of sequence-to-

sequence RNN-based models has improved this task. Furthermore, today’s

state-of-the-art models based on the transformer concept have shown im-

provement over the RNN-based model. Two examples of such models are

GPT models and T5 [19].

Although the summarization task provides a shorter version of original documents,

sometimes it is advantageous to understand what theme or topics the document

presents. Describing a document or set of documents based on its topic is another
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way of generating insights from documents. We briefly describe some major NLP

techniques to extract topics from documents.

Latent Semantic Analysis is one such technique. After pre-processing the doc-

uments, it uses a term-document matrix and singular value decomposition (SVD)

to generate concepts within the documents using two newly created term-concepts

and concept-document matrices. Another variation of this approach has been de-

veloped as probabilistic LSA (PLSA) [20].

Another closely related approach, Non-negative Matrix Factorization (NMF),

is a multivariate and linear algebraic approach that factorizes the same term-

document matrix into feature-term and document-feature matrices. These matri-

ces are constructed such that they are non-negative matrices, and this property

makes this method produce more interpretable results.

Finally, another popular unsupervised technique is Latent Dirichlet Alloca-

tion (LDA), a generative probabilistic model. LDA assumes that documents are

generated from specific topics, and it uses Bayesian inference to identify such un-

derlying topics in the documents. Variations of LDA such as Correlated Topic

Modeling (CTM) or Structural Topic Model (STM) also have been proposed [21].

Evaluation of these techniques is more challenging due to their unsupervised

nature. The evaluation can usually be divided into intrinsic and extrinsic (where

the performance can be measured by how the summary’s quality impacts another

task, such as text classification). One common intrinsic metric for summarization

models is ROUGE-n which compares the generated summary with good candidate

summaries using the number of overlapping n-grams to create a score [22].

Similarly, for topic extraction methods from documents, it is possible to mea-

sure the performance by how the quality of results affects other tasks. A common

intrinsic metric for these models is perplexity, where a lower perplexity value in-

dicates better topics.

Importantly, human-based evaluation, where human judgment is used to eval-

uate the result, can be a very valuable approach for both problems due to the
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Figure 2.5: General methods for emotion and sentiment analysis

complexity of summarization and topic extraction tasks.

2.3.3 Sentiment and Emotion Analysis

Another NLP task with real-world applications is automatically detecting a text’s

sentiment and emotions. Many social applications might benefit from automati-

cally detecting emotions.For example, a student who feels unhappy or bored while

interacting with tutoring systems could be helped with a better dialogue response

using emotion recognition capable of considering his or her emotion. Similarly, a

patient’s message to his/her primary medical provider that revealed sadness and

depressive emotions could automatically be identified and trigger some supportive

actions.

No universal framework for defining emotions exists, but most NLP models

are based on two main classes. The first group uses a fixed number of emotions

as the main emotions, and the second uses three dimensions of valence, arousal,

and dominance to describe different emotions. A closely related task to emotion

detection that is slightly easier is sentiment analysis, where the sentiment found

in text (positive, negative, sometimes neutral) is sufficient for the task. There

are many approaches, from lexicon-based models to different supervised models

trained with emotion labels to identify emotions, as figure 2.5 shows [23].
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2.3.4 Information Extraction, Retrieval and Q&A Systems

: Another important real-world application of NLP is to extract structured data

or needed information from unstructured textual formats. Depending on the ap-

plication, we might be required to extract specific types of words or phrases or

even look through a large set of documents and automatically find related ones.

We briefly describe these methods in order of complexity.

Name Entity Recognition (NER): One of the most common forms of in-

formation extraction is to identify and extract named entities such as people,

organizations, locations, and dates. The task has been formulated as unsuper-

vised, semi-supervised, and supervised, with the latter being used most often.

Commonly used metrics for evaluating the extraction are precision (in this case,

the number of correctly predicted system entities divided by the number that the

system predicted) and recall (the number of correctly predicted over human anno-

tated results). The use of deep learning and, specifically, variants of LSTM models

proved to be very promising [24]

Information Retrieval (IR): In IR, the objective is to match a query against

a set of documents and find the most relevant documents to that query. The

basic approach is to present both query and documents as vectors, and using

the cosine similarity, find the most similar documents based on the cosine score.

The classic approaches use tf-idf and BM25 for generating the vectors. More

recent models use dense vectors for these representations based on neural networks.

For example, both query and document can be presented using the Bidirectional

Encoder Representations from Transformers (BERT) model with dot product [25].

The performance of these models can be measured by precision and recall-like

definition similar to above mentioned NER metrics.

Question Answering: Lastly, sometimes, it is required to extract a specific

part of text based on a question on hand. This task is referred to as “Question

Answering” (QA), which is a challenging task and requires advanced NLP meth-

ods. Question answering tasks can be divided into two main categories depending

29



on the target documents. Knowledge-based QA models refer to QA models that

query a structured database. For example, graph-based approaches search over a

knowledge graph of factoids to find the answer to a question. Another category

of QA is the open domain problem, where given a large set of documents the task

is to find the span within the text as the answer to the question. Many models

nowadays have been developed to solve this problem. However, transformer-based

models have been more successful on standard QA datasets such as SQuAD. An-

other challenge for these models is the capability of handling missing answers in

the text, as in SQuAD2.0 [26].

With the increasing power of complex models that are trained on huge amounts

of data, using language models for QA has become another interesting solution.

The idea is that we can use the pre-trained parameters of an extremely large model

to answer a question in the open-domain scenario. An example of such a language

model is openai GPT-3 with over 175 billion parameters [27], which can be used

for answering open domain questions [28].

2.3.5 Dialogue Systems and Chat Bots

A machine’s ability to seamlessly communicate and understand humans is one of

the major artificial intelligence goals and thus, a main area of interest in NLP.

Dialogue systems represent such programs that allow communication with a com-

puter system. Most such systems that are developed are task-oriented systems

designed to understand human purposes to complete the desired tasks. A more

challenging problem is to design chat bots that have the capability for extended

interactions with humans while being as human-like as possible.

An illustration of a task-oriented dialogue system architecture is shown in

Fig 2.6. A complete system like the one shown uses multiple components such as

Automated Speech Recognition (ASR), dialogue state tracker, and text-to-speech

component. The dialogue state tracker is the collection of the current state and the

historical information of the previous interactions. Dialogue policy decides what
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Figure 2.6: Architecture of task-oriented dialogue system [2]

action or utterance should be performed based on the dialogue state’s input, then

uses a language generation model to generate a coherent response. The two other

components of these chat bots, ASR and Text-to-speech, require transforming

audio to text or vice versa. These problems have their own challenges, but the

common approach uses sequence-to-sequence deep learning models with acceptable

results.

Building dialogue systems with the purpose of holding an extended conver-

sation with humans is still challenging. The earliest attempts used rule-based

models but recently better chat bots have been proposed. These chat bots use a

large corpus to either respond by retrieval or by generation. Mostly, these models

use different sequence-to-sequence architectures and specifically transformers [29].

Moreover, a recent chat bot called “ChatGPT”, which was created by training a

GPT-3.5 type of model and using human feedback through reinforcement learning

has proven to work on many of NLP tasks described before [30]. However, the

evaluation of Dialogue systems is a challenging task, and often human evaluation

is still the preferred method.
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2.4 NLP Applications for Social Benefits

As we described in the previous section, certain capabilities of NLP make them

suitable solutions for real-world applications which might have benefits for society.

Many commercial products use different types of NLP solutions to make life easier

for individuals. For example, voice assistant technologies such as Siri and Alexa

use ASR systems to make tasks easier for us, while search engines use information

retrieval techniques to help us find what we want. Although these applications

can be considered beneficial for society, NLP methods can also be used directly in

social domains. We will look at some of these applications in this part.

2.4.1 NLP Application in Healthcare

Healthcare is one of the social domains that can use NLP to automate different

tasks. The vast amounts of textual information generated by healthcare orga-

nizations and hospitals every day, necessitate automated tools to process this

information as quickly as possible. A major domain in healthcare is Electronic

Health Records (EHR) and its free-text notes. Therefore, the proper processing of

EHR can significantly improve the efficiency of many tasks in healthcare, making

it much more responsive to patients’ needs.

De-identification: The free text notes within EHR often include sensitive

information about patients. Not every process in the healthcare system or medical

researchers, need to have access to every piece of sensitive data. In order to protect

the privacy of patients and comply with government regulations, it is important

to remove this data efficiently from the free text. Since this task is similar to name

entity recognition, today’s system can use advanced deep learning models such as

LSTM/GRU to identify and remove this data [31].

Extracting clinical information: EHR’s free text contains a lot of medical

information on each visit of patients. Medical conditions, drugs, dosages, and

biomarkers are just a few useful pieces of information that might exist in these
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Figure 2.7: Example of medical entity identification by John Snow Lab

documents. Therefore, automatically identifying and extracting these concepts is

a valuable task to improve provided services. This task can also be considered an

entity recognition task, but the number of different entities in these free-text notes

is considerably larger. Until recently, the most popular solutions for clinical in-

formation extraction were based on rule-based information extraction approaches.

More complex NLP techniques such as deep learning sequence-to-sequence mod-

els have begun to be used only recently. An example of medical information

extraction using NLP is cTAKES which was developed by the Mayo Clinic and

is now used frequently for such extraction by other organizations [32]. Further-

more, the complexity of all types of entities in EHR notes has motivated some

companies, such as John Snow Lab, to design specific solutions for this extraction

task (Fig 2.7). Recent models like this one also used better contextual embedding,

such as bioBERT, to represent the entities [33].

Clinical NLP-based predictive tasks: Document classification can also

benefit healthcare organizations by providing automated assistance to clinicians

and administrative staff. We briefly mention some of these applications.

• Patient risk identification: Automatically identifying high risk patients

from the general population of patients can be very useful, allowing medical

staff to act quickly or triggering other actions. Here, a text classification

model trained with free text can be used to generate patient scores based on

the notes.

• Treatments and diagnosis: Another area that NPL can be useful in
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healthcare is in identifying the diagnosis and possible treatment based on

the EHR’s free text.The International Classification of Diseases (ICD) in-

cludes roughly 155000 diseases, so automatically assigning patients to the

right healthcare category could hasten the provision of proper medical ser-

vices. An example of this could be classifying patients using the free text

into different stages of a particular cancer.

• Administration and triage:Administrative staff and nurses can benefit

by using NLP on EHR notes to identify what type of facilities each pa-

tient should be assigned to. Such a task also can be formulated as a text

classification problem using different facilities as classes.

Besides the above application, NLP predictive methods can be used in other areas,

such as adverse drug reaction identification or medication classification, etc. Fur-

thermore, other applications, such as abstracting documents and speech-to-text

are among the other NLP methods that can be beneficial for healthcare organiza-

tions.

2.4.2 NLP Applications for Education

Another social domain that can successfully use NLP techniques is the education

domain, due to the availability of written texts in this domain. Summarization of

articles, books, and other texts in this domain is a direct usage of NLP techniques

that we mentioned before. We briefly discuss some of these applications here.

Automated essay grading Automated grading can be very beneficial for

teachers but grading essay-like or written short answers is not as simple as grad-

ing multiple-choice questions. A common solution is to use a text classification

algorithm and train it on graded essays. In this approach, the idea is to build a

model that classifies the text to assign the appropriate grade with high accuracy.

Another NLP approach that can be used is to measure similarity between the text

and one or more golden answers. The similarity can be measured using different

metrics, such as Quadratic Weighted Kappa (QWK) and ROUGE [34].
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Intelligent tutoring systems: Intelligent Tutoring Systems also use NLP

techniques to help students. These systems can use a domain-specific knowledge

base to track the concepts that need to be taught and the student’s knowledge

state. A task-oriented type of chat bot will then be able to guide the student by

interacting with him/her. Such computer-assisted tutoring can greatly help online

learning and e-learning platforms. Furthermore, in foreign language education,

such tutoring systems can improve the process [35].

Plagiarism detection Plagiarism is a critical problem in education as it can

seriously impair students’ ability to think critically. Identifying plagiarism is a

challenging task due to the potential for simply rewording and rephrasing human

language without students using any true analysis. Nevertheless, NLP methods

have been researched and investigated to tackle this problem. The general idea,

in this case, is to find a similarity between the original document and the derived

one. Approaches that use exact match or embedding vectors of words and deep

learning models have been investigated for this task as well [36].

2.4.3 NLP Applications in the Public Sector

The public sector is another major social domain that can use NLP techniques to

address different challenges. For instance, governmental organizations deal with

many citizens every day while also handling large amounts of unstructured data in

textual format. Mapping the challenges in this domain to the correct NLP solution

can help provide better services to citizens as well as improve the efficiency and

quality of governmental organizations.

Virtual assistant and customer services: Governmental organizations rec-

ognized the importance of helping customers in the era of the internet and elec-

tronic services. One of the areas that improves citizens’ satisfaction with their

state, local, or federal government is the availability of online portals that allow

24/7 support to help citizens by answering their questions or guiding them to the

right resources. Such virtual assistants (VA) are built using NLP and task-oriented
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chat bots to provide support for citizens. Some examples of these VA technolo-

gies are “Ask Jamie” which is designed for Singapore’s governmental portal [37]

and “Emma” which is designed for the US immigration portal. Furthermore, ma-

chine translation and multilingual chat bots can be another NLP application in

e-government. HUGO is an example of an e-government platform built for the

Latvian e-government portal. It allows translation of different textual data while

providing other benefits as well [38].

Analysis of government documents and social media: Besides transla-

tion and virtual assistants, other NLP techniques such as document classification

can also be used to enhance the performance of government organizations. Clas-

sification of sensitive information and identifying features in sensitive documents

is one such application. Another example of these techniques is the automatic

ability to check for regulatory compliance in the documents. Social media com-

ments and posts can also be analyzed to identify criminal activities automatically

with NLP [39]. Other textual sources such as a given population’s feedback about

different policies can be used with sentiment analysis to evaluate the society’s

feelings about new policies [40].

2.4.4 NLP Applications in Other Domains

The domains that we described before, are among the most prominent areas of

the public sector, and therefore more efforts have been focused on those domains.

However, the existence of textual data in many other public fields makes NLP

techniques good candidates for automated and efficient decision making or insight

generation. In particular, for under-explored public domains, such research could

provide additional solutions by automatically processing data or finding patterns.

Furthermore, the ability to build systems around processed text to address real-

world problems is another area that needs more attention.

In this thesis, we aimed to show the potential of NLP techniques to help

public domains that either the usage of textual information is less common or has
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less textual information available to work on. We showed potential applications

in the three domains of infrastructure and safety, terrorism and security, and

labor supply empowerment. In doing so, we also presented how to map different

problems into suitable NLP solutions. We utilized supervised, unsupervised, and

semi-supervised NLP approaches with text as the input data. The NLP techniques

include document classification, topic identification, emotion and affect analysis,

and information extraction. On top of that, we presented how we can build a

system to use textual information and create different types of insight that can

also be made available to the public. We have taken this extra step in order to

present the power of textual information analysis as a real-world application that

can benefit the general public. The following chapters describe these applications

in detail.
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Chapter 3

Short Domain Specific Text

Classification with Deep Learning

In many social domains, information can be found in textual formats that can be

used for building decision-support systems. One approach that uses these texts

to build a decision-making support system, is to automatically classify the text

into some predefined category. The trained model then can be used to suggest the

most probable category for the text to assist in categorizing the documents. In

particular, in some social areas, the text could have features that make this task

challenging. Short and domain-specific texts are two of the challenges in utilizing

this information correctly. An example of such texts is the accident narrative

report for railways that are relatively short and uses a specific jargon common to

railway accidents. We present this problem and propose an approach to use these

reports as a decision-making support tool.

3.1 Introduction

Rail accident reporting in the U.S. has remained relatively unchanged for more

than 40 years. The report form has 52 relevant accident fields and many of these

fields have sub-fields. Some fields require entry of the value of an accident result

or condition, e.g., “Casualties to train passengers” and “Speed”. Other fields have
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restricted entries to values from a designated set of choices, e.g., “Type of equip-

ment” and “Weather”. “Primary cause” is an example of a restricted entry field in

the report where the value must be one of 389 coded values. Choosing one of these

categories while filling in reports is sometimes challenging and subject to errors

due to the wide range of accidents. On the other hand, this field has significant

importance for transportation administrations analysis in order to provide better

safety regulations.

Field 52 on the report is different from the other fields because it allows the

reporter to enter a narrative description of the accident. These accident narratives

provide a way for the accident reporter to describe the circumstances and outcomes

of the accident in their own words. Among other things, this means providing

details not entered in any of the other fields of the report. For example, while the

report may show an accident cause of H401 - “Failure to stop a train in the clear,”

the narrative could provide the reasons and circumstances for this failure. These

additional details can be important in improving rail safety by helping in selection

of a more accurate cause for the event. As a result, a method that correlates the

detailed narratives with causes would be beneficial for both accident reporters and

railroad administrators.

Despite the advantages of the narrative field, most safety changes result from

fixed field entries since accident descriptions are difficult to automatically process.

The advance of methods in text mining and machine learning has given us new

capabilities to process and automatically classify textual content. This paper

describes the results of a study using the latest methods in deep learning to process

accident narratives, classify accident cause, and compare this classification to the

causal entry on the form. The results of this study give us insights into the

use of machine learning and, more specifically, deep learning to process accident

narratives and to find inconsistencies in accident reporting.

This paper investigates how the narrative fields of FRA accident reports could

be efficiently used to extract the cause of accidents and establish a relationship
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between the narrative and the possible cause. Such relationships could assist the

reporters to freely enter the narratives and getting candidate choices for causal

field of reports. Our approach uses state-of-the-art deep learning technologies to

classify texts based on their causes. The rest of this paper is organized as follows:

in Section 4.2, related work in both accident analysis and text classification with

deep learning have been presented. Section 4.3 describes in detail the approach

that has been used along with evaluation criteria. Section 4.4 provides details

of our implementations and section 4.5 reports the results. Finally, Section 3.6

presents the conclusion.

3.2 Related Work

This paper utilizes text mining and a new generation of natural language process-

ing techniques, i.e. deep learning [3, 41, 42] in an effort to discover relationships

between accident reports’ narratives and their causes. In this section, we describe

related work in both railroad accident analysis and text mining with deep learning.

Train accident reports have been the subject of considerable research and different

approaches have been used to derive meaningful information from these reports

to help improve safety. As an example, the relationship between the length of

train and accident rate has been investigated in [43]. This paper also emphasizes

the importance of proper causal understanding. Other authors [44, 45] have used

FRA data to investigate accidents caused by derailments. Recent work has used

statistical analysis on FRA data to discover other patterns to investigate freight

train derailment rate as an important factor [46]. All of these previous works used

only the fixed field entries in the accident reports for their analysis and did not use

information in the accident narratives. Some investigators have begun to apply

text mining for accident report analysis in an attempt to improve safety. Nayak,

et al. [47] provided such an approach on crash report data between 2004 and 2005

in Queensland Australia. They used the Leximancer text mining tool to produce

cluster maps and most frequent terms and clusters. Other research [48] introduced
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concept of chain queries that utilize text retrieval methods in combination with

link-analysis techniques. Recent work by Brown [49] provided a text analysis of

narratives in accident reports to the FRA. He specifically used topic modeling of

narratives to characterize contributors to the accidents. In this paper, we present

a new approach to the analysis of these accident narratives using deep learning

techniques. We specifically applied three main deep learning architectures, Con-

volutional Neural Nets (CNN), Recurrent Neural Nets (RNN), and Deep Neural

Nets (DNN), to discover accident causes from the narrative field in FRA reports.

Another study [50] presented an overview of how these methods improved the

state-of-the-art machine learning results in many fields such as object detection,

speech recognition, drug discovery and many other applications. CNN were first

introduced as a solution for problems involving data with multiple array structure

such as 2D images. However, the researchers in [51] proposed using a 1D struc-

ture to enable CNN applications for text classification. This work was extended

by Zhang, et al., who developed character-level CNN for text classification [52].

Other work has provided additional extensions to include use of dynamic k-max

pooling for the architecture in modeling sentences [53]. In RNN, the output from

a layer of nodes can reenter as input to that layer. This architecture makes these

deep learning models particularly suited for applications with sequential data in-

cluding, text mining. Irsoy et al. [54] showed an implementation of deep RNN

structure for sentiment analysis of sentences. The authors of this paper com-

pared their approach to the state-of-the-art conditional random fields baselines

and showed that their method outperforms such techniques. Other researchers

used different combinations of RNN models with some modifications and showed

better performance in document classifications as in [55], [56]. Also, some recent

researchers combined CNN and RNN in a hierarchical fashion and showed their

overall improved performance for text classification as in [57]. Another hierarchical

model for text classification is presented in [41] where they employ stacks of deep

learning architectures to provide improved document classification at each level
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Figure 3.1: Structure of Convolutional Neural Net using multiple 1D feature de-
tectors and 1D max pooling

of the document hierarchy. In our study, we have combined text mining methods

and deep learning techniques to investigate the relationship of narrative field with

accident cause which has not been explored before using such methods.

3.3 Method

For this analysis, each report is considered as a single short document which

consists of a sequence of words or unigrams. These sequences are considered input

in our models and the accident cause (general category or specific coded cause)

is the target for the deep learning model. We convert the word sequences into

vector sequences to provide input to the deep learning models. Different solutions

such as“Word Embedding” and tf-idf representation are available to accomplish

this goal. This section also provides details on deep learning architectures and

evaluation methods used in this study .

3.3.1 Word Embedding and Representation

Different word representations have been proposed to translate words or unigrams

into understandable numeric input for machine learning algorithms. One of the

basic methods is term-frequency (TF) where each word is mapped on to a number

corresponding to the number of occurrences of that word in the whole corpora.

Other term frequency functions present word frequency as a Boolean or a loga-
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rithmically scaled number. As a result, each document is translated to a vector

containing the frequency of the words in that document. Therefore, this vector

will be of the same length as the document itself. Although such an approach

is intuitive, it suffers from the fact that common words tend to dominate the

representation.

3.3.1.1 Term Frequency-Inverse Document Frequency

K. Sparck Jones [58] proposed inverse document frequency (IDF) that can be

used in conjunction with term frequency to lessen the effect of common words

in the corpus. Therefore, a higher weight will be assigned to the words with

both high frequency in a document and low frequency in the whole corpus. The

mathematical representation of weight of a term in a document by tf-idf is given

in 3.1 .

W (d, t) = TF (d, t) ∗ log( N

df(t)
) (3.1)

Where N is the number of documents and df(t) is the number of documents

containing the term t in the corpus. The first part in Equation 3.1 would improve

recall and the latter would improve the precision of the word embedding [59].

Although tf-idf tries to overcome the problem of common terms in a document, it

still suffers from some other descriptive limitations. Namely, tf-idf cannot account

for similarity between words in the document since each word is presented as an

index. In recent years, with development of more complex models such as neural

networks, new methods have been presented that can incorporate concepts such as

similarity of words and part of speech tagging. GloVe is one such word embedding

technique that has been used in this work. Another successful word embedding

method used in this work is Word2Vec which is described in the next part.

3.3.1.2 Word2Vec

Mikolov, et al. developed the “word to vector” representation as a better word

embedding approach [60]. Word2vec uses two neural networks to create a high
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dimensional vector for each word: Continuous Bag of Words (CBOW) and con-

tinuous skip-gram (CSG). CBOW represents the word in context with previous

words while CSG represents the word by proximity in the vector space. Overall

the word2vec method provides a very powerful relationship discovery approach.

3.3.1.3 Global Vectors for Word Representation (GloVe)

Another powerful word embedding technique is Global Vectors (GloVe) presented

in [61]. The approach is very similar to the word2vec method where each word

is represented by a high dimension vector, and trained based on the surrounding

words over a huge corpus. The pre-trained embeddings for words used in this

work are based on 400,000 vocabularies trained over Wikipedia 2014 and Giga-

word 5 with 50 dimensions for word representation. GloVe also provides other

pre-trained word vectorizations with 100, 200, 300 dimensions which are trained

over even bigger corpi as well as over Twitter. Figure 3.2 shows an example of

how these embeddings can be used to transfer words to a better representation.

As one can see, words such as “Engineer”, “Conductor”, and “Foreman” are con-

sidered close based on these embeddings. Similarly, words such as “inspection”

and “investigation” are considered very similar.

3.3.2 Text Classification with Deep Learning

Three deep learning architectures used in this paper to analyze accident narratives,

are Convelutional Neural Networks (CNN), Recurrent Neural Networks (RNN),

and Deep Neural Networks (DNN) [3, 41, 42]. The building blocks of these classi-

fiers are described in greater detail in this section.

3.3.2.1 Deep Neural Networks (DNN)

DNN’s structure is designed to learn by multiple connections between layers where

each layer only receives connections from previous layer and provides connections

only to the next layer [3, 42]. The input is a vectorized representation of docu-
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Figure 3.2: T-sne visualization of Word2vec 300 most common words
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ments, which connects to the first layer. The output layer is number of classes

for multi-class classification and only one output for binary classification. The

implementation of Deep Neural Networks (DNN) is discriminative trained model

that uses standard back-propagation algorithm. Different activation functions for

nodes exist such as sigmoid or tanh but we noticed ReLU [62] (Equation 3.2)

provides better results. The output layer for multi-class classification, should use

Softmax as shown in Equation 3.3.

f(x) = max(0, x) (3.2)

σ(z)j =
ezj∑K
k=1 e

zk
(3.3)

∀ j ∈ {1, . . . , K}

Given a set of example pairs (x, y), x ∈ X, y ∈ Y , the goal is to learn from these

input and target spaces using hidden layers. In our text classification, the input

is a string which is generated by vectorization of text using tf-idf word weighting.

3.3.2.2 Convolutional Neural Nets

Convolutional neural networks (CNN) were introduced by Yann Lecun [63] to rec-

ognize handwritten digits in images. The proposed design, though powerful, did

not catch the attention of the computer-vision and machine learning communities

until almost a decade later when higher computation technologies such as Graph-

ics Processing Units (GPU) became available [50]. Although CNNs have been

designed with the intention of being used in the image processing domain, they

have also been used in text classification using word embedding [3, 42,64].

In CNN, a convolutional layer contains connections to only a subset of the

input. These subsets of neurons are receptive fields and the distance between

receptive fields is called stride. The value at any neuron in the receptive field is

given by the output from an activation function applied to the weighted sum of all

inputs to the receptive field. Common choices for activation functions are sigmoid,
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Figure 3.3: Top Fig: A cell of GRU, Bottom Fig: A cell of LSTM [3]

hyperbolic tangent, and rectified linear. As with most CNN architectures, in this

study we stack multiple convolutional layers on top of each other.

The next structure in the CNN architecture is a pooling layer. The neurons

in this layer again sample a small set of inputs to produce their output value.

However, in this case they simply return the minimum, average or maximum

of the input values. Pooling reduces computation complexity, and memory use.

Additionally, it can improve performance on translated and rotated inputs [65].

Pooling can be repeated multiple times depending on the size of input and the

complexity of the model.

The final layer is traditional fully connected layers taking a flattened output

from the last pooling layer as its input. The output from this fully connected

network is run through a softmax function for multinomial (i.e., multiple labels)

problems, such as classifying cause from accident narratives.

Figure 3.1 shows the structure of an example CNN with one convolutional and

max pooling layer for text analysis.
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3.3.2.3 Recurrent Neural Networks (RNN)

RNN are a more recent category of deep learning architectures where outputs are

fed backward as inputs. Such a structure allows the model to keep a memory of

the relationship between words in nodes. As such, it provides a good approach for

text analysis by keeping sequences in memory [66].

The general RNN structure is formulated as in Equation 3.4 where xt denotes

the state at time t and ut refers to the input at step t.

xt = F (xt−1,ut, θ) (3.4)

Equation 3.4 can be expanded using proper weights as shown in Equation 3.5.

xt = Wrecσ(xt−1) +Winut + b. (3.5)

In this equation Wrec is the recurrent matrix weight, Win are the input weights,

b is the bias, and σ is an element-wise function.

The general RNN architecture has problems with vanishing and, less frequently,

exploding gradients. This happens when the gradient goes through the recursions

and gets progressively smaller or larger in vanishing or exploding states respec-

tively. [67]. To deal with these problems, long short-term memory (LSTM), a

special type of RNN that preserves long-term dependencies was introduced which

shows to be particularly effective at mitigating the vanishing gradient problem [68].

Figure 3.3 shows the basic cell of an LSTM model. Although LSTM has a

chain-like structure similar to RNN, LSTM uses multiple gates to regulate the

amount of information allowed into each node state [3, 41,42].

Gated Recurrent Unit (GRU) The Gated Recurrent Unit (GRU) [69] is a

more recent and simpler gating mechanism than LTSM. GRU contains two gates,

does not possess internal memory (the Ct−1 in Figure 3.3), and unlike LSTM, a
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Figure 3.4: Structure of Recurrent Neural Net for report analysis using two
LSTM/GRU layers

second non-linearity is not applied (tanh in Figure 3.3). We used GRU as our

main RNN building block. A more detailed explanation of a GRU cell is given in

following:

zt = σg(Wzxt + Uzht−1] + bz), (3.6)

Where zt refers to update gate vector of t, xt stands for input vector, W , U and b

are parameter matrices and vector, σg is the activation function, which could be

sigmoid or ReLU.

r̃t = σg(Wrxt + Urht−1] + br), (3.7)

Where rt stands for the reset gate vector of t.

ht = zt ◦ ht−1 + (1− zt) ◦ σh(Whxt + Uh(rt ◦ ht−1) + bh) (3.8)

Where ht is output vector of t, rt stands for reset gate vector of t, zt is update

gate vector of t, σh indicates the hyperbolic tangent function.

Figure 3.4 shows the RNN architectures used in this study by employing either

LSTM or GRU nodes.
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Table 3.1: Distribution of data point and specified categories according to FRA

Total reports ’H306-7’ ’T110’ ’H702’ ’T220-207’ ’T314’ ’M405’ ’H704’ ’H503’
11982 2613 2448 2171 1716 1053 753 652 576

3.3.3 Evaluation

In order to understand how well our model performs, we need to use appropriate

evaluation methods to overcome problems such as unbalanced classes. This section

describes our evaluation approach.

3.3.3.1 F1 measurement

With unbalanced classes, as with accident reports, simply reporting the overall

accuracy would not reflect the reality of a model’s performance. For instance,

because some of these classes have considerably more observations than others,

a classifier that chooses these labels over all others will obtain high accuracy,

while misclassifying the smaller classes. Hence, the analysis in this paper requires

a more comprehensive metric. One such metric is F1- score and its two main

implementations: Macro-averaging and Micro-averaging. The macro averaging

formulation is given in Equations 3.12, using the definition of precision (π) and

recall (ρ) in Equation 3.9,3.10.

πi =
TPi

TPi + FPi

(3.9)

ρi =
TPi

TPi + FNi

(3.10)

Fi =
2πiρi
πi + ρi

(3.11)

F1−macro =

∑N
i=1 Fi

N
(3.12)

Here TPi, FPi, TNi represent true positive, false positive and true negative, re-

spectively, for class i and N classes.

Our analysis uses macro averaging which tends to be biased toward less pop-

ulated classes [70]. As a result, we provide a more conservative evaluation since
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deep learning methods tend to perform worse with smaller data sets. Another

performance measure used in this study, is confusion matrix. A confusion matrix

compares true values with predicted values and therefore, provides information on

which classes are mostly misclassified to what other classes .

3.4 Experiments

In this section, we describe the embeddings that are used for our analysis as well

as the structure of each deep learning model and the hardware that has been used

to perform this work. To create word2vec presentation, we used gensim library to

construct a 100 dimension vector for each word using a window of size 5. Similarly,

we used a 100 dimension representation of Glove trained over 400K vocabulary

corpus. The input documents have been padded to be of the same size of 500

words for all narratives. Our experiments showed that higher dimensions would

not have a significant effect on the results.

Our DNN implementation consists of five hidden layers, where in each hidden

layer, we have 1000 units with ReLu activation function followed by a dropout

layer.

Our CNN implementation consists of three 1D convolutional layers, each of

them followed by both a max pool and dropout layer. Kernel size for convolution

and max pooling layers was both 5. At the final layer our fully connected layer

has been made from 32 nodes and used a dropout layer as well.

RNN implementation is made of two GRU layers with 64 units in each followed

by dropout after them. Final layer is a fully connected layer with 64-128 nodes

at the end. This layer also includes a dropout similar to previous layers. The

dropout rate is between 0.1 to 0.5 depending on the task and model which helps

to reduce the chance of overfitting for our models.

The processing was done on a Xeon E5−2640 (2.6GHz) with 32 cores and 64GB

memory. We used Keras package [71] with Tensorflow as its backend for our

implementation.
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Figure 3.5: Confusion matrix for the best classifier

3.5 Results

This work has been performed using Federal Railroad Administration (FRA) re-

ports collected during 17 consecutive years (2001-2017) [72]. FRA provides a

narrative for each accident with the corresponding cause reported on that acci-

dent. The results are in two sections. In the first section, we show the performance

in labeling the general cause for each accident based on its narrative and in the

second section, we focus on the specific accident cause, on most common type of

accidents according to reported detailed cause. In both of these analyses, we also

compare our performance with some of traditional machine learning algorithms

such as Support Vector Machines (SVM), Naive Bayes Classifier (NBC) and Ran-

dom Forest as our baselines. Finally, we look at our misclassified results using

confusion matrix and analyze errors made by our models.
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Figure 3.6: Confusion matrix for the best classifier

Table 3.2: Distribution of data points and general labels (E: Electrical failure, H:
Human Factor, M: Miscellaneous, S: Signal communication, and T: Track)

Total reports E H M S T
40164 5118 15152 5762 786 13256

3.5.1 General cause analysis

The general accident cause is in the reported cause field of accident reports. This

analysis considers 40, 164 reports with five labels as general causes. Table 3.2

shows the five causal labels and their distribution.

To classify the reports, both RNN and CNN along with two word embeddings,

Word2Vec and Glove, and DNN with tf-idf are used. Table 3.3 shows the perfor-

mance of our techniques and compare it with our baselines. Generally, Word2Vec

embedding produces better F1 scores over the test set. Also, the differences be-

tween RNN and CNN results are not significant.

Figure 3.6 shows the confusion matrix for the best classifier. This confusion

matrix shows that deep learning models in conjunction with vector representations

of words can provide good accuracy especially on categories with more data points.
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Figure 3.7: ROC curves for classifier of general and specific causes

3.5.2 Specific cause analysis

Our analysis also considers more specific accident causes in FRA reports (one of

389 code categories). An obvious issue with more detailed causal labels is that

there are some cause categories with very few reports. Therefore, over the period

studied, the top ten most common causes (combined into 8 categories since H307

and H306 have the same description and the description of T220 and T207 is very

similar) have been selected for analysis. Table 3.1 shows the distribution of reports

on these categories. Figure 3.5 shows the confusion matrix for the best classifier
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Table 3.3: Classification F1 score of combined techniques

Feature Extraction Technique
F1 measure
(Macro)

Word Embedding

Word2Vec CNN 0.65
Word2Vec RNN 0.64
GloVe CNN 0.63
Glove RNN 0.59

Word Weighting

tf-idf DNN 0.61
tf-idf SVM 0.57
tf-idf NBC 0.61
tf-idf Random Forest 0.57

for the top 8 categories of causes.

We also investigate classifier performance using ROC curves as in Figure 3.7

for both general and specific causes.

Table 3.4 shows the results for specific causes along with a comparison with our

baselines’ performances. Similar to our previous results, models using Word2Vec

embedding perform better than the ones using GloVe both in CNN and RNN

architecture.

3.5.3 Error analysis

To better understand model performance, we investigated the errors made by our

classifiers. The confusion matrices, clearly show that the number of instances in

the classes plays a major role in classification performance.

As an example, reports labeled with Signal as the main cause are the smallest

group and not surprisingly, the model does poorly on these reports due to the

small number of training data points.

There is, however, another factor at work in model performance which comes

from rare cases where the description seems uncorrelated to the cause. As an

example of such cases, our model predicted the following narrative ”DURING

HUMPING OPERATIONS THE HOKX112078 DERAILED IN THE MASTER

DUE TO EXCESSIVE RETARDER FORCES.” in mechanical category while the

original category reported is cause by Signal. This seems not consistent with the
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Table 3.4: Classification F1 score of combined techniques for specific causes

Feature Extraction Technique
F1 measure
(Macro)

Word Embedding

Word2Vec RNN 0.71
Word2Vec CNN 0.66
GloVe RNN 0.64
GloVe CNN 0.62

Word Weighting

tf-idf DNN 0.64
tf-idf SVM 0.61
tf-idf NBC 0.33
tf-idf Random Forest 0.62

report narrative.

Identifying such inconsistencies in reports’ narratives is important because

both policy changes and changes to operation result from aggregate analysis of

accident reports.

3.6 Conclusion and Future Work

This paper presents deep learning methods that use the narrative fields of FRA

reports to discover the cause of each accident. These textual fields are written

using specific terminologies, which makes the interpretation of the event cum-

bersome for non-expert readers. However, our analysis shows that when using

proper deep learning models and word embeddings such as GloVe and especially

Word2Vec, the relationship between these texts and the cause of the accident

could be extracted with acceptable accuracy. The results of testing for the five

major accident categories and top 10 specific causes (according to FRA database

coding) show the deep learning methods we applied were able to correctly classify

the cause of a reported accident with overall 75 % accuracy. Also, the results

indicate that applying recent deep learning methods for text analysis can help

exploit accident narratives for information useful to safety engineers. This can

be done by providing an automated assistant that could help identify the most

probable cause of an accident based on the event narrative. Also, these results

suggest that in some rare cases, narrative description seems inconsistent with the
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suggested cause in the report. Hence, these methods may have promise for identi-

fying inconsistencies in the accident reporting and thus could potentially impact

safety regulations. Moreover, the classification accuracy is higher in more frequent

accident categories. This suggests that as the number of reports increases, the ac-

curacy of deep learning models improves and these models become more helpful

in interpreting such domain specific texts.
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Chapter 4

Unsupervised Natural Language

Processing for Data-Poor Social

Domains

In the previous chapter, we presented a problem in the social domain that can

use NLP to build a decision support tool using the texts. Unfortunately, some

areas in social domains have small amounts of text that might have valuable

information. Furthermore, in the absence of labels, a supervised NLP approach

can not be used. Nevertheless, the automatic processing of these resources can

provide a quick way of analyzing these documents and knowledge discovery from

them. Using proper unsupervised methods can allow us to get such insights and

even compare the documents with similar collections. An example of such a niche

domain is the analysis of ISIS documents in counter-terrorism. The scope of the

original documents is limited to a few published magazines and analysis of these

documents to understand how ISIS targets women becomes even more challenging

since not all their publication address women. Here, we discuss the application of

unsupervised NLP methods in such a data-poor domain.
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4.1 Introduction

Since its rise in 2013, the Islamic State of Iraq and Syria (ISIS) has utilized

the Internet to spread their ideology, radicalize individuals, and recruit them to

their cause. In comparison to other Islamic extremist groups, ISIS’s use of tech-

nology was more sophisticated, voluminous, and targeted. For example, during

ISIS advance toward Mosul, ISIS’ related accounts tweeted 40000 tweets in one

day [73].However, this high engagement forced social media platforms to institute

policies to prevent unchecked dissemination of terrorist propaganda to their users,

forcing the ISIS to adapt other means to reach their target audience.

One such approach was the publication of online magazines in different lan-

guages including English. Although discontinued now, these online resources pro-

vide a window into ISIS ideology, recruitment, and how they would like the world

to perceive them. For example, after initially predominantly recruiting men, ISIS

begun to include articles in their magazines that specifically addressed women.

ISIS encouraged women to join the group by either traveling to the caliphate or

carrying out domestic attacks on behalf of ISIS in their countries. This tacti-

cal change concerned both practitioners and researchers in the counter-terrorism

community. New advancements in data science can shed light on exactly how

the targeting of women on extremist propaganda works and whether it differs

significantly from mainstream religious rhetoric.

To accomplish this, we utilizing natural language processing methods to answer

three questions:

• What are the main topics in women related articles in ISIS online magazines?

• What of similarities or differences do these topics have with non-violent

non-Islamic religious material addressed specifically to women?

• What kind of emotions do these articles evoke in their readers and are there

similarities in the emotions evoked in readers of both ISIS and non-violent
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religious materials?

As these questions suggest, to understand what, if anything, makes extremist ap-

peals distinctive, we need a point of comparison in terms of the outreach efforts to

women from a mainstream, non-violent religious group . For this purpose, we rely

on an online catholic women’s forum. Comparison between the catholic material

and the ISIS online magazines allows for novel insight into the distinctiveness of

exxtremist rhetoric when targeted toward female population. To accomplish this

task, we employ topic modeling and an unsupervised emotion detection method.

The rest of the paper is organized as follows: in Section 4.2, we review re-

lated works on ISIS propaganda and applications of natural language methods.

Section 4.3 describes in detail the approach we used and the data collection. sec-

tion 4.4 reports the results, and finally, Section 4.5 presents the conclusion.

4.2 Related Work

Soon after ISIS emerged and declared its caliphate, counter-terrorism practitioners

and political science researchers started to turn their attention to understanding

how the group operated. Researchers investigated their origin of ISIS, leadership,

funding, and how they rose to become globally dominant [74]. This interest in the

organization’s distinctiveness immediately led to inquiries into ISIS rhetoric, and

particularly the use of social media and online resources in recruitment and ideo-

logical dissemination. For example, Al-Tamimi examines how ISIS differentiated

itself from other jihadist movements by using social media with unprecedented

efficiency to improve its image with locals [75]. One of ISIS’s most impressive ap-

plications of its online prowess was in the recruitment process. The organization

has used a variety of materials, especially videos, to recruit both foreign fighters

and locals. Research shows that ISIS propaganda is designed to portray the orga-

nization as a provider of justice, governance, and development in a fashion that

resonates with young westerners [76]. This propaganda machine has become a

significant area for research, with scholars such as Winter identifying key themes
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in it such as brutality, mercy, victim-hood, war, belonging and utopianism. [77].

There has, however, been insufficient attention to how these approaches have par-

ticularly targeted and impacted women. This is significant given that scholars

have identified the distinctiveness of this population when it comes to nearly all

facets of terrorism.

ISIS used different types of media to carry its message such as videos ,images,

texts, and even music. Twitter was particularly effective and the Arabic twitter

app allowed ISIS to tweet extensively without triggering spam-detection mech-

anisms twitter uses [73]. Scholars followed the resulting trove of data and this

became the preeminant way in which to assess ISIS messages. For example, in

[78] they use both lexical analysis of tweets as well as social network analysis to

examine ISIS support or opposition in twitter. Other researchers used data min-

ing techniques to detect pro-ISIS user divergence behaviour points in time [79].

By looking at these works, the impact of using text mining and lexical analysis

to address important questions becomes obvious. Proper usage of these tools al-

lows the research community to analyze big chunks of unstructured data. This

approach, however, became less productive as the social media networks began

cracking down and ISIS recruiters moved off of them.

With their ability to operate freely on social media curtained, ISIS recruiters

and propagandists increased their attentiveness to another longstanding tool–

English language online magazines targeting western audiences. Al Hayat, the

media wing of ISIS, published multiple online magazines in different languages

including English. The English online magazine of ISIS was named Dabiq and

first appeared in Dark web at July 2014 and continued publishing for 15 issues.

This publication was follower by Rumiyah which produced 13 English language is-

sues through September 2017. The content of these magazines provides a valuable

but underutilized resource for understanding ISIS strategies to appeal to recruits,

specifically English-speaking audiences. They also provide a way to compare ISIS

approach with other radical groups. Ingram compared Dabiq contents with In-
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spire(Al Qaeda publication) and suggested that Al Qaeda heavily emphasized

identity-choice, while ISIS messages were more balanced between identity-choice

and rational-choice [80]. In another research, Wignell et al. [81] compared Dabiq

and Rumiah by examining their style and what both magazine messages empha-

sized. Despite the volume of research on these magazines, few researcher used

lexical analysis and mostly relied on experts’ opinions. [82]is one exception to this

approach where they used word frequency on 11 issues of Dabiq publications and

compared attributes such as anger, anxiety, power, and motive etc.

This paper seeks to establish how ISIS specifically tailored propaganda target-

ing western women, who became a particualr target for the organization as the

“caliphate” expanded. Although the number of recruits is not known, in 2015

it was estimated that around 10 percent of all western recruits were female [83].

Some researchers have attempted to understand how ISIS propaganda targets

women. Kneip, for example, analyzed women’s desire to join as a form of eman-

cipation [84]. We extend that line of inquiry by leveraging technology to answer

key outstanding questions about the targeting of women in ISIS propaganda.

To further assess how ISIS propaganda might affect women, we used emotion

detection methods on these texts. Emotion detection techniques are mostly di-

vided into lexicon-base or machine learning-base methods. Lexicon-base methods

relay on several lexicons while machine learning(ML) methods use algorithm to

detect relation of texts as inputs and emotions as the target, usually trained on

a large corpus. Unsupervised methods usually use Non-negative matrix factoriza-

tion (NMF) and Latent Semantic Analysis (LSA) [85] approaches. An important

distinction that should be made when using text for emotion detection is that

emotion detected in the text and the emotion evoked in the reader of that text

might be different. In case of propaganda, it is more desirable to detect possible

emotions that will be evoked in a hypothetical reader. In the next section, we

describe methods to analyze content and technique to find awoken emotions in a

potential reader using available natural language processing tools.
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4.3 Method

In this section, we describe our data sources and methods used for comparing

topics and evoked emotions in both ISIS and non-violent religious materials.

4.3.1 Data collection

ISIS online magazines are valuable resources for understanding how the organi-

zation attempted to appeal to western audiences, particularly women. Looking

through both Dabiq and Rumiyah, many issues of the magazines contain articles

specific addressing women usually with “ to our sisters ” incorporated into the ti-

tle. Seven issues of Dabiq and all thirteen issues of Rumiyah contain such articles,

clearly suggesting increasing attention to women over time.

We converted all the ISIS magazines to texts using pdf readers and 20 articles

were selected for our analysis. To facilitate comparison with a mainstream, non-

violent religious group, we collected articles from catholicwomensforum.org, an

online resource catering to catholic women. We scrapped 132 articles from this

domain. While this number is larger, the articles themselves are much shorter

that those published by ISIS.

4.3.2 Content Analysis

The key task in comparing ISIS material with that of a non-violent group involves

analyzing the content of these two corpora to identify the topics. For our analysis,

we considered a simple uni-gram model where each word is considered as a single

unit. Understanding what words appear most frequently provides a simple metric

for comparison. To do so we normalized the count of words with the number

of words in each corpora to account for the size of each corpus. It should be

noted, however, that a drawback of word frequencies is that there might be some

dominant words that will overcome all the other contents without conveying much

information.
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Topic modeling methods are the more powerful technique for understanding

the contents of a corpus. These methods try to discover abstract topics in a

corpus and reveal hidden semantic structures in a collection of documents. Most

popular topic modeling methods use probabilistic approaches such as probabilistic

latent semantic analysis (PLSA) and latent Dirichlet allocation (LDA). LDA is a

generalization of pLSA where documents are considered as a mixture of topics

and the distribution of topics is governed by a Dirichlet prior (α) figure 4.1 shows

plate notation of general LDA structure [86]. Since LDA is among the most widely

utilized algorithms for topic modeling, we applied it to our data. However, the

coherence of the topics produced by LDA is poorer than expected.

To address this lack of coherence, we applied non-negative matrix factoriza-

tion (NMF). This method decomposes the term-document matrix into two non-

negative matrices as shown in figure 4.2. The resulting non-negative matrices are

such that their product closely approximate the original data. Mathematically

speaking, given an input matrix of document-terms V , NMF finds two matrices

by solving the following equation [87]:

min
W,H

∥V −WH∥F s.t H ≥ 0,W ≥ 0.

Where W is topic-word matrix and H represents topic-document matrix.

NMF appears to provide more coherent topic on specific corpora. O’callaghan

et al. compared LDA with NMF and conclude that NMF perform better in cor-

pora with specific and non-mainstream areas [88]. Our findings align with this

assessment and thus our comparison of topics is based on NMF.

4.3.3 Emotion detection

Propaganda’s effectiveness is hinges on the emotions that it elicits. But detecting

emotion in text requires that two essential challenges be overcome.

First, emotions are generally complex and emotional representation models are

correspondingly contested. Despite this, some models proposed by psychologists
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Figure 4.1: Plate notation of LDA model

Figure 4.2: NMF decomposition of document-term matrix [4]

have gained wide-spread usage that extends to text-emotion analysis. Robert

Plutchik presented a model that arrange emotions from basic to complex in a

circumplex as shown in figure 4.3. The model categorize emotion into 8 main

subsets and with addition of intensity and interactions it will classify emotions

into 24 class [89]. Other models have been developed to capture all emotions by

defining a 3 dimensional model of pleasure, arousal, and dominance.

The second challenge lies in using text for detecting emotion evoked in a po-

tential reader. Common approaches use either lexicon-base methods (such as

keyword-based or ontology-based model) or machine learning-base models (usu-

ally using large corpus with labeled emotions) [85]. These methods are suited to
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addressing the emotion that exist in the text, but in the case of propaganda we are

more interested in emotions that are elicited in the reader of such materials. The

closest analogy to this problem can be found in work that seeks to model feelings

of people after reading a news article. One solution for this type of problems is to

use an approach called Depechemood .

Depechemood is a lexicon-based emotion detection method gathered from

crowd-annotated news [90]. Drawing on approximately 23.5K documents with av-

erage of 500 words per document from rappler.com, researchers asked subjects to

report their emotions after reading each article. They then multiplied document-

emotion matrix and word-document matrix to derive emotion-word matrix for

these words. Due to limitation of their experiment setup, the emotion categories

that they present does not exactly match the emotions from the Plutchik wheel

categories. However, they still provide a good sense of the general feeling of

an individual after reading an article. The emotion categories of depechemood

are: AFRAID, AMUSED, ANGRY, ANNOYED, DON’T CARE, HAPPY, IN-

SPIRED, SAD. Depechemood simply create dictionaries of words where each word

has scores between 0 and 1 for all of these 8 emotion categories. We present our

finding using this approach in the result section.

4.4 Results

In this section, we present the results of our analysis based on the contents of ISIS

propaganda materials as compared to articles from the catholic women forum. We

then present the results of emotion analysis conducted on both corpora.

4.4.0.1 Content Analysis

After pre-processing the text, both corpora were analyzed for word frequencies.

These word frequencies has been normalized by number of words in each corpus.

figure 4.4 and 4.5 shows the most common words in each of these corpora.

A comparison of common words suggests that those related to marital rela-
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Figure 4.3: 2D representation of Plutchik wheel of emotions

Figure 4.4: word frequencies of catholic material
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Figure 4.5: word frequencies of ISIS material

tionships ( husband, wife,etc) appear in both corpus, but the religious theme of

ISIS material appears to be stronger. A stronger comparison can be made using

topic modeling techniques to discover main topics of these documents. Although

we used LDA our result by using NMF outperform LDA topics due to the nature

of these corpora. Also few number of ISIS documents might contribute to the

comparatively worse performance. Therefore, we present only NMF results. Base

on their coherence, we selected 10 topics for analyzing both corpora. Table 4.1

and 4.2 show the most important words in each topic with a general label that

we assigned to the topic manually. Based on NMF output, ISIS articles that ad-

dress women include topics mainly about Islam, women role in early Islam, and

hijrah (moving to another land), spousal relations, marriage, and motherhood.

The topics generated from the catholic women forum are clearly quite differ-

ent. Some, however, exist in both contexts. More specifically, marriage/divorce,

motherhood, and to some extent spousal relations appeared in both generated

topics. This suggests that when addressing women in a religious context, these

may be very broadly effective and appeal to the audience. More importantly, suit-

able topic modeling methods will be able to pick these similarities no matter the
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Figure 4.6: Comparison of emotions of our both corpora along with Reuters news

size of corpus that we have in hands. Although, finding the similarities/differences

between topics in these two groups of articles might provide some new insights, we

turn to emotional analysis to also compare the emotions evoked in the audience.

4.4.1 Emotion Analysis

We rely on Depechemood dictionaries to analyze emotions in both corpora. These

dictionaries are freely available and come in multiple arrangements. We used a

version that includes words with their part of speech (POS) tags. Only words

that exist in the depechemood dictionary with the same POS tag are considered

for our analysis. We aggregated the score for each word and normalized each

article by emotions. To better compare the result, we added a baseline of 100

random articles from Reuters news dataset as a non-religious general resource

which is available in NLTK python library. figure 4.6 shows the aggregated score

for different feeling in our corpora. Both catholic and ISIS related materials score

the highest in “inspired” category. Furthermore, in both cases, being afraid has

the lowest score. However, this is not the case for random news material such as
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Table 4.1: NMF Topics of women in ISIS
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Table 4.2: NMF Topics of women in catholic forum
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Table 4.3: Words with highest inspiring score

[width=/10+2, height=0.8cm] Words Group Catholic ISIS
Word1 avarice uprightness
Word2 perceptive memorization
Word3 educationally merciful
Word4 stereotypically affliction
Word5 distrustful gentleness
Word6 reverence masjid
Word7 unbounded verily
Word8 antichrist sublimity
Word9 loneliness recompense
Word10 feelings fierceness

Reuters corpus, which are not that inspiring and, according to this method, seems

to cause more fear in their audience. We investigate these result further by looking

at the most inspiring words detected in these two corpora. Table 4.3 presents 10

words that are among the most inspiring in both corpora. The comparison of the

two lists indicates that the method picks very different words in each corpus to

reach to the same conclusion. Also, we looked at separate articles in each issue

of ISIS material addressing women. Figure 4.7 shows emotion scores in each of

the 20 issues of ISIS propaganda. As it can be seen, in every separate article, this

method gives the highest score to evoking inspirations in the reader. Also, in most

of these issues the method scored “being afraid” as the lowest score in each issue.

4.5 Conclusion and Future Work

In this paper, we have applied natural language processing methods to ISIS propa-

ganda materials in an attempt to understand these materials using available tech-

nologies. We also compared these texts with a non-violent religious group (both

focusing on women related articles) to examine possible similarities or differences

in their approaches. To compare the contents, we used word frequency and topic

modeling with NMF. Also, our results showed that NMF outperform LDA due to

the niche domain and relatively small number of documents.
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Figure 4.7: Feeling detected in each issue of ISIS material (first 7 from Dabiq last
13 from Rumiyah)

The results suggest that certain topics play a particulary important roles in

ISIS propaganda targeting women. These relate to the role of women in early

Islam, Islamic ideology, marriage/divorce, motherhood and spousal relationships

and Hijrah (moving to a new land).

Comparing these topics with those that appeared on a Catholic women forum,

it seems that both ISIS and non-violent groups use topics about motherhood,

spousal relationship, and marriage/divorce while they address women. Moreover,

we used depechemood methods to analyze the emotions that these materials are

likely to elicit in readers. The result of our emotion analysis suggest that both

corpus used words that aim to inspire readers while avoiding fear. However, the

actual words that lead to these effects are very different in the two contexts.

Overall, our findings indicate that, using proper methods, automated analysis

of large bodies of textual data can provide novel insight insight into extremist

propaganda that can assist counter-terrorism community.
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Chapter 5

Semi-Supervised Natural

Language Processing in Social

Domains

In previous chapters, we describe a supervised NLP method based on deep learning

as a decision support tool in the transportation domain and an unsupervised ap-

proach for data-poor domains to create valuable insights in the counter-terrorism

domain. In other problems of public domains, we may have a large amount of text,

but acquiring labels would be either very costly or not feasible. In these types

of problems, one can consider applying semi-supervised NLP-based approaches to

use on these texts. An example of these types of problems is extracting skills from

job descriptions to decrease the skill gap in the labor market, which is presented

in this chapter.

5.1 Introduction

In today’s job market, identifying the required skills for a position is crucial. Em-

ployers would like to recruit talent that would fulfill most of the requirements for

the position in hand. Similarly, individuals who are looking for jobs would like to

prepare themselves by acquiring the most relevant skills for the job they seek. One
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solution for identifying these skills is by using available job advertisements for spe-

cific types of jobs. The idea is to develop an information extraction methodology

from such unstructured data resources.

The problem becomes more important when the skill set required for a job can

vary a lot, and new technologies appear every day in that field. Data science’s job

market is one such area where many different skills might be required depending

on the job specification. Furthermore, it is an evolving area with constant break-

throughs that add new skills to the data scientist’s required skill pool. This work

focuses on data science as the main domain and tries to identify the hard skills

required based on online job advertisement postings as the main source of infor-

mation. We collected over 100K unique job descriptions from online job postings

that are related to data science (data analyst, data scientist, and machine learn-

ing engineer). We used this data as our corpus to build and investigate models to

identify the required skills of a data scientist.

Designing an automated skill extraction solution is a challenging task. There

are two main reasons for this difficulty:

• There is no clear guideline on what can be considered as a hard skill for a

candidate in data science. A skill could be a single word or a combination

of words.

• Information Extraction (IE) [91] Specifically, expertise retrieval [92] is in-

herently considered a challenging problem. In text mining and Natural

Language Processing, IE focuses on specific Name Entity Recognition, rela-

tionship extraction, and coreference resolution tasks. Unfortunately, skills

extraction would not fit into any of these categories. Furthermore, most

supervised and unsupervised machine learning methods for text can not be

used directly to extract skills.

In this work, we proposed an approach using Natural Language Processing

tools by combining vector embedding with part of speech tagging to identify skills
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related to data science. This method relies on the similarity of words or phrases

in the vector space. This approach uses a handful of skills as the seed and outputs

words/phrases as candidate skills in this domain. The vector space is generated

by training two main word embedding algorithms (GloVe and Word2Vec).

The idea is that these algorithms work in such a way that the embedding would

capture the semantic and syntactic similarities. This is proven to be useful as the

words that appear near each other or can be replaced in the context would have

similar representations. In the context of job descriptions, skills usually appear

in similar places, and therefore, these vector representations tend to capture this

reality. To evaluate our approach, we used a sample of job descriptions that were

labeled using Amazon Mechanical Turk as the ground truth. The method uses

multiple hyperparameters at different stages, and we evaluated their effect using

the ground truth.

A benefit of using such an approach is automating this task without the need

for human intervention. This means that new sets of skills will be automatically

extracted using the same seeds. A significant drawback is that the model needs to

be periodically retrained on the latest data to extract emerging skills. However,

the process of training itself would be relatively easy. We will explain the details

of this approach in the following sections.

5.2 Related Work

As previously mentioned, identifying skills in an area has been an important step

in helping understand the labor market. Understanding these skills will help to

close the gap between academic training and job market needs. As a result, both

recruitment industries and researchers attempt to address this need by proposing

different solutions. These solutions range from expert annotating skills to using

machine learning algorithms to identify and extract skills.

The importance of understanding job market requirements and skills has re-

sulted in the development of generalized frameworks to identify requirements and
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skills supported by governmental institutes. An example of these frameworks

is O*Net [93]. O*Net is sponsored by the U.S. Department of Labor and lists

categories of jobs, along with the technologies and tools associated with them. A

similar framework, ESCO, uses a similar approach, supports 27 languages, and was

developed for the European labor market. Although generalized, these databases

use human resource experts to list the skills required for each job, thus demanding

rather expensive resources to build and maintain them over time. This drawback

and the availability of job market data on the web, encouraged researchers to

propose alternative solutions.

Researchers have employed other approaches to identifying the necessary skills

in online job markets by using standard lists of skills. Such skill set lists (a.k.a skill

bases) can be used by other researchers to create insights into the different aspects

of labor markets. Papoutsoglou et al. [94] used the list of tags in StackOverflow

to identify hard skills in online job advertisements. They use these skill lists

and exploratory factor analysis to find the correlation between required skills and

identify patterns. In another research on the IT security job market, Brooks et al.

used a pre-defined list of skills to identify the dominance and popularity ranking

of job advertisements in that domain [95].

Building skill bases usually requires significant efforts, including using web

crawling and other extra steps to refine the lists of required skills. Hoang et al.

collected 60 million resumes and 1.6 million job postings, then focused on the

technical skills mentioned in those resumes and compared them with the require-

ment sections of job postings [96]. They refined their input by removing noise

and utilizing Wikipedia API to improve the final list of skills. A common method

to build skill bases is to use external resources such as Wikipedia and DBpedia.

DBpedia is an open data project available on the web that extracts structured

information from Wikipedia [97]. Malherbe & Aufaure used linked data from

DBpedia and tags from StackOverflow and a Q & A website to build knowledge

graphs [98]. They further break these knowledge graphs into sub-graphs to extract
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skill bases from candidate profiles. Similarly, Zhao et al. [99] used Wikipedia API

on candidate profiles to build a skill base for hard and soft skills. Despite the

efforts mentioned, most of these research projects did not rely mainly on machine

learning and Natural Language Processing (NLP).

Recent breakthroughs in artificial intelligence and deep learning methods have

resulted in considerable success in several areas of NLP for developing unstruc-

tured text solutions. The problem of skill extraction can be mapped into both

supervised and unsupervised machine learning problems to tackle it differently.

Mainly, skill extraction can be done using two different concepts of supervised

machine learning and NLP. The first approach frame the problem as a multi-label

text classification where labels are the skills and train a model to predict the ex-

istence of skills in a job post. Sayfullina et al. used this approach by using LSTM

and Convolutional Neural Networks (CNN) on job postings and a collection of re-

sumes [100]. The emergence of new state-of-the-art models such as Bidirectional

Encoder Representations from Transformers (BERT) [101] encouraged using this

model for other domains such as skill extraction. Tamburri et al. [102], and Bhola

et.al [103] used this model for skill extraction as a multi-label text classification.

Another approach is to frame the problem into a Name Entity Recognition (NER)

problem in the text. NER is a known problem in NLP and has been a hot topic

for research. However, skills in the format they are presented in the job adver-

tisements will not fit into known categories of NER. Nevertheless, a deep learning

model can be trained to look for these words as named entities, then used to ex-

tract the skills later on. Jia et al. [104] used this approach with an LSTM model

for Chinese skill extraction.

Despite being promising, supervised methods require a large set of high-quality

labels that should be labeled by domain-expert annotators. Because of this, Unsu-

pervised methods have also been researched for skill extraction problems. A com-

mon method for addressing the problem of extracting insights from unstructured

text is topic modeling. Debortoli et al. [105] used Latent Semantic Analysis (LSA)
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to identify and compare the most sought skills in job advertisements. De Mauro

et al. [106] used Latent Dirichlet Allocation (LDA) to identify the most popular

keywords referring to skills. One drawback of using such an unsupervised method

is the difficulty of evaluating the result, and usually requires human judgment.

Recent advances in NLP bring new hope for creating alternative unsupervised

methods that can be used in different domains. One such breakthrough was the

introduction of word embeddings. The idea is to leverage word embeddings of

skills smartly. Subsequent studies have used skill embeddings to create clusters of

skills that appear together [96]. In another research, Smith et al. [107] used the

Word2Vec algorithm with synthetic headwords to identify skills in a job-matching

platform. The immense potential of these skill embedding experiments motivated

us to use the semi-supervised approach based on skill embeddings, and to investi-

gate the effects of using different parameters in the performance of such methods.

The details of this approach are given in the following section.

5.3 Method

We describe the details of our method in this section. Our method is constructed

of mainly three parts. First, we start with pre-processing the raw input, then

describe different embeddings, and finally, explain our approach to find similarities

between the embeddings and skills identification.

5.3.1 Pre-processing

It is a common practice to perform pre-processing steps on the text before work-

ing with it in a downstream task. These steps usually include removing punc-

tuation and stop words, stemming, and lemmatization. In the context of skill

extraction, stemming and lemmatization are not preferred, as they will change

the words, therefore affecting skills. Similarly, removing stop words reduces the

context around skills and as a result, affects embedding vector representations.

Despite not requiring these pre-processing steps, designing a skill extraction solu-
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tion requires overcoming other challenges. One main challenge is that skills often

are not a single word but a combination of words. Most NLP tokenizers in their

default version treat each word like a single token and would create complica-

tions later on in the process. One alternative is to generate multiple n-grams and

construct tokens based on these n-grams.

The n-gram approach, however, introduces many tokens that are not clearly

mapped to a meaningful entity, and thus it requires other steps to reduce the

amount of noise these n-grams would generate. We utilize Part of Speech tag-

ging with some rules to overcome this problem. The intuition here is that skills

can be considered nouns or noun phrases that refer to an entity. First, we tag

all the words using a Part of Speech tagger. Next, we build a set of grammar

rules to combine the words according to those rules and treat the new phrases as

new words. This process is also known as chunking, and by using this process,

we reconstruct entities such that tokens can be multiple words such as “Natural

Language Processing” for the next step of the algorithm.

5.3.2 Static Embedding Representation

Embedding representation became the most powerful type of word representation

of the past decade. The idea is to create vector representations of words based

on their context. It relies on the hypothesis that words appearing in the same

context tend to have similar meanings. In NLP, this is also called “Representation

Learning”, which is commonly a self-supervised task. Furthermore, due to the

formulation of this approach, it can also capture the syntactic properties of words.

Therefore, these representations are good candidates for skill extraction tasks as

the context is similar, and skills tend to appear next to each other in most job

advertisements. Here we briefly explain Word2Vec and GloVe algorithms as the

two primary embedding representations that are used in this work.

Word2Vec: Mikolov presented an algorithm to learn context-based presen-

tation for words as semantic vectors. The approach used two different neural
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network self-learning models: Continuous Bag of Words, where given the context

words, the algorithm predicts the missing word in the context; and Skip-Gram,

where given the word, the model tries to predict the surrounding words in a given

window around it. Figure 5.1 shows an illustration of this approach that can be

used for building proper representation for skill phrases with a window size of

2. The size of the window that moves over the context significantly affects the

generated representation for tokens. Large sizes (closer to 10) would produce a

more generalized topical representation. Therefore, it is preferred to keep the

window reasonably small to capture the semantic and syntactic properties of the

tokens. During the training process, the target word is fed as one-hot encoding

to the network, and using the first embedding matrix, the values for the hidden

layer are computed. Next, these values go through another embedding matrix in

the neural network that tries to maximize the probability of one-hot encoding of

the context, as shown in figure 5.2. After training, the algorithm generates two

sets of embedding (W1, W2) while using cross entropy as the objective function

with output softmax. The usual approach is to average over these two matri-

ces to generate embeddings for tokens. A faster alternative optimization for the

same problem uses negative sampling, where a classifier predicts correct words.

GloVe(Global Vector for Word Representation): GloVe is another powerful

static word embedding developed at Stanford University. In a similar approach

to Word2Vec, it generates vectors that capture more global representations. The

model uses the co-occurrence of words in the context window, and combines the

intuition of Word2Vec with count-based models like Positive Pointwise Mutual

Figure 5.1: Skip gram for skill representation learning with a window size of 2
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Figure 5.2: Visualization of skip gram neural network and the embedding matri-
ces (W1,W2)

Information (PPMI). Therefore, the objective function to optimize is based on the

co-occurrence values as shown in the following formula:

J(θ) =
1

2
ΣW

i,j=1f(Pij)(v
T
i uj − log(Pij))

2 (5.1)

where f(x) is a linear function that maximizes to 1 for larger values and Pij is the

value of the co-occurrence of words i and j in our co-occurrence matrix. Other

embedding vector representations also exist that try to generate contextual word

embedding, such as BERT embedding, but those embeddings are learned based on

a huge corpus, and thus fine-tuning them for a task like this would be problematic,

and therefore we have focused on these two embeddings for our method.

5.3.3 Similarly-Based Skill Selection

In this work, the semi-supervised skill extraction method uses the similarity of

word embeddings for a few known skills and extracts words or phrases with the

most similarity. A common method to measure similarities in vector space is cosine

similarity. Due to the high dimension of embedding vectors, cosine similarity is
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Figure 5.3: Illustration of label propagation algorithm

preferred, and in practice, works well. Another approach that we examined is to

use the graph-based semi-supervised algorithm to label the unknown data points.

Graph Approach with Label Propagation: Label Propagation uses a

subset of positive and negative labeled data. It propagates these labels through

the network using a semi-supervised algorithm and in the process, assigns new

labels to unlabeled data. Figure 5.3 illustrates the label propagation process. In

the skill extraction context, we can utilize label propagation by defining a few

known skills as the positive subset and some non-skills words as the negative

subset. Next, we use the embedding vectors as the representation of words in each

node in the network and label the unknown words as either a skill or not a skill.

Threshold-based selection on cosine similarity: Alternatively, we can use

a threshold for cosine similarity of our few known skills with the rest of the tokens

and select tokens with the highest similarities as our new skills. The following

algorithm combines all the pieces and uses the threshold selection to identify

the new skills. The above method has multiple parameters that might influence

the performance. Besides the threshold, the embedding vector’s size and the

embedding type might affect the result. We will present these effects in the result

section.

5.3.4 Evaluation

In order to evaluate the performance of such a skill extraction method, a validation

set of job descriptions with their corresponding skills is needed. It is common to use

crowd-sourced labeling to produce a gold standard for evaluation. One platform

83



Algorithm 1 Threshold based skill extraction

Input: Skills = list of known skills
Step 1: Run POS on all texts
Step 2: Use chunking to reconstruct tokens including phrases
Train an embedding algorithm on tokens and generate Vt

for S in Skills do
for T in tokens do
if cos(VS, VT ) ≥ thr then
append T to Skills

end if
end for

end for
return Skills

that allows crowd-sourced labeling is the AWS ground truth platform. It allows

us to either use Mechanical Turk to ask the general population to label data or

assign a group of annotators to label the data. Identifying skills is not easy; using

mechanical turk with ordinary people would not provide accurate labels. For this

task, an expert familiar with such skills is required. AWS allows performing skill

labeling through its text multi-label labeling task. After labeling, AWS generates

a JSON file containing the span of labels, and thus the labels (skills) can be

extracted from that.

Computing the performance of such a skill extraction requires a slightly differ-

ent definition. In this context, accuracy (the number of correct skills and correct

non-skills) would be misleading due to the large number of non-skills in the in-

put tokens. Therefore, we define metrics that focus only on skills identified using

precision and recall defined as follows:

Precision =
#correctly identified skills

#total number of true skills

Recall =
#correctly identified skills

#total number of extracted skills

In the next section, we will use these metrics to present the result and investigate
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the effect of hyperparameters on performance.

5.4 Empirical Results

This section describes the empirical results of our method. To build the corpus, we

used approximately 100K job descriptions that were collected in a span of a year

from the U.S. job market. This corpus went through all the different processes

explained in the previous section to generate candidate skills. Furthermore, a

random 100 job descriptions were labeled in AWS ground truth multi-labeling

task as the gold standard.

Semi-supervised Label Propagation: Our effort in using label propagation

proved to be insufficient as the algorithm implementation failed to converge on our

embedding vectors as its inputs. We suspect this is due to the very few positive

samples (known skills) and the high dimension of vector embedding space.

Threshold-based skill extraction: The threshold-based method is another

semi-supervised approach that we used for skill extraction. We used a few (six

known skills) as the starting skills for the algorithm to extract other skills based

on their similarity. Here, we also limited the extracted skills to the most frequent

five hundred extracted skills in our corpus. The performance of the skill extraction

method based on the similarity threshold can be affected by multiple parameters,

from the threshold to the embedding used to generate the embedding. We will

compare the performance metrics mentioned on our gold standard validation set.

1. Effect of Threshold: An important parameter of the method described in

this work is the choice of the threshold for the cosine similarity of word embedding

with known seeds. Our analysis showed that the best threshold would be in the 0.5-

0.75 range, and increasing the threshold increases the precision (correctly picking

skills) while decreasing the recall (better overall skill suggestion). Figure 5.4 shows

this effect for the Word2Vec model.

2. Effect of Embedding Model: As mentioned, we used both Word2Vec

and GloVe as the static word embedding models to generate the word vectors for
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Figure 5.4: The effect of increasing threshold for Word2Vec model trained on full
100k data (by percentage)

later comparison. The result of our experiments shows that in general Word2Vec

provides better results in terms of both precision and recall. Table 5.1 shows the

result of the GloVe embedding vectors with different thresholds.

Table 5.1: Comparison of GloVe Embedding with Best Word2Vec performance

Model Threshold Precision Recall
GloVe 0.8 37%(12%) 75%(12%)
GloVe 0.7 48%(13%) 47%(9%)
GloVe 0.6 63%(12%) 40%(7%)
Word2Vec 0.5 74%(10%) 49%(9%)

This is not surprising as the Word2Vec, in theory, performs better for local

and syntactic similarities, which skill extraction tries to use, and global represen-

tation might reduce such similarities. Therefore, we used Word2Vec embedding

to compare other parameters for the rest of our analysis.

3. Effect of Embedding Size: Another parameter that might affect the

performance of the skill extraction is the size of the embedding vector. Our result

shows although it has an effect on the result, the effect is not monotonic. Table 5.2
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Figure 5.5: The effect of corpus size on precision and recall percentage

shows the result of using different embedding sizes.

Table 5.2: Effect of embedding size of Word2Vec on precision & recall

Embedding Size Precision Recall
300D 64%(11%) 59%(10%)
100D 74%(10%) 49%(9%)
60D 73%(11%) 46%(7%)

4. Effect of Corpus Size: Another interesting parameter to investigate is

the size of our data set for training the embedding vectors. We investigated this

effect by randomly selecting different subsets of the original data and training

embeddings using these subsets. Figure 5.5 shows the effect of corpus size on the

precision and recall of our method.

As can be seen by increasing the size of the corpus, both precision and recall

have been improved. However, the precision stays relatively similar between 10K-

100K ads, while the recall keeps improving. This suggests that by increasing the

size of the training corpus, the number of correctly predicted skills from the total

would not improve after a while. On the other hand, the quality of skills generated
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gets better, and less noise would be introduced to the extracted skills.

5.5 Conclusion and Future Work

Skill extraction is inherently challenging, as there is no solid definition of what

can be considered a skill. In this work, a semi-supervised skill extraction method

based on embedding has been presented, and its performance has been evaluated.

The method uses the cosine similarity of a few known skills with the other words

or phrases and then selects new skills based on a threshold. The examination of

two embedding methods showed the Word2Vec model performs better than GloVe

embedding.

The effect of threshold criteria, embedding size, and the size of the training

corpus were also investigated. The result shows that a larger sample size leads

to better performance in general, although increasing the sample size alone will

not improve the results. Furthermore, it is concluded that although the label

propagation method seemed promising, as in the present format, it is not useful

for this task due to the large vocabulary and vector space dimension. The result

of this work shows that such models can capture many skills and can be used as an

assistant system to extract skills automatically. This will allow a fast improvement

over doing the skill extraction using human judgment.
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Chapter 6

NLP-based Application

6.1 Introduction

In 2012, Harvard business review published an article “Data Scientist: The Sexi-

est Job of the 21st Century” and in it, authors predicted that certain sectors will

face a shortage of data scientists in the near future [108]. Soon after, universities

were scrambling to design programs for data science to appropriately fill the gap.

However, the term “Data Science” is confusing and without a proper understand-

ing, it will fade away into a new buzz word. Although data science is claimed

to be driven from statistics as it uses statistical methods (exploratory analysis,

machine learning, reproducibility, etc), the two fields are not the same and in a

sense “Data Science” encapsulates a broader scope [109]. Data science is more

intertwined with other important fields such as big data, and artificial intelligence

and often deals with heterogeneous and unstructured data such as text, image and

video [110], [111].

Another interesting aspect of this new field is related to the growth rate of data

science-related jobs. According to linkedin economic graphic, machine learning

engineering, and data science were the top emerging jobs between 2012 − 2017

with a growth rate of 9.8X and 6.5X respectively [112]. According to Glassdoor

it was the number one best job in the United States in 2019 and the third one

in 2020. The expectation is that the need will still increase but the exact growth
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percentage is not known. These reports indicate that data science is particularly

a fast pace growing field with new technologies being introduced to it every day.

Therefore, it is important to observe the job market to stay agile in such a fast

pace field.

Other motivation to introduce a framework such as the one presented here in-

cludes figuring out different branches of data science as a broad term in job search

engines and different skills associated with each of these categories. Mostly,individuals

can not have fluency in all of these skills and thus prioritizing the skills needed

for an individual based on the path they want to pursue as a data scientist would

be crucial.

This paper presents a framework to understand data science based on its job

market available positions. The proposed framework allows to both look into

temporal and spatial changes of data science job market in the United States and

the scope of the field and related skills needed for job placements. Moreover, using

this approach, the hope is to get a skill base definition of data science through

the industrial requirement lens. The rest of this paper is organized as follow:

Section 6.2 presents the related works, Section 6.2.3 discusses our method and

Section 6.3 presents the result. Finally, Section 6.4 discusses future works.

6.2 Related Works

In this paper, we combined multiple data science tools to build a system capable

of understand spatial and temporal distributions of data science skills in the US.

Before delving into our approach, we investigated solutions to related problems

from different perspectives. In the first section, we describe the work on market

analysis and more specifically data science market analysis. Next, text mining

methods for job advertisements will be discussed.
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6.2.1 Job Market Analysis

During the past decades, the internet has gradually become the first place to look

for jobs and as a result, more and more job advertisements appear on the web.

These collections of job ads themselves have become valuable resources in order to

investigate what requirements different jobs might have and how industries gen-

erally perceive those positions. As an example, Daneva et al. used online job

market advertisements in the Netherlands to understand what industry means by

“requirements engineers” [113]. Although they had a small corpus and did not

utilize text mining methods, they were able to present skills, competencies, and

preferred background for these positions. Other researchers used job advertise-

ments to investigate trends in the qualifications and responsibilities of Electronic

Resources Librarians in a period between 2000–2012 [114]. At the same time,

the importance of this information-rich source for the industry itself has not been

ignored. Multiple companies and start-ups shaped around gathering and creat-

ing insights from the job market data. The work described in this paper aims to

provide a platform for both finding a skill based definition and understanding the

trends in the data science job market.

6.2.2 Data Science Market Analysis

Data science has a unique position among the IT jobs because of particular char-

acteristics of the field. First, data scientists are required to have a very wide range

of skills, and usually come from different backgrounds and are recruited by dif-

ferent sectors. On top of that, the field is a fast-moving field with new tools and

technologies introduced to it each day. Therefore, it is reasonable for researchers

to investigate this domain further and the result could help in understanding the

field.

In an article published in 2017 by IBM researcher Steven Miller, the authors

addressed how disruptive data science is in the labor market. They analyzed

job market advertisements in all categories of Data Science jobs in 2015 for both
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skillsets and recruiting sectors [115]. They also made an analysis of the growth

rate of skills and projected the number of jobs for the coming years. As previously

mentioned, this information can be used to guide educational institutes to build a

better curriculum for their data science degrees. Manieri et al. took this approach

in identifying the needed skills based on a corpus of 2500 job ads on data science

in 2015. They used principal component analysis on their data for dimension

reduction and their result identified programming skills, big data skills, database

knowledge ,and machine learning as the main components that emerged from data

science job markets [116]. Moreover, researchers combined courses offered and job

advertisements for data science in an effort to develop semi-automatic service

to analyze and detect the gaps in demand and supply of skills [117]. Although

these researches tackled different problems in the data science domain, the work

presented here is different from them due to its emphasis on the temporal and

spatial aspect of this market and skills and providing a visual quantitative guide

for individuals .

6.2.3 Text Mining Methods for Job Ads

Since job posting provides a rich body of information for market analysis, re-

searchers have used it for understanding job markets around the world. A fruitful

analysis of these postings however requires applying some sort of text mining meth-

ods to these collections. In particular, matching jobs and skills were of interest to

these researches. Such skill requirements matching has been researched in different

domains such as big data [118], information technology [119], and librarians [120]

to name a few. The text mining methods in these research vary widely from simple

frequency counts of terms to using external resources in conjunction with the job

postings. For example, [119] used term frequency of terms and after cleaning the

corpus from spare words presented the top 30 words in both job titles as well as

job descriptions. In [121], the author used a demand skill index which is derived

by normalization of words’ term frequencies. In another research, they used term

92



frequency - inverse document frequency to rank the top terms [122]. A problem

with this approach is that terms are not necessarily equivalent to the skills and

there would be a need for post-processing of the result to remove other noises.

Another popular method for this task is using occupational taxonomies that are

created by organizations such as ESCO, ISCO or O*NET [123]. As an exam-

ple, Karakatsanis et al. used O*NET occupation descriptions and job postings

while applying Latent Semantic Indexing (LSI) to both and using cosine similar-

ity between the results [124]. other researchers used techniques such as LDA or

word2vec to classify the job postings into ISCO or O*NET classes [125,126]. The

problem with these taxonomies is the constant need for updates by experts [127].

However, depending on the quality of the generated lexicon, this approaches will

yield acceptable results. Other researchers used algorithmic approaches such the

work of Mirjana Pejic-Bacha et al. where they use phrase clustering with Jaccard

coefficient for distances on industry 4.0 job advertisements [128]. Other researchers

used innovative methods such as ontology-based or graph-based models(using hy-

perlink Wikipedia graph) to extract skills [129, 130]. For our implementation on

this framework, we build an external lexicon specific to data science skills using

Data Collection CloudAmazon Cloud

Mysql Database

Text Analysis 
Unit

Dashboard 
Visualization

Job Search 
Engine

Figure 6.1: Overview of data science skill tracking system
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information on the web that will cover most of skills and concepts of this field for

further analysis. In the next section the details of this approach will be presented.

sectionMethod The framework presented in this work consists of multiple sub-

systems. Mainly, there are three modules that should interact with each other

seamlessly by passing relevant data. The first module is responsible for data

collection, the second module processes the collected data, in this case job de-

scriptions from the web and finally, the last module will provide an interface to

the insights gathered and provides visualizations for users to examine temporal

and spatial distribution of data science related jobs and skills. Figure 6.1 shows

an overview of the proposed system. Each of these modules will be described in

more detail in the following. As it can be seen in Figure 6.1 , this system heavily

relies on cloud computing structures that provide stable facilities for continuous

tasks with scheduling to collect, analyze, and present its findings dynamically.

6.2.4 Data Collection Module

The first module of this framework handles the data collection for the system.

The purpose of this unit is to continuously collect a consistent sample of job

advertisements from the web. To collect the job posts, the module uses Scrapy

which is a very powerful python Framework able to handle different aspects of data

collection by its object-oriented implementation using spiders. Spiders are web

crawlers that follow the links and can parse the result and extract the requested

part at the same time.

These spiders return the results of queries for the following terms: “data sci-

entist”, “data analyst”, and “machine learning engineer” in job search engine.

These three queries were selected based on the main tracks that individual want

to pursue in this field. Nevertheless, the returned results covers a very broad spec-

trum of job positions including more specific jobs such as AI, Computer Vision,

or NLP specialist to name a few. In addition, the results not only include the job

descriptions which are used for skill extraction but also includes metadata from
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job advertisement posts allowing temporal and spatial mapping of the result of

queries for final visualization. Table 6.1 shows samples of the returned fields for

queries on data analyst. For a framework like the one presented, it is not feasible

to use a local machine for data collection as it requires to work continuously for a

long period of time with no interruptions (such as internet disconnection or power

outage, etc.). Such a machine and maintaining its connectivity would cause a lot

of hassle and scrapy cloud services solve this problem by understanding the data

collection framework. It allows to create periodic jobs to continuously collect the

data using this platform. This module runs its data collection spiders every week

and samples job postings on web periodically. The results of these queries are

then delivered into a mysql database on Amazon web services (AWS) for further

processing that will be explained in the next section.

6.2.5 Skill Extraction Module

The second module of this framework is the skill extraction module that process

the data collected by data collection module. Similar to the previous step, this

task should also be continuous and thus resides on the cloud. This work uses AWS

architecture as a solution for continuous storage of data and text processing for

extracting skills. Amazon Web Services is a safe and well-developed solution for

cloud computing and storage. By connecting the output of scrapy cloud service

to the amazon databases, we collect data and store them as tables in an AWS

mysql database. The Text Analysis Unit is using AWS Lambda service in com-

bination with cloud watch service. Clould watch allows specifying a periodical

Table 6.1: data collection sample

job title company description posted date state city term
Analytics Analyst II Horizon Blue Cross job summary:... 4/25/2020 NJ Hopewell data analyst

Sr. Customer
Data Analyst

Bottomline Technologies bottomline is... 4/25/2020 NH Portsmouth data analyst

Master Data
Project Analyst

BaronHR Staffing hiring experience... 4/25/2020 TX Plano data analyst

Business Analyst AltaSource Group
consultant-
business analyst ...

4/25/2020 WA Seattle data analyst

Business Analyst FHLB Office of Finance
position:
business analyst. . . .

4/25/2020 VA Reston data analyst
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Figure 6.2: Overview of skill extraction mechanism

task by defining a cron expression. As a result, the python script will be exe-

cuted periodically based on the schedule given in the form of cron expression. The

module perform skill extraction on the collected data and add the result to the

database for later usage by the visualization module. Given that job posts often

include required skills, skill extraction of them would give us valuable insights as

to what skills the job market mainly looks for. To extract the skills, an external

lexicon has been developed by using datascience.stackexchange.com. The website

is a platform for asking questions related to topics within the data science com-

munity along with proper tags. Such tags would cover a large set of concepts

and skills needed for data science tasks. Figure 6.2 shows the text analysis unit

architecture. First, a spider crawled the website and all labels of the website have

Figure 6.3: Interaction graph of visualization components
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been collected. The lookup table of skills generated then will be fed into a regular

expression pattern-matcher to find matches in the job descriptions. The result of

this match will be added to each description in the database table. Doing so will

identify a majority of the main skills mentioned in the job market given the large

number of words in this lexicon. Next, we will discuss the visualization module

that is using the data processed by this module.

6.2.6 Web-based Visualization

A Framework such as the one presented here, requires a way to present insights

by visualization. However due to complexity of the interactions between fields

a simple static presentation of results would not provide significant abilities to

investigate temporal and spatial components of the job market in the United

State. Therefore, a dynamic visualization that provides a mean to interact with

different components (e.g. time range and states) would be preferred. Common

solutions to provide a dynamic visualization includes R Shiny, and plotly dash

for python. Plotly dash is a powerful framework which is build on top of flask

framework and allows interaction with the created dashboard for users. It is also

compatible with python and thus was used for the app with dynamic visualization

in our work. The app has 6 main components:

• Job title selection: allowing user to select any of the three main branches of

data science or all of them as the input

• Data range: allows selecting a period by user.

• US map: present the result of the input over the US map and allows selecting

a specific state for further investigation.

• Skills visualization: presents top skills given the other fields.

• Count visualization: number of jobs samples during each week given the

period and the state
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• Reset state: resent state selection and returns the states to the United State

as a whole.

The effect and interactions between these components are complex. Figure 6.3

shows these interactions in our dash model. As it can be seen the spatial and

temporal aspect of skills could be investigated by using these components. Other

components would be added as the work continues.

6.3 Results

In this section we present our results based on a 12 month period of April 2020 to

April 2021. The framework collected approximately 244K job postings. This in-

cludes 129K, 71K, 43K job posting for data analyst, machine learning engineering,

and data scientist respectively. This shows the job postings under the query term

Table 6.2: Top 20 results based on no. job by states and company

(a) Top 20 companies based on no. job posting

Company Total Ads
Amazon.com Services LLC 7,251

JPMorgan Chase Bank, N.A. 3,873
Deloitte 3,461

Wells Fargo 2,030
Amazon Web Services, Inc. 1,850

Microsoft 1,661
Accenture 1,474
Pearson 1,388

Booz Allen Hamilton 1,266
Apple 1,243

Capital One - US 1,166
US Department of the Air Force 1,103

CACI 1,084
Amazon Dev Center U.S., Inc. 1,082

Facebook 1,069
Thermo Fisher Scientific 1,037

US Department of the Navy 999
US Department of the Army 969

UnitedHealth Group 967
Capital One 950

(b) Top 20 states based on no. job
posting

State No. Job ads
California 35.4K
Texas 17.3K

Virginia 16K
New York 15.7K
Washington 15K

Illinois 11K
Massachusetts 10.5K

Florida 8.8K
pennsylvania 8.5K
Maryland 8.2K

North Carolina 8.1K
Georgia 7.4K

New Jersey 7.3K
Ohio 5.9K

Colorado 5.7K
Minnesota 4.8K
Michigan 4.5K
Arizona 4.5K
Missouri 3.7K
Tennessee 3.2K
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Table 6.3: Top skills for the three main tracks

(a) Data Scientist

Python 25.2K

Machine learning 22.8K

Statistics 21.2K

SQL 18.2K

Progeramming 17.0K

R 16.6K

Mathematics 1.05K

Algorithms 13.1K

Data analysis 10.9K

Visualization 9.9K

Cloud 9.7K

AI 8.1K

SAS 8.1K

Databases 7.9K

Tableau 7.7K

Spark 7.3K

AWS 7.3K

Deep Learning 7.3K

Java 7.0K

Hadoop 5.8K

(b) Machine Learning Engineer

Machine learning 60.7K

Python 36.0K

Cloud 30.0K

Progeramming 27.4K

Java 24.5K

AWS 22.0K

Software Development 21.1K

Algorithms 19.5K

SQL 17.4K

AI 15.6K

C++ 13.5K

Spark 11.8K

Databases 11.3K

Statistics 9.8K

Mathematics 9.5K

Linux 9.5K

Optimization 9.5K

Javascript 9.0K

Deep Learning 8.8K

Hadoop 8.5K

(c) Data Analyst

Excel 49.7K

SQL 43.3K

Data analysis 28.2K

Tableau 22.0K

Databases 21.0K

Statistics 20.0K

Dashboards 19.0K

Visualization 17.0K

Programming 16.9K

Python 16.2K

R 12.3K

Mathematics 11.6K

Cloud 9.8K

SAS 9.5K

Forcasting 8.4K

ETL 7.7K

Data mining 7.1K

SAP 6.0K

Machine learning 5.0K

Classification 5.2K

“ data scientist” are significantly less than the other two categories. Similarly, to

build or lexicon, 612 labels were collected covering a broad spectrum of skills and

concepts related to data science field using the method described in section 6.2.3.

6.3.1 Aggregated Results

First, the spatial aspect of job ads in the united states has been investigated.

Looking at the aggregated results, the top states with the most job postings in

this period can be extracted. Table 6.2b shows the top 20 states according to the

number of job posted in this period. The result given in this table is aggregated

for all job categories but the framework interface allows to investigate the results

by job title and period of time.

Furthermore, by aggregating the skills in job postings and looking at the most

repeated skills, we could identify the top mentioned skills for each category and

the differences between them. Table 6.3 shows the top 20 skills in each job posting

category. The result in this table clearly shows the difference between these main

tracks of data science. While machine learning engineer job postings mostly shows

a domination of skills such as programming, machine learning, cloud, and big data

technologies, a data analyst mostly needs skills for data retrieving (e.g. SQL,
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Excel,database), and Visualization (e.g Tableau, Power BI). A candidate for data

scientist jobs, on the other hand would need skills from both of the previous

categories. Other important aspect that this result show points to the importance

of deep learning, cloud, and big data knowledge for a data scientist. Another

interesting observation here is that a common skill for all of those categories is

python which appears more than R suggesting that it is a more popular language

for data related jobs in industry by comparison.

Lastly, We investigated the top companies that posted jobs related to data

science in this period. Table 6.2a shows the top 20 companies during this period.

Despite the expectation that tech sector dominate the field, it appears that other

sectors contribute to this market significantly. Namely, consultant and advisory

section (e.g. Booz Allen, Deloitte)and financial institutes(e.g JPMorgan, Wells

Fargo) and government organization contribute significantly to this market along

with the tech sector.

6.3.2 Temporal Insights

The framework allows us to investigate the interested skills along the time. Certain

comparisons is being presented as a result of this system to provide extra insights

that this system can provide. One important insight is the contribution and impor-

tance of programming languages required for data scientist. Figure 6.4 shows this

comparison between top programming languages mentioned during this period.As

it can be seen, the top language is python following by R and Java. This indicated

not only python is the most dominant language but the trend and the gap shows

it appears to be in demand in future in comparison to others. Similarly, a com-

parison between deep learning framework is presented in Figure 6.5. The result

shows that tensorflow followed by pytorch are the most mentioned deep learning

frameworks. Also H2O (an R based package) is mentioned much less which indi-

cates the overwhelming attention to python for deep learning. As it can be seen,

the framework allows temporal insights to this job market and based on their gen-
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Figure 6.4: weekly comparison of programming languages

eral importance, such insights can be added to the interface designed for users.

Figure 6.5: weekly comparison of deep learning frameworks
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Figure 6.6: Web-based interface of job market monitoring app

Finally, the framework provides an interface for individuals to interact with. The

interface deployed on heroku as host for this application using 1 dyno at the mo-

ment with the latest update in April (available at dsi-usa2.herokuapp.com). The

interface connects to AWS database and retrieves relevant pieces of information

for the visualization. Figure 6.6 shows the interface as a standalone application.

Users can select any query field in a given period of time and the skillset (counts)

and weekly number of advertise will be updated accordingly. Also, selecting any

state will update these charts accordingly. To return back to all of the United

States, “reset states” button should be used. The weekly count chart allows us to

track the number of job postings during a period.

6.4 Conclusion and Future Work

This paper introduces a framework capable of collecting and analysing of spatial

and temporal aspects of data science’s job market using available tools within

data science toolbox. The framework provides a free front-end interface developed
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using plotly dash for this market. The result provides a quantitative guide for

individuals and organizations to recognize the most important skills and concepts

in this domain based on industry perception. Possible extension to the work here

includes sector analysis of job posting and improving on skill extraction technique.

Other temporal insights will be added to the interface based on the importance of

the information they can add for individuals using this interface.
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Chapter 7

Conclusions & Future Directions

7.1 Summary

NLP, as a major sub-field of Artificial Intelligence, can be applied in a wide range

of domains with direct impacts for societal good. Proper usage of NLP techniques

to build decision support tools or generate valuable insights in different domains

is an important step to achieving this objective. This dissertation addresses the

challenges and benefits of using textual resources to benefit society in different

domains. We described applications of NLP in three under-explored social do-

mains, including transportation and safety, counter-terrorism and security efforts,

and labor market supply and demand, and how the result can be used to help

different areas of society directly. Furthermore, by applying NLP techniques for

societal good, we identified the challenges of using NLP in these problems. More

specifically, while supervised NLP methods have well-defined metrics for perfor-

mance evaluation in real-world applications, semi-supervised and unsupervised

NLP techniques evaluation require extra steps to evaluate properly, and this can

be quite challenging. Nevertheless, these methods can generate insights and help

our society by improving certain aspects of above mention social domains. Another

application of NLP for societal good comes from building NLP-powered applica-

tions that can benefit individuals and organizations. This dissertation presents a

proof of concept for such an application to help understand the job market and
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the skills required in order to educate potential future candidates better. These

contributions will be explained in more detail in the following sections.

7.1.1 Empowering Society with Effective NLP Techniques

In numerous areas with societal impact, organizations continue to rely on expert

opinions and expertise to foster societal improvements. Our work demonstrates the

potential advantages of employing various NLP approaches as alternatives to solely

depending on expert opinions, thereby benefiting society across multiple domains.

The techniques showcased here can serve as decision support tools, aiding experts

in making more informed and expedited decisions or generating valuable insights

from domain-specific content. We present our contributions across three distinct

domains.

Enhancing railway safety measures through NLP analysis of accident

reports: Utilizing NLP as a supplementary decision-making tool for cause detec-

tion enhances the precision of prompt and dependable reporting, subsequently

improving safety measures. We employed two deep learning architectures with

distinct word embeddings on accident reports for accident cause detection. Our

results indicate 75% accuracy, with performance expected to improve as the num-

ber of railway accident reports increases since deep learning models work better

with larger datasets and most of the misclassifications in our experiments hap-

pened in small classes. Once trained, the model can suggest the most likely cause

of the accident to experts, streamlining their workload.

Improve Counter-terrorism efforts by topic extraction and analysis

of emotional impact: NLP techniques can be employed to lessen the burden of

analyzing highly sensitive documents by deriving insights through topic models.

We explored ISIS’s gender-specific recruitment strategies by examining sections of

their online publications aimed at women. Utilizing a topic modeling approach,

we sought to comprehend the content and contrast it with a non-violent religious

group. The results revealed specific themes, such as ”hijrah” (relocating to a new
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land), emerging from the topic modeling of ISIS publications, which aligns with

expert perspectives. Moreover, the emotional impact analysis indicated that these

materials are inspiring, and can be leveraged in counter-terrorism efforts to detect

highly suspicious activities.

Improving skill identification to benefit job market search: The com-

prehension of the necessary skills for job positions is crucial in delivering enhanced

education to prospective applicants. This endeavor calls for specialists to consis-

tently update and manage skill databases and ontologies. To showcase NLP’s

potential, we integrated vector space embeddings, an unsupervised NLP tech-

nique, with limited supervision to develop a semi-supervised NLP model for hard

skill identification. The outcome revealed that our method could pinpoint the

required skills with 74% accuracy, relying only the text in job postings, and could

be employed without necessitating expert supervision and maintenance.

7.1.2 NLP-Powered Applications

Another contribution of this dissertation is to demonstrate the usefulness of NLP

techniques as part of a data-driven system. In order to do so, we presented a sys-

tem that used textual data and the meta data related to them to provide insights

into a specific section of the U.S. job market. The system is built of three major

components allowing text collection, text processing, and visualization. This con-

ceptual framework has also been deployed on the web to allow access for interested

individuals. This framework shows an example of NLP-powered applications that

can transfer the available information on the web to insights in a social domain

(in this case, labor market demand). This dissertation shows a successful attempt

in building such systems given access to the relevant text in social domains.

7.2 Challenges of Using NLP in Social Domains

In this section, we described some of the challenges that an NLP solution might

face in under-explored domains. We will mention two major obstacles of NLP
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approaches in social domains.

1. Access to textual data: One challenge of using NLP in different domains

is the access to high-quality texts. This is especially a problem in social

domains where access is limited to a particular group of people, as in the case

of healthcare data, or identifying threats based on sensitive communications.

We encountered this problem when trying to process women-related ISIS

documents automatically. The only available resources were in pdf format

which required Optical Character Recognition (OCR) to turn them into

textual format. Another issue is the amount of textual information that is

accessible. In the previous example, few NLP techniques can be used to

generate meaningful insights due to lack of a big corpus.

2. Evaluation of NLP solutions: Another difficulty in using some of NLP

techniques is proper evaluation metrics. In particular, measuring the perfor-

mance of unsupervised methods is still challenging, and often an extrinsic

evaluation approach, such as the performance of an upstream supervised

task, is the best evaluation, next to human judgment. In contrast, super-

vised NLP problems have well-known metrics such as accuracy, F-1, or AUC.

As a result, in some cases a very common approach is to define similar met-

rics for these unsupervised or semi-supervised methods. We leveraged a

similar concept in the skill extraction problem by defining precision and

recall slightly differently.

7.3 Future Works

In this work, we presented multiple NLP solutions within different social domains

that can be helpful to the public. We illustrated the usage of supervised, unsuper-

vised, and semi-supervised NLP approaches in three domains and demonstrated

that by utilizing the right resources, such NLP methods can be applied to other

public sectors for knowledge discovery and decision-making support. Apart from
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extension to other fields, several other expansions to work presented here can be

considered as future directions that will be discussed briefly here:

• Extensions of current approaches: There are several ways that the NLP

work presented here can be useful in similar cases. For example, improving

safety by using NLP to categorize the causes of railway accidents could also

be used in evaluating other accident reports in the form of an AI-assisted

system. . If integrated into the reporting platform, such AI assistance can

help the reporting task by suggesting the correct label to categorize incidents

more quickly and accurately.

Similarly, identifying readers’ emotions can be used by other governmental

organizations to quickly identify certain documents of interest in online posts

or other sensitive propaganda efforts. For example, organizations can use

this approach instead of the common sentiment analysis when more is needed

for the task.

Furthermore, the analysis of online job advertisements can also be improved

by adding other information to the proposed framework. One such im-

provement is to include industrial sector analysis of the job market data

and present that as part of the framework. In this case, we can map this

problem to a document classifier where documents could be automatically

categorized into one of the main branches of industry. Also, keeping such a

platform to continuously working for a long period of time would allow us

to identify the trends and even potentially predict the importance of skills

in near future. To do so, we need to consider the number of the appearance

of skills over time as a time series forecasting problem. Recent advances in

time series analysis provide good candidates, such as LSTM-based models

or Facebook’s prophet model.

Finally, there are several possible advantages to using NLP on skill extrac-

tion tasks. Using a different label propagation (LP) implementation that

allows incorporating cosine similarity could improve this approach. Such
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an LP algorithm should be separately designed and tested to measure its

performance. A better alternative is to turn the problem into a supervised

multi-label problem. However, this approach requires many accurately la-

beled job advertisements and resources to be more feasible.

• Integration and MLOPS practice: We have mentioned that the pro-

posed NLP methods can be used in the form of AI-assistant solutions in

real world systems and have presented an example of how such an NLP-

powered framework can improve understanding in the job market. However,

building such systems requires special machine learning pipeline best prac-

tices. As a result, integration of such models must be carefully planned.

One example of the challenges involved in creating such a pipeline is the

necessity of creating a monitoring tool to ensure the pipeline is working

properly. The framework we presented also requires automated monitoring

for its data collection step. This was done manually, and it has proven to

be very time-consuming. Lastly, the design should consider that not any

part of the system be allowed to become a bottleneck that can cause future

problems.
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dustry 4.0 job advertisements,” International Journal of Information Man-

agement, vol. 50, pp. 416–431, 2020.

[129] E. M. Sibarani, S. Scerri, C. Morales, S. Auer, and D. Collarana, “Ontology-

guided job market demand analysis: a cross-sectional study for the data sci-

ence field,” in Proceedings of the 13th International Conference on Semantic

Systems, pp. 25–32, 2017.
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