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Abstract

The past decades have witnessed a prominent trend of adopting intelligent systems, such as recommendation
systems and smart homes, into ordinary people’s daily life. One key characteristic of such systems is the need
for online sequential decision making: decisions have to be made when the learning agent only has incomplete
knowledge about the world/environment. The consequences of such decisions will, in turn, contribute to the
data the agent can collect, forming an interactive feedback loop between the agent and the world/environment.
This makes conventional offline training based machine learning methods incompetent and urges us to move
from the passive learning paradigm to a more interactive and proactive one. It motivates the research of
developing interactive online learning solutions, such as contextual bandits, and more generally reinforcement
learning, for real-world intelligent systems.

Interactive online learning studies how an agent can interact with an environment to learn a policy that
maximizes expected cumulative rewards for a task. In a real-world intelligent system, the learning agent
faces environments that consist of human users. This brings at least two significant challenges in developing
interactive online learning solutions. First, to capture user heterogeneity, personalized learning solutions are
needed. However, the sparsity of each individual user’s observation, especially for new users, makes the
learning process very slow. Second, many real-world systems are highly dynamic, which is reflected in the
fact that users’ preferences change over time due to various internal or external factors [1], and item popularity
varies due to fast-emerging events and contents. Failing to model such dynamics may lead to sub-optimal
decisions.

These fundamental challenges motivate research in this dissertation. We conquer the first challenge by
leveraging the existence of dependency among the users. Specifically, we develop a series of collaborative
contextual bandit learning solutions in which information can be propagated through explicit or implicit
dependency among users. This information propagation helps conquer the data sparsity issue and accelerate
the personalized learning process. Rigorous theoretical guarantees are developed, which reveals the benefit
of collaboration in the learning process when user dependencies do exist. We conquer the second challenge
by moving beyond a commonly used but restrictive stationary environment assumption to a more a realistic
non-stationary one. We develop a suite of novel and theoretically sound contextual bandit solutions that
automatically detects the potential changes in the environment and adapts its decision making strategy
accordingly. Solutions developed this dissertation have been applied to a broad spectrum of recommendation
systems, showing their great practical potential.
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Chapter 1

Introduction and Overview

There is no doubt that intelligent systems will become an essential part of most people’s daily lives in the near
future, if not now. For example, because of the information overload caused by the explosive growth of digital
information, we rely more and more on recommendation systems to filter, prioritize, and efficiently deliver
relevant information to us; intelligent healthcare systems are transforming many aspects of the traditional
medical systems [4], meeting the individual needs of people while improving the efficiency of medical care;
intelligent tutoring systems [5], which have consistently been shown to improve the educational outcomes
of students when used alone or combined with traditional instruction, are benefiting not only classrooms in
developed countries but also are bringing better education to the developing world [6].

Satisfying users with various personalized needs is one of the core missions of many intelligent systems.
Machine learning methods are increasingly being used to help with the decision-making process involved in
this mission of intelligent systems. For example, methods such as collaborative filtering [7, 8], content-based
filtering, and hybrid approaches [9] have long been used in recommender systems to decide what item/content
to recommend to satisfy users’ personalized information needs. Currently, most of the machine learning
methods used in intelligent systems work by first collecting data and then training a fixed model for future
predictions. They can provide meaningful predictions by leveraging information demonstrated in the observed
data. However, these methods suffer if the information demonstrated in the observed data is incomplete or
insufficient to make accurate predictions for the future. For example, in recommendation systems, because of
the rapid appearance of new information and new users and the ever-changing nature of content popularity,
predictions and decisions made based on the off-line trained models may have become out-of-date by the time
the trained models are deployed. In such dynamic environments, an ideal method should be adaptive and
make the system self-improving. To this end, feedback from the environment needs to be quickly adopted to
improve the predictions and decisions made by the system.

Motivated by this need, modern intelligent systems are now adopting interactive online learning solutions to
make predictions or decisions adaptively. Unlike the traditional offline learning methods, in interactive online
learning, decisions need to be made on the fly while the system (i.e., the learning agent) only has incomplete
knowledge about the users (i.e., the environment). It is also worth noticing that most of the intelligent systems
are designed for sophisticated applications, many of which involve interactions with humans, such as the
aforementioned recommender systems, health care systems, and tutoring systems. One main challenge in
these types of applications is that the learning agent often has limited feedback from the environment. Here
limit feedback, on the one hand, means that the learning agent can only get the feedback for the decisions
that have been made, and on the other hand, it means that the learning agent cannot ask too many questions
as interactions with human users are costly. It is thus critical to learn effectively with such limited feedback.
Specifically, during the online decision making, the learning agent, on the one hand, needs to focus on
information learned from existing observations such that the decisions are not too bad; simultaneously, it also
needs to efficiently explore new information for improving the overall quality of the model, such that better
decisions can be made in the future. These two needs create the explore-exploit dilemma in interactive online
learning.

1



1.1 The Contextual Bandit Formulation 2

1.1 The Contextual Bandit Formulation
Multi-armed bandit algorithms [10–13] provide a principled solution for handling the explore-exploit dilemma.
Intuitively, multi-armed bandit algorithms consider different decisions as arms and their main design principle
is to designate a small amount of traffic to collect feedback from the environment while improving their
estimation qualities on different arms in real time. When side information or context information is available
and used in the decision making process, multi-armed bandits become contextual bandits, which have become
a reference solution [2, 14–16] in many application scenarios. Such algorithms are especially advantageous
in real-world intelligent systems where the space of arms or decisions is large, and the arms are interrelated.
They have been applied in in many important applications, e.g., content recommendation [2, 17] and display
advertising [18, 19].

In a multi-armed bandit problem, a learner takes turns to interact with the environment with a goal of
maximizing its accumulated reward collected from the environment over time T . At round t, the learner makes
a choice at among a finite, but possibly large, number of arms, i.e., at 2 A = {a

1

, a
2

, . . . , aK}, and gets
the corresponding reward rat . In the contextual bandit setting, each arm a is associated with a feature vector
xa 2 Rd (kxak2  1 without loss of generality) summarizing the side-information about it at a particular time
point. The reward of each arm is usually assumed to be governed by a conjecture of unknown bandit parameter
✓ 2 Rd (k✓k

2

 1 without loss of generality), which characterizes the environment. This can be specified
by a reward mapping function, say f✓: rat = f✓(xat). The learner’s goal of maximizing the accumulated
reward can also be equivalently considered as minimizing the accumulated regret with respect to the oracle
arm selection strategy. In particular, the accumulated T -trial regret is defined formally as,

R(T ) =
TX

t=1

Rt =

TX

t=1

(E[ra⇤
t
]� E[rat ]) (1.1)

where a⇤t = argmaxa E[ra,t] is the best arm to display at trial t according to the oracle strategy, ra⇤
t

is the
corresponding optimal reward, and Rt := E[ra⇤

t
]� E[rat ] is the regret at trial t.

Many of the services in intelligent systems can be abstracted as the sequential decision-making process in such
a contextual bandit formulation, where the system needs to make a choice among a set of candidate options for
different users with the purpose of maximizing its utility. For example, a news recommendation system selects
the news articles to present to the users to maximize user clicks (or other types of user engagement), and an
intelligent tutoring system recommends the proper exercises to the students to maximize students’ learning
outcome. In these application scenarios, the intelligent system can be considered as the multi-armed bandit
learner; the candidate items to be selected can be considered as the arms. And the different users are different
environments the learning agent is interacting with. In the rest of this dissertation, we use the recommendation
task as the primary application scenario to illustrate our contribution in such a contextual bandit formulation.
However, we emphasize that the proposed research can be applied to a wide spectrum of intelligent systems,
as long as the sequential decision-making process involved in their services can be formulated in a similar
way.

1.2 Challenges and Insights
Despite their capability to balance exploitation and exploration, there are at least two critical challenges that
hinder the application of multi-armed bandit solutions to real-world intelligent systems where human users are
involved.

1.2.1 Challenge I: Personalization vs. Learning Efficiency and Privacy
Personalization is becoming not just a desirable feature but an essential need for a modern intelligent system to
improve user satisfaction by tailoring the content presentation to suit individual users’ needs [20]. With such
an emerging need, personalized contextual bandit solutions are being developed [2]. A common practice to
realize personalization in contextual bandit algorithms is to estimate the unknown bandit parameters pertaining
to each user independently. However, the sparsity of each individual user’s observations and the existence of
new users and new content makes the personalized online learning process very slow. Meanwhile, it is obvious
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that users in real-world systems are seldom isolated and thus dependency information can be leveraged to
improve the learning efficiency. For example, in many real-world applications, e.g., content recommendation
in Facebook or Twitter, because of the mutual influence among friends and acquaintances, one user’s click
decision on the recommended items might be greatly influenced by his/her peers. This indicates the knowledge
gathered about the interest of a given user can be leveraged to improve the recommendation to his/her friends,
i.e., collaborative learning. In other words, the observed payoffs from a user’s feedback might be a compound
of his/her own preference and social influence he/she receives, e.g., social norms, conformity, and compliance.
As a result, propagating the knowledge collected about the preference of one user to his/her related peers
can not only capitalize on additional information embedded in the dependency among users, which is not
available in the context vectors; but also helps conquer data sparsity issue by reducing the sample complexity
of preference learning (e.g., known as cold-start in recommender systems [21]). Failing to recognize such
information among users will inevitably lead to a suboptimal solution.

In addition to the learning efficiency concern, overly personalized recommendations could be a potential
source of privacy vulnerability, for adversaries to take advantage of, e.g., infer users’ sensitive information,
especially in the interactive online learning setting. Real-world privacy breaches have been reported in
Amazon’s recommendation system [22] and Facebook’s advertisement system [23], where an adversary learns
considerable amount of information about a user solely based on the systems’ recommendation sequences.
Compared to the offline learned models, online learning methods directly interact with sensitive user data, e.g.,
user clicks or purchasing history, and timely update the models to adjust their output, which makes privacy
an even more serious concern [24–27]. Due to its importance, private online learning has recently attracted
increasing attention in the research community, with a goal to prevent the algorithm’s sequential output from
revealing a user’s private information. While there is existing research on differentially private online convex
optimization [24, 28] and contextual bandits [27, 29], private contextual bandits learning that considers the
existence of user dependency has not been explored yet.

To address these two challenges brought by personalization, we develop a series of collaborative bandit
learning solutions to improve learning efficiency and we equip one of our solutions with privacy protection.
This line of research is detailed in Chapter 2. We review some related work in Section 2.1 and then introduce
our solutions in the rest of Chapter 2.

In Section 2.2, we introduce our developed collaborative bandit learning framework that is able to explicitly
model the underlying dependency among users during online learning. By leveraging user dependency,
information sharing will be enabled during online updating. Specifically, a user graph will be constructed
according to the available users’ dependency information. Each node in the graph represents a contextual
bandit agent deployed for a single user, and the weight on each edge indicates the influence between a pair
of users. Based on this dependency structure, bandit parameters can be estimated over all the users in a
collaborative manner: both context and received payoffs from one user are propagated across the whole
graph in the process of online updating. The developed collaborative bandit algorithm establishes a bridge
to share information among heterogeneous users and thus reduces the sample complexity of preference
learning. Rigorously theoretical analysis and extensive empirical evaluation will be provided to prove the
effectiveness of the proposed solution. This work capitalizes on the relatedness among the bandit models
deployed across individual users to benefit each of those learning tasks when explicit dependency information
is available.

In addition to this explicit modeling of user dependency information, inspired by matrix factorization based
collaborative filtering [30–32], we propose another solution, which performs online interactive learning by
placing a factorization-based bandit algorithm on each user in the system during interactive online learning.
Matrix factorization based collaborative filtering provides a way to capture the underlying dependency
among users or items. The basic idea of such solutions is to characterize both recommendation items and
users by vectors of latent factors inferred from historical user-item preference patterns via low-rank matrix
completion [33, 34], with an assumption that only a few factors contribute to an individual’s taste [30]. In our
solution, by sequentially learning a low-rank structure of the incrementally constructed user-item preference
matrix, information sharing can be achieved on both the user side and the item side. This solution is detailed
in Section 2.3.
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As an important part of this dissertation, we further equip one of our collaborative bandit learning algorithms
with privacy guarantees, under the notion of global differential privacy [35] and local differential privacy [36].
Under global differential privacy, a user is assumed to trust (or say he/she has to trust) the system and
provide real engagement data to the system, and the system outputs private recommendations; while under
local differential privacy, each user provides perturbed statistics to the system and is no longer required to
trust the system or the communication between him/her and system. Details of this work are introduced in
Section 2.4.

1.2.2 Challenge II: Non-stationary Environments
In many real-world systems, the only constant is the forever changing user intent and preferences. Users’
preferences can be influenced by various internal or external factors [1]. For example, when a sports season
ends after a championship, seasonal fans might jump over to following a different sport and not have much
interest in the off-season. More importantly, such changes are often not observable to the learners. Multi-
armed bandit solutions usually impose stationary assumptions about the environment, which makes them
incapable to model or recognize the possible changes of the environment and may lead to constant suboptimal
choices.

In this dissertation, moving beyond a restrictive stationary environment assumption, we study a more sophis-
ticated but realistic environment setting where the reward mapping function becomes non-stationary over
time. More specifically, we focus on the setting where there are abrupt changes in terms of user preferences
(e.g., user interest in a recommender system), and those changes are not observable to the learner before-
hand. Between consecutive change points, the reward distribution remains stationary yet unknown, i.e., a
piecewise stationary environment. A set of algorithmic solutions, together with their theoretical guarantees,
are developed to conquer such a non-stationary environment. We detail our contribution to conquering this
challenge in Chapter 3. Based on the properties of the piecewise stationary environment, in any stationary
period between two consecutive change points, the reward estimation error of a contextual bandit model
trained on the observations collected from that period should be bounded with a high probability [37, 38].
Otherwise, the model’s consistent wrong predictions can only come from the change of environment. Based on
this insight, we propose to evaluate whether the stationary assumption holds by monitoring a bandit model’s
reward prediction quality over time. When a bandit model’s reward prediction quality is bad enough, a change
is considerred to have happened, and new bandit model should be created accordingly. Details of this solution
is provided in Section 3.3

In addition, in the contextual bandit setting, the changes in reward distributions caused by a non-stationary
environment become context dependent. Most existing algorithms that attempt to adapt to this dynamic
environment introduce a forgetting mechanism to down weight the historical observations [39, 40], or create a
bandit model for each newly detected stationary period [41, 42]. These strategies, however, do not leverage
past information optimally. This is because after an abrupt change in the environment, some arms’ rewards
may be relatively unchanged. This can happen if the underlying change is orthogonal to the context. As a
result, strategies that discount observations, or abandon the ‘old’ model must regain confidence in parameters,
incurring a higher regret due to redundant exploration. The possible existence of change-invariant arms in
such a non-stationary environment suggests us to reuse the bandit models estimated for those earlier periods,
such that more accurate reward estimation on such arms can be achieved sooner to obtain reduced regret in
this new period. Based on this insight, we develop a dynamic context-dependent bandit ensemble method to
capitalize on this unique context-dependent property in the non-stationary environment. This method makes
it possible for those change-invariant arms to reuse old bandit models while not hurting whose arms whose
expected reward has changed. Details of this work is described in Section 3.4.

Finally, we recognize that the application of our proposed non-stationary bandit solutions is not limited to the
non-stationarity detection in the time horizon, and they can be generalized multi-agent/environment cases,
where the non-stationarity can be considered as the heterogeneity across different environments. Based on
this insight, we develop a more general solution based on online hypothesis tests, which unifies the online
change detection in non-stationary environments and online clustering of learners. Through this unified
approach with online hypothesis tests, much more flexible methodologies can be developed to efficiently
handle environments where both non-stationarity and collaborative structures exist. Details of this work is
described in Section 3.6.



Chapter 2

Bandit Learning in Collaborative
Environments

A common practice in contextual bandit algorithms estimates the unknown bandit parameters pertaining to
each user independently. This unfortunately ignores dependency among users. Due to the existence of social
influence [1], e.g., content and opinions sharing among friends in a social network, exploiting the dependency
among users raises new challenges and opportunities in personalized information services. This indicates
the knowledge gathered about the interest of a given user can be leveraged to improve the recommendation
to his/her friends, i.e., collaborative learning. In other words, the observed payoffs from a user’s feedback
might be a compound of his/her own preference and social influence he/she receives, e.g., social norms,
conformity and compliance. As a result, propagating the knowledge collected about the preference of one user
to his/her related peers can not only capitalize on additional information embedded in the dependency among
users, which is not available in the context vectors; but also helps conquer data sparsity issue by reducing the
sample complexity of preference learning (e.g., known as cold-start in recommender systems [21]). Failing to
recognize such information among users will inevitably lead to a suboptimal solution. It is thus necessarily to
consider the collaboration effect during the decision-making process of interactive online learning.

In this chapter, we study how to efficiently perform contextual bandit learning in collaborative environments,
where explicit or implicit dependency may exist among the environments, i.e., the users. Due to the existing
of user dependencies, such as social influence [1], the observed reward from a user’s feedback might be
a compound of his/her own preference and social influence he/she receives. As a result, propagating the
knowledge collected about the preference of one user to his/her related peers can not only capitalize on
additional information embedded in the dependency among users, which is not available in the context
vectors; but also helps conquer data sparsity issue by reducing the sample complexity of preference learning
(e.g., known as cold-start in recommender systems [21]). In Section 2.2 and Section 2.3, we develop
two types of collaborative learning frameworks to approach this problem, with one leveraging explicit
dependency and one leveraging implicit dependency. As an important complement, we develop a general
framework to equip one of the collaborative bandit learning frameworks with privacy guarantees in Section 2.4.
All the code associated with the empirical study in this chapter is available at https://github.com/
huazhengwang/BanditLib.

2.1 Related Work
The idea of modeling dependency among bandits has been explored in prior research [15, 43–46]. Studies
in [47, 48] explore contextual bandits with assumptions about metric or probabilistic dependencies on the
product space of context and actions. Hybrid-LinUCB [2] is such an instance, which uses a hybrid linear
model to share observations across users. Social network structures are explored in bandit algorithms for
introducing possible dependencies [44, 45]. In [43], parallel context-free K-armed bandits are coupled by the
social network structure among the users, where the observed payoffs from neighboring nodes are shared as

5
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side-observations to help estimate individual bandits. Besides utilizing existing social networks for modeling
relatedness among bandits, there is also work automatically estimates the bandit parameters together with the
dependency relation among them, such as clustering the bandits via the learned model parameters during online
updating [45]. Some recent work incorporates collaboration among bandits via matrix factorization based
collaborative filtering techniques: Kawale et al. preformed online matrix factorization based recommendation
via Thompson sampling [49], and Zhao et al. studied interactive collaborative filtering via probabilistic matrix
factorization [50]. GOB.Lin [15] requires connected users in a network to have similar bandit parameters via
a graph Laplacian based model regularization. As a result, GOB.Lin explicitly requires the learned bandit
parameters across related users to be close to each other.

There are some recent developments that focus on online collaborative filtering with multi-armed bandit
algorithms, a reference solution for explore-exploit trade-off [2, 13, 14]. [50] studies interactive collabora-
tive filtering via probabilistic matrix factorization. Both context-free and contextual bandit algorithms are
introduced to perform online item selection based on the factorization results. [49] performs online low-rank
matrix completion, where the explore/exploit balance is achieved via Thompson sampling. [51] introduces
a UCB-like strategy to perform interactive collaborative filtering. The algorithm deterministically selects
feedback user-item pairs using an index which depends on the covariance matrices of the posterior distributions
of both latent user and item vectors. [52] performs co-clustering on users and items for collaborative filtering,
where confidence bound on reward estimation is used to decide the clustering structures. However, because
of the ad-hoc combinations of collaborative filtering methods and bandit methods in the aforementioned
studies, limited theoretical understanding is available in those solutions. In this work, we provide a rigorous
regret bound analysis of the developed factorization-based bandit algorithm, and demonstrate the algorithm’s
convergence property under different conditions. Moreover, our online factorization solution is general
enough to incorporate several recent advances in factorization techniques, such as feature-based latent factor
models [53, 54] and modeling mutual dependency among users [55, 56], which further improve the proposed
algorithm’s convergence rate during interactive online learning with users.

Differential privacy [35] provides a formal notion to quantify the amount of information an adversary could
obtain by observing the algorithm’s output. The common practice is to add Laplace or Gaussian noise to
the output; and the scale of noise depends on privacy budget (often denoted as ✏) and sensitivity, which is
the change of an algorithm’s output caused by the change of input. Prior work has studied the problem of
differential privacy for offline collaborative filtering [57–59]. For example, [57] studied differential privacy
for item-based collaborative filtering methods. [59] proposed a differentially private matrix factorization
method based on Bayesian posterior sampling. And [60] proposed a private matrix factorization method
that guarantees user-level joint differential privacy by perturbing the low-rank decomposition. Differential
privacy was first extended to an online setting for stream data in [61, 62]. Differentially private online learning
methods have been studied for online convex optimization [24, 25, 63] and bandit problems [26, 27, 29, 64].
The key technique of these solutions is the tree-based mechanism, which was proposed in [61,62] for privately
releasing sum statistics in stream data with finite time horizon T . Based on this tree-based mechanism,
(globally) differentially private linear bandit was first studied in [29] with guaranteed privacy in collected user
reward feedback. However, it is non-trivial to extend the private linear bandits to collaborative bandits setting,
where one user’s reward feedback directly contributes to other users’ model update. In other words, the change
of model’s input from one user can be measured by the model’s output in (potentially) all users.

2.2 Collaborative Bandit Learning with Explicit Dependency
In this work, we develop a collaborative contextual bandit algorithm that explicitly models the underlying
dependency among users. In our solution, a weighted adjacency graph is constructed, where each node
represents a contextual bandit deployed for a single user and the weight on each edge indicates the influence
between a pair of users. Based on this dependency structure, the observed payoffs on each user are assumed to
be determined by a mixture of neighboring users in the graph. We then estimate the bandit parameters over all
the users in a collaborative manner: both context and received payoffs from one user are propagated across
the whole graph in the process of online updating. The proposed collaborative bandit algorithm establishes a
bridge to share information among heterogeneous users and thus reduce the sample complexity of preference
learning. We rigorously prove that our collaborative bandit algorithm achieves a remarkable reduction of upper
regret bound with high probability, comparing to the linear regret with respect to the number of users if one
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simply runs independent bandits on them. Extensive experiment results on both simulations and large-scale
real-world datasets verified the improvement of the proposed algorithm compared with several state-of-the-art
contextual bandit algorithms. In particular, our algorithm greatly alleviates the cold-start challenge, in which
encouraging performance improvement is achieved on new users and new items.

In standard linear contextual bandit problems, the payoffs of each arm with respect to different users are
assumed to be governed by a noisy version of an unknown linear function of the context vectors [2, 14].
Specifically, each user ui is assumed to associate with an unknown parameter ✓i 2 Rd (with k✓ik  1), which
determines the payoff of at by rat,i = x

T
at,i

✓i + ✏t, where the random variable ✏t is drawn from a Guassian
distribution N(0,�2

). ✓s are independently estimated based on the observations from each individual user.
However, due to the existence of mutual influence among users, an isolated bandit can hardly explain all the
observed payoffs even for a single user. For example, the context vectors fail to encode such dependency.
To capitalize on the additional information embedded in the dependency structure among users (i.e., ✓ for
different users), we propose to study contextual bandit problems in a collaborative setting.

In this collaborative environment, we place the bandit algorithms on a weighted graph G = (V,E), which
encodes the affinity relationship among users. Specifically, each node vi 2 {V

1

, ..., VN} in G hosts a bandit
parameterized by ✓i for user i; and the edges in E represent the affinity relation over pairs of users. This
graph can be described as an N ⇥N stochastic matrix W. In this matrix, each element wij is nonnegative and
proportional to the influence that user i has on user j in determining the payoffs of different arms. wij = 0 if
and only if user i has no influence on user j. W is normalized such that

PN
i=1

wij = 1 for j 2 {1, ...., N}
(the sum of each column is 1). In this work, we assume W is time-invariant and known to the learner
beforehand.

Based on the graph G, collaboration among bandits happens when determining the payoff of a particular
arm with respect to a given user. To denote this, we define a d⇥N matrix ⇥, which consists of parameters
from all the bandits in the graph: ⇥ = (✓

1

, . . . ,✓N ). Accordingly, we define a context feature matrix
Xt = (xat,1 , . . . ,xat,N ), where the ith column is the context vector xat,i for arm a at trial t selected for user
i. The collaboration among bandits characterized by the influence matrix W results in a new bandit parameter
matrix ¯

⇥ = ⇥W, which determines the payoff rat,ut of arm at for user ut at trial t by,

rat,ut � diagt(X
T
t ⇥W) ⇠ N(0,�2

) (2.1)

where diagt(X) is the operation returning the t-th element in the diagonal of matrix X.

Eq (2.1) postulates our additive assumption about reward generation in this collaborative environment: the
reward rat,ut is not only determined by user ut’s own preference on the arm at (i.e., wututx

T
at,ut

✓ut ), but also
by the judgements from the neighbors who have influence on ut (i.e.,

P
j 6=ut

wutjx
T
at,j

✓j). This enables us to
distinguish a user’s intrinsic preference of the recommended content from his/her neighbors’ influence, i.e.,
personalization. In addition, the linear payoff assumption in our model is to simplify the discussion in this
work; and it can be relaxed via a generalized linear model [16] to deal with nonlinear rewards.

We should note that our model assumption about the collaborative bandits is different from that specified in the
GOB.Lin model [15]. In GOB.Lin, connected users in the graph are required to have similar underlying bandit
parameters, i.e., via graph Laplacian regularization over the learned bandit parameters. And their assumption
about reward generation follows conventional contextual bandit settings, i.e., rewards are independent across
users. In our setting, neighboring users do not have to share similar bandit parameters, but they will generate
influence on their neighbors’ decisions. This assumption is arguably more general, and it leads to an improved
upper regret bound and practical performance. Theoretical comparison between these two algorithms will be
rigorously discussed in Section 2.3.2.

2.2.1 Collaborative Linear Bandit Algorithm
To simplify the notations in our following discussions, we define two long context feature vectors and
a long bandit parameter vector based on the vectorize operation Vec(·). We define Xat = Vec(Xat) =

(x

T
at,1

, . . . ,xT
at,N

)

T, which is a concatenation of context feature vectors of the chosen arm at at trial t for
all the users. And we define ˚Xat,ut = Vec(˚Xat,ut) , in which ˚

Xat,ut is a special case of Xat : only the
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Algorithm 1 Collaborative LinUCB

1: Inputs: ↵ 2 R
+

,� 2 [0, 1], W 2 RN⇥N

2: Initialize: A
1

 �I, b
1

 0, ˆ#
1

 A

�1

1

b

1

,C
1

 (W

T ⌦ I)A

�1

1

(W ⌦ I),
3: for t = 1 to T do
4: Receive user ut

5: Observe context vectors, xat,ut 2 Rd for 8a 2 A
6: Take action at = argmaxa2A ˚XT

at,ut
Vec( b⇥tW) + ↵

q
˚XT
at,ut

Ct
˚Xat,ut

7: Observe payoff rat,ut

8: At+1

 At + Vec(˚Xat,utW
T
)Vec(˚Xat,utW

T
)

T

9: bt+1

 bt + Vec(˚Xat,utW
T
)rat,ut

10: Ct+1

 (W

T ⌦ I)A

�1

t+1

(W ⌦ I)

11: ˆ#t+1

 A

�1

t+1

bt+1

column corresponding to the user ut at time t is set to x

T
at,ut

, and all the other columns are set to zero. This
corresponds to the situation that at trial t the learner only needs to interact with one user. Correspondingly, we
define # = Vec(⇥) = (✓T

1

,✓T
2

, ...,✓T
N )

T 2 RdN as the concatenation of bandit parameter vectors over all the
users.

With the collaborative assumption about the expected payoffs defined in Eq (2.1), we appeal to ridge regression
for estimating the unknown bandit parameter ✓ for each user. In particular, we simultaneously estimate the
global bandit parameter matrix ⇥ for all the users as follows,

b
⇥ = argmin

⇥

1

2

TX

t=1

(

˚XT
at,ut

Vec(⇥tW)� rat,ut)
2

+

�

2

tr(⇥T
⇥) (2.2)

where � 2 [0, 1] is a trade-off parameter of L2 regularization in ridge regression.

Since the objective function defined in Eq (2.2) is quadratic with respect to ⇥, we have a closed-form
estimation of ⇥ as ˆ#t = A

�1

t bt, in which ˆ# = Vec( b⇥) and At and bt are computed as,

At =�I+
tX

t0=1

Vec(˚Xat0 ,ut0W
T
)Vec(˚Xat0 ,ut0W

T
)

T (2.3)

bt =

tX

t0=1

Vec(˚Xat0 ,ut0W
T
)rat0 ,ut0 (2.4)

where I is a dN ⇥ dN identity matrix.

The effect of collaboration among bandits is clearly depicted in the above estimation of ⇥. Matrix At and
vector bt store global information shared among all the bandits in the graph. More specifically, the context
vector xat,ut and payoff rat,ut observed in user ut at trial t are propagated through the whole graph via the
relational matrix W. To understand this, note that Vec(˚Xat,utW

T
) is a dense vector with projected context

vectors on every user, while the original ˚Xat,ut is a sparse vector with observations only at active users ut.
Because of this information sharing, at certain trial t, although some users might generate any observation yet
(i.e., cold-start), they can already start from a non-random initialization of their bandit parameters ✓i. It is easy
to verify that when W is an identity matrix, i.e., users have no influence among each other, the estimation of
⇥ degenerates to independently computing N different ✓s (since Vec(˚Xat,utW

T
) =

˚Xat,ut ). And the mutual
influence will be maximized when W is a uniform matrix, i.e., all the users have equivalent influence to each
other. We have to emphasize that the benefit of this collaborative estimation of ⇥ is not to just simply compute
the ✓s in an integrated manner; but because of the collaboration among users, the estimation uncertainty of all
✓s can be quickly reduced comparing to simply running N independent bandit algorithms. This in turn leads
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to an improved regret bound. We will elaborate the effect of collaboration in online bandit learning with more
theoretical justifications in Section 2.3.2.

The estimated bandit parameters b
⇥ predict the expected payoff of a particular arm for each user according

to the observed context feature matrix Xt. To complete an adaptive bandit algorithm, we need to design the
exploration strategy for each user. Our collaborative assumption in Eq (2.1) implies that rat,ut across users are
independent given Xt and W. As a result, for any �, i.e., the standard deviation of Gaussian noise in Eq (2.1),
the following inequality holds with probability at least 1� �,

|ra⇤
t ,ut � rat,ut |  ↵t

q
Vec(˚XutW

T
)

T
A

�1

t Vec(˚XutW
T
) (2.5)

where ↵t is a parameter in our algorithm defined in Lemma 1 of Section 2.3.2 and � is embedded in the
computation of ↵t. The proof of this inequality can be found in the Appendix.

The inequality in Eq (2.5) gives us a reasonably tight upper confidence bound (UCB) for the expected payoff
of a particular arm over all users in the graph G, from which a UCB-style action-selection strategy can be
derived. In particular, at trial t, we choose an arm for user ut by,

at,ut = argmax

a2A

⇣
˚XT
at,ut

Vec( b⇥tW) + ↵t

q
Vec(˚XutW

T
)

T
A

�1

t Vec(˚XutW
T
)

⌘
(2.6)

We name this resulting algorithm as Collaborative Linear Bandit, or CoLin in short. The detailed description
of CoLin is illustrated in Algorithm 1, where we use the property that Vec(˚XutW

T
) = (W ⌦ I)Vec(˚Xut)

= (W ⌦ I)

˚Xt to simplify Eq (2.6).

Another evidence of the benefit from collaboration among users is demonstrated in Algorithm 1. When
estimating the confidence interval of the expected payoff for action at in user ut at trial t, CoLin not only
considers the prediction confidence from bandit ut, but also that from its neighboring bandits (as described by
the Kronecker product between W and I). When W is an identity matrix, such effect disappears. Clearly, this
collaborative confidence interval estimation will help the algorithm quickly reduce estimation uncertainty, and
thus leads to the optimal solution more rapidly.

One potential issue with CoLin is its computational complexity: matrix inverse has to be performed on At at
every trial. First, because of the rank one update of matrix At (8th step in Algorithm 1), quadratic computation
complexity is possible via applying the Sherman-Morrison formula. Second, we may compute A

�1

t in a
mini-batch manner to further reduce computation with some extra penalty in regret. We will leave this as our
future research.

2.2.2 Regret Analysis
In this section, we provide detailed regret analysis of our proposed CoLin algorithm. We first prove that the
estimation error of bandit parameters b

⇥ is upper bounded in Lemma 1.

Lemma 1. For any � > 0, with probability at least 1� �, the estimation error of bandit parameters in CoLin
is bounded by,

k ˆ#t � #⇤k
At

s

dN ln

⇣
1+

Pt
t0=1

PN
j=1

w2

ut0 j

�dN

⌘
�2 ln(�) +

p
�k#⇤k

in which k ˆ#t�#⇤k
At =

q
(

ˆ#t � #⇤
)

T
At(

ˆ#t � #⇤
), i.e., the matrix norm induced by the positive semidefinite

matrix At.

Based on Lemma 1, we have the following theorem about the regret upper bound of the CoLin algo-
rithm.
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Theorem 1. With probability at least 1� �, the accumulated regret of CoLin algorithm satisfies,

R(T )  2↵T

s

2dNT ln

⇣
1 +

PT
t=1

PN
j=1

w2

utj

�dN

⌘
(2.7)

in which ↵T is the upper bound of k ˆ#T � #⇤k
AT and it can be explicitly calculated based on Lemma 1.

The detailed proof of this theorem is provided in the Appendix.

As shown in Theorem 1, the graph structure plays an important role in the upper regret bound of our CoLin
algorithm. Consider two extreme cases. First, when W is an identity matrix, i.e., no influence among users,
the upper regret bound degenerates to O(N

p
T ln

T
N ). Second, when the graph is fully connected and uniform,

i.e., 8i, j, wij =

1

N , such that users have homogeneous influence among each other, and the upper regret
bound of CoLin decreases to O(N

p
T ln

T
N2 ). That means via collaboration, CoLin achieves an O(

p
T lnN)

regret reduction for every single user in the graph comparing to the independent case.

Note that the our regret analysis in Theorem 1 is in a very general form, in which we did not make any
assumption about the order or frequency that each user will be served. To illustrate the relationship between
the proposed collaborative bandit algorithm and conventional independent bandit algorithms in a more intuitive
way, we can make a very specific assumption about how a sequential learner interacts with a set of users.
Assuming all the users are evenly served by CoLin, i.e., each user interacts with the learner ¯T =

T
N times.

When W is an identity matrix, the regret bound of CoLin degenerates to the case of running N independent
LinUCB, whose upper regret bound is O(N

p
¯T ln

¯T ). When W is uniform, the regret bound reduces to
O(N

p
¯T ln

¯T
N ), where we achieves an O(

p
¯T lnN) regret reduction comparing to running N independent

LinUCBs on each single user. The proof of regret bound in this special case is given in the Appendix.

It is necessary to compare the derived upper regret bound of CoLin with that in the GOB.Lin algorithm [15],
which also exploits the relatedness among a set of users. In GOB.Lin, the divergence among every pair of
bandits (if connected in the graph) is measured by Euclidean distance between the learned bandit parameters.
In its upper regret bound, such divergence is accumulated throughout the iterations. In extreme case where
users are all connected but associate with totally distinct bandit parameters, GOB.Lin’s upper regret bound
could be much worse than running N independent bandits, due to this additive pairwise divergence. While
in our algorithm, such divergence is controlled by the multiplicative factor

PT
t=1

P
j w

2

utj
 T . We can

rigorously prove the following inequalities between the upper regret bound of CoLin (RC(T )) and GOB.Lin
(RG(T )) always holds,

0  R2

G(T )�R2

C(T )  16TN ln(1 +

2T

dN2

)

X

(i,j)2E

k✓⇤
i � ✓⇤

j k2

It is clear to notice that if there is no influence between the users in the collection, i.e., no edge in G, these two
algorithms’ regret bound touches (both degenerate to N independent contextual bandits). Otherwise, GOB.Lin
will always lead to a worse and faster growing regret bound than our CoLin algorithm.

In addition, limited by the use of graph Laplacian, GOB.Lin can only capture the binary connectivity relation
among users. CoLin differentiates the strength of connections with a stochastic relational graph. This makes
CoLin more general when modeling the relatedness among bandits and provides a tighter upper regret bound.
This effect is also empirically verified by our experiments on both synthetic and real-world datasets.

2.2.3 Experiments
We performed empirical evaluations of our CoLin algorithm against several state-of-the-art contextual bandit
algorithms, including N independent LinUCB [2], hybrid LinUCB with user features [2], GOB.Lin [15], and
online cluster of Bandits (CLUB) [45]. Among these algorithms, hybrid LinUCB exploits user dependency
via a set of hybrid linear models over user features, GOB.Lin encodes the user dependency via graph-based
regularization over the learned bandit parameters, and CLUB clusters users during online learning to enable
model sharing. In addition, we also compared with several popularly used context-free bandit algorithms,
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(a) Convergence of accumulated regret (b) Parameter estimation error (c) The effect of ↵

Figure 2.1: Analysis of regret, bandit parameter estimation and parameter tuning.

including EXP3 [13], UCB1 [12] and ✏-greedy [12]. But their performance is much worse than the contextual
bandits, and thus we do not include their performance in the following discussions.

We tested all the algorithms on a synthetic dataset via simulations, a large collection of click stream from
Yahoo! Today Module dataset [2], and two real-world dataset extracted from the social bookmarking web
service Delicious and music streaming service LastFM [15]. Extensive experiment comparisons confirmed
the advantage of our proposed CoLin algorithm against all the baselines. More importantly, comparing to
the baselines that also exploit user dependencies, CoLin performs significantly better in identifying users’
preference on less popular items (items that are only observed among a small group of users). This validates
that with the proposed collaborative learning among users, CoLin better alleviates the cold-start challenge
comparing to the baselines.

Experiments on synthetic dataset

In this experiment, we compare the bandit algorithms based on simulations and use the accumulated regret and
bandit parameter estimation accuracy as the performance metrics.

Simulation Setting. In simulation, we generate N users, each of which is associated with a d-dimensional
parameter vector ✓⇤, i.e., ⇥⇤

= (✓⇤
1

, . . . ,✓⇤
N ). Each dimension of ✓⇤

i is drawn from a uniform distribution
U(0, 1) and normalized to k✓⇤

i k = 1. ⇥⇤ is treated as the ground-truth bandit parameters for reward generation,
and they are unknown to bandit algorithms. We then construct the golden relational stochastic matrix W for
the graph of users by defining wij / h✓⇤

i ,✓
⇤
j i, and normalize each column of W by its L1 norm. The resulting

W is disclosed to the bandit algorithms. In the end, we generate a size-K action pool A. Each action a in A is
associated with a d-dimensional feature vector xa, each dimension of which is drawn from U(0, 1). We also
normalize xa by its L1 norm. To construct user features for hybrid LinUCB algorithm, we perform Principle
Component Analysis (PCA) on the relational matrix W, and use the first 5 principle components to construct
the user features.

To simulate the collaborative reward generation process among users, we first compute ¯

⇥

⇤
= ⇥

⇤
W and then

compute the payoff of action a for user i at trial t as rat,i = diagi(XT
t
¯

⇥

⇤
) + ✏t, where ✏t ⇠ N(0,�2

). To
increase the learning complexity, at each trial t, our simulator only discloses a subset of actions in A to the
learning algorithms for selection, e.g., randomly select 10 actions from A without replacement. In simulation,
based on the known bandit parameters ¯

⇥

⇤, the optimal action a⇤t,i and the corresponding payoff ra⇤
t,i

for each
bandit i at trial t can be explicitly computed.

Under this simulation setting, we compared hybrid LinUCB, N independent LinUCB, GOB.Lin, CLUB and
our CoLin algorithm. In particular, at each trial t, the same set of actions are presented to all the algorithms;
and the Gaussian noise ✏t is fixed for all those actions at trial t. In our experiments, we fixed the feature
dimension d to 5, article pool size K to 1000, and set the trade-off parameter � for L2 regularization to
0.2 in all the algorithms. We compared the regret of different bandit algorithms during adaptive learning.
Furthermore, since we have the ground-truth bandit parameters available in the simulator, we also compared
the quality of learned parameters in each contextual bandit algorithms. This unveils the nature of each bandit
algorithm, e.g., how accurately they can recover a user’s true preference.

Results & Analysis. We first set the user size N to 100 and fix the standard deviation � to 0.1 in the Gaussian
noise for reward generation. All the contextual bandit algorithms are executed up to 300 iterations per user
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Table 2.1: Accumulated regret with different bandit size (�=0.1).

Bandit Size (N ) 40 80 100 200
LinUCB 75.31±5.11 168.42±9.90 191.53±6.18 355.56±7.23

HybridLinUCB 59.12±2.11 150.09±5.29 164.11±9.19 311.43±11.59
GOB.Lin 58.49±5.04 143.42±5.28 141.96±6.36 275.32±10.51

CoLin 21.78± 12.84 47.73±4.31 49.83±6.55 77.38±20.59
Table 2.2: Accumulated regret with different noise level (N=100).

Noise (�) 0.01 0.05 0.1 0.3
LinUCB 92.72±2.56 116.53±3.07 191.53 ±6.18 830.47±69.48

HybridLinUCB 69.47±2.12 91.48±1.94 164.11±9.19 759.93±39.15
GOB.Lin 58.85±6.25 82.33±1.53 141.96±6.36 708.13±43.73

CoLin 41.69±6.95 40.95±4.43 49.83±6.55 83.98±8.57
Table 2.3: Accumulated regret with different noise level on matrix W (N=100).

matrix noise (�) 0 0.01 0.03 0.05
HybridLinUCB 164.11±9.19 171.74±7.67 171.51±13.31 163.93±9.19

GOB.Lin 141.96±6.36 163.28±5.63 164.36±6.66 169.87±11.89
CoLin 49.83±6.55 54.42±2.45 101.39±6.01 239.88±13.86

Table 2.4: Accumulated regret with different matrix sparsity level.

Sparsity (M/N ) 20/100 40/100 60/100 80/100
HybridLinUCB 135.98±5.11 141.15±4.82 150.49±4.58 160.12±7.55

GOB.Lin 133.30±3.98 126.13±5.59 143.29±6.49 143.42±5.82
CoLin 39.74±8.80 30.76±3.66 37.29±3.55 49.56±8.88

in this experiment. We report the accumulated regret as defined in Eq (1.1) and the Euclidean distance
between the learnt bandit parameters from different algorithms and the ground-truth in Figure 2.1. To reduce
randomness in simulation-based evaluation, we reported the mean and standard deviation of final regret from
different algorithms after 30,000 iterations over 5 independent runs for results in all following experiments. To
increase visibility, we did not plot error bars in Figure 2.1 (a) and (b).

As we can find in Figure 2.1 (a), simply running N independent LinUCB algorithm gives us the worst regret,
which is expected. Hybrid LinUCB, which exploits user dependency via a set of hybrid linear models over user
features performed better than LinUCB, but still much worse than CoLin. Although GOB.Lin also exploits the
graph structure when estimating the bandit parameters, its assumption about the dependency among bandits is
too restrictive to well capture the information embedded in the interaction with users. We should note that in
our simulation, by multiplying the relational matrix W with the ground-truth bandit parameter matrix ⇥

⇤,
the resulting bandit parameters ¯

⇥

⇤ align with GOB.Lin’s assumption, i.e., neighboring bandits are similar.
And ¯

⇥

⇤ is used in reward generation. Therefore, our simulation does not produce any bias against GOB.Lin.
In Figure 2.1 (a) we did not include CLUB, whose regret grew linearly. After looking into the selected arms
from CLUB, we found because of the aggregated decisions from users in the automatically constructed user
clusters, CLUB always chose suboptimal arms, which led to a linearly increasing regret.

In Figure 2.1 (b), we compared accuracy of the learnt bandit parameters from different algorithms. Because of
their distinct modeling assumptions, LinUCB, hybrid LinUCB, CLUB and GOB.Lin cannot directly estimate
⇥

⇤, i.e., the true bandit parameters for each user. Instead, they can only estimate ¯

⇥

⇤, which directly governs
the generation of observed payoffs. Only CoLin can estimate both ¯

⇥

⇤ and ⇥

⇤. As we can find in the results,
CoLin gave the most accurate estimation of ¯

⇥

⇤, which partially explains its superior performance in regret.
We also find that LinUCB actually achieved a more accurate estimation of ¯⇥⇤ than GOB.Lin, but its regret is
much worse. To understand this, we looked into the actual execution of LinUCB and GOB.Lin, and found that
because of the graph Laplacian regularization in GOB.Lin, it better controlled exploration in arm selection
and therefore picked the optimal arm more often than LinUCB. Hyrbid LinUCB’s estimation of ¯

⇥

⇤ is the
worst, but it is expected: hybird LinUCB uses a shared model and a personalized model to fit the observations.
Comparing to CoLin’s estimation quality of ¯

⇥

⇤, its estimation of ⇥⇤ is much worse. The main reason is
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that CoLin has to decipher ⇥ from the estimated ¯

⇥ based on W, where noise is accumulated to prevent
accurate estimation. Nevertheless, this result demonstrates the possibility of discovering each individual user’s
true preference from their compound feedback. This is meaningful for many practical applications, such as
user modeling and social influence analysis. We also notice that although CLUB’s estimated ¯

⇥

⇤ is almost
as good as LinUCB’s (as shown in Figure 2.1 (b)), its regret is the worst. As we described earlier, CLUB’s
aggregated decision at user cluster level constantly forced the algorithm to choose sub-optimal arms; but the
reward generation for each arm in our simulator follows that defined in Eq (2.1), which still provides validate
information for CLUB to estimate ¯

⇥

⇤ with reasonable accuracy.

In Figure 2.1 (c), we investigated the effect of exploration parameter ↵t’s setting in different algorithms. The
last column indexed by ↵t represented the theoretical values of ↵ computed from the algorithms’ corresponding
regret analysis. As shown in the results, the empirically tuned ↵ yields comparable performance to the
theoretical values, and makes online computation more efficient. As a result, in all our following experiments
we will use a fixed ↵ instead of a computed ↵t.

To further investigate the convergence property of different bandit algorithms, we examined the following
four scenarios: 1) various user sizes N , 2) different noise level �, 3) a corrupted affinity matrix W, and 4)
a sparse affinity matrix W, in reward generation. We report the results in Table 2.1 to 2.4. Because of its
poor performance, we did not include CLUB in those tables. Firstly, in Table 2.1, we fixed the noise level
� to 0.1 and varied the user size N from 40 to 200. We should note in this experiment the total number of
iterations varies as every user will interact with the bandit learner 300 times. The regret in LinUCB goes
linearly with respect to the number of users, since no information is shared across them. Via model sharing,
hybrid LinUCB achieved some regret reduction compared with LinUCB; but its regret still increases linearly
with the number of users. Compared with the independent bandits, we can clearly observe the regret reduction
in CoLin with increasing number of users. As we discussed in Section 2.3.2, although GOB.Lin exploits the
dependency among users, its regret might be even worse than running N independent LinUCBs, especially
when the divergence between users is large. Secondly, in Table 2.2, we fixed N to 100 and varied the noise
level � from 0.01 to 0.3. We can notice that CoLin is more robust to noise in the feedback: its regret grows
much slower than all baselines. Our current regret analysis does not consider the effect of noise in reward,
as long as it has a zero mean and finite variance. It would be interesting to incorporate this factor in regret
analysis to provide more insight of collaborative bandit algorithms.

Thirdly, in CoLin, we have assumed the adjacency matrix W is known to the algorithm beforehand. However,
in reality one might not precisely recover this matrix from noisy observations, e.g., via social network analysis.
It is thus important to investigate the robustness of collaborative bandit algorithms to a noisy W. We fixed the
user size N to 100 and corrupted the ground-truth adjacency matrix W: add Gaussian noise N(0, �) to wij

and normalize the resulting matrix. We refer to this noisy adjacency matrix as W
0

. The simulator still uses the
true adjacency matrix W to compute the reward of each action for a given user; while the noisy matrix W

0

will be provided to the bandit algorithms, i.e., CoLin and GOB.Lin. This newly introduced Gaussian noise is
different from the noise in generating the rewards as described in Eq (2.1).

From the accumulated regret shown in Table 2.3, we can find that under moderate noise level, CoLin performed
much better than GOB.Lin; but CoLin is more sensitive to noise in W than GOB.Lin. Because CoLin utilizes a
weighted adjacency graph to capture the dependency among users, it becomes more sensitive to the estimation
error in W. While in GOB.Lin, because only the graph connectivity is used and the random noise is very
unlikely to change the graph connectivity, its performance is more stable. Further theoretical analysis of
how an inaccurate estimation of W would affect the resulting regret will be an interesting future work yet to
explore.

Finally, the regret analysis of CoLin shows that its upper regret bound is related to the graph structure through
the term

PT
t=1

PN
j=1

w2

utj
and GOB.Lin’s regret bound is related to the graph connectivity [15]. We designed

another set of simulation experiments to verify the effect of graph structure on CoLin and GOB.Lin. In this
experiment, we set the user size N to 100 and controlled the graph sparsity as follows: for each user in graph
G, we only included the edges from his/her top M most influential neighbors (measured by the edge weight in
W) in the adjacency matrix, and normalized the resulting adjacency matrix to a stochastic matrix. No noise is
added to W in this experiment (i.e., � = 0).
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(a) Yahoo dataset (b) Delicious dataset (c) LastFM dataset

Figure 2.2: Normalized reward on three real-world datasets

(a) Item popularity (b) Delicious dataset (c) LastFM dataset

Figure 2.3: Item-based analysis on Delicious and LastFM datasets

As shown in Table 2.4, the regret of all bandit algorithms increases as W becomes sparser, i.e., less information
can be shared across users. We can observe that the regret of CoLin increases faster than that in GOB.Lin,
since more information becomes unavailable to CoLin. The results empirically verified that CoLin’s regret
bound is directly related to the graph structure described by the term

PT
t=1

PN
j=1

w2

utj
and GOB.Lin’s regret

bound is only related to the graph connectivity.

Experiments on Yahoo! Today Module

In this experiment, we compared our CoLin algorithm with LinUCB, hybrid LinUCB, GOB.Lin and CLUB
on a large collection of ten days’ real traffic data from Yahoo! Today Module [2] using the unbiased offline
evaluation protocol proposed in [3].

The dataset contains 45,811,883 user visits to the Today Module in a ten-day period in May 2009. For
each logged event, both the user and each of the 10 candidate articles are associated with a feature vector
of six dimensions (including a constant bias feature), which is constructed by a conjoint analysis with a
bilinear model [2]. However, this dataset does not contain any user identity. This forbids us to associate the
observations with individual users. To address this limitation, we first clustered all users into user groups
by applying K-means algorithm on the given user features. Each observation is assigned to its closest user
group. The weight in the adjacency matrix W is estimated by the dot product between the centroids from
K-means’ output, i.e., wij / hui, uji. The CoLin and GOB.Lin algorithms are then executed over those
identified user groups. For the LinUCB baseline, we tested two variants: one is individual LinUCBs running
over the identified user groups and it is denoted as M-LinUCB; another one is a uniform LinUCB shared by all
the users, i.e., it does not distinguish individual users, and thus it is denoted as Uniform-LinUCB.

In this experiment, click-through-rate (CTR) was used to evaluate the performance of all bandit algorithms.
An algorithm’s CTR is defined as the number of clicks its recommendations receive divided by the number of
items it recommends, and this is just one way to approximate reward. Average CTR is computed in every 2000
observations (not the accumulated CTR) for each algorithm based on the unbiased offline evaluation protocol
proposed in [2, 3]. Following the same evaluation principle used in [2], we normalized the resulting CTR from
different bandit algorithms by the corresponding logged random strategy’s CTR. We report the normalized
CTR results from different contextual bandit algorithms over 160 derived user groups in Figure 2.2 (a).



2.2 Collaborative Bandit Learning with Explicit Dependency 15

CoLin outperformed all baselines on this real-world dataset, except CLUB on the first day. Results from other
user cluster sizes (40 and 80) showed consistent improvement as demonstrated in Figure 2.2 (a) with 160 user
clusters; but due to space limit, we did not include those results. As we can find CLUB achieved the best CTR
on the first day; but as some popular news articles became out-of-date, CLUB cannot correctly recognize their
decreased popularity, and thus provided degenerated recommendations. But in CoLin, because of collaborative
preference learning, it better controlled the exploration-exploitation trade-off and thus timely recognized the
change of items’ popularity. However, one potential limitation of CoLin is its computational complexity:
because the dimension of global statistic matrix At defined in Eq (2.3) is dN ⇥dN , the running time of CoLin
scales quadratically with the number of users. It makes CoLin less attractive in practical applications where
the size of users is large. One potential solution is to enforce sparsity in the estimated W matrix such that
distributed model update is possible, i.e., only share information within the connected users. The simulation
study in Table 2.4 confirms the feasibility of this direction and we will explore it in our future work.

Experiments on LastFM & Delicious

The LastFM dataset is extracted from the music streaming service Last.fm, and the Delicious dataset is
extracted the social bookmark sharing service website Delicious. These two datasets were generated by the
Information Retrieval group at Universidad Autonomade Madrid for the HetRec 2011 workshop with the goal
of investigating the usage of heterogeneous information in recommendation system1. The LastFM dataset
contains 1,892 users and 17,632 items (artists). We used the information of “listened artists” of each user to
create payoffs for bandit algorithms: if a user listened to an artist at least once, the payoff is 1, otherwise 0.
The Delicious dataset contains 1,861 users and 69,226 items (URLs). We generated the payoffs using the
information about the bookmarked URLs for each user: the payoff is 1 is the user bookmarked a particular
URL, otherwise 0. Both of these two datasets contain the users’ social network graph, which makes them a
perfect real-world testbed for collaborative bandits.

Following the same settings in [15], we pre-processed these two datasets in order to fit them into the contextual
bandit setting. We first used all tags associated with a single item to create a TF-IDF feature vector, which
uniquely represents the item. Then we used PCA to reduce the dimensionality. In both datasets, we only
retained the first 25 principle components to construct the context vectors, i.e., the feature dimension d = 25.
We generated the candidate arm pool as follows: we fixed the size of candidate arm pool to be K = 25; for
a particular user u, we picked one item from those nonzero payoff items for user u according to the whole
observations in the dataset, and randomly picked the other 24 from those zero-payoff items for user u.

User relation graph is extracted from the social network provided by the datasets. In order to make the graph
denser and make the algorithms computationally feasible, we performed graph-cut to cluster users into M
clusters. Users in the same cluster are assumed to share the same bandit parameters. In our experiments, M
was set to be 50, 100, and 200. Our reported results are from the setting of M = 200, and similar results were
achieved in other settings of M . After user clustering, a weighted graph can be generated: the nodes are the
clusters of nodes in the original graph; and the edges between different clusters are weighted by the number
of inter-cluster edges in the original graph. In CoLin, we also need the diagonal elements in W, which is
undefined in a graph-cut based clustering algorithm. We computed the diagonal elements based on the derived
regret bound of CoLin. Specifically, we first set wij / c(i, j), where c(i, j) is the number of edges between
cluster i and j; then we optimized {wii}Ni=1

which minimizes the term
PN

i

PN
j w2

ij .

We included three variants of LinUCB, hybrid LinUCB, GOB.Lin and CLUB as baselines. The three variants
of LinUCB include: (1) LinUCB that runs independently on each user, denoted as N-LinUCB; (2) LinUCB
that is shared in each user cluster, denoted as M-LinUCB (M is the number of clusters); (3) LinUCB that is
shared by all the users, denoted as Uniform-LinUCB. Following the setting in [15], GOB.Lin also operates at
the user cluster level and it takes the connectivity among clusters as input. We normalized the accumulated
reward in each algorithm by a random strategy’s accumulated reward, and compute the average accumulated
normalized reward in every 50 iterations. Note that user features required by hybrid LinUCB are not given in
these two datasets. We applied the same strategy as we used in simulation to generate the user features.

From the results shown in Figure 2.2 (b) and (c), we can find that CoLin outperforms all the baselines on both
Delicious and LastFM datasets. It is worth noting that these two datasets are structurally different, as shown in

1Datasets and their full description is available at http://grouplens.org/datasets/hetrec-2011
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(a) Delicious reward (b) LastFM reward

(c) Delicious improvement (d) LastFM improvement

Figure 2.4: Effectiveness of collaboration and User-based analysis

Figure 2.3 (a), the popularity of items on these two datasets differs significantly: on LastFM dataset, there are
a lot more popular artists whom everybody listens to than the popular websites which everyone bookmarks on
Delicious dataset. Thus the highly skewed distribution of item popularity makes recommendation on Delicious
dataset much more challenging. Because most of items are only bookmarked by a handful of users, exploiting
the relatedness among users to propagate feedback become vital. While on LastFM since there are much more
popular items that most users would like, most algorithms can easily recognize the quality of items. In order to
better understand this difference, we performed detailed item-level analysis to examine the effectiveness of
different algorithms on items with varied popularity. Specifically, we first ranked all the items in these two
datasets in a descending order of item popularity and then examined the item-based recommendation precision
from all the bandit algorithms, e.g., percentage of item recommendations that are accepted by the users. In
order to better visualize the results, we grouped the ranked items into different batches and report the average
recommendation precision over each batch in Figure 2.3 (b) and Figure 2.3 (c).

From the results about the item-based recommendation precision, we can clearly find that on the LastFM
dataset, CoLin achieved improved performance against all the baselines in every category of items, given the
popularity of items in this dataset is more balanced. On Delicious dataset, CoLin achieved better performance
on the top-ranked items; however, because of the skewness of item popularity, less popular items are still
challenging for all the bandit algorithms to correctly recognize on this dataset.

This analysis motivates us to further analyze the user-level recommendation performance of different bandit
algorithms, especially to understand the effectiveness of collaboration among users in alleviating the cold-start
problem. To quantitatively evaluate this, we first ranked the user clusters in a descending order with respect
to the number of observations in it. We then selected top 50 clusters as group 1. From the bottom 100 user
clusters, we select 50 of them who are mostly connected to the users in group 1, and refer to them as group 2.
The first group of users is called “learning bucket” and the second group is called “testing bucket.” Based on
this separation of user clusters, we performed two experiments: one is warm-start, and another is cold-start. In
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the warm-start setting, we first run all the algorithms on the learning bucket to estimate parameters for both
group of users, such as At and bt in CoLin. However, because users in the second group do not have any
observation in the learning bucket, their model parameters can only be updated via the collaboration among
bandits, i.e., in CoLin and GOBLin. Then with the model parameters estimated from the learning bucket, we
evaluate different algorithms on the deployment bucket. Correspondingly, in the cold-start setting, we directly
run and evaluate the bandit algorithms on the deployment bucket. It is obvious that since LinUCB assumes
users are independent and there is no information shared among users, LinUCB’s performance will not change
under warm-start and cold start settings. While in CoLin, GOB.Lin and CLUB, because of the collaboration
among users, information is propagated among users. In this case, user preference information learned from
the learning bucket can be propagated to the deployment bucket.

We reported the performance on the first 10% observations in the deployment bucket instead of the whole
observations, in order to better simulate the cold-start situation (i.e., all the algorithms do not have sufficient
observations to confidently estimate model parameters). In Figure 2.4 (a) and (b), we reported the gap of
accumulated rewards from CoLin GOB.Lin, and CLUB between warm-start and cold-start, normalized by
rewards obtained from LinUCB. From Figure 2.4(a) we can notice that on Delicious dataset, although at
the very beginning of the warm-start setting both GOBLin and CoLin performed worse than the cold-start
setting, both algorithms in warm-start quickly improved and outperformed the cold-start setting. One possible
explanation is that the algorithms might take the first several iterations to adapt the models propagated from the
first user group to the second. In particular, from Figure 2.4 (a), it is clear that once both algorithms are adapted,
the improvement between warm-start and cold-start on CoLin is larger than that on GOB.Lin. This verified
CoLin’s effectiveness in address the cold-start challenge. From Figure 2.4 (b), we can find that warm-start
helps both algorithms immediately at the first several iterations on LastFM dataset. This might be caused by the
flat distribution of item popularity in this dataset: users in the second group also prefer the items liked by users
in the first group. We should note that the larger gap from GOB.Lin than that from CoLin between warm-start
and cold-start settings does not mean CoLin is worse than GOB.Lin; but it indicates the cold-start CoLin
learned faster than the cold-start GOB.Lin on this dataset. And the final performance of both cold-start and
warm-start CoLin was better than GOB.Lin in the corresponding settings. We can also notice that cold-start
CLUB performed very similarly as warm-start CLUB. It means the user clusters automatically constructed in
CLUB does not help collaborative learning. This experiment confirms that appropriate observation sharing
among users is vital to address the cold-start problem in recommendation.

Furthermore, we performed a user-based analysis to examine how many users will benefit from collaborative
bandits. We define an improved user as the user who is served with improved recommendations from a
collaborative bandit algorithm (i.e. CoLin, GOB.Lin and CLUB) than those from isolated LinUCBs. We
reported the percentage of improved users in the first 1%, 2%, 3%, 5%, and 10% observations during online
learning. Figure 2.4 (c) and (d) demonstrate that in all collaborative bandit algorithms, the warm-start setting
benefits much more users than cold-start setting. This further supports our motivation in developing bandit
algorithms in a collaborative environment, which helps alleviate the cold-start challenge.

2.3 Factorization Bandits: Bandit Learning from Implicit Dependency
One way to handle implicit dependency is to use matrix factorization. Matrix factorization based collaborative
filtering has become a standard practice in recommender systems [30–32]. The basic idea of such solutions
is to characterize both recommendation items and users by vectors of latent factors inferred from historical
user-item preference patterns via low-rank matrix completion [33, 34], with an assumption that only a few
factors contribute to an individual’s taste [30]. Despite a few recent advances in specific factorization
techniques [53, 54], it is notoriously difficult to perform online interactive recommendation, because the need
to focus on items that raise users’ interest and, simultaneously, the need to explore new items for improving
users’ satisfaction in the long run create an explore-exploit dilemma. Periodically repeat model estimation to
update latent factors is inept to handle the interactions between a system and its users on the fly, because not
only does it overly exploit the learnt model that is biased towards previously frequently recommended items,
but it also is prohibitively expensive to afford in terms of computational complexity.

Some preliminary attempts have been made to perform online matrix factorization for collaborative filtering.
Basically, multi-armed bandit algorithms [13, 14] are employed to control the exploration of currently less
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promising recommendations for user feedback, and factorization is applied over the incrementally constructed
user-item matrix on the fly. However, these two components are integrated in an ad-hoc manner: both
contextual and context-free bandits have been explored on top of various factorization methods [49–51], given
they only provide an index of candidate items for feedback acquisition. As a result, little is known about
whether such combinations would lead to a converging recommendation performance nor would it ensure
long-term optimality in theory, i.e., regret bound analysis.

We address the aforementioned challenges by performing online interactive recommendation by placing a
factorization-based bandit algorithm on each user in the system. Low-rank matrix completion is performed
over an incrementally constructed user-item preference matrix, where an upper confidence bound (UCB)
based item selection strategy is developed to balance the exploit/explore trade-off during online feedback
acquisition. To better conquer cold-start in recommendation, two special treatments are devised. First,
observable contextual features are integrated with the estimated latent factors during matrix factorization.
This improves recommendation when the number of candidate items is large, but the payoffs are interrelated,
i.e., context-aware. Second, the dependence among users (e.g., social influence) is introduced to our bandit
algorithm through a collaborative reward generation assumption [65]. It enables information sharing among
the neighboring users while online learning, so as to help reduce the overall regret.

More importantly, we rigorously prove that with high probability the developed algorithm achieves a sublinear
upper regret bound for interactive recommendation, i.e., the average number of suboptimal recommendations
made in our algorithm over time rapidly vanishes with high probability. And considerable regret reduction is
achieved on both user and item sides because of our explicit modeling of observable contextual features and
dependency among users. Extensive experimentations on both simulations and large-scale real-world datasets
confirmed the advantages of the proposed algorithm compared with several state-of-the-art bandit-based
factorization methods.

2.3.1 A Factorization Bandit Solution for Interactive Recommendation
Matrix factorization based collaborative filtering solutions map both users U = {u

1

, u
2

, ..., uN} and recom-
mendation items A = {a

1

, a
2

, ..., aM} to a joint latent factor space. The expected reward of an item with
respect to a given user is assumed to be an inner product of the latent item factor va 2 Rl and the latent user
factor ✓u 2 Rl. Hence, the reward generation process can be formalized as ra,u = v

T
a✓u + ⌘, where the

random variable ⌘ is drawn from a Gaussian distribution N(0,�2

). Regularized quadratic loss over a given set
of user-item feedback pairs is usually employed to estimate the latent factors. Formally,
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where K is a set of user-item pairs with known reward (e.g., the offline training set), �
1

and �
2

are the trade-off
parameters. The key research challenge in interactive matrix factorization is how to select the next feedback
user-item pair for model update. Current practice exploits the trained model to collect user feedback, which
unfortunately reinforces the bias in a currently inaccurate model. Therefore, properly explore some currently
less promising items for model correction becomes necessary for long-term optimality.

Under the context of matrix factorization based collaborative filtering, the uncertainty of reward prediction
comes from two sources: 1) the estimation error of latent user factors at trial t, i.e., kˆ✓u,t � ✓⇤

uk, where ˆ✓u,t
is the current estimate of latent factors for user u, and ✓⇤

u is the ground-truth factors; and 2) the estimation
error of latent item factors at trial t, i.e., kˆva,t � v

⇤
ak. Because of the regularized quadratic loss employed in

Eq (2.8), the confidence sets of ✓u and va estimation can be analytically computed [37], and thus readily be
integrated to assemble a UCB-style bandit algorithm for interactive matrix factorization as follows,

�
at, hˆ✓u,t, ˆva,ti

�
= argmax�

a,h✓u,vai
�
2Dt⇥Ct�1

✓T
uva (2.9)

where Dt is the set of candidate items for recommendation at trial t, and Ct�1

is the confidence set for latent
user and item factors h✓u,vai constructed at last trial.
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However, such a straightforward combination of bandit algorithm with matrix factorization cannot effectively
solve the cold-start problem, as the estimation uncertainty of the latent factors for new users and new items is
at the maximum. This inevitably requires more explorations on the new users and new items and hence leads to
a decreased convergence rate of online learning and reduced user satisfaction in practice. We propose to solve
these limitations by introducing observed contextual features [53, 66] and user dependence [55, 65] into online
factorization. Both of these two techniques have been proved to be effective in offline matrix factorization,
but little is known about their utility in an online setting. In particular, we explicitly incorporate these two
components into our bandit algorithm’s reward generation assumption, to make it a unified framework for
interactive matrix factorization.

First, to reduce the reward prediction uncertainty on new items, we introduce observable contextual features
into the estimation of latent item factors. Typical item-level contextual features include topic categories for
news recommendation [2, 53] and genre for music recommendation [15]. Formally, we denote the observed
contextual features for an item a as xa 2 Rd and keep using va 2 Rl for its latent part (with k(xa,va)k2  L).
Accordingly, on the user side we redefine ✓u = (✓x

u ,✓
v

u) 2 Rd+l (with k✓uk2  S), in which ✓x

u 2 Rd

corresponds to the context feature xa and ✓v

u 2 Rl corresponds to the latent item factor va. These extended
user and item factors now determine the rewards in recommendation.

Second, we incorporate mutual influence among users to reduce the reward prediction uncertainty on new users.
Distinct from existing solutions, where the dependency among users (such as social network) is introduced as
graph-based regularization over the latent user factors [15, 55], we encode such dependency directly into our
reward generation assumptions for matrix factorization. We assume the observed reward from each user is
determined by a mixture of neighboring users [65]. Formally, instead of assuming N independent users for
factorization, we place them on a weighted graph G = (V,E), which encodes the affinity relation among users,
to perform the estimation across them simultaneously. Each node Vu in G is parameterized by the latent user
factor ✓u for user u; and each edge in E represents the influence across users in reward generation. We encode
this graph as an N ⇥ N stochastic matrix W, in which each element wij is nonnegative and proportional
to the influence that user j has on user i in determining the reward of different items. W is column-wise
normalized such that

PN
j=1

wij = 1 for i 2 {1, ...., N}, and we assume W is time-invariant and known to the
algorithm beforehand.

Based on the introduced contextual features and user relational graph G, we define a (d + l) ⇥ N matrix
⇥ = (✓

1

, . . . ,✓N ), which consists of latent user factors from all N users in graph G, and define Xat =

(xat,1, ...,xat,N ) and Vat = (vat,1, ...,vat,N ) for the observable contextual features and latent item factors of
the items to be presented to the N users respectively. To simplify the notations for discussion, we decompose
⇥ into two sub-matrices, ⇥x

= (✓x

1

, . . . ,✓x

N ) and ⇥

v

= (✓v

1

, . . . ,✓v

N ), corresponding to the observed
context features and latent factors for items. As a result, we enhance our reward generation assumption as
follows,

rat,u = (xat ,vat)
T
⇥wu + ⌘t = x

T
at
⇥

x

wu + v

T
at
⇥

v

wu + ⌘t (2.10)

Intuitively, in Eq (2.10) not only the observed contextual features, but also the estimated latent factors will be
propagated through the user graph to determine the expected reward of items across users.

We will prove such information sharing greatly reduces sample complexity in learning the latent factors for
both users and items. Plugging the enhanced reward generation assumption defined in Eq (2.10) into the
regularized quadratic loss function in Eq (2.8), we can easily derive the closed-form solutions for ⇥ and va

after trial t via the alternating least square (ALS) method as~̂⇥t) = A

�1

t bt and ˆ

va,t = C

�1

a,tda,t, where the
detailed computation of (At,bt,Ca,t,da,t) can be found in Algorithm 2. I

1

and I

2

are identity matrices with
dimensions of (d + l)N ⇥ (d + l)N and l ⇥ l respectively. We define ˚

Xat as a special case of Xat : only
the column corresponding to user u is set to xat,u and all the other columns are zero; and the same notation

applies to ˚

ˆ

Vat .

Under our enhanced reward generation assumption defined in Eq (2.10), the confidence set of h✓u,vai
estimation can be analytically computed by the following lemma.

Lemma 2. With proper initialization of ALS, the Hessian matrix of Eq (2.8) is positive definite at the optimizer
⇥

⇤ and v

⇤
a, such that for any ✏

1

> 0, ✏
2

> 0, and � 2 (0, 1), with probability at least 1� �, the estimation
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Algorithm 2 FactorUCB

1: Inputs: �1,�2 2 (0,+1), l 2 Z+

2: Initialize: A1  �1I1, b1  0

(d+l)N ,~̂⇥1) A

�1
1 b1

3: for t = 1 to T do
4: Receive user ut

5: Observe feature vectors, xa 2 Rd

6: if item a is new then
7: initialize Ca,t  �2I2, da,t  0

l, ˆva,t  0

l

8: Select item by at = argmaxa2A
⇣
(xa, ˆva,t)
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9: Observe reward rat,ut from user ut

10: At+1  At +
~
(

˚
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˚
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Vat)W
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T
)rat,ut
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t+1bt+1
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⇥

v

t wut)(
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t wut)
T

14: dat,t+1  dat,t + (
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⇥
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t wut)(rat,ut � x

T
at(

ˆ

⇥
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t wut))

15: ˆ

vat,t+1  C

�1
at,t+1dat,t+1

16: Project ˆ

⇥t+1 and ˆ

vat,t+1 with respect to the constraints k✓uk2  S and k(xa,va)k2  L

error of latent user and item factors satisfies,

k~̂⇥t)� ~
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log

�det(At)

��1

�
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p
�1S +
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(2.11)

kˆva,t � v

⇤
akCa,t 

r
log

�det(Ca,t)
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+

p
�2L+

2p
�2

(q2 + ✏2)(1� (q2 + ✏2)
t
)

1� (q2 + ✏2)
(2.12)

in which q
1

2 (0, 1) and q
2

2 (0, 1).

In Lemma 2, ✏
1

and ✏
2

are the precision parameters for ALS, and q
1

and q
2

can be explicitly estimated as
described in [67]. The key assumption behind this lemma is the noise distribution in reward generation defined
in Eq (2.10) is stationary. As a result, this lemma gives us a reasonable construction of the confidence sets for
⇥ and va estimation, which can be easily transformed to the estimation uncertainty of payoff rat,u. The proof
sketch of this lemma can be found in the appendix.

Based on Lemma 2, we define ↵u
t and ↵a

t as the upper bound of k~̂⇥t) � ~
⇥

⇤
)k

At and kˆva,t � v

⇤
akCa,t

respectively. By applying the UCB principle, the item selection strategy for our bandit algorithm can be
derived as step 9 in Algorithm 2. In particular, the first term in our item selection strategy is an online prediction
of the expected reward based on the current estimation of latent user factors and item factors. It reflects
the tendency for exploiting the current estimates. The second and third terms are related to the estimation
uncertainty of va and ⇥. They reflect the tendency for exploring currently less promising but highly uncertain
items. It is easy to verify that the exploration terms shrink when more observations become available, such
that the exploit/explore trade-off is balanced dynamically. Later on we prove that because of the explicit
modeling of user dependency (i.e., Eq (2.10)), the exploration term also uniformly shrinks for new users and
new items, which lead to considerable regret reduction over all users. We name the resulting bandit algorithm
as FactorUCB, and illustrate the detailed procedure of it in Algorithm 2.

2.3.2 Regret Analysis
To quantify the performance of factorUCB, we consider the accumulated (pseudo) regret defined Eq (1.1).
Based on Lemma 2 and the developed item selection strategy, we have the following theorem about the upper
regret bound of FactorUCB algorithm.
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Theorem 2. Under proper initialization of ALS in Algorithm 2, with probability at least 1��, the accumulated
regret of FactorUCB algorithm satisfies,

R(T ) 2↵u
T

s

2(d+ l)NT log

⇣
1 +

L2
PT

t=1

PN
j w2

ut,j

��1(d+ l)N

⌘
+ 2↵a

T

s

2lT log

⇣
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S2
PT
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j w2
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��2l

⌘
(2.13)
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in which q
2

and ✏
2

are the same as those defined in Lemma 2, ↵u
T and ↵a

T are the upper bound of k~̂⇥t)�~⇥⇤
)k

At

and kˆva,t � v

⇤
akCa,t over all t 2 {1, . . . , T} respectively, and � is also encoded in ↵u

T and ↵a
T as shown in

Eq (2.11) and (2.12). Though required by the theorem that �
1

and �
2

have to be sufficiently large, in our
empirical evaluations the algorithm’s performance is not sensitive to this setting. The specific form of ↵u

T and
↵a
T and the proof sketch of this theorem are provided in the appendix.

As highlighted in the proof, because the confidence interval is shrinking via exploration, a sublinear regret
is achieved after T trials of interactions; otherwise without proper exploration, such as in the conventional
offline training and online testing paradigm of matrix factorization, a linear regret is inevitable. Moreover,
the resulting regret bound of factorUCB has the following important theoretical properties under different
conditions.

First, the dependency structure among users plays an important role in reducing the regret on both user
side and item side. Consider the following two extreme cases. In the first case, when W is an identity
matrix, i.e., no dependency among users, the first term of the upper regret bound in Eq (2.13) degenerates
to O

�
N(d + l)

p
T log

T
N

�
, which roots in the reward prediction uncertainty from the estimated latent user

factors. And the second term degenerates to O
�
l
p
T log T

�
, which corresponds to the estimated latent item

factors. In the second case, when users are homogenous and have uniform influence among each other, i.e.,
8i, j, wij =

1

N , the first term in the regret bound decreases to O
�
N(d+l)

p
T log

T
N2

�
and the second decreases

to O
�
l
p
T log

T
N

�
. As a result, via modeling user dependency, FactorUCB achieves an O

�
N(d+ l)

p
T logN

�

regret reduction on the user side and an O
�
l
p
T logN

�
regret reduction on the item side.

Second, as denoted in Eq (2.13), the user arrival sequence is recorded in the summation term of
PT

t=1

PN
j=1

w2

ut,j
,

which is bounded by T from above, no matter how users arrive to the system (as wu is a stochastic vector).
Therefore, the upper regret bound of factorUCB stays in O

�
N(d+ l)

p
T log

T
N

�
in the worse case scenario,

such as users arrive in an adversarial way – the least connected users come first and most often.

Third, following our enhanced reward generation assumption specified in Eq (2.10), the estimation quality
of latent user factors in factorUCB satisfies the following inequality (similar result applies to the estimation
quality of latent item factors as well),

k~̂⇥t)� ~
⇥

⇤
)k
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r

log

�det(At)
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+

p
�1S +

2p
��1

tX
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kv⇤
at0 ,u � ˆ

vat0 ,uk2 (2.14)

If the dimension of latent factors matches the ground-truth, based on the proved convergence property of ALS
in [67], the estimation of ⇥ and va is q-linearly convergent to the optimum (⇥

⇤,v⇤
a), which is the conclusion

in Lemma 2. But if the dimension is not correctly set and those latent factors are independent from each
other, the third term in Eq (2.14) will not converge. It makes ↵u

t linearly increase over time as ↵u
t is the

upper bound of k~̂⇥t) � ~
⇥

⇤
)k

At . This leads to a linear regret in factorUCB at the worst case. Admittedly,
determining the dimension of latent factors is always a bottleneck of factorization-based methods in practice.
But by introducing the observable contextual features, especially those strongly correlated with the expected
rewards, the reward prediction uncertainty can be reduced as the latent factors only need to fit the residual of
reward prediction from the observed features (as shown in the estimation of va in Algorithm 2). This leads to
reasonable performance of factorUCB in our empirical evaluations.



2.3 Factorization Bandits: Bandit Learning from Implicit Dependency 22

(a) Cumulated regret (b) Effect of latent dimensions (c) Effect of (↵u
t ,↵

a
t )

Figure 2.5: Analysis of regret, hidden feature dimension and parameter tuning.

2.3.3 Experiments
We performed extensive empirical evaluations of our proposed factorUCB algorithm against several state-of-
the-art factorization-based and bandit-based collaborative filtering methods, including: 1) Alternating Least
Square (ALS) with ✏-greedy [50], which applies context-free ✏-greedy algorithm based on both observed
features and latent factors, but cannot utilize the user relational graph; 2) Particle Thompson Sampling for
matrix factorization (PTS) [49], which combines Thompson sampling with probabilistic matrix factorization
based on Rao-Blackwellized particle filter, and it cannot utilize observed features and user relational graph;
3) GOB.Lin [15], which models the dependency among a set of contextual bandits over users via a graph
Laplacian based model regularization, but cannot estimate the latent factors; 4) CLUB [45], which clusters
users during online learning to enable model sharing; but it only works with contextual features; 5) CoLin [65],
which imposes a similar collaborative reward generation assumption over the user relational graph as that in
our algorithm, but does not model latent factors; 6) factorUCB w/o W, which is factorUCB with an identity
W matrix, i.e., the dependency among users is not considered; it demonstrates of utility of modeling user
dependency in interactive recommendation.

Experiments on synthetic dataset

In simulation, we generated a size-K item pool A, in which each item a is associated with a (d+ l)-dimension
feature vector (xa,va). Each dimension is drawn from a set of zero-mean Gaussian distributions with variances
sampled from a uniform distribution U(0, 1). Principle Component Analysis (PCA) was performed to make
all the dimensions orthogonal to each other. To simulate the reward generation defined in Eq (2.10), we used
all the (d + l)-dimension features to compute the true reward for each item, but only revealed the first d
dimensions (i.e., xa) to an algorithm. We simulated N users, each of who is associated with a (d+l)-dimension
preference vector ✓⇤

u. Each dimension of ✓⇤
u is drawn from a uniform distribution U(0, 1). ✓⇤

u is treated as the
ground-truth latent user factor in reward generation, and is unknown to the algorithms. We then constructed
the golden relational stochastic matrix W for the dependency graph of users by defining wij / h✓⇤

i ,✓
⇤
j i,

and normalize each column of W by its L1 norm. The resulting W was disclosed to all the algorithms. To
increase the learning complexity, at each trial t, our simulator only disclosed a subset of items in A to the
learners for selection, e.g., randomly selected 10 items from A without replacement. At each trial t, the same
set of items were presented to all the algorithms; and the Gaussian noise ⌘t in Eq (2.10) was sampled once for
all those items at each trial. We fixed the dimension d of observable features to 20, the dimension l of latent
item factors to 5, user size N to 100, the standard derivation � of Gaussian noise to 0.1, and the item pool size
K to 1000 in our simulation.

Cumulated regret defined in Eq (1.1) was used to evaluate the performance of different algorithms in Figure
2.5 (a), where we set the dimension for latent factors in PTS to 10 (which gave us the best performance) and
5 in ALS ✏-greedy and factorUCB. We observed that PTS took much longer time to converge, because PTS
cannot utilize the observed context features for reward prediction, so that it requires much more observations to
improve the accuracy of latent factor estimation. Instead, ALS ✏-greedy and factorUCB leveraged the context
features to quickly reduce the reward prediction uncertainty (i.e., less exploration). Two contextual bandits, i.e.,
GOB.Lin and CoLin, suffered from linear regret, since they do not model the latent item factors. In addition,
factorUCB converged much faster than factorUCB w/o W, which confirmed our theoretical analysis about the
regret reduction from user dependency modeling.
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(a) Yahoo (b) LastFM

(c) Collaboration on Yahoo (d) Collaboration on LastFM

Figure 2.6: Experimental comparisons on real-world datasets.

Because factorUCB requires the dimension of latent factor as input, we test its sensitivity to the setting of
latent dimension l. To investigate the importance of correct setup of latent factor dimension in factorUCB, we
tested two different ways of latent factor construction in our simulator: 1) we chose the top 5 dimensions with
the largest eigenvalue from PCA’s result as latent item factors, i.e., we hid the top 5 most informative factors in
reward generation from the learners; 2) we hid the bottom 5 most informative factors. And on the algorithm
side, we varied the dimension of latent factors used in factorUCB from 1 to 7. From the results shown in
Figure 2.5 (b), we can reach three conclusions. First, when the latent factors were the most informative ones,
we obtained much worse regret than that in the case of the least informative factors were hidden. Second,
the large difference between the regret of a bandit algorithm that does not model the latent factors (such as
GOB.Lin) and the one that models latent factors (factorUCB, even with wrong dimensions) emphasizes the
necessity of latent factor learning in online recommendation. Third, although our theoretical analysis predicts
a linear regret if the latent factor dimension was not accurately set, the actual performance was much more
promising. One reason is that our theoretical analysis is for the worst case scenario (upper regret bound),
which does not preclude a sub-linear converging regret in practice.

In addition, we also investigated the effect of exploration parameter ↵u
t and ↵a

t in factorUCB, compared
with factorUCB w/o W. In Figure 2.5 (c), each column illustrates a combination of ↵u

t and ↵a
t used in

factorUCB and factorUCB w/o W. The last column indexed by (↵u
t ,↵

a
t ) represents the theoretical values of

those two parameters computed from the algorithm’s corresponding regret analysis. As shown in the results,
the empirically tuned (↵u, ↵a

) yielded comparable performance to the theoretical values, and made online
computation more efficient. As a result, in all our following experiments we will use the manually set ↵u

t and
↵a
t .

Experiments on real-world datasets

Yahoo dataset: We reported the normalized CTR results from different algorithms over 160 derived user
groups in Figure 2.6 (a) (similar relative improvement was obtained with different number of derived user
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groups). Both variants of FactorUCB outperformed conventional bandit algorithm (i.e., GOB.Lin, CoLin and
CLUB) and factorization method (i.e., ALS ✏-greedy). And clearly via modeling user dependency during online
factorization, FactorUCB improves more rapidly than PTS when more observations become available.

LastFM dataset: We normalized the accumulated reward from different algorithms by that from a random
algorithm, and reported the results in Figure 2.6 (b). We can clearly notice that PTS performed the worst, while
two contextual bandits (i.e., GOB.Lin and CoLin) achieved much better performance than it. This indicates
the observed context features in this dataset were sufficiently informative for the algorithms to make accurate
recommendations. A purely factorization-based method got penalized by not utilizing such information. On
the other hand, we also noticed that factorUCB converged much faster than factorUCB w/o W, which again
demonstrates the utility of user dependency modeling for addressing cold-start in recommendation.

To further investigate the effect of modeling context features and user dependency in alleviating cold-start in
recommendation, we designed a set of controlled experiments. We first split users into two groups using a
max-cut algorithm on the constructed user relational graph to maximize the connectivity between these two
groups. Observations in the first user group are called “learning group” and those in the second group are called
“testing group.” To simulate cold-start, we only executed algorithms on the testing group. Correspondingly, we
simulated warm-start by first running algorithms on the learning group to pre-estimate the models, and then
continuing them on the testing group. Since users in the testing group were isolated from the learning group,
their model parameters could only be initialized by the propagated information via the user relational graph, if
an algorithm explicitly modeled that.

We measured the differences in average CTR on Yahoo and accumulated rewards on LastFM between warm-
start and cold-start in Figure 2.6 (c) and (d). On the Yahoo dataset, factorization-based algorithms (i.e.,
factorUCB, PTS and ALS ✏-greedy) benefit the most from the collaboration in latent factor estimation: latent
item factors estimated in the learning group helped them better estimate user preferences in testing group.
On the LastFM dataset, considerable improvement was achieved in algorithms explicitly modeling user
dependency, i.e., factorUCB, GOB.Lin and CoLin.

2.4 Privacy Protection in Collaborative Bandit Learning
The challenges regarding the risk of privacy breach in a collaborative bandit based recommender system
are unique. In such a system, the algorithm recommends an item to a user, and the user provides feedback
(e.g., click) based on his/her true preference. The feedback (reward) is then used to update not only the
model’s reward estimation on this user, but also other on users via the imposed dependency among users. As a
result, any change in one user’s feedback promptly leads to changes in the algorithm’s output, e.g., different
sequences of recommended items, potentially for all users. This is originally designed to improve subsequent
recommendations collectively across all users. But a user’s private information could thus be inferred and
revealed simply by releasing the recommendation sequence, e.g., extraction attack, even if this user’s feedback
is kept private in the system.

In this work, we propose the first study to equip collaborative bandit algorithms with privacy guarantees, under
the notion of global differential privacy [35] and local differential privacy [36]. Under global differential
privacy, a user is assumed to trust (or say he/she has to trust) the system and provide real engagement data to
the system, and the system outputs private recommendations; while under local differential privacy, each user
provides perturbed statistics to the system and is no longer required to trust the system or the communication
between him/her and system. As the very first study on private collaborative bandits, we focus on algorithms
that leverage known dependency (e.g., social connections) among users, such as [15, 65]. Specifically, these
algorithms propagate the reward collected from one user to update his/her peers’ bandit models, according to a
given and fixed user dependency structure.

One common practice to achieve privacy guarantee is to inject noise to perturb certain statistics derived from
private information in the learning process, either on the server side to achieve global differential privacy or on
the client side to achieve local differential privacy [35, 36, 68]. However, how to efficiently inject noise in the
collaborative bandit learning setting is non-trivial, because of the inherent information sharing mechanism.
Specifically, to preserve privacy in collaborative bandits, we apply the tree-based mechanism [61, 62] to add
Laplace noise to the models’ statistics to guarantee privacy on each user’s reward feedback (e.g., user clicks).
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We conduct sensitivity analysis, to which the key is to calibrate the noise scale with respect to the structure
of collaboration defined by the user dependency graph. Our insight is that a careful sensitivity analysis over
the collaboration structure offers the opportunity to inject minimum amount of noise and better balance the
privacy and utility trade-off. In this work, we employ the collaborative bandit algorithm developed in this
dissertation, i.e., Collaborative LinUCB (CoLin) [65], as the baseline algorithm, which represent a classic types
of social network based collaboration structure. We develop its private versions to illustrate a general solution
framework for private collaborative bandit. We prove the private algorithms reduce the added regret caused by
privacy-preserving mechanism compared to its linear bandits counterparts, i.e., collaboration actually helps to
achieve stronger privacy with the same amount of injected noise. We also empirically evaluate the algorithms
on both synthetic and real-world public datasets to validate its effectiveness and show the improved trade-off
between utility and privacy from our proposed solution framework.

2.4.1 Differential Privacy
For a contextual bandit algorithm that interacts with users over time horizon T , denote S = {rt}Tt=1

as the
reward sequence, where rt is the reward feedback from user ut at time t. S0 is considered as an adjacent
neighboring sequence of S, if it only differs from S at one point of reward ri. The output of a bandit algorithm
O (which is observed by the adversary) is the sequence of its selected arms, i.e., {at}Tt=1

.

Definition 1 (Global Differential Privacy (DP) [35] ). A randomized mechanism M is ✏-differentially private
if for any adjacent neighboring sequences {S, S0} and output, P (M(S) 2 O)  e✏P (M(S0

) 2 O).

Global differential privacy ensures the adversary observes almost the same output from a private algorithm,
in a probabilistic sense, if only one input data point is changed. The difference between the corresponding
output is characterized by ✏. Laplace or Gaussian noise is commonly introduced to disguise the output, where
the noise scale is related to the privacy budget ✏ and the sensitivity of M. We formally define sensitivity
below.

Definition 2 (Sensitivity [35]). For any adjacent neighboring sequences {S, S0}, global sensitivity of a
function f(·) is defined as �f = maxS,S0 |f(S)� f(S0

)|.

Global differential privacy protects sensitive user data from an adversary who has access to the algorithm’s
output. But it requires the user to send his/her authentic data to the server. Thus, the server and the
communication between user and server have to be trusted. To lift the trust needed from the user, local
differential privacy (LDP) is proposed [36]. The key idea is that the privacy mechanism needs to perturb the
sensitive statistics on the client side before sending it to the server for further computation. Local differential
privacy has been adopted in many real-world applications, such as the RAPPOR system developed by Google
to collect web browsing behaviour [69], and Apple provides this privacy protection when collecting users’
usage and typing history [70]. Note that the input and output of a local differential privacy mechanism could be
different from the global differential privacy mechanism, even for the same problem, as they impose different
privacy requirements. Let Si be the reward sequence of user ui such that

S
i Si = S. The formal definition of

local differential privacy is provided below, where a user perturbs his/her private statistics Si using mechanism
L locally, and then send the noisy statistics to the server.

Definition 3 (Local Differential Privacy (LDP) [36] ). A randomized mechanism M is ✏-locally differentially
private if for any input {Si, S0

i} and output O, P (M(Si) 2 O)  e✏P (M(S0
i) 2 O)

The key difference between LDP and DP is that a DP mechanism takes all users’ data S as input and requires
the output to be indifferentiable, while LDP mechanism takes only one user’s data Si as input and generates
randomized responses per user (locally) for downstream tasks.

2.4.2 Global Differential Privacy for CoLin
In Collaborative LinUCB (CoLin [65]), contextual bandit models are placed on a weighted graph G = (V, E),
which encodes the affinity relationship among users. Specifically, each node vi 2 V in G hosts a bandit model
parameterized by ✓i for user i; and the edges in E represent the affinity relation over pairs of users. This graph
is encoded as an N ⇥N stochastic matrix W, in which each element wij is nonnegative and proportional
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Algorithm 3 Differentially Private CoLin (DP-CoLin)
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5: Take action at = argmaxa2A ˜

x

T
at,ut

ˆ#p
t + ↵t

q
˜

x

T
at,ut

A

�1

t ˜

xat,ut , where ↵t is given by Lemma 4.
6: Observe payoff rat,ut

7: At+1

 At + ˜

xat,ut ˜x
T
at,ut

, bt+1

 bt + ˜

xat,utrat,ut

8: Sample noise ⌘t ⇠ TreeMechanism(�, ✏), in which � = maxi LkWik2
9: b

p
t+1

 bt+1

+ ⌘t, ˆ#p
t+1

 A

�1

t+1

b

p
t+1

to the influence that user i has on user j. W is normalized such that
PN

i=1

wij = 1 for j 2 {1, ...., N}, and
it is assumed to be time-invariant and known to the learner beforehand. Accordingly, CoLin postulates an
additive reward generation assumption: the expected reward E[rat,ut ] is not only determined by user ut’s
own preference on the arm at, but also by that from the neighbors who have influence on ut as E[rat,ut ] =PN

j=1

wutjx
T
at,j

✓j ; or equivalently this can be described as,

rat,ut ⇠ N
�
Vec(˚Xat,utW

T
)

TVec(⇥),�2

�
(2.15)

where Vec(·) is the matrix vectorization operation, ⇥ is a d⇥N matrix consisting of parameters from all the
bandits in the graph: ⇥ = (✓

1

, . . . ,✓N ), and ˚

Xat,ut is a d⇥N matrix with only the column corresponding to
user ut at time t set to x

T
at,ut

and all the other columns set to zero. By defining ˜

xat,ut = Vec(˚Xat,utW
T
) and

# = Vec(⇥), Eq (2.15) can be re-written as rat,ut ⇠ N(

˜

x

T
at,ut

#,�2

).

With such a collaborative reward generation assumption, CoLin appeals to ridge regression for estimating the
global bandit parameter matrix #t over all the users at time t. It has a closed-form solution ˆ#t = A

�1

t bt, in
which At = �IdN +

Pt�1

t0=1

˜

xat0 ,ut0 ˜x
T
at0 ,ut0 and bt =

Pt�1

t0=1

˜

xat0 ,ut0 rat0 ,ut0 . IdN is an identity matrix and �
is the trade-off parameter for the L2 regularization in ridge regression.

The required information sharing in CoLin brings unique challenges in protecting users’ reward feedback, i.e.,
the change in one user’s reward feedback can be effectively inferred from all users’ observed recommendation
sequences. The recommendation sequences for all users thus have to be perturbed to obtain differential
privacy. But instead of directly adding noise to the model’s output, i.e., its choice of arms, we choose to
add noise ⌘t to the sufficient statistics bt =

Pt�1

t0 ˜

xat0 rt0 in CoLin, where we sample ⌘t from a tree-based
mechanism [61, 62]. Because differential privacy is immune to post-processing [71], this ensures differential
privacy on the algorithm’s output. We name this private derivation of CoLin as (Globally) Differentially Private
CoLin (DP-CoLin), and provide its details in Algorithm 3.

The key in DP-CoLin is to derive the sensitivity of CoLin. Analyzing sensitivity in a linear bandit is
straightforward [29], as the sensitivity on bt can be directly bounded by kxak2|ra � r0a|  L, where the
reward difference is bounded by 1 and the norm of context vector is bounded by L. However, for collaborative
bandits, the context vectors encode user dependency and have a higher dimension ˜

xa,u 2 RdN . A trivial
bound is k˜xa,uk2|ra � r0a|  NL; but we argue this is not tight enough and unnecessarily introduces large
noise. Below we analyze the privacy guarantee of DP-CoLin with a tighter sensitivity bound, which calibrates
the noise with respect to the structure of collaboration embedded in W.

Privacy Analysis of DP-CoLin.

Lemma 3 provides the sensitivity of model statistics bt in CoLin, based on which we develop the privacy
guarantee of DP-CoLin.

Lemma 3 (Sensitivity of bt in CoLin). Sensitivity of bt is � = maxi LkWik2, where Wi is the i-th row of
user dependecy matrix W and L is the norm of context vector x.
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The proof of this lemma is provided in Appendix. Note that the sensitivity � of CoLin is related to the
structure of W; and we discuss two extreme cases of W to illustrate its effect on privacy protection. Consider
when W is an identity matrix, the resulting sensitivity by our Lemma 3 is L, which is the same as in linear
bandits, since there is no influence among users. When W is a uniform matrix, i.e., users have homogeneous
influence among each other and wij =

1

N , Lemma 3 shows the sensitivity is Lp
N

. This result is significant:
stronger user dependency in CoLin not only leads to lower regret [65], but also smaller sensitivity of bt, which
directly reduces the level of required noise to guarantee privacy. This result is also intuitive: when every user
has uniform influence on each other, it becomes harder to tell whose action causes the observed change in the
algorithm’s output. Less perturbation is thus needed to protect a single user’s privacy. This improvement can
hardly be obtained by directly applying existing conclusions on linear bandits.

Based on the above sensitivity analysis, we prove privacy guarantee of DP-CoLin in the following.

Theorem 3 (Privacy of DP-CoLin). Algorithm 3 with global sensitivity � defined in Lemma 3 is ✏-differentially
private.

Proof. By applying tree-based mechanism [61, 62] with privacy budget ✏ and sensitivity � as shown in line
9-11 of Algorithm 3, the perturbed statistics bp

t is ✏-differentially private. Since differential privacy is immune
to post-processing [71], this consequently makes the model parameter ˆ#p

t and the sequence of recommendation
{at : t 2 [1..T ]} produced by ˆ#p

t also ✏-differentially private.

Regret Analysis of DP-CoLin.

We first prove the corresponding confidence bound of parameter estimation in DP-CoLin, i.e., ↵t in line 5
of Algorithm 3, which governs its upper confidence bound based arm selection for online learning. In the
following discussion, we use kBk

A

=

p
B

T
AB to denote the matrix norm of vector B.

Lemma 4 (Confidence Bound of DP-CoLin). For any � > 0, with probability at least 1� �, the estimation
error of bandit parameters in DP-CoLin is bounded by,

k ˆ#p
t � #⇤k

At 

s

dN log

⇣
1+

Pt
t0=1

PN
j=1 w

2
ut0 j

�dN

⌘
�2 log(�) +

p
�k#⇤k+ �

✏
log T

p
log t log

1

�

The proof is provided in Appendix. The right-hand side of the inequality in Lemma 4 gives us ↵t that is used
in line 5 of Algorithm 3 for arm selection. We notice that in order to maintain a private bandit model ˆ#p

t ,
the parameter estimation error of DP-CoLin suffers from an additional term �

✏ log T
p
log t log 1

� comparing
to that in CoLin due to the added noise ⌘t. Based on Lemma 4, we have the following theorem about the
upper regret bound of the DP-CoLin algorithm, which shows the trade-off between privacy budget ✏ and
regret.

Theorem 4 (Regret of DP-CoLin). With probability at least 1 � �, the accumulated regret of DP-CoLin
algorithm satisfies,

R(T )  2

s

2dNT log

⇣
1 +

PT
t=1

PN
j=1 w

2
utj

�dN

⌘✓p
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ut0 j

�dN

⌘
�2 log(�)

(2.16)
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Specifically, the added regret of DP-CoLin comparing to the CoLin is the last term, i.e.,
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We illustrate the proof details in Appendix. From Theorem 4, we can find that the dependency structure plays
an important role in the added regret, and again we discuss those two extreme cases of W to explain its effect.
If W is an identity matrix, the added regret is in the order of O

�p
N
✏ log

1.5 T
q

log

T
N

p
T log

1

�

�
. And if W is

a uniform matrix, the added regret is in the order of O
�
1

✏ log
1.5 T

q
log

T
N

p
T log

1

�

�
. It is important to note

that the collaboration structure also helps reduce the added regret, by a factor of 1p
N

, required to achieve
privacy. In the meanwhile, the regret reduction from collaboration in the original CoLin is still preserved in
the first part of Eq (2.16) in DP-CoLin.

2.4.3 Local Differential Privacy for CoLin
Global differential privacy for CoLin requires each user to send true reward (e.g., clicks) to the server, which
then aggregates the data, injects noise, and publishes a privacy preserving output. Local differential privacy lifts
the trust on the server by asking each user to perturb his/her data locally, before any disclosure to non-trustful
server or the communication. Intuitively, this stronger privacy guarantee is at the cost of worse utility.

We present the Locally Differentially Private CoLin algorithm (LDP-CoLin) in Algorithm 4 in Appendix due to
the space limit. LDP-CoLin requires a different communication mechanism: instead of directly sending reward
rat,ut to the server, each user u maintains bu,t =

Ptu�1

t0=1

˜

xat0 ,urat0 ,u locally as shown in line 8 of Algorithm
4. Each user perturbs their own bu,t by a tree-based mechanism, where noise scales with per-user sensitivity
�u (line 8-9), and then sends it to the server. The server aggregates the received statistics to get bp

t as shown
in line 12, and uses it for model estimation and subsequent recommendations. Again in LDP-CoLin the key is
to analyze the sensitivity, which controls the minimum amount of noise needed for privacy protection.

Algorithm 4 Locally Differentially Private CoLin (LDP-CoLin)

1: Inputs: � 2 R
+

,� 2 [0, 1], W 2 RN⇥N , �
1:N

2: Initialize: A
1

 �IdN⇥dN , bu,1  0 for 8u, ˆ#
1

 A

�1

1

b

1

,
3: for t = 1 to T do

// Sever side:
4: Receive user ut, observe context vectors xat,ut 2 Rd, and construct ˜xat,ut = Vec(˚Xat,utW

T
) for

8a 2 A
5: Take action at = argmaxa2A ˜

x

T
at,ut

ˆ#t + ↵t

q
˜

x

T
at,ut

At˜xat,ut , where ↵t is given by Lemma 6.
// User side:

6: Observe rat,ut

7: Update locally but,tut+1

 but,tut
+

˜

xat,utrat,ut

8: Sample noise ⌘ut,tut
⇠ TreeMechanismut(�ut , ✏), in which �ut = LkWutk2

9: Send perturbed statistics bp
ut,tut+1

 but,tut+1

+ ⌘ut,tut
to server

10: tut  tut + 1

// Server side:
11: At+1

 At + ˜

xat,ut ˜x
T
at,ut

, bp
t+1

 
P

u b
p
u,tut

, ˆ#p
t+1

 A

�1

t+1

b

p
t+1

Privacy Analysis of LDP-CoLin

We first analyze the sensitivity �u of bu,t for each user u, and then show that Algorithm 4 is locally
differentially private using this per-user sensitivity.

Lemma 5 (Sensitivity of bu,t in CoLin). Sensitivity of bu,t for user u is �u = LkWuk2.

The proof is similar to Lemma 3 and the details are provided in Appendix. The main difference is that
sensitivity �u is for a specific user u, which only relies on his/her dependent neighbors, i.e., Wu.

Theorem 5 (Privacy of DP-CoLin). Randomized response b

p
u,t in Algorithm 4 with sensitivity �u defined in

Lemma 5 is ✏-locally differentially private.
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The proof is similar to DP-CoLin but works in the local setting: as shown in line 8-9 of Algorithm 4, each
user u maintains his/her own tree-based mechanism with privacy level ✏ and sensitivity �u locally. The local
statistics bu,t are perturbed by the tree-based mechanism thus is ✏-locally differentially private, and thus are
ˆ#p
t and the resulting recommendation sequence.

Regret Analysis of LDP-CoLin

Due to local noise injection, the server’s arm selection strategy has to be revised accordingly, which can be
guided by the following lemma.

Lemma 6 (Confidence Bound of LDP-CoLin). Let ti be the number of times where user i interacts with the
system up to time t, i.e.,

P
i ti = t. For any � > 0, with probability at least 1 � �, the estimation error of

bandit parameters in LDP-CoLin is bounded by,

k ˆ#p
t � #⇤k
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The proof detail is shown in Appendix. Similarly, the right-hand side of the inequality gives us ↵t which is
used in line 5 of Algorithm 4. Based on it, we have the following theorem about the upper regret bound of
LDP-CoLin.

Theorem 6 (Regret of LDP-CoLin). With probability at least 1� �, the accumulated regret of LDP-CoLin
algorithm (Algorithm 4) satisfies,
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Specifically, the added regret of LDP-CoLin comparing to the non-private CoLin is the last term.

Due to space limit, we omit the details of this proof. Note that Theorem 6 is in a general form in which we do
not make any assumption about the users’ arriving frequency or order. To better illustrate the added regret, we
discuss a special case where the frequency of each user interacting with the system is the same, i.e., Ti =

T
N .

The added regret can thus be simplified as,
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Consider the best case scenario where W is a uniform matrix, e.g., maximum collaboration, the added
regret in LDP-CoLin is in the order of O

⇣p
N
✏ log

2 T
N2

p
T log

1

�

⌘
, while DP-CoLin only has the added regret

of O
⇣

1

✏ log
1.5 T

q
log

T
N2

p
T log

1

�

⌘
. In fact, in both cases of the illustrative dependency structure, e.g., no

collaboration and uniform collaboration, the added regret of LDP-CoLin is roughly
p
N -times larger compared

with DP-CoLin’s, and increases when the number of users grows. This is the inevitable cost to protect privacy
in the local (user) level. We verified this relationship between the number of users and regret in our empirical
evaluations later as well.

2.4.4 Experiments
We performed empirical evaluations of our developed private collaborative bandit algorithms against several
baseline algorithms including the non-private collaborative bandit algorithms CoLin [65] and GOBLin [15],
non-private LinUCB [2] and private LinUCB [29]. The datasets include a synthetic dataset from simulation,



2.4 Privacy Protection in Collaborative Bandit Learning 30

and two real-world datasets for music recommendation and bookmark recommendation. We compare models’
accumulated regret on the synthetic dataset and accumulated reward on real-world datasets.

Evaluation Datasets

• Synthetic dataset. To build a synthetic dataset, we follow the settings in [15, 65] to simulate a collaborative
online recommendation environment. Specifically, we generate N users, each of which is associated with a
d-dimensional parameter vector ✓⇤, i.e., ⇥⇤

= (✓⇤
1

, . . . ,✓⇤
N ). Each dimension of ✓⇤

i is drawn from a uniform
distribution U(0, 1) and normalized to k✓⇤

i k2 = 1. ⇥⇤ is treated as the ground-truth bandit parameters for
reward generation, and they are withheld from bandit algorithms. We construct the golden relational stochastic
matrix W for the graph of users by defining wij / h✓⇤

i ,✓
⇤
j i. We delete the edges where wij is smaller than a

predefined threshold, and get the final user graph G by normalizing each column of W by its L1 norm. Note
that since wij is generated proportionally to the similarity between ✓⇤

i and ✓⇤
j , the resulting graph naturally

satisfies the collaborative assumption in GOBLin [15], i.e., connected users share similar ✓⇤. The resulting
user graph G represented by the relational matrix W are disclosed to the bandit algorithms. In the end, we
generate a size-K arm pool A. Each arm a in A is associated with a d-dimensional feature vector xa, each
dimension of which is also drawn from U(0, 1). We normalize xa by its L2 norm.

To simulate the collaborative reward generation process among users, we compute the reward of arm a for
user i at time t as rat,i = Vec(˚Xat,iW

T
)

TVec(⇥⇤
) + �t following Eq (2.15), where �t ⇠ N(0,�2

). To
increase the learning complexity, at each time t, our simulator only discloses a subset of arms in A to the
learning algorithms, e.g., randomly select 10 arms from A without replacement. In simulation, based on the
known bandit parameters ⇥⇤, the optimal arm a⇤t,i and the corresponding reward ra⇤

t,i
for each user i at time

t can be explicitly computed. In our experiment, we set the number of users N = 10 and size of arm pool
K = 1, 000. We run T = 30, 000 iterations and interact with users evenly, which means we serve each user i
in total Ti = 3, 000 iterations.

• LastFM and Delicious datasets. These two datasets and the pre-processing of them are the same as that in
CoLin.

Experiment Results

• Regret comparison. On the synthetic dataset, accumulated regret is used to evaluate the performance of
the compared algorithms. In the real-world datasets, since we do not have an oracle policy, we instead use
each learning algorithm’s accumulated reward for evaluation. The accumulated regret (the lower the better)
on the synthetic dataset and accumulated reward (the higher the better) on real-world datasets are reported in
Figure 2.7 (a) and Figure 2.8 respectively. We set the privacy budget ✏ = 2 for all private algorithms in our
experiments by default.

In both synthetic and real-world datasets, the non-private collaborative bandits performed better than their
globally and locally private counterparts, which is surely expected. We also observe that compared with the
globally differentially private collaborative bandit algorithms, i.e., DP-CoLin and DP-GOBLin, the locally
differentially private algorithms have significantly worse regret (smaller accumulated reward). This is also
expected as local differential privacy is a stronger privacy definition on the user side, and more model pertur-
bation has to be introduced to achieve so. Specifically, as our analysis in Section 2.4.3 suggested, the added
regret of LDP collaborative bandit algorithms are roughly

p
N -times larger than their DP counterparts.

We also notice that DP-CoLin and DP-GOBLin performed better than DP-LinUCB in both synthetic and
real-world datasets. The improvement comes from two sources: 1) collaborative learning, which improves the
convergence rates of model parameter estimation as discussed in [15, 65]; and 2) privacy mechanism under
the collaborative environment, which adds less noise than DP-LinUCB when users are not all independent
or disconnected. Accordingly to Figure 2.7 (a), it is obvious that comparing to the regret difference between
LinUCB and GOBLin or CoLin, the regret difference between DP-LinUCB and DP-GOBLin or DP-CoLin
is much larger. This confirms that the main reason of regret reduction is the calibrated privacy mechanisms
developed in this work.
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Figure 2.7: Experimental results on synthetic dataset.
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(a) Cumulative reward on LastFM dataset. (b) Cumulative reward on Delicious dataset.

Figure 2.8: Experimental results on real-world datasets.

• Parameter estimation quality. To better illustrate the performance of different bandit algorithms, we also
studied their parameter estimation quality, which directly measures the algorithms’ online learning convergence.
Specifically, we reported the L2 difference between the estimated bandit parameter ˆ#t and the ground-truth
parameter #⇤ in Figure 2.7 (b). We observe that private collaborative bandit algorithms have a slower model
convergence than their non-private counterparts. Moreover, local differential privacy clearly imposes a much
larger estimation error comparing to their counterparts with global differential privacy (note that the y-axis is
on a log-scale), which further confirms the required cost to guarantee privacy in the local setting.

Detailed Algorithm-level Analysis

To better understand the trade-off between privacy and utility in collaborative bandit learning, we varied the
privacy parameter ✏ and number of users in our evaluation.

• Effect of privacy budget ✏. In Table 2.5, we reported the accumulated regret of the collaborative bandit
algorithms with global and local differential privacy under different privacy parameter ✏. We vary ✏ from 0.5
to 10. We run each experiment for T = 10, 000 iterations and report the average regret of 5 repeated runs.
From the results, we notice a clear trade-off between the required privacy level ✏ and the resulting regret.
Stronger privacy requirement (i.e., a smaller ✏) requires the privacy mechanism to introduce more noise, which
directly inflates regret. This result also supports our theoretical analysis that the added regret of the private
collaborative bandit algorithms is in the order of O(

1

✏ ).

• Effect of number of users N . In Figure 2.7 (c), we show the accumulated regret of the collaborative bandit
algorithms with global and local differential privacy under different number of users N . We run T = 10, 000
iterations and all users are evenly served for T

N times. We vary N from 5 to 50. From the result we observe that
the regret increases with the number of users. By looking at the difference between the regret of non-private
algorithms and their private versions, we can notice that the added regret increases with number of users N .
This also validates our theoretical analysis that the added regret for LDP collaborative bandit algorithms is
roughly

p
N times larger than their DP versions, which is the inevitable cost to protect privacy at the local

level.
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Table 2.5: Cumulative regret across different bandit algorithm under different privacy level ✏.

✏ 0.5 1 2 5 10
DP-LinUCB 3082.90±82.69 2683.69±89.74 1504.14±30.40 910.97±20.83 496.11±14.72
DP-CoLin 2619.56±29.44 2450.70±50.51 1327.70±23.79 884.19±23.12 297.18±6.80

DP-GOBLin 2672.56±29.13 2550.22±19.67 964.63±13.61 685.65±6.47 246.92±9.70
LDP-CoLin 3310.53±51.85 3095.10±48.97 2389.05±61.24 1795.40±31.21 938.76±26.16

LDP-GOBLin 3268.70±65.61 3004.80±75.08 2334.62±63.78 1743.57±36.40 1060.53±28.99

2.5 Conclusion
In this chapter, we study contextual bandit learning in collaborative environments. We first developed
CoLin [65], in which context and payoffs are shared among the neighboring bandits during the online
update, and it helps reduce the preference learning complexity (i.e., requires fewer observations to achieve
satisfactory prediction performance) and leads to reduced overall regret. We religiously proved a reduced
upper regret bound comparing to independent bandit algorithms. Then we develop a factorization-based
bandit algorithm [72] in which observable contextual features and dependency among users are leveraged to
improve the algorithm’s convergence rate and help conquer cold-start in recommendation. A high probability
sublinear upper regret bound is proved, where considerable regret reduction is achieved on both user and item
sides. At last, we studied the problem of protecting global and local differential privacy for collaborative
bandits. Our solution framework allows the privacy mechanism to calibrate the noise scale with respect to the
user dependency graph. Our theoretical analysis proves the desired privacy guarantee under both settings in
CoLin. We also rigorously proved the corresponding upper regret bound of the derived private algorithms.
Most importantly, we showed the added regret caused by differential privacy mechanism is still sublinear
and benefits from the collaboration structure. Experimental results based on extensive simulations and three
real-world datasets consistently confirmed the improvement of the proposed collaborative bandit algorithms
against several state-of-the-art contextual bandit algorithms in recommendation tasks.

We showed that collaborative learning can help reduce learning complexity. However, as a downside, col-
laborative online learning solutions may, at the same time, increase computation complexity. For example,
the computation complexity at each interaction increases from O(d3) to O(d3N3

), where d is the number
of feature dimensions and N is the number of users, in the two collaborative bandit solutions developed in
this dissertation (it is also true for one existing collaborative bandit learning method [15]). This computation
complexity is simply unaffordable for a system that has a large number of users. In order to make these
solutions more practical and scalable, it is especially important to reduce the computation complexity of
collaborative bandit learning solutions in future work.

In this chapter, we have been focusing on how to improve learning efficiency by leveraging existing dependency
information among the environments, i.e., users. A stationary environment assumption has been made when
developing such solutions. In fact, such a stationary environment assumption is extensively used by default in
most of the existing contextual bandit and multi-armed bandit solutions. However, this assumption is hardly
true in most of the real-world application scenarios, where there can be dramatic changes in users’ preference
or item popularity. In the next chapter, we introduce our efforts in developing practical contextual bandit
solutions that are able to handle a realistic non-stationary environment.



Chapter 3

Bandit Learning in Non-Stationary
Environments

Most existing stochastic bandit learning solutions, including the contextual bandit solutions, assume a stationary
environment with unknown yet fixed reward mapping function [2, 16, 65, 73, 74]. In practice, this translates to
the assumption that users’ preferences remain static over time. However, this assumption rarely holds in reality
as users’ preferences can be influenced by various internal or external factors [1]. If a learning algorithm fails
to model or recognize the possible changes in the environment, it would constantly make suboptimal choices,
e.g., keep making out-of-date recommendations to users.

In this chapter, we study the problem of contextual bandit learning in a non-stationary environment. More
specifically, we focus on the abruptly changing environment, or piecewise stationary environment, in which the
environment undergoes abrupt changes at unknown time points but remains stationary between two consecutive
change points. Under such a non-stationary environment, we first develop two non-stationary contextual
bandit learning solutions. In our solutions, instead of maintaining only one bandit learning agent, we use
insights from online statistical hypothesis tests to adaptively add a learner or remove a learner. By doing so,
our solutions are able to maintain a dynamic set of active base bandit learners and form dynamic ensembles of
them to interact with the current environment. With these solutions, a near-optimal regret bound is achieved
when learning in environments with abrupt changes; we prove that linear regret is inevitable otherwise. Then
we develop a more general solution based on online hypothesis tests to unify the online change detection in
non-stationary environments and online clustering of learners. This unified approach with online hypothesis
tests can efficiently handle environments where both non-stationarity and collaborative structures exist.

This chapter is organized as follows: in Section 3.1 we introduce existing literature about interactive online
learning in non-stationary environments; in Section 3.2, we introduce the setting of the non-stationary
environment, i.e., a piecewise stationary environment, studied in this dissertation; in Section 3.3 and Section 3.4
we introduce the two solutions developed for the piecewise stationary environment and the corresponding
theoretical guarantees; in Section 3.5 we present our empirical study of the proposed solutions on a synthetic
dataset and three real-world datasets; in Section 3.6, we present a unified approach for change detection and
cluster detection in the piecewise stationary environment. All the code associated with the empirical study in
this chapter is available at https://github.com/qw2ky/NonstationaryBanditLib.

3.1 Related Work
For the piecewise stationary environment studied in this dissertation, Hartland et al. [40] proposed the
��Restart algorithm, in which a discount factor � is introduced to exponentially decay the effect of past
observations. Garivier and Moulines [39] proposed a discounted-UCB algorithm, which is similar to the
��Restart algorithm in discounting the historical observations. They also proposed a sliding window UCB
algorithm, where only observations inside a sliding window are used to update the bandit model. Yu and

33
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Mannor [42] proposed a windowed mean-shift detection algorithm to detect the potential abrupt changes in
the environment. An upper regret bound of O

�
�T log(T )

�
is proved for the proposed algorithm, in which �T

is the number of ground-truth changes up to time T . However, they assume that at each iteration, the agent
can query a subset of arms for additional observations. Slivkins and Upfal [75] considered a continuously
changing environment, in which the expected reward of each arm follows Brownian motion. They proposed a
UCB-like algorithm, which considers the volatility of each arm in such an environment. The algorithm restarts
in a predefined schedule to account for the change of reward distribution.

Most existing solutions for non-stationary bandit problems focus on context-free scenarios, which cannot
utilize the available contextual information for reward modeling. Ghosh et al. proposed an algorithm in [76]
to deal with environment misspecification in contextual bandit problems. Their algorithm comprises a
hypothesis test for linearity followed by a decision to use either the learned linear contextual bandit model
or a context-free bandit model. But this algorithm still assumes a stationary environment, i.e., neither the
ground-truth linear model nor unknown models are changing over time. Liu et al. [77] proposed to use
cumulative sum and Page-Hinkley Test to detect sudden changes in the environment. An upper regret bound of
O(

p
�TT log T ) is proved for one of their proposed algorithms. However, this work is limited to a simplified

Bernoulli bandit environment. Recently, Luo et al [78] studied the non-stationary bandit problem and proposed
several bandit algorithms with statistical tests to adapt to changes in the environment. They analyzed various
notions of regret, including interval regret, switching regret, and dynamic regret. Hariri et al. [41] proposed a
contextual Thompson sampling algorithm with a change detection module, which involves iteratively applying
a combination of cumulative sum charts and bootstrapping to capture potential changes of user preference in
interactive recommendation tasks. But no theoretical analysis is provided about this proposed algorithm. To
the best of our knowledge, among the existing non-stationary bandit solutions, no work utilizes the context-
dependent property of reward changes in a piecewise stationary environment. Hence, none of aforementioned
work is able to exploit the existence of context dependent changes.

3.2 A Piecewise Stationary Environment
Let us first recall the contextual bandit formulation in a stationary environment. In a multi-armed bandit
problem, a learner takes turns to interact with the environment, such as a user or a group of users in a
recommender system, with a goal of maximizing its accumulated reward collected from the environment over
time T . At round t, the learner makes a choice at among a finite, but possibly large, number of arms, i.e.,
at 2 A = {a

1

, a
2

, . . . , aK}, and gets the corresponding reward rat , such as a user clicks on a recommended
item. In a contextual bandit setting, each arm a is associated with a feature vector xa 2 Rd (kxak2  1

without loss of generality) summarizing the side-information about it at a particular time point. The reward of
each arm is assumed to be governed by a conjecture of unknown bandit parameter ✓ 2 Rd (k✓k

2

 1 without
loss of generality), which characterizes the environment. This can be specified by a reward mapping function
f✓: rat = f✓(xat). In a stationary environment, ✓ is constant over time.

In a non-stationary environment, the reward distribution over arms varies over time because of the changes in
the environment’s bandit parameter ✓. In this dissertation, we consider a environment with abrupt changes,
a.k.a. a piecewise stationary environment [39–41], in which the ground-truth parameter ✓ changes arbitrarily at
arbitrary time, but remains constant between any two consecutive change points described as follows:

r
0

, r
1

,· · ·, rtc1�1| {z }
governed by f✓⇤

c0

, rtc1 , rtc1+1

,· · ·, rtc2�1| {z }
governed by f✓⇤

c1

,· · · ,rtc� , rtc�+1

,· · ·, rT
| {z }

governed by f✓⇤
c��1

(3.1)

In Eq (3.1) the change points {tcj}�T�1

j=1

of the underlying reward distribution and the corresponding ground-
truth bandit parameters {✓⇤

cj}
�T�1

j=0

are unknown to the learner. We only assume there are at most �T � 1

change points in the environment up to time T , with �T ⌧ T . To simplify the discussion, linear structure
in f✓u(xat) is postulated, but it can be readily extended to more complicated dependency structures, such as
generalized linear models [16], without changing the design of our algorithm. Specifically, we have,

rt = f✓⇤
t
(xat) = x

T
at
✓⇤
t + ⌘t (3.2)

in which ⌘t is Gaussian noise drawn from N(0,�2

).
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3.3 Dynamic Bandit Learning
Under such a non-stationary environment described in Section 3.2, in this section we propose a two-level
hierarchical bandit algorithm, which automatically detects and adapts to changes in the environment by
maintaining a suite of contextual bandit models during identified stationary periods based on its interactions
with the environment. We make the following assumptions about the non-stationary environment in addition
to the piecewise stationary property.

Assumption 1. For any two consecutive change points tcj and tcj+1 in the environment, there exists �j > 0,
such that when t � tcj+1 at least ⇢ (0 < ⇢  1) portion of all the arms satisfy,

|xT
at
✓⇤
tcj+1

� x

T
at
✓⇤
tcj

| > �j (3.3)

Remark 1. The above assumption is general and mild to satisfy in many practical scenarios, since it only
requires a portion of the arms to have recognizable change in their expected rewards. For example, a user may
change his/her preference in sports news but not in political news. The arms that do not satisfy Eq (3.3) can be
considered as having small deviations in the generic reward assumption made in Eq (3.2). We will later prove
our bandit solution remains its regret scaling in the presence of such small deviation.

3.3.1 Dynamic Linear UCB Algorithm
Based on the above assumption about the non-stationary environment, in any stationary period between two
consecutive change points, the reward estimation error of a contextual bandit model trained on the observations
collected from that period should be bounded with a high probability [37,38]. Otherwise, the model’s consistent
wrong predictions can only come from the change of environment. Based on this insight, we can evaluate
whether the stationary assumption holds by monitoring a bandit model’s reward prediction quality over time.
Based on the reward prediction quality evaluation, we can maintain one or a set of bandit models whose reward
prediction quality are good enough, by creating new ones and abandoning the bad ones on the fly.

Specifically, we propose a hierarchical bandit algorithm, in which a master multi-armed bandit model operates
over a set of slave contextual bandit models to interact with the changing environment. The master model
monitors the slave models’ reward estimation error over time, which is referred to as ‘badness’ in this work, to
evaluate whether a slave model is admissible for the current environment. Based on the estimated ‘badness’
of each slave model, the master model dynamically discards out-of-date slave models or creates new ones.
At each round t, the master model selects a slave model with the smallest lower confidence bound (LCB) of
‘badness’ to interact with the environment, i.e., the most promising slave model. The obtained observation
(xat , rat) is shared across all admissible slave models to update their model parameters. The process is
illustrated in Figure 3.1.

Any contextual bandit algorithm [2, 16, 65, 73] can serve as our slave model. Due to the simplified linear
reward assumption made in Eq (3.2), we choose LinUCB [2] for the purpose in this paper; but our proposed
algorithm can be readily adapted to any other choices of the slave model. This claim is also supported by our
later regret analysis. As a result, we name our algorithm as Dynamic Linear Bandit with Upper Confidence
Bound, or dLinUCB in short. In the following discussion, we first briefly describe our chosen slave model
LinUCB. Then we formally define the concept of ‘badness’, based on which we design the strategy for creating
and discarding slave bandit models. Lastly, we explain how dLinUCB selects the most promising slave model
from the admissible model set. The detailed description of dLinUCB is provided in Algorithm 5.

Slave bandit model: LinUCB. Each slave LinUCB model maintains all historical observations that the
master model has assigned to it. Based on the assigned observations, a slave model m gets an estimate of user
preference ˆ✓t(m) = A

�1

t (m)bt(m) [2], in which At(m) = �I+
P

i2Im,t
xaix

T
ai

, I is a d⇥d identity matrix,
� is the coefficient for L2 regularization; bt(m) =

P
i2Im,t

xairai , and Im,t is an index set recording when
the observations are assigned to the slave model m up to time t. According to [37], with a high probability
1 � �

1

the expected reward estimation error of model m is upper bounded: |r̂at(m) � E[rat ]|  Bt(m, a),

in which Bt(m, a) =

�
�2

q
d ln(1 + |Im,t|

��1
) +

p
�
�
kxak

A

�1
t (m)

. Based on the upper confidence bound
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Figure 3.1: Illustration of dLinUCB. The master bandit model maintains the ‘badness’ estimation of slave models over time to detect
changes in the environment. At each round, the most promising slave model is chosen to interact with the environment; and the acquired
feedback is shared across all admissible slave models for model update.

principle [12], a slave model m takes an action using the following arm selection strategy (i.e., line 6 in
Algorithm 5):

at(m) = argmax

a2A

�
x

T
a
ˆ✓t(m) +Bt(m, a)

�
(3.4)

Slave model creation and abandonment. For each slave bandit model m, we define a binary random variable
ei(m) to indicate whether the slave model m’s prediction error at time i exceeds its confidence bound,

ei(m)

:

= 1
�
|r̂i(m)� ri(m)| > Bi(m, ai) + ✏

 
(3.5)

where ✏ =

p
2�erf�1

(�
1

� 1) and erf�1

(·) is the inverse of Gauss error function. ✏ represents the high
probability bound of Gaussian noise in the received feedback.

According to Eq (3.7) in Theorem 7, if the environment stays stationary since the slave model m has been
created, we have P(ei(m) = 1)  �

1

, where �
1

2 (0, 1) is a hyper-parameter in Bi(m, a). Therefore, if we
observe a sequence of consistent prediction errors from the slave model m, it strongly suggests a change of
environment, so that this slave model should be abandoned from the admissible set. Moreover, we introduce a
size-⌧ sliding window to only accumulate the most recent observations when estimating the expected error
in slave model m. The benefit of sliding window design will be discussed with more details later in Section
3.4.3.

We define êt(m)

:

=

Pt
i=t�⌧̃(m) ei(m)

⌧̃(m)

, which estimates the ‘badness’ of slave model m within the most recent
period ⌧̃ to time t, i.e., ⌧̃(m) = min{t� tm, ⌧}, in which tm is when model m was created. Combining the
concentration inequality in Theorem 14 (provided in the appendix), we have the assertion that if in the period
[t� ⌧̃(m), t] the stationary hypothesis is true, for any given �

1

2 (0, 1) and �
2

2 (0, 1), with a probability at
least 1� �

2

, the expected ‘badness’ of slave model m satisfies,

êt(m)  E[et(m)] +

s
ln(1/�

2

)

2⌧̃(m)

 �
1

+

s
ln(1/�

2

)

2⌧̃(m)

(3.6)
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Algorithm 5 Dynamic Linear UCB (dLinUCB)

1: Inputs: � > 0, ⌧ > 0, �
1

, �
2

2 (0, 1), ˜�
1

2 [0, �
1

]

2: Initialize: Maintain a set of slave models Mt with M
1

= {m
1

}, initialize m
1

: A
1

(m
1

) = �I, b
1

(m
1

) =

0, ˆ✓
1

(m
1

) = 0; and initialize the ‘badness’ statistics of it: ê
1

(m
1

) = 0, d
1

(m
1

) = 0

3: for t = 1 to T do
4: Choose a slave model from the active slave model set m̃t = argminm2Mt

�
êt(m)�

p
ln ⌧ ⇥ dt(m)

�

5: Observe candidate arm pool At, with xa 2 Rd for 8a 2 At

6: Take action at = argmaxa2At

�
x

T
a
ˆ✓t(m̃t) +Bt(m̃t, a)

�
, in which Bt(m̃t, a) is defined in Eq (3.4)

7: Observe payoff rat

8: Set CreatNewFlag = True
9: for m 2Mt do

10: et(m) = 1{|r̂t(m)�rt| > Bt(m, a)+ ✏ }, where r̂t(m) = x

T
at
ˆ✓t(m) and ✏ =

p
2�erf�1

(�
1

�1)

11: if et(m) = 0 then
12: Update slave model: At+1

(m) = At(m) + xatx
T
at

, bt+1

(m) = bt(m) + xatrt, ˆ✓t+1

=

A

�1

t+1

(m)bt+1

(m)

13: ⌧̃(m) = min{t� tm, ⌧}, where tm is when m was created
14: Update ‘badness’ êt(m) =

Pt
i=t�⌧̃ ei(m)

⌧̃(m)

, dt(m) =

q
ln 1/�2
2⌧̃(m)

15: if êt(m) < ˜�
1

+ dt(m) then
16: Set CreatNewFlag = False
17: else if êt(m) � �

1

+ dt(m) then
18: Discard slave model m: Mt+1

= Mt �m

19: if CreateNewFlag or Mt = ; then
20: Create a new slave model mt: Mt+1

= Mt +mt

21: Initialize mt: At(mt) = �I, bt(mt) = 0, ˆ✓t(mt) = 0
22: Initialize ‘badness’ statistics of mt: êt(mt) = 0, dt(mt) = 0

Eq (3.6) provides a tight bound to detect changes in the environment. If the environment is unchanged, within
a sliding window the estimation error made by an up-to-date slave model should not exceed the right-hand side
of Eq (3.6) with a high probability. Otherwise, the stationary hypothesis has to be rejected and thus the slave
model m should be discarded. Accordingly, if none of the slave models in the admissible bandit set satisfy
this condition, a new slave bandit model should be created for this new environment. Specifically, the master
bandit model controls the slave model creation and abandonment in the following way.

• Model abandonment: when the slave model m’s estimated ‘badness’ exceeds its upper confidence bound
defined in Eq (3.6), i.e., êt(m) > �

1

+

q
ln(1/�2)
2⌧̃(m)

, it will be discarded and removed from the admissible slave
model set. This corresponds to line 18-20 in Algorithm 5.

• Model creation: When no slave model’s estimated ‘badness’ is within its expected confidence bound, i.e., no
slave model satisfies êt(m)  ˜�

1

+

q
ln(1/�2)
2⌧̃(m)

, a new slave model will be created. ˜�
1

2 [0, �
1

] is a parameter to

control the sensitivity of dLinUCB, which affects the number of maintained slave models. When ˜�
1

= �
1

, the
threshold of creating and abandoning a slave model matches and the algorithm only maintains one admissible
slave model. When ˜�

1

< �
1

multiple slave models will be maintained. The intuition is that an environment
change is very likely to happen when all active slave models face a high risk of being out-of-date (although
they have not been abandoned yet). This corresponds to line 8, 16-17, and 22-26 in Algorithm 5.

Slave model selection and update. At each round, the master bandit model selects one active slave bandit
model to interact with the environment, and updates all active slave models with the acquired feedback
accordingly. As we mentioned before, with the model abandonment mechanism every active slave model
is guaranteed to be admissible for taking acceptable actions; but they are associated with different levels of
risk of being out of date. A well-designed model selection strategy can further reduce the overall regret, by
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minimizing this risk. Intuitively, when facing a changing environment, one should prefer a slave model with
the lowest empirical error in the most recent period.

The uncertainty in assessing each slave model’s ‘badness’ introduces another explore-exploit dilemma, when
choosing the active slave models. Essentially, we prefer a slave model of lower ‘badness’ with a higher
confidence. We realize this criterion by selecting a slave model according to its Lower Confidence Bound
(LCB) of the estimated ‘badness.’ This corresponds to line 4 in Algorithm 5.

Once the feedback (xat , rt) is obtained from the environment on the selected arm at, the master algorithm can
not only update the selected slave model but also all other active ones for both of their ‘badness’ estimation
and model parameters (line 11-13 and line 15 in Algorithm 5 accordingly). This would reduce the sample
complexity in each slave model’s estimation. However, at this stage, it is important to differentiate those “about
to be out-of-date” models from the “up-to-date” ones, as any unnecessary model update blurs the boundary
between them. As a result, we only update the perfect slave models, i.e., those whose ‘badness’ is still zero at
this round of interaction; and later we will prove this updating strategy is helpful to decrease the chance of late
detection.

3.3.2 Regret Analysis
In this section, we provide a detailed regret analysis of our proposed dLinUCB algorithm. It is easy to prove
that if a bandit algorithm does not model the change of environment, it may suffer from a linearly increasing
regret: An optimal arm in the previous stationary period may become sub-optimal after the change; but
the algorithm that does not model environment change will constantly choose this sub-optimal arm until its
estimated reward falls behind that of the other arms. This leads to a linearly increasing regret in each new
stationary period. Next, we first characterize the confidence bound of reward estimation in a linear bandit
model in Theorem 7. Then we prove the regret upper bound of a variant of our dLinUCB algorithm in Theorem
8. Detailed proof of this theorem and the related lemmas are provided in Appendix B.

Theorem 7. For a linear bandit model m specified in Algorithm 5, if the underlying environment is stationary,
for any �

1

2 (0, 1) we have the following inequality with probability at least 1� �
1

,

|r̂t(m)� rt|  Bt(m, a) + ✏ (3.7)

where Bt(m, a) = ↵tkxatk
A

�1
t�1

with ↵t =
�
�2

q
d ln(1 + |It(m)|

��1
) +

p
�
�
, ✏ =

p
2�erf�1

(�
1

� 1), � is the
standard deviation of the Gaussian noise in the reward feedback, and erf(·) is the Gauss error function.

Denote RLin(S) as the upper regret bound of a linear bandit model within a stationary period S. Based

on Theorem 7, one can prove that RLin(S) 
q

dS log(�+

S
d )

⇣
�2

q
d log(1 + S

��1
) +

p
�
⌘

[37]. In the
following, we provide an upper regret bound analysis for the basic version of dLinUCB, in which the size of
the admissible slave models is restricted to one (i.e., by setting ˜�

1

= �
1

).

Theorem 8. When Assumption 2 is satisfied with � � 2

p
�+2✏, if �

1

and ⌧ in Algorithm 5 are set according
to Lemma 10, and �

2

is set to �
2

 1

2Smax
, with probability at least (1��

1

)(1��
2

)(1� �2
1��2

), the accumulated
regret of dLinUCB satisfies,

R(T )  2�TRLin(Smax) + �T (⌧ +
4

1� �
2

) (3.8)

where Smax is the length of the longest stationary period up to T .

This theorem shows that the order of regret upper bound of dLinUCB is O(�T

p
Smax logSmax), which is the

best upper regret bound a bandit algorithm can achieve in such a non-stationary environment [39], and it
matches the lower bound up to a �T logSmax factor.

Lemma 7 (Bound the probability of early detection). For �
2

2 (0, 1) and any slave model in Algorithm 5,

pe = P[êt(m) > �
1

+ dt(m)|stationary in past ⌧̃(m)rounds]  �
2

.
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The intuition behind Lemma 9 is that when the environment is stationary, the ‘badness’ of a slave model m
should be small and bounded according to Eq (3.6).

Lemma 8 (Bound the probability of late detection). When the magnitude of change in the environment in
Assumption 2 satisfies � > 2

p
�+2✏, and the shortest stationary period length Smin satisfies Smin >

p
�

2⇢ (��
2

p
�� 2✏), for any �

2

2 (0, 1), if �
1

and ⌧ in Algorithm 5 are set to �
1

 1� 1

⇢

�
1�

p
�

2Smin⇢
(�� 2

p
�� 2✏)

�

and ⌧ � 2 ln

2
�2

(⇢(1��1)��1)2
, for any slave model m in Algorithm 5, we have,

pd = P
�
êt(m) > �

1

+ dt(m)| changed within past ⌧̃(m)

�
� 1� �

2

.

The intuition behind Lemma 10 is that when the environment has changed, with a high probability that Eq (3.7)
will not be satisfied in an out-of-date slave model. It means that we will accumulate larger badness from this
slave model. In both Lemma 9 and 10, �

2

is a parameter controlling the confidence of the ‘badenss’ estimation
in Chernoff Bound; and therefore an input to the algorithm.

Remark 2 (Discussion about how the environment assumption affect dLinUCB). 1. The magnitude of
environment change � affects whether a change is detectable by our algorithm. However, we need to
emphasize that when � is very small, the additional regret from re-using an out-of-date slave model is also
small. In this case, a similar scale of regret bound can still be achieved, which will be briefly proved in
Appendix. 2. We require the shortest stationary period length Smin > max{

p
�

2⇢ (�� 2

p
�� 2✏), ⌧}, which

guarantees there are enough observations accumulated in a slave model to make an informed decision. 3. The
portion of changed arms ⇢ will affect the probability of achieving our derived regret bound, as we require
�
1

 1� 1

⇢

�
1�

p
�

2Smin⇢
(�� 2

p
�� 2✏)

�
. ⇢ also interacts with Smin and ⌧ : when ⇢ is small, more observations

are needed for a slave model to detect the potential changes. The effect of ⇢ and Smin will also be studied in
empirical evaluations.

Remark 3 (Generalization of dLinUCB). Our theoretical analysis confirms that any contextual bandit
algorithm can be used as the slave model in dLinUCB, as long as the its reward estimation error is bounded
with a high probability, which corresponds Bt(m, a) in Eq (3.7).

3.4 Dynamic Ensemble of Bandits
Existing bandit algorithms address the piecewise stationary environment by either introducing a forgetting
mechanism to down weight historical observations [39,40], or creating a bandit model for each newly detected
stationary period as that in dLinUCB and [41, 42, 79]. These strategies, nevertheless, failed to recognize an
important property of this non-stationary environment: the changes of user interests can be context dependent.
Even though one’s interest could change frequently, his/her preference for a particular type of item might be
stable over a longer period of time. For example, in the news recommendation scenario mentioned above, users’
preferences over sports news may change with sports seasons. However, at the same time, their preferences
over political news may stay stationary, independent of the sports season.

This phenomenon can be verified in Figure 3.2, where we collect real-time click-through-rate (CTR) of four
sample news articles from the public Yahoo front-page user click log [2, 3] over a week’s period. In the figure,
each point denotes average CTR over 4000 log records. We can clearly observe the changes of user interest on
article 2 at time t

3

and on article 3 at time t
1

, t
2

and t
4

in this period. In the meanwhile, the CTR of article 1
and 4 remain quite stable, i.e., the expected reward for recommending these two articles remain unchanged. As
a result, the experience recorded in old models can still be used to make accurate reward estimations for these
two articles. On the contrary, strategies that discount observations or abandon the “old” models must regain
confidence in their newly estimated parameters, which may lead to higher regret due to redundant explorations.
The key is thus to recognize the reward change in a per-arm basis regarding the context.

To capitalize on such a unique property of the changing environment, we develop our contextual bandit
algorithm that adapts its arm selection and model update strategy concerning users’ interest changes in a
context-dependent manner. Our solution consists of a dynamic set of contextual bandit models, collectively
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Figure 3.2: Real-time click-through-rate of four sample news articles collected from Yahoo user click log dataset [2, 3].

referred to as bandit experts, which are maintained to estimate the underlying reward distribution. Meanwhile,
we monitor each bandit expert’s reward estimation quality regarding specific context through another bandit
model, referred to as bandit auditors. The auditor predicts whether a bandit expert is ‘admissible’ to a particular
arm under the given context. At each round of interaction, an ensemble of admissible bandit experts is created
to estimate the reward of each arm; and the arm with the highest upper confidence bound of estimated reward
will be selected. The acquired feedback is used to update all admissible bandit experts for this chosen arm and
their corresponding auditors. When no admissible bandit expert exists, a new bandit expert will be created and
added to the set before evaluating the recommendation candidates.

3.4.1 Context-Dependent Changes in the Piecewise Stationary Environment
Under the piecewise stationary environment described in Section 3.2, we capitalize on the unique property that,
in a contextual bandit setting, the changes of reward distribution are context-dependent. Thus we categorize
arms into two types, change-invariant and change-sensitive, between any two stationary periods. For stationary
periods i and j with their ground-truth bandit parameters ✓⇤

i and ✓⇤
j , the arm that satisfies |xT

a✓
⇤
i �xT

a✓
⇤
j |  �L

(with �L > 0) is referred as a change-invariant arm; otherwise as a change-sensitive arm. �L is a parameter
to introduce flexibility and accommodate stochastic noise, which relaxes the requirement that the change
has to be completely orthogonal to the context vector of a change-invariant arm. This makes our problem
setting more general than those in [42, 77]. An illustration of these two types of arms is provided in Figure
3.3: when the ground-truth bandit parameter changes from ✓⇤

c to ✓⇤
c+1

, although there are change-sensitive
arms, for example arm a

1

, whose expected reward changes dramatically, there are also change-invariant arms,
for example arm a

2

, whose context vectors are orthogonal to the change, i.e., xT
a (✓

⇤
c � ✓⇤

c+1

) = 0 < �L, so
that their expected reward does not change significantly even after the environment changes. For example,
mapping it back to our previous news recommendation example, if the reward change in a user was caused by
the change of sports season, the sports news and political news could be considered as the change-sensitive
and change-invariant arms respectively for this user. To differentiate the actual reward change from stochastic
noise, we impose the following assumption about the non-stationary environment, which characterizes the
detectability of reward changes between the stationary period i and j,

Assumption 2. Among the change-sensitive arms between stationary period i and j, there are at least ⇢
portion of them satisfying |xT

a✓
⇤
i � x

T
a✓

⇤
j | > �H .

This assumption requires that between any two stationary periods, there are a number of change-sensitive arms
undergo perceivable reward changes, which differentiate these two periods.

3.4.2 Dynamic Ensemble of Bandit Algorithm
In the non-stationary environment specified above, where the changes in users’ interests occasionally happen
at unknown time points, new bandit models should be rebuilt in accordance with the changes of underlying
user interest. In addition, the possible existence of change-invariant arms urges us to reuse the bandit models
estimated for those earlier periods, so that more accurate reward estimation on such arms can be achieved
sooner so as to obtain reduced regret in a new stationary period.

In order to achieve these goals, three challenges have to be addressed: (1) as the changes of the environment
are unknown to the learner, how to detect the potential change of user interests, and create new bandit models
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Figure 3.3: An illustrative example of context-dependent changes in a piecewise stationary environment. A linear reward assumption is
postulated to simplify the illustration.

to account for the change-sensitive arms in a new environment? (2) as the reward changes in each arm are
context-dependent, how to recognize the change-invariant arms at the current period such that experience from
old models can be fully utilized? And (3) which arm to choose given multiple bandit models might exist at the
same time? To avoid any potential ambiguity in our later discussions, we refer to the contextual bandit models
created for reward estimation as bandit experts.

We address the first two challenges by creating a companion bandit model for each bandit expert to monitor
its reward estimation quality. We refer to this companion bandit model as a bandit auditor. In a nutshell, a
bandit expert, who works with the context features and reward collected from its chosen arms, is responsible
for reward estimation regarding its corresponding environment. Its companion bandit auditor works with the
context features of the expert’s choices and the observed prediction errors from the bandit expert. The auditor
is responsible for assessing the expert’s prediction accuracy. At each round, every bandit auditor evaluates
whether the monitored bandit expert is admissible to make an accurate reward estimation for a given arm,
with respect to potential changes in the environment. A bandit expert being identified as admissible to a
particular arm indicates with a high probability that, either 1) no change has happened since the creation of
this bandit expert, or 2) the environment has changed, but the arm is change-invariant between this bandit
expert’s estimated reward distribution and the current period’s underlying reward distribution. This addresses
the second challenge. When no admissible bandit expert exists for a given arm, it is thus highly likely that a
change has happened, and the arm is a change-sensitive arm. This can be considered as an indicator that a new
bandit expert is needed, which addresses the first challenge.

To address the third challenge, at each round of the interactions, following the principle of optimism in the
face of uncertainty [2, 37], an arm is chosen by the upper confidence bound of reward estimation based on
an ensemble of all its admissible bandit experts. The acquired feedback for the selected arm/item is used to
update all corresponding bandit experts and their auditors. We name the resulting bandit algorithm as Dynamic
Ensemble of Bandit Experts, or DenBand in short. We describe DenBand in Algorithm 6 and discuss the key
components of it in details as follows.

Bandit Expert. Define tm as the time when bandit expert m is created. Each bandit expert m maintains
an estimated bandit parameter ˆ✓t(m) for the stationary period at tm. Define I✓

t (m) as a set of timestamps
when observation (xai , rai,i) is assigned to the bandit expert m for model update till time t (in line 24-25
of Algorithm 6). rai,i is the observed reward on arm ai at time i. Because of our linear reward structure,
ˆ✓t(m) can be readily estimated by ˆ✓t(m) = A

�1

t (m)bt(m), in which At(m) = �I +
P

i2I✓
t (m)

xaix
T
ai

,
I is a d ⇥ d identity matrix, � is the regularization coefficient in the least square regression, and bt(m) =P

i2I✓
t (m)

xairai,i.

Bandit Auditor. Denote the reward estimation error of bandit expert m on arm a at time t as ea,t(m) =

r̂a,t(m)� ra,t, in which r̂a,t(m) = x

T
a
ˆ✓t(m). We have E[ea,t(m)] = x

T
a (

ˆ✓t(m)� ✓⇤
t ), which is referred as

‘badness’ of bandit expert m on arm a at time t and leads to a linear structure for badness estimation. We
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Algorithm 6 Dynamic Ensemble of Bandit Experts (DenBand)
1: Inputs: ↵ 2 R+, � > 0, �1, �2 2 (0, 1), ⌧,�L

2: Initialize: Create and initialize bandit expert m: A1(m) = �I, b1(m) = 0, ˆ✓1(m) = 0, and its auditor: C1(m) =

�I, d1(m) = 0, ˆ�1(m) = 0. Initialize the bandit expert set M1 = {m}
3: for t = 1 to T do
4: for a 2 At do
5: Create an admissible model set for arm a: Ma

t = ;
6: for m 2Mt do
7: êa,t(m) = x

T
a
ˆ�t(m)

8: Compute B�
a,t(m) and B✓

a,t(m) by Eq (3.9) and (3.10)
9: if |êa,t(m)| < B✓

a,t(m) +B�
a,t(m) +�L then

10: Add m into Ma
t

11: if |Ma
t | = 0 then

12: Create and initialize a new bandit expert m and its auditor as in Line 2; Add m to Ma
t and Mt

13: Compute UCBa,t of arm a with bandit experts in Ma
t

14: Select an arm by at = argmaxa2A UCBa,t

15: Observe reward rat,t

16: for m 2Mat
t do

17: r̂at,t(m) = x

T
at

ˆ✓t(m), eat,t(m) = r̂at,t(m)� rat,t

18: Update {eai,i}i2I�
t (m)

according to ˆ✓t(m), and keep the size of I�
t (m) to ⌧

19: Ct+1(m) = Ct(m) + xatx
T
at , dt+1(m) =

P
i2I�

t (m)
xaieai,i

20: if m 2Mat
t and |r̂at,t(m)� rat,t|  B✓

at,t(m) +�L + ✏ then
21: At+1(m) = At(m) + xatx

T
at , bt+1(m) = bt(m) + xatrat,t

22: else
23: At+1(m) = At(m), bt+1(m) = bt(m)

24: ˆ✓t+1(m) = At+1(m)

�1
bt+1(m)

25: ˆ�t+1(m) = Ct+1(m)

�1
dt+1(m)

create a new bandit model with the target parameter for estimation as �⇤
t (m) =

ˆ✓t(m)� ✓⇤
t , and refer to it as

the bandit auditor of bandit expert m. We maintain and update the bandit auditors in a similar manner as that in
bandit experts. Denote I�

t (m) as a set of timestamps when observation
�
xai , eai,i(m)

�
is assigned to the bandit

auditor for bandit expert m up to time t (line 21-23 in Algorithm 6). The bandit auditor estimates �⇤
t (m) by

ˆ�t(m) = C

�1

t (m)dt(m), in which Ct(m) = �I+
P

i2I�
t (m)

xaix
T
ai

and dt(m) =

P
i2I�

t (m)

xaieai,i(m).
Intuitively, the bandit auditor for expert m evaluates whether an arm a at time t is change-invariant to the
reward distributions specified by ✓⇤

t and ✓⇤
tm . The definition of badness requires us to update ea,t(m) of

all observations in I�
t (m) whenever ˆ✓t(m) is updated or ✓⇤

t is changed. But as the environment change is
unknown to the learner, this update is infeasible. We decide to only accumulate the most recent ⌧ observations
in I�

t (m) for auditor update, and prove this still provides us a high probability bound of each bandit auditor’s
badness estimation in our regret analysis,

|êa,t(m)� E[ea,t(m)]|  B�
a,t(m) (3.9)

where B�
a,t(m) =

�
�2

q
d ln(�+|I�

t (m)|
��2

) +

p
�
�
kxak

C

�1
t (m)

.

Bandit Expert Selection. Based on Eq (3.9) and our badness definition, we have |êa,t(m)|  E[ea,t(m)] +

B�
a,t(m)  |xT

a
ˆ✓t(m)� x

T
a✓

⇤
tm |+ |xT

a✓
⇤
tm � x

T
a✓

⇤
t |+B�

a,t(m). The first part on the right-hand side of this
inequality is the reward estimation quality of bandit expert m, which can be bounded by,

|xa
ˆ✓t(m)� xa✓

⇤
tm |  B✓

a,t(m, a) (3.10)

where B✓
a,t(m, a) =

⇣
3�2

q
d ln(�+|I✓

t (m)|
��1

) +

p
�
⌘
kxak

A

�1
t (m)

. We should note that this bound is different
from those for classical linear bandit algorithms (e.g., [37]), since it also has to account for the possible
contamination from change-invariant arms (as we do not restrict �L to zero). The second part on the right-
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hand side can be bounded by �L, if no change has happened since tm or the arm a is change-invariant between
tm and t. As a result, the condition |êa,t(m)| < B✓

a,t(m)+B�
a,t(m)+�L in line 9 of Algorithm 6 determines

if the bandit expert m is admissible to arm a at time t (supported by Lemma 9 and 10 in Section 3.4.3). When
there is no admissible bandit expert for arm a, a new bandit expert needs to be created to account for the
detected change of environment (line 13-15 in Algorithm 6).

Arm Selection. We appeal to the Upper Confidence Bound (UCB) principle [2, 37] to select an arm from the
candidate arm pool (line 18 of Algorithm 6). With the above bandit expert selection strategy, for arm a at time
t, we might collect a set of admissible bandit experts Ma

t , and each admissible bandit expert m gives us an
upper confidence bound of reward estimation for arm a: UCBa,t(m) = x

T
a
ˆ✓t(m) +B✓

a,t(m). Therefore, we
need to integrate UCBa,t(m) from multiple bandit experts (line 16 of Algorithm 6). We propose two strategies
for this purpose, each of which has its own advantages; but both of them lead to the same upper regret bound
(proved in Theorem 10 of Section 3.4.3).

Option 1: Average ensemble. For each arm, as in principle every admissible bandit expert is ‘legitimate’ to
give a reward prediction for this arm, we compute an average upper confidence bound of reward based on
all admissible expert models: UCBa,t =

1

|Ma
t |
P

m2Ma
t

UCBa,t(m). This ensemble helps reduce variance in
reward estimation among the admissible bandit experts, but might be disturbed by some least qualified bandit
experts.

Option 2: Lower confidence bound of badness. Although every admissible bandit expert is guaranteed to
have small enough badness to make an accurate reward prediction on the chosen arm, the uncertainty of their
auditors’ badness estimation may differ, which introduces another level of trade-off between exploitation and
exploration in bandit expert selection. By applying the Lower Confidence Bound (LCB) principle (as we want
to minimize the badness of chosen bandit experts), we select a bandit expert from Ma

t by the LCB of its
auditor’s estimated badness: m̃a,t = argminm2Ma

t

�
|êa,t(m)|�B�

a,t(m)

�
, and compute the UCB of arm a

using the selected bandit expert m̃a,t.

Model Update. Once the feedback (xat , rat) is obtained from the environment on the selected arm at, we
update the bandit experts and auditors in this arm’s admissible model set (line 20-31 in Algorithm 6). In
particular, we compare the acquired feedback against each bandit expert’s estimation (line 24) to decide
whether we should update the bandit expert to improve its reward estimation or the bandit auditor to improve
its badness estimation. This decision comes from two factors that cause the observed reward estimation error:
1) large noise from the environment; 2) the arm is actually not change-invariant. Large noise may happen, but
with a very small probability, as it follows a Gaussian distribution. Define ✏ =

p
2�erf�1

(�
1

� 1), in which
� is the standard deviation of the Gaussian noise in reward feedback, and erf(·) is the Gauss error function.
Violating the condition |r̂a,t(m) � ra,t|  B✓

a,t(m) + �L + ✏ suggests that the chosen arm might not be
change-invariant, such that the bandit expert should not be updated but the bandit auditor should be. This
selective update strategy helps reduce erroneous observations in both bandit experts and auditors.

3.4.3 Regret Analysis
We first provide high probability bounds of bandit experts’ reward estimation and bandit auditor’s badness
estimation in the following theorem.

Theorem 9 (Confidence Bounds). We define Smin as the length of the shortest stationary period up to time T
and tc(m) as the first change point in the environment after bandit expert m is created. When Assumption 2 is

satisfied with �H > 4

p
�+�L and �L 

�2
q

d� ln

�+T
��1

T , and 1 < ⌧  Smin
�2

q
d� ln

�+T
��1

2⇢T , at time t for any

�
1

2 (0, 1), �
2

2 (0, 1) and �
3

= 1� (1� �
1

)

⇥
(1� �

2

)(1� �
1

)⇢
⇤
max{t�tc(m),0}, with a probability at least

1� �
3

, for any arm a all the bandit experts in Algorithm 6 satisfy,

|xT
a
ˆ✓t(m)� x

T
a✓

⇤
tm |  B✓

a,t(m, a) (3.11)



3.4 Dynamic Ensemble of Bandits 44

If there is no environment change in the past ⌧ iterations, with a probability at least 1� �
2

, all bandit auditors
at time t satisfy,

|xT
a
ˆ�t(m)� x

T
a�

⇤
t |  B�

a,t(m, a) (3.12)

And with a probability at least 1� �
3

, all the selected bandit experts in Ma
t for arm a satisfy,

|xT
a
ˆ✓t(m)� x

T
a✓

⇤
t |  �L +B✓

a,t(m) (3.13)

This theorem specifies the threshold of minimum reward change for change-sensitive arms, i.e., �H , which
decides whether a change is detectable by our algorithm. We can further relax the threshold to 2B✓

a,t(m) +

2B�
a,t(m) +�L, which is shrinking over time and related to the current model uncertainties of the bandit

expert and auditor. This would allow us to recognize more subtle reward changes across different stationary
periods so as to improve the model estimation quality on the fly. On the other hand, �L is the threshold
deciding whether an arm is change-invariant with respect to two stationary periods. It is thus the resolution of
our bandit experts in recognizing the ground-truth bandit parameters of their designated periods. Note, �L is a
parameter of the environment, rather than a parameter of our model. The parameter ⌧ determines the number of
most recent observations used for estimating the bandit auditors. Although a larger ⌧ naturally leads to better
badness estimation quality in the auditors, it cannot be arbitrarily large as it brings in out-of-date observations
to the auditors. Theorem 9 imposes an upper bound of ⌧ to guide the practical use of our algorithm.

In the following two lemmas, we bound the probability of false-negative and false-positive selection of bandit
experts, which proves the validity of our designed bandit expert selection strategy.

Lemma 9. A false negative selection happens when the bandit expert m is not selected in its designated
period or for the truly change-invariant arms to it in other periods. Denote the probability of a false negative
selection as PFN. At time t, we have PFN = P

�
|êa,t(m)| > B✓

a,t(m) + B�
a,t(m) +�L

�� |xT
a✓

⇤
t � x

T
a✓

⇤
tm | 

�L

�
 (1� �

2

)(1� �
3

), in which �
2

and �
3

are defined in Theorem 9.

Lemma 10. A false positive selection happens when the environment has changed and the current arm is
change-sensitive to a particular bandit expert m, but the bandit expert is mistakenly selected. Denote the
probability of a false negative selection as PFP. When Assumption 2 holds and �H > 4

p
� + �L, we

have at time t > tc(m), PFP = P
�
|êa,t(m)|  B✓

a,t(m) + B�
a,t(m) + �L

�� |xT
a✓

⇤
t � x

T
a✓

⇤
tm | > �L

�


1�
�
(1� �

1

)(1� �
2

)⇢
�t�tc(m), in which �

1

and �
2

are defined in Theorem 9.

Intuitively, a false negative selection of bandit experts happens when both the reward and badness estimations
on a change-invariant arm exceed their confidence bounds; and a false positive selection happens when a
change-sensitive arm undergoes substantial reward change but both the expert’s reward estimation and the
auditor’s badness estimation still stay within their confidence bounds. Putting all these analyses together, we
have the following regret bound for our proposed algorithm.

Theorem 10 (Regret bound of DenBand). Under the same condition as stated in Theorem 9, and (�
2

+ �
3

�
�
2

�
3

)  1

2Smax
, using any bandit expert in Ma

t for UCB-based arm selection guarantees that with a probability
at least (1� �

3

)(1� �
2

) the expected accumulated regret of DenBand up to time T can be bounded as,

R(T ) 2�T

⇣
3�2

r
d ln

�+ UT

��1
+

p
�
⌘r

Smaxd ln(�+

Smax

d
) + (

1

⇢
+ 2)�2

r
d� ln

�+ T

��1

where Smax is the length of the longest stationary period up to time T , �T is the total number of environment
changes till T , and UT = max{|I✓

T (m)|}m2MT .

UT is the maximum number of updates taken among any of the bandit experts, and it is clearly smaller than
T . Hence the accumulated regret is in the order of O(�T

p
Smax lnT lnSmax), which is arguably a very tight

upper regret bound without any further assumption about the environment.
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Theorem 10 provides a general upper regret bound of our DenBand in the order of O(�T

p
Smax lnT lnSmax).

To better interpret this upper regret bound under different circumstances, we consider the following two special
environment cases. Case 1: When the changes are evenly (or almost evenly) distributed, i.e., Smax = S =

T
�T

,
the resulting regret bound can be rewritten as O(

p
�TT lnT ), which matches the general lower regret bound

in an abruptly changing environment proved in [39] without further assumptions about the environment. Case
2: When the distribution of changes are highly unbalanced such that there is a single very long stationary
period and many very short stationary periods, by denoting the short periods with a superscript ‘s’, the final
upper regret bound can be rewritten as O(

p
Smax lnT lnSmax + �T

p
Ss

max lnT lnSs
max) where Ss

max ⌧ Smax.
For example, when Ss

max ⌧ Smax
�

2
T

, the regret can be further upper bounded by O(

p
Smax lnT lnSmax), which

matches and is better than the upper regret bound of running a single contextual bandit over the whole period
(as Smax < T ).

Our regret analysis in those two special cases supports the validity of DenBand, and we can further generalize
our analysis of it under other reward assumptions. In particular, our theoretical analysis supports that any
contextual bandit algorithm can be used as a bandit expert in DenBand, as long as its reward estimation error is
bounded with a high probability, which corresponds to B✓

t (m, a) in Eq (3.11). The overall regret of DenBand
will only be a factor of the actual number of changes in the environment, which is arguably inevitable without
further assumptions about the environment.

3.5 Experiments
We tested dLinUCB and DenBand on a comprehensive set of evaluation datasets, which include a synthetic
dataset and three real-world recommendation datasets. We compared dLinUCB and DenBand against the
following bandit baselines: LinUCB [2], a reference stationary linear contextual bandit algorithm; AdTS [41],
WMDUCB1 [42], and Meta-Bandit [40], which are state-of-the-art bandit algorithms for piecewise stationary
environment. For DenBand, we tested two variants of it: DenBand-lcb, which uses lower confidence bound of
badness to select a bandit expert, and DenBand-avg, which takes the average reward UCBs from all admissible
bandit experts.

Experiments on Synthetic Dataset

• Simulation Settings. In simulation, we generate a size-K (K = 1000) arm pool A, in which each arm a is
associated with a feature vector xa 2 Rd with d = 10, kxak2  1. Similarly, we create a set of ground-truth
bandit parameters ✓⇤ 2 Rd with k✓⇤k

2

 1, which are not disclosed to the learners. The standard deviation of
Gaussian noise � on the reward is set to 0.05 by default. To simulate an abruptly changing environment, after
every S rounds, we randomize ✓⇤ with respect to the constraint that at least ⇢ portion of arms in A satisfy
|xT

a✓
⇤
tcj
� x

T
a✓

⇤
tcj+1

| > �H . And by default, we set S to 200, �H to 0.7, and ⇢ to 0.2.
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Figure 3.4: Performance comparison on a synthetic dataset.

• Empirical Regret Comparisons. Under this simulation setting, we execute all algorithms 1000 iterations
and report their accumulated regret in Figure 3.4 (a). Because LinUCB imposes a stationary assumption about
the environment, it suffers almost linearly increasing regret after the first change point. AdTS can react to the
environment changes, but it is slow in doing so and thus still tends to accumulate large regret after the changes
happen. All of our proposed algorithms, dLinUCB, DenBand-lcb, and DenBand-avg, can quickly identify
the changes and create corresponding bandit experts to capture the new reward distributions. The solid and
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Table 3.1: Accumulated regret with different settings of the non-stationary environment.

(�, �H , S, ⇢) (.05, .7, 200, .8) (.1, .7, 200, .8) (.05, .7, 400, .8) (.05, .5, 200, .8) (.05, .5, 200, .5) (.05, .5, 200, .2)
DenBand-lcb 22.48 ± 3.12 36.68 ± 6.64 16.55 ± 1.48 23.24 ± 3.01 18.96 ± 1.96 22.45 ± 2.32
DenBand-avg 25.54 ± 3.88 33.87 ± 4.13 13.08 ± 2.12 23.51 ± 2.55 20.40 ± 2.06 19.87 ± 1.85

dLinUCB 35.12 ± 2.20 54.58± 3.56 22.33 ± 2.83 35.72 ± 2.05 34.45 ± 2.83 36.65 ± 2.10
AdTS 65.16± 20.30 67.43 ± 21.49 38.61 ± 5.08 70.74 ± 26.60 58.59 ± 14.13 52.45 ± 14.21

LinUCB 253.22 ± 7.12 263.14 ± 11.76 257.50 ± 8.07 216.60 ± 11.32 206.29 ± 15.71 164.68 ± 8.98
WMDUCB1 519.73 ± 21.53 528.48 ± 23.63 473.13 ± 43.29 484.23 ± 17.73 404.17 ± 10.95 372.30 ± 9.68
Meta-Bandit 585.70 ± 3.72 585.97 ± 4.62 499.83 ± 5.14 454.56 ± 4.29 412.30 ± 2.68 362.96 ± 2.17

Table 3.2: Accumulated regret with different hyperparameter configurations.

(⌧ , �L) (30, 0.0 ) (50, 0.0 ) (100, 0.0) (100, 0.025) (100, 0.05) (100, 0.1) (100, 0.15)
DenBand-lcb 24.36 ± 4.23 22.48 ± 3.12 18.36 ± 3.27 19.27 ± 1.74 19.58 ± 1.38 21.08 ± 3.17 23.75 ± 5.96
DenBand-avg 25.73 ± 1.53 21.19 ± 3.29 19.04 ± 1.65 19.52 ± 2.10 22.78 ± 2.19 26.84 ± 4.03 31.81 ± 6.08

dLinUCB 35.08 ± 2.59 35.12 ± 2.20 42.86 ± 2.23 - - - -
AdTS 94.90 ± 13.08 65.16 ± 20.30 91.31 ± 20.08 - - - -

dashed vertical lines in Figure 3.4 (a) show the actual and detected change points by DenBand-lcb, respectively.
We can clearly notice that DenBand can almost immediately respond to the changes in the environment. To
improve visibility of Figure 3.4 (a), WMDUCB and Meta-Bandit are excluded.

In addition, we also include two oracle algorithms in Figure 3.4 (a). One is to start a new bandit expert at
each change point and only uses it in this period, named as OracleRestart. The other, named as OracleReuse,
maintains one bandit expert for each stationary period and uses all ground-truth reusable experts for reward
estimation in change-invariant arms. Both dLinUCB and DenBand perform quite closely to such optimal
algorithms, although it does not get access to the ground-truth environment changes. Figure 3.4 (b) shows the
parameter estimation quality (i.e., the L2 difference between the estimated parameter and the ground truth
parameter) for four dynamically created bandit experts in DenBand-lcb. For comparison, we also include the
estimation quality of experts from the OracleReuse algorithm. The good estimation quality of each bandit
expert in DenBand further verifies our conclusion in Theorem 9 about the confidence bound of admissible
bandit experts’ estimation quality.

• Sensitivity to Environment Settings. According to our regret analysis, the performance of DenBand and
dLinUCB depend on the environment settings: including standard deviation � in the Gaussian noise, length
S of the stationary period, proportion ⇢ of change-sensitive arms (used only in DenBand), and magnitude
�H of reward change. We varied them in simulation to investigate their influence on the algorithms. We ran
all algorithms for 10 times and reported the mean and standard derivation of obtained accumulated regret
in Table 3.1. DenBand consistently achieved the best performance against all baselines in all environment
settings. As expected, a larger noise level � leads to worse regret in almost all algorithms. Since T is fixed in
our simulation, a smaller S leads to a larger �T , which linearly scales DenBand’s regret. When �H becomes
smaller, the regret of the two variants of DenBand and AdTS is further reduced. This is because once �H

satisfies the requirement in Theorem 9, the change can be confidently detected. Meanwhile, because of a
smaller �H , the added regret from using a false-positive bandit expert becomes smaller. Lastly, ⇢ does not
seriously affect the performance of DenBand, which indicates that the algorithm is robust to ⇢ as long as
Assumption 2 is satisfied.

• Sensitivity to Hyper-Parameters. To verify the robustness of our proposed algorithm, we studied the effect
of two important hyper-parameters in Table 3.2: ⌧ , which determines the number of most recent observations
used in bandit auditors, and �L, which introduces flexibility and accounts for the existence of change-invariant
arms with infinitesimal reward shift. As a comparison, we also studied the effect of ⌧ on dLinUCB and AdTS,
which also use a sliding window for change detection. From Table 3.2, we can find that both variants of
DenBand are robust to its parameter ⌧ as long as it falls into the required range. This result verified our
theoretical analysis about the role of ⌧ in Theorem 9, which defines an upper and lower bound of ⌧ for the
proved confidence bound. On the contrary, the baselines, especially AdTS, are very sensitive to the setting of ⌧ .
For the parameter �L, DenBand-lcb is very robust to it, but DenBand-avg is not. This can be explained from
two perspectives: 1). As �L accounts for the existence of change-invariant arms with infinitesimal reward
shift, it should be upper bounded as required in Theorem 9. 2). When �L is set too large, inadmissible bandit
experts may be mistakenly selected. In this case, DenBand-avg suffers from a contaminated average ensemble
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Figure 3.5: Effect of hyper-parameters on DenBand on two real-world datasets
of bandit experts in reward prediction. DenBand-lcb reduces the risk by selecting a bandit expert by its lower
confidence bound of estimated badness.

Experiments on Real-World Datasets

• Datasets. We tested all algorithms on the following three real-world recommendation datasets.

The first dataset is a large collection of Yahoo frontpage recommendation log, made available by the Yahoo
Webscope program [2]. Unbiased offline evaluation is performed on this dataset following the offline evaluation
protocol used in [2,3]. The second dataset is a user click log collected from the Snapchat lens recommendation
platform over a one-week period. This dataset contains several hundred millions of anonymous observations
related to 495 unique lenses and more than five hundred thousand randomly selected users. Each observation
contains anonymous user id, a lens id which is recommended by the logging policy, and corresponding user
actions on this lens. Each lens is associated with an 8-dimensional feature vector constructed by historical
click statistics. The sharing-related actions on items are considered as positive user click feedback. Due to
the sparsity of observations, users are grouped into 22 groups according to their demographic information
and estimate one bandit model in each user group. The same offline evaluation protocol is used here as in the
Yahoo news recommendation dataset.

The third data is LastFM dataset, which is introduced in Section 2.2. And we followed [40] to simulate a
non-stationary environment: we ordered observations chronologically inside each user and built a single hybrid
user by merging different users. Hence, the boundary between two consecutive batches of observations from
two original users is treated as the preference change of the hybrid user.

• Recommendation Quality In Figure 3.6 (a), we report normalized Click-Through Rate (CTR) from different
algorithms based on the corresponding logged random strategy’s CTR on the Yahoo dataset. We set ⌧ to 2,000
and �L to 0.3 based on the hyper-parameter tuning results. From Figure 3.6 (a), we can find that DenBand-lcb
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Figure 3.6: Normalized CTR comparison on three real-world datasets.

Figure 3.7: Word cloud of tags from four identified user groups in dLinUCB on LastFM dataset.
achieves significant improvement compared with all baselines, especially at the beginning of the testing period.
WMDUCB1 performs the worst as it cannot utilize any available context information. We also looked into
the detected change points by DenBand-lcb, and found that it detected 25 changes in total, and we plotted
12 of them in Figure 3.6 (a) using vertical lines (to increase the visibility of the figure). We can find a close
correspondence between its detected change points and its performance improvement.

Using the same evaluation protocol, we report the CTR ratio between different algorithms and the logging
policy on the Snap dataset in Figure 3.6 (b). We set ⌧ to 500 and �L to 0.1. On this dataset, the context-
free algorithms perform significantly worse than the contextual ones, so that we excluded them from the
comparisons. The results show that our algorithms achieve a 29% - 31% improvement comparing to the
logging policy and a 3.1% improvement against LinUCB in a per-user basis. Comparing to AdTS, although our
proposed algorithm performs similarly at the beginning, it caught up very quickly later. We plot the detected
change points for the two largest groups of users (users in the same group share the same set of bandit experts)
in Figure 3.6 (b) using vertical lines of different colors, which well correlate with performance improvement
during the adaptive recommendation process.

The ratio between reward from the bandit algorithms and that from a random selection policy on the LastFM
dataset is reported in Figure 3.6 (c), where �L is set to 0.1 and ⌧ to 300. From this result, we can see that
DenBand, especially DenBand-avg outperforms all the baselines. LinUCB performs the worst as it failed to
capture the non-stationarity of the environment. Since the distribution of items is highly skewed [15], the
context-free bandits perform very poorly on this dataset. We, therefore, decided to exclude them from the
comparison in the figure.

Qualitative Analysis. To illustrate dLinUCB’s effectiveness in change detection and reveal how DenBand
recognizes the changes in users’ interests in a context-dependent manner, we did a Quantitive Analysis on the
LastFM dataset.

For dLinUCB, We qualitatively studied those created slave models to investigate what kind of stationarity they
have captured. On the LastFM dataset, each user is associated with a list of tags he/she gave to the artists. The
tags are usually descriptive and reflect users’ preference for music genres or artist styles. In each slave model,
we use all the tags from the users being served by this model to generate a word cloud. Figure 3.8 are four
representative groups identified on LastFM, which clearly correspond to four different music genres – rock
music, metal music, pop music, and hip-hop music. dLinUCB recognizes those meaningful clusters purely
from user click feedback.
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Figure 3.8: Word cloud visualization of two bandit experts and their auditors from DenBand on LastFM. In each of the word cloud groups,
the left one shows the tags from high reward items selected by the bandit expert; the upper right one shows tags from change-invariant
items, and the lower right one shows tags collected from change-sensitive items according to the bandit auditor, respectively.

We looked into the high reward items, change-invariant items, and change-sensitive items according to our
sequentially created bandit experts and their corresponding auditors on the LastFM dataset. For each bandit
expert and auditor pair, we used the learned models in the bandit expert to get the top 500 high reward items,
and used its auditor to get the top 500 change-invariant items and top 500 change-sensitive items separately. As
each item is associated with some short text descriptions provided by the users, we then generated word clouds
for each group of those selected items to summarize the learned bandit models in Figure 3.8. It is interesting to
find that change-invariant items tend to be related to geographical regions. For example, the change-invariant
items in group 1 are mostly about Brazilian music, and those in group 2 are related to Japanese music. The
change-sensitive items are mostly related to those more common genres of music. And the high reward items
are a mix of these two types. Hence recognizing the changing and stable users’ interest is essential in making
satisfactory recommendations.

3.6 Unifying Non-stationary Bandit With Clustering of Bandit
As introduced in previous sections of this chapter, in stochastic non-stationary environments, for example,
the piecewise stationary environment studied in this dissertation, the reward mapping function becomes
time-variant. A working solution needs to either properly discount historical observations [80–82] or detect
the change points and reset the model estimation accordingly [83–86] as that in dLinUCB and DenBand. In
online clustering of bandits, grouping structures of bandit models are assumed in a population of users, e.g.,
users in a group share the same bandit model. But instead of assuming an explicit dependency structure, e.g.,
leveraging existing social network among users [65, 87], online clustering of bandits aim to simultaneously
cluster and estimate the bandit models during the sequential interactions with users [45, 52, 88, 89]. Its essence
is thus to measure the relatedness between different users’ bandit models. Typically, confidence bound of
model parameter estimation [45] or reward estimation [88] is used for this purpose.

So far these two problems have been studied in parallel, but the key principles to solve them overlap con-
siderably. On the one hand, mainstream solutions for piecewise stationary bandits detect change points
in the underlying reward distribution by comparing the observed rewards [84] or the quality of estimated
rewards [83, 85, 86] in a window of consecutive observations. If a change happens in the window, the designed
statistics of interest will exceed a threshold with a high probability. This is essentially a sequential hypothesis
testing of a model’s fitness [90]. On the other hand, existing solutions for the online clustering of bandits
evaluate if two bandit models share the same set of parameters [45, 52] or the same reward estimation on a
particular arm [88]. This can also be understood as a goodness-of-fit test between models.

In this work, we take the first step to unify these two parallel strands of bandit research under the notion of test
of homogeneity. We address both problems by testing whether the collection of observations in a bandit model
follows the same distribution as that of new observations (i.e., change detection in non-stationary bandits) or
of those in another bandit model (i.e., cluster identification in online clustering of bandits). Built upon our
solution framework, bandit models can operate on individual users with much stronger flexibility, so that new
bandit learning problems can be created and addressed. For example, learning in a clustered non-stationary
environment, where the individual models are reset when a change of reward distribution is detected and
merged when they are determined as identical. Our rigorous regret analysis and extensive empirical evaluations
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Figure 3.9: Online bandit learning in a non-stationary and clustered environment. The environment setting is shown on the left side of
the figure, where each user’s reward mapping function undergoes a piecewise stationary process; and the reward mapping functions are
globally shared across users. The proposed DyClu algorithm is illustrated on the right side of the figure. The model has a two-level
hierarchy: at the lower level, individual users’ bandit models are dynamically maintained; and at the upper level, a unified test of
homogeneity is performed for the purpose of change detection and cluster identification among the lower-level user models.

demonstrate the value of this unified solution, especially its advantages in handling various assumptions about
the environment.

We first formulate the problem setup studied in this work. Then we describe two key components pertaining
to non-stationary bandits and online clustering of bandits, and pinpoint the essential equivalence between
them under the notion of homogeneity test, which becomes the cornerstone of our unified solution. Based on
our construction of the homogeneity test, we explain the proposed solution to the problem, followed by our
theoretical analysis of the resulting upper regret bound of the proposed solution.

Problem formulation

To offer a unified approach that addresses the two target problems, we formulate a general bandit learning
setting that encompasses both non-stationarity in individual users and existence of clustering structure among
users. We consider the contextual bandit problem introduced in Section 1.1 in the following environment:
At each time t = 1, 2, ..., T , the learner interacts with an arbitrary user indexed by it from a set of n
users U = {1, ..., n}. Denote the set of time steps when user i 2 U is served up to time T as Ni(T ) =

{1  t  T : it = i}. Among time steps t 2 Ni(T ), user i’s parameter ✓i,t changes abruptly at arbitrary time
steps {ci,1, ..., ci,�i(T )�1

}, but remain constant between any two consecutive change points. �i(T ) denotes
the total number of stationary periods in Ni(T ). The set of unique parameters that ✓i,t takes for any user at any
time is denoted as {�k}mk=1

and their frequency of occurrences in T is {pk}mk=1

. Note that the ground-truth
linear parameters, the set of change points, the number and frequencies of unique parameters are unknown to
the learner. Moreover, the number of users, i.e., n, and the number of unique bandit parameters across users,
i.e., m, are finite but arbitrary.

Our problem setting defined above is general. The non-stationary and clustering structure of an environment
can be specified by different associations between {✓i,t}ni=1

and {�k}mk=1

across users over time t = 1, 2, ..., T .
For instance, by setting n > m and �i(T ) = 1, 8i 2 U , the problem naturally reduces to the online clustering
of bandits problem, which assumes sharing of bandit models among users with stationary reward distributions.
By setting n = 1, m > 1 and �i(T ) > 1, 8i 2 U , it reduces to the piecewise stationary bandits problem,
which only concerns a single user with non-stationary reward distributions in isolation.

To make our solution compatible with existing work in non-stationary bandits and clustered bandits, we
introduce the following three commonly made assumptions about the environment.

Assumption 3 (Change detectability [85]). For any user i 2 U and any change point c in user i, there exists
� > 0 such that at least ⇢ portion of arms satisfy: |x>✓i,c�1

� x

>✓i,c| > �.

Assumption 4 (Separateness among {�k}mk=1

[45, 88, 89]). For any two different unique parameters �i 6= �j ,
we have k�i � �jk � � > 0.
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Assumption 5 (Context regularity [45, 88, 89]). At each time t, arm set Ct is generated i.i.d. from a sub-
Gaussian random vector X 2 Rd, such that E[XX>

] is full-rank with minimum eigenvalue �0 > 0; and the
variance &2 of the random vector satisfies &2  �02

8 ln 4K .

The first assumption establishes the detectability of change points in each individual user’s bandit models over
time. The second assumption ensures separation within the global unique parameter set shared by all users,
and the third assumption specifies the property of context vectors. Based on these assumptions, we establish
the problem setup in this work and illustrate it on the left side of Figure 3.9.

3.6.1 Test Statistic for Homogeneity
As discussed in Section 3.3 and 3.4, the key problem in non-stationary bandits is to detect changes in the
underlying reward distribution, and the key problem in online clustering of bandits is to measure the relatedness
between different models. We view both problems as testing homogeneity between two sets of observations to
unify these two seemingly distinct problems. For change detection, we test homogeneity between recent and
past observations to evaluate whether there has been a change in the underlying bandit parameters for these two
consecutive sets of observations. For cluster identification, we test homogeneity between observations of two
different users to verify whether they share the same parameters. On top of the test results, we can operate the
bandit models accordingly for model selection, model aggregation, arm selection, and model update.

We use H
1

= {(xi, yi)}t1i=1

and H
2

= {(xj , yj)}t2j=1

to denote two sets of observations, where t
1

, t
2

� 1

are their cardinalities. (X

1

,y
1

) and (X

2

,y
2

) denote design matrices and feedback vectors of H
1

and H
2

respectively, where each row of X is the context vector of a selected arm and the corresponding element in y

is the observed reward for this arm. Under our linear reward assumption, 8(xi, yi) 2 H
1

, yi ⇠ N(x

>
i ✓1,�

2

),
and 8(xj , yj) 2 H

2

, yj ⇠ N(x

>
j ✓2,�

2

). The test of homogeneity between H
1

and H
2

can thus be formally
defined as testing whether ✓

1

= ✓
2

, i.e., whether observations in H
1

and H
2

come from a homogeneous
population.

Because ✓
1

and ✓
2

are not observable, the test has to be performed on their estimates, for which maximum
likelihood estimator (MLE) is a typical choice. Denote MLE for ✓ on a dataset H as # = (X

>
X)

�
X

>
y,

where (·)� stands for generalized matrix inverse. A straightforward approach to test homogeneity between
H

1

and H
2

is to compare k#
1

� #
2

k against the estimation confidence on #
1

and #
2

. The clustering methods
used in [45, 88] essentially follow this idea. However, theoretical guarantee on the false negative probability of
this method only exists when the minimum eigenvalues of X>

1

X

1

and X

>
2

X

2

are larger than a predefined
threshold. In other words, only when both H

1

and H
2

have sufficient observations, this test is effective.

We appeal to an alternative test statistic that has been proved to be uniformly most powerful for this type of
problems [91–93]:

s(H
1

,H
2

)=

||X
1

(#
1

� #
1,2)||2+||X

2

(#
2

� #
1,2)||2

�2

(3.14)

where #
1,2 denotes the estimator using data from both H

1

and H
2

. The knowledge about �2 can be relaxed by
replacing it with empirical estimate, which leads to Chow test that has F-distribution [91].

When s(H
1

,H
2

) is above a chosen threshold �, it suggests the pooled estimator deviates considerably from
the individual estimators on two datasets. Thus, we conclude ✓

1

6= ✓
2

; otherwise, we conclude H
1

and
H

2

are homogeneous. The choice of � is critical, as it determines the type-I and type-II error probabilities
of the test. Upper bounds of these two error probabilities are given below and their proofs are provided in
Appendix D.

Theorem 11. The test statistic s(H
1

,H
2

) follows a non-central �2 distribution s(H
1

,H
2

) ⇠ �2

(df, ) ,

where the degree of freedom df = rank(X
1

) + rank(X
2

)� rank(


X

1

X

2

�
), and the non-centrality parameter
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"
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Algorithm 7 Dynamic Clustering of Bandits (DyClu)

1: Input: sliding window size ⌧ , �, �e 2 (0, 1), threshold for change detection and neighbor identification
�e and �c, and regularization parameter �

2: Initialization: for each user model Mi,0, 8i 2 U : Ai,0 = 0 2 Rd⇥d, bi,0 = 0 2 Rd, Hi,0 = ;, êi,0 = 0;
the set of outdated user models O

0

= ;, and up-to-date user models U
0

= {Mi,0}i2U
3: for t = 1, 2, ..., T do
4: Observe user it 2 U , and set of available arms Ct = {xt,1, ..., xt,K}
5: Choose arm xt 2 Ct by Eq 3.15: argmax

x2Ct
x

>
ˆ✓
ˆVit,t�1

+ CB
ˆVit,t�1

(x)

6: Observe reward yt from user it
7: Compute eit,t = 1

�
S(Hit,t�1

, (x>
t , yt)) > �e

 

8: Update êit,t =
P

˜tit (⌧)<jt:ij=it
eit,j

9: if êit,t  1� F (�e; 1, 0) +
q

log 1/�e
2⌧ then

10: if eit,t = 0 then
11: Mit,t: Hit,t = Hit,t�1

[ (xt, yt), Ait,t = Ait,t�1

+ xtx
>
t , bit,t = bit,t�1

+ xtyt

12: else
13: Ot = Ot�1

[Mit,t�1

, êit,t = 0

14: Replace Mit,t�1

with Mit,t = (Ait,t = 0, bit,t = 0,Hi,t = ;) in Ut

15: Update user it’s neighborhood: ˆVit,t = {M 2 Ut [Ot : S(Hit,t,H)  �c}

Lemma 11. When ✓
1

= ✓
2

,  = 0; the type-I error probability can be upper bounded by:

P
�
s(H

1

,H
2

) > �|✓
1

= ✓
2

�
 1� F (�; df, 0),

where F (�; df, 0) denotes the accumulated density function of distribution �2

(df, 0) evaluated at �.

Lemma 12. When ✓
1

6= ✓
2

,  � 0; the type-II error probability can be upper bounded by,

P
�
s(H

1

,H
2

)  �|✓
1

6= ✓
2

�

(
F
⇣
�; d, ||✓1�✓2||2/�2

1/�min(X
>
1 X1)+1/�min(X

>
2 X2)

⌘
, if X

1

and X

2

are full-rank.

F (�; df, 0), otherwise.

These error probabilities are the key concerns in our problem: in change detection, they correspond to the early
and late detection of change points [85]; and in cluster identification, they correspond to missing a user model
in the neighborhood and placing a wrong user model in the neighborhood [45]. The uniformly most powerful
property of the test defined in Eq (3.14) guarantees its sensitivity is optimal at any level of specificity.

3.6.2 Dynamic Clustering of Bandits
In the environment specified in Section 3.6, the user’s reward mapping function is piecewise stationary (e.g.,
the line segments on each user’s interaction trace in Figure 3.9), which calls for the learner to actively detect
changes and re-initialize the estimator to avoid distortion from outdated observations [83–86, 94]. A limitation
of these methods is that they do not attempt to reuse outdated observations because they implicitly assume
each stationary period has an unique parameter. Our setting relaxes this by allowing for existence of identical
reward mappings across users and time (e.g., the orange line segments in Figure 3.9), which urges the learner
to take advantage of this situation by identifying and aggregating observations with the same parameter to
obtain a more accurate reward estimation.

Since neither the change points nor the grouping structure is known, in order to reuse past observations while
avoiding distortion, the learner needs to accurately detect change points, stores observations in the interval
between two consecutive detection together, and then correctly identify intervals with the same parameter as
the current one. in this work, we propose to unify these two operations using the test in Section 3.6.1, which
leads to the algorithm Dynamic Clustering of Bandits, or DyClu in short. DyClu forms a two-level hierarchy
as shown in Figure 3.9: at the lower level, it stores observations in each interval and their sufficient statistics
in a user model; at the upper level, it detects change in user’s reward function to decide when to create new
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user models and clusters individual user models for arm selection. Detailed steps of DyClu are explained in
Algorithm 7.

The lower level of DyClu manages observations associated with each user i 2 U in user models, denoted by
Mi,t. Each user model Mi,t = (Ai,t,bi,t,Hi,t) stores:

1. Hi,t: a set of observations associated with user i since the initialization of Mi,t up to time t, where each
element is a context vector and reward pair (xk, yk).

2. Sufficient statistics: Ai,t =
P

(xk,·)2Hi,t
xkx

>
k and bi,t =

P
(xk,yk)2Hi,t

xkyk.

Every time DyClu detects change in a user’s reward mapping function, a new user model is created to replace
the previous one (line 15 in Algorithm 7). We refer to the replaced user models as outdated models and the
others up-to-date ones. We denote the set of all outdated user models at time t as Ot and the up-to-date ones as
Ut. In Figure 3.9, the row of circles next to M

1,t�1

represents all the user models for user 1, red ones denote
outdated models and the blue one denotes up-to-date model.

The upper level of DyClu is responsible for managing the user models via change detection and model
clustering. It replaces outdated models in each user and aggregates models across users and time for arm
selection.

• Change detection. A one-sample homogeneity test is used to construct a test variable

eit,t = 1 {s(Hit,t�1

, {(xt, yt)}) > �e}

to measure whether the user model Mit,t�1

is ‘admissible’ to the new observation (xt, yt). �e is a chosen
threshold for change detection.

To make more reliable change detection, we use the empirical mean of eit,t in a sliding window of size
min(|Hit,t�1

|, ⌧) as the test statistic, denoted as êit,t =
1

min(|Hit,t�1|,⌧)
P

k eit,k.

Lemma 13 specifies the upper bound of early detection probability using êi,t, which is used for selecting
threshold for it.

Lemma 13. From Lemma 11, type-1 error probability P (ei,t = 1)  1 � F (�e; 1, 0), and thus E[ei,t] 
1� F (�e; 1, 0). Applying Hoeffding inequality gives,

P
⇣
êi,t > 1� F (�e; 1, 0) +

r
log 1/�e

2⌧

⌘
 �e

At any time step t, DyClu only updates Mit,t�1

when eit,t = 0 (line 10-12 in Algorithm 7). This guarantees
that if the underlying reward distribution has changed, with a high probability we have eit,t = 1, and thus the
user model Mit,t�1

will not be updated. This prevents any distortion in Hit,t by observations from different
reward distributions. When êit,t exceeds the threshold specified by Lemma 13, DyClu will inform the lower
level to move Mit,t�1

to the outdated model set Ot = Ot�1

[ {Mit,t�1

}; and then create a new model
Mit,t = (Ait,t = 0, bit,t = 0,Hi,t = ;) for user it as shown in line 13-16 in Algorithm 7.

• Clustering of user models. In this step, DyClu finds the set of “neighborhood” user models ˆVit,t of current
user model Mit , t, where ˆVit,t�1

= {M = (A,b,H) 2 Ut [Ot : s(Hit,t,H)  �c}. Basically, DyClu
executes homogeneity test between Mit,t and all other user models M 2 Ut [Ot (both outdated and up-to-
date) with a given threshold �c (line 17 in Algorithm 7). Lemma 11 and 12 again specify error probabilities of
each decision.

When selecting an arm for user it at time t, DyClu aggregates the sufficient statistics of user models in
neighborhood ˆVit,t�1

. Then it adopts the popular UCB strategy [95,96] to balance exploitation and exploration.
Specifically, DyClu selects arm xt that maximizes the UCB score computed by aggregated sufficient statistics
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as follows (line 5 in Algorithm 7),

xt = argmax

x2Ct

x

>
ˆ✓
ˆVit,t�1

+ CB
ˆVit,t�1

(x) (3.15)

In Eq (3.15), ˆ✓
ˆVit,t�1

= A

�1

ˆVit,t�1
b

ˆVit,t�1
is the ridge regression estimator using aggregated statistics

A

ˆVit,t�1
= �Id +

P
(Aj ,bj ,Hj)2 ˆVit,t�1

Aj and b

ˆVit,t�1
=

P
(Aj ,bj ,Hj)2 ˆVit,t�1

bj ; the confidence bound of

reward estimation for arm x is CB
ˆVit,t�1

(x) = ↵
ˆVit,t�1

q
x

>
A

�1

ˆVit,t�1
x, where

↵
ˆVit,t�1

= �

q
d log (1 +

P
(Aj,bj,Hj)2V̂it,t�1

|Hj |
d� ) + 2 log

1

� +

p
�.

3.6.3 Regret Analysis
Our regret analysis relies on the high probability results in [97] and decomposition of "good" and "bad" events
according to change detection and clustering results. The full proof, along with ancillary results, are given in
the appendix.

Theorem 12. Under Assumptions 3, 4 and 5, the regret of DyClu is upper bounded by:

RT = O
⇣
�d

q
T log

2 T (

mX

k=1

p
pk) +

X

i2U
�i(T ) · C

⌘

where C =

1

1��e +

�2

�2�02 log
d
�0

, with a probability at least (1� �)(1� �e
1��e

)(1� �0
).

This upper regret bound depends both on the intrinsic clustering and non-stationary property of user set U .
To better understand it, we discuss in the appendix how it compares with state-of-the-art bandit solutions in
settings like non-stationary environment only or clustered environment only.

3.6.4 Experiments
We investigate the empirical performance of the proposed algorithm by comparing with a list of state-of-the-art
baselines for both non-stationary bandits and clustered bandits on synthetic and real-world recommendation
datasets.

Experiment setup and baselines

• Synthetic dataset. We create a set of unique bandit parameters {�k}mk=1

and arm pool {xj}Kj=1

(K = 1000),
where �k and xj are first sampled from N(0d, Id) with d = 25 and then normalized so that 8k, j, k�kk =
1 and kxjk = 1. When sampling {�k}mk=1

, the separation margin � is set to 0.9 and enforced via rejection
sampling. n users are simulated. In each user, we sample a series of time intervals from (Smin, Smax)

uniformly; and for each time interval, we sample a unique parameter from {�k}mk=1

as the ground-truth
bandit parameter for this period. This creates asynchronous changes and clustering structure in users’ reward
functions. The users are served in a round-robin fashion. At time step t = 1, 2, . . . , T , a subset of arms are
randomly chosen and disclosed to the learner. Reward of the selected arm is generated by the linear function
governed by the corresponding bandit parameter and context vector, with additional Gaussian noise sampled
from N(0,�2

).

• LastFM dataset. We used the same way of preprocessing as that in the experiments for dLinUCB and
DenBand introduced in Section 3.5. We simulate a clustered non-stationary environment by creating 20 ‘hybrid
users’. We create hybrid users by sampling three real users uniformly and then concatenating their associated
data points together. Hence, data points of the same real user would appear in different hybrid users, which
is analogous to stationary periods that share the same unique bandit parameters across different users and
time.
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Table 3.3: Comparison of accumulated regret under different environment settings.

n m Smin Smax T � oracle. LinUCB adTS dLin. CLUB DyClu

1 100 10 400 2500 2500 0.09 115 19954 9872 2432 20274 853
2 100 50 400 2500 2500 0.09 489 20952 9563 2420 21205 1363
3 100 100 400 2500 2500 0.09 873 21950 10961 2549 22280 1958
4 100 10 200 400 2500 0.09 112 39249 36301 10831 39436 3025
5 100 10 800 1000 2500 0.09 113 34385 13788 3265 34441 1139
6 100 10 1200 1400 2500 0.09 112 24769 8124 2144 24980 778
7 100 10 400 2500 2500 0.12 166 22453 10567 3301 22756 1140
8 100 10 400 2500 2500 0.15 232 19082 10000 5872 19427 1487
9 100 10 400 2500 2500 0.18 307 23918 11255 9848 24050 1956

• Baselines. We compare DyClu with a set of state-of-the-art bandit algorithms: linear bandit LinUCB [97],
non-stationary bandit dLinUCB developed in Section 3.3 [85] and adTS [98], as well as online clustering
bandit CLUB [45]. In simulation based experiments, we also include oracle-LinUCB for comparison, which
runs an instance of LinUCB for each unique bandit parameter. Comparing with it helps us understand the
added regret from errors in change detection and clustering.

Experiment results

• Empirical comparisons on synthetic dataset. We compare accumulated regret of all bandit algorithms
under three environment settings, and the results are reported in Figure 3.10. Environment 1 simulates the
online clustering setting in [45], where no change in the reward function is introduced. DyClu outperformed
other baselines, including CLUB, demonstrating the quality of its identified clustering structure. Specifically,
compared with adTS that incurs high regret as a result of too many false detections, the change detection in
DyClu and dLinUCB has much less false positives, as there is no change in each user’s reward distribution.
Environment 2 simulates the piecewise stationary setting in [85]. Algorithms designed for stationary environ-
ment, e.g., CLUB and LinUCB suffer from a linear regret after the first change point. DyClu achieved the
best performance, with a wide margin with second best, dLinUCB, which is designed for this environment.
Environment 3 combines previous two settings with both non-stationarity and clustering structure. DyClu again
outperformed others. It is worth noting that regret of all algorithms increased compared with Environment 1
due to the nonstationarity, but the increase in DyClu is the smallest. And in all settings, DyClu’s performance
is closest to the oracle LinUCB’s, which shows that DyClu can correctly cluster and aggregate observations
from the dynamically changing users.

• Sensitivity to environment settings. According to our regret analysis, the performance of DyClu depends
on environment parameters like the number of unique bandit parameters m, the number of stationary periods
�i(T ) for i 2 U , and variance of Gaussian noise �2. We investigate their influence on DyClu and baselines,
by varying these parameters while keeping the others fixed. The accumulated regret under different settings
are reported in Table 3.3. DyClu outperformed other baselines in all 9 different settings, and the changes of its
regret align with our theoretical analysis. A larger number of unique parameters m leads to higher regret of
DyClu as shown in setting 1, 2 and 3, since observations are split into more clusters with smaller size each. In
addition, larger number of stationary periods incurs more errors in change detection, leading to an increased

Figure 3.10: Accumulated regret on synthetic datasets with three different environment settings. Environment 1: n = 100 users share a
global set of m = 5 unique bandit parameters, and each user remains stationary all the time. Environment 2: n = 20 user with fixed
stationary period length 500; each period sample a unique bandit parameter. Environment 3: n = 100 users share a global set of m = 5
unique bandit parameters, and each user changes in a asynchronous manner.
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Figure 3.11: Comparison of accumulated reward normalized by a random policy on LastFM dataset.

regret. This is confirmed by results in setting 4, 5 and 6. Lastly, as shown in setting 7, 8 and 9, larger Gaussian
noise leads to a higher regret, as it slows down convergence of reward estimation and change detection.

• Empirical comparisons on LastFM. We report normalized accumulated reward (ratio between baselines
and uniformly random arm selection strategy [86]) on LastFM in Figure 3.11. In this environment, realizing
both non-stationarity and clustering structure is important for an online learning algorithm to perform. DyClu’s
improvement over other baselines confirms its quality in partitioning and aggregating relevant data points
across users. The advantage of DyClu is more apparent at the early stage of learning, where each local user
model has not collected sufficient amount of observations for individualized reward estimation; and thus
change detection and clustering are more difficult there.

3.7 Conclusion
In this chapter, we studied contextual bandits for in a piece-wise stationary environment, which is very
common in many important real-world applications but insufficiently investigated in existing works. We
develop a suite of contextual bandit solutions including dLinUCB [85], DenBand [86] and DyClu for such a
non-stationary environment. dLinUCB is able to adaptively decide when to create a new bandit model and
when to abandon an out-of-date bandit model depending on the current environment it is interacting with.
DenBand capitalizes on the context-dependent property of environment changes and dynamically forms an
ensemble of multiple bandit models, to conquer the non-stationary environment. DyClu unifies the efforts in
non-stationary bandits and online clustering of bandits via homogeneity test. It adaptively detects changes in
the underlying reward distribution and clusters bandit models for aggregated arm selection. Rigorous regret
analysis validates the convergence of the proposed solutions. Extensive empirical evaluations on simulation
and three large real-world datasets verified the effectiveness and reliability of the proposed solutions.

Research in the previous chapter indicates that sharing information among multiple learning agents can
accelerate learning. Information sharing could be particularly helpful if learners operate in a changing
environment because a learner could benefit from the previous experience of another learner to adapt to its
new environment. In addition, sociologists have long converged that the evolution of user preferences in a
social network is driven by the interplay between users’ preferences and the social network structure [99].
There are two social theories that explain this evolution: the social influence effect states that users’ future
preferences are affected by the social network around them, and the homophily effect suggests that people tend
to associate and bond with others that have similar preferences [100]. These social psychology perspectives
further indicate the possibility and benefits of collaborative learning in a non-stationary environment. With
such insights, it is worth studying how collaborative bandit learning can help better conquer a non-stationary
environment. One the one hand, as suggested by DyClu bandit, the learner’s experience on some users can be
reused for some other users if some users share the same interest/preference.



Chapter 4

Conclusion & Future Work

This dissertation aims at equipping modern intelligent systems with interactive online learning solutions. We
identify two important challenges toward realizing this goal using multi-armed bandit solutions. We develop a
series of solutions to conquer these two challenges from the perspective of collaborative bandit learning and
non-stationary bandit learning, respectively.

From the collaborative bandit learning perspective, we first developed a collaborative bandit learning algorithm
CoLin. In CoLin, context and payoffs are shared among the neighboring bandits during online update, and
it helps reduce the preference learning complexity (i.e., requires fewer observations to achieve satisfactory
prediction performance) and leads to reduced overall regret. Then, we developed a factorization-based bandit
algorithm. Both observable dependency and implicit dependency among users are leveraged to improve
the algorithm’s convergence rate and help conquer cold-start in recommendation tasks. A high probability
sublinear upper regret bound is proved, where considerable regret reduction is achieved in on both user and
item sides. Lastly, we studied the problem of protecting global and local differential privacy for collaborative
bandits. Our solution framework allows the privacy mechanism to calibrate the noise scale with respect to
the user dependency graph. Our theoretical analysis proves the desired privacy guarantee in the collaborative
bandit learning setting. We also rigorously proved the corresponding upper regret bound of the derived private
algorithms.

Under the non-stationary bandit learning environment, we develop two contextual bandit solutions dLinUCB
and DenBand for piecewise stationary environments. By maintaining multiple contextual bandit models and
tracking their reward estimation quality over time, dLinUCB adaptively updates its strategy for interacting with
a changing environment. We rigorously prove an O(�T

p
ST lnST ) upper regret bound, which is arguably the

tightest upper regret bound any algorithm can achieve in such an environment without further assumptions
about the environment. By capitalizing on the context-dependent property of environment changes, in DenBand
bandit models are dynamically ensembled and reused to conquer the non-stationary environment. Finally,
we unify the efforts in non-stationary bandits and the online clustering of bandits via homogeneity test. The
proposed solution DyClu adaptively detects changes in the underlying reward distribution and clusters bandit
models for aggregated arm selection. The resulting upper regret bound matches with the ideal algorithm’s only
up to a constant; and extensive empirical evaluations validate its effectiveness in learning in a non-stationary
and clustered environment.

4.1 Future Work
Research in this dissertation address two main important challenges when developing interactive online
learning solutions for intelligent systems where humans are an integral part. There are more challenges to be
conquered in such scenarios. Besides, we also recognize the emerging need to take humans out of the loop of
many tedious tasks.

57
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4.1.1 Human-in-the-loop Interactive Online Learning
In addition to the two main challenges addressed by this dissertation, we would like to point out several
important questions worth thinking about and exploring when humans are an integral part of the learning
process. Interactive online learning solutions interact with the environment, which consists of human users by
taking actions and learning from the corresponding reward. We thus summarize the challenges systematically
from the perspective of reward formulation, action-taking, and the learning process.

Accurate interpretation of the observed user-system interactions. (What is the reward?) Interactive
online learning relies on feedback or reward to further improve its decision-making strategy. Although
interaction data can be plentiful in real-world intelligent systems, it remains a challenge to accurately interpret
the observed user interactions and understand what can be learned from them. First of all, with the existence
of various forms of interactions in an intelligent system, it is worth thinking about how to define ‘reward’ for
interactive online learning. For example, in recommendation systems, user click is typically considered as the
reward. However, such immediate user response is only one aspect of user engagement and is only a partial
reflection of the recommendation service quality. In fact, metrics purely based on immediate feedback signals
such as user-item ratings and click-through rates have been increasingly criticized for being insufficient to
measure and represent the real engagement of users [101]. So in order to accurately interpret human users’
interest from interaction data, a more comprehensive definition of ‘reward’ is needed such that the decisions
of the interactive online learning algorithm can be optimized in the right direction. For example, in one of
our work, we set the optimization of users’ long-term engagement as the learning target and consider two
types of feedback as the reward, including one immediate user response and one long-term user response, to
improve the interactive online learning agent. Second, the observed user interaction data can be biased due to
various reasons, for example, presentation bias or user behavior, so when translating user interaction into the
reward signal, it is critical to consider and correct the potential bias in them. For example, the examination
hypothesis [102], which is a fundamental assumption in click modeling, postulates that a user clicks on a
system’s returned result if and only if that result has been examined by the user and it is relevant to the user’s
information need at the moment. It indicates that the observation of no click is not necessarily negative
feedback. To deal with this specific issue, we performed contextual bandit learning with implicit feedback
by modeling the feedback as a composition of user result examination and relevance judgment [103]. We
acknowledge that accurate interpretation of the observed human interaction should be considered together
with the specific application scenarios. For example, in ranking scenarios, where multiple items need to be
selected and presented, the existence position bias needs to be considered, while position bias may not exist in
recommendation scenarios where only one item is presented.

Diverse forms of user-system interactions. (What are the actions?) The forms of actions in a particular
intelligent system can be obvious at first sight. For example, making recommendations is the action of the
interactive online learning agent in recommendation scenarios. However it is not necessarily the case with the
emerging development of intelligent systems for sophisticated application scenarios, where much more diverse
forms of user-system interactions may be needed. For example, in conversational recommendation systems,
the system may ask questions occasionally in addition to making recommendations. In an intelligent tutoring
system, the system may first recommend a video and then recommend exercise questions accordingly to the
students. On the one hand, these diverse forms of actions need to be considered for the seamless application
of interactive online learning agent to handle sophisticated tasks; on the other hand, since different forms of
interactions can correspond to information acquisition of different resolutions, joint modeling of them can
make the learning process more efficient.

Efficient learning from observed user-system interactions. (Can we learn more efficiently?) User-system
interactions can be structured. For example, the existence of dependency among users or items indicates
the existence of low-rank structures, which opens the possibility of more efficient collaborative learning, as
described in Chapter 2. Structures may also exist in reward formulation and action-taking, which can be
utilized to improve learning efficiency. For example, because of position bias, the users would only examine a
very small number of documents under each query, and users only perceive utility from the documents that
they actually examine. In one of our work, this property is utilized in dueling bandit based online learning to
rank solutions to reduce the variance of online gradient estimate [104]. The key insight is that the true gradient
is only revealed by features playing an essential role in ranking those examined documents (i.e., document
space) under this query and hence components of the proposed gradient which are orthogonal to the document
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space can be safely removed to achieve variance reduction. Intuitively speaking, this work leveraged a special
structure in the reward function in online learning to rank problems to improve the online learning efficiency.
In the future, it is worth thinking about how to leverage the diverse forms of interactions to improve learning
efficiency.

4.1.2 Human-out-of-the-loop Interactive Online Learning
In addition to the scenarios where humans are part of the intelligent systems as users or service consumers,
there are also scenarios where humans are the decision-makers. For example, design choices are pervasive
in both scientific and industrial endeavors: engineers and scientists design machines or programs to execute
tasks more efficiently, and pharmaceutical researchers design new drugs to cure disease. Such design choices
inevitably involve extensive human experts’ trial and error to find the right combinations. Interactive online
learning has the potential to make advances in automating such processes, which can result in immediate
productivity improvement and innovation in a wide area of domains, including but not limited to e-commerce,
healthcare, cyber-physical systems, computing systems, and education. So it is worth studying how to use
interactive online learning techniques to move humans out of those tedious trial and error processes. Such a
long-term goal is not an unachievable tale, and promising progress has been made in areas such as automated
machine learning (AutoML), and autonomous systems using machine learning and reinforcement learning
techniques. However, such innovations are not mature enough to be widely adopted in real-world scenarios.
A lot of challenges are yet to be addressed. For example, achieving this goal requires the interactive online
learning agent to be efficient, robust, and accountable.

4.1.3 Ethical Considerations in Interactive Online Learning
With the vast increase of both diversity and the importance of the applications to which machine learning is
applied, ethical considerations are becoming critical to algorithmic designs of machine learning solutions. It is
especially important to consider the ethical aspects of interactive online learning solutions. The inevitable
involvement of uncertainty in such solutions could sow public distrust, especially with their integration into
various infrastructure. In addition to the privacy concerns studied in this dissertation, there are multiple other
aspects of ethical considerations worth exploring in the context of interactive online learning.

Robustness. In many real-world scenarios, the environment with which the learning agent is interacting
is not always benign. Various attacks, such as data poisoning attack and extract attack, exist in many
real-world situations. Prior work on data poisoning attack focused almost exclusively on the batch setting,
where the attacker poisons a batch training set, and then the victim learns from the batch. However, the
batch setting misses the threats posed by the attacker on sequential learners. For example, in an online
ranking system or recommendation system, malicious users can take advantage of the model updating
mechanisms in online learning to launch poisoning attacks, e.g., strategically submitting results to manipulate
the rankings/recommendation. Thus it is necessary to consider the online learning process in an adversarial
setting.

Accountability. According to the ACM code of ethics and professional conduct, ‘If you can not predict what
your system will do, and you can not or won’t monitor it, you should not deploy it.’ However, the performance
of an interactive online learning algorithm, such as multi-armed bandit and reinforcement learning, can vary
drastically during online learning. Conventional online learning algorithms provide little information about the
quality of their current policies before deployment, which directly limits their usage in high-stake applications
like healthcare and may violate the ACM code of ethics and professional conduct. Accountable online learning
frameworks are needed to avoid this severe limitation.

Fairness Fairness is another important ethical constraint for online learning algorithms, especially when
humans are in the loop, and the online decisions have important consequences on people’s lives, such as hiring,
policing, and even criminal sentencing. It is thus critically important to study fairness in online decision making.
Despite the volume and velocity of published work about fairness in machine learning, the understanding of
the fundamental questions related to fairness and machine learning, especially in the interactive online learning
setting, remains in its infancy. First, because of the online learning agents’ uncertainty about the environment,
the definition of ‘fairness’ needs to be carefully studied, and it needs to be defined in a problem-dependent
manner in the online learning setting. Second, due to the sequential nature of many online learning solutions,
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such as reinforcement learning, the impact of decisions may be delayed, which requires us to study their
delayed impact on fairness. Third, it is necessary to study the trade-off and reconciliation between fairness and
utility maximization during online decision making.

4.2 Broader Impact
Researchers working in areas like online learning and bandit learning, and practitioners developing online
information service systems, such as recommender systems and online learning to rank systems, will benefit
from research in this dissertation. The interactive online learning paradigm considered in this dissertation is
general and applicable to various types of intelligent systems where sequential decision making is involved.
In addition, new applications and intelligent systems can be made possible, which can result in immediate
productivity improvement and user benefits. Systems equipped with the developed solutions are expected
to provide better overall utility to the general public who are using them. For example, the collaborative
bandit learning approaches developed in this dissertation can make the learning process more efficient when
correlations between users exist; the non-stationary bandit learning approaches can make the systems more
adaptive and robust to the change of user interest; the differentially private collaborative bandit learning
solution developed in this dissertation can help protect users’ privacy in a real-world intelligent system. The
insights and discussions about other ethical considerations, including robustness, accountability, and fairness,
in this dissertation, foster the awareness and understanding of a more responsible interactive online learning
paradigm.
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Appendix

A Proof of Lemma 1 and Theorem 1
Proof of Lemma 1. Consider the objective function of ridge regression defined in Eq (2.2). By taking the
gradient of L(⇥) with respect to ⇥ and applying our model assumption specified in Eq (2.15), we have,
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in which ✏t0 is the Gaussian noise at time t0 in reward generation.
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)✏t0 , we have,
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Because St is a martingale, according to Theorem 1 and 2 in [37],
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dN . Similarly, we have det(�IdN )  �dN . Putting all these into Eq (1), we have,
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Proof of Theorem 1:

Proof of Theorem 1. According to the definition of regret in Eq (??), the regret of CoLin at time t can be
written as,
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where the first inequality is based on the following two inequalities,

(1) Based on CoLin’s arm selection strategy, if arm Xt is chosen at time t, it must satisfy,
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(2) Based on Cauchy-Schwarz inequality, we have,
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And according to Lemma 11 in [37], we have,
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Thus the accumulated regret at time T in CoLin can be bounded by,
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B Proof of Lemma 9, 10 and Theorem 8
If the training instances {(xi, ri)}i2Im,t in a linear bandit model come from multiple distributions/environments,
we separate the training instances in Im,t into two sets Hm,t and ˜Hm,t so that instances from Hm,t are from
the target stationary distribution, while instances in ˜Hm,t are not. In this case, we provide the confidence
bound for the reward estimation in Theorem 13.

Theorem 13 (LinUCB with contamination). In the LinUCB model with contaminated instances set ˜Hm,t,
with probability at least 1� �

1

, we have,
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Comparing ˜Bt(m, a) with Bt(m, a), we can see that when the reward derivation of an arm (the 1� ⇢ portion

of arms that do not satisfy Eq (2) in Assumption 2) is small with (1 � ⇢)�small 
�2

r
d ln(1+

|Im,t|
��1

)

˜Hm,t
, same

confidence bound scaling can be achieved.

Theorem 14 (Chernoff Bound). Let Z
1

, Z
2

, ..., Zn be random variables on R such that a  Zi  b. Define
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P(|Wn � E(Wn)| > cE(Wn))  2 exp

⇣�2c2E(Wn)
2

n(b� a)2

⌘

Proof of Theorem 8. Step 1: If change points can be perfectly detected, the regret of dLinUCB can be bounded
by

P
�T�1

j=0

RLin(Scj ). However, additional regret may accumulate if early detections or late detections happen.
In the following two steps, we will bound the possible additional regret from early detection, denoted as Rearly,
and that from late detection, denoted as Rlate.

Step 2: Define kcj as the number of early detection within this stationary period [tcj , tcj+1 ], with Scj =

tcj+1 � tcj . Define pe as the probability of early detection in the stationary period, we have P(kcj = k) =�Scj

k

�
pke(1 � pe)

Scj�k. According to Lemma 9, we have pe  �
2

. Combining the property of binomial
distribution B(Scj , pe) and Chebyshev’s concentration inequality, we have kcj  2Scj�2 with probability at
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have Rearly  �TRLin(Smax) with a probability at least (1 � �
2

)(1 � �
1

). This upper bounds the additional
regret from any possible early detection, and maintains it in the same order as the slave model’s.

Step 3. Define ˜kcj as the number of interactions where the environment has changed (comparing to ✓⇤
cj ) but

the change is not detected by the algorithm. The additional regret from this late detection can be bounded by
2

˜kcj (i.e., maximum regret in each round of interaction). Define pd as the probability of detection after the
change happens, we have P(˜kcj = k) = (1� pd)k�1pd, i.e., a geometric distribution. According to Lemma
10, pd � 1� �

2

. Based on the property of Geometric distribution G(pd) and Chebyshev’s inequality, we have
˜kcj  2

1��2
with probability 1 � �2

1��2
. If we consider the case where the change point locates inside the

sliding window ⌧ , we may have at most another ⌧ delay after each change point. Therefore, the additional
regret from late detection can be bounded by Rlate  �T

�
⌧ + 4

1��2

�
, which is not directly related to the length

of any stationary period.

Combining the above three steps concludes the proof.

Proof sketch of Theorem 7 and Theorem 13. The proof of Eq (3.7) in Theorem 7 and Theorem 13 are mainly
based on the proof of Theorem 2 in [37] and the concentration property of Gaussian noise.

Proof of Lemma 9. According to Chernoff Bound, we have P (êt(m)  �
1

+

ln(1/�2)
2⌧̃(m)

) � 1 � �
2

, which
finishes the proof.

Proof of Lemma 10. At time i � tcj+1 , which means the environment has already changed from ✓⇤
cj to ✓⇤

cj+1
,

we have,
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According to Theorem 13, we have P
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. Similar as the proof in Step 2
of Theorem 8 where we bound kc, we have with a high probability that ˜Bi(m, ai) + Btcj

(m, ai) + 2✏ 
2✏ + 2

p
� +

2p
�
Scj⇢

�
1 � ⇢(1 � �

1

)

�
= Ucj . When �cj > 2

p
� + 2✏, Smin >

p
�

2⇢ (�cj � 2

p
� � 2✏) and

�
1

 1� 1

⇢ (1�
p
�

2Smin⇢

�
�cj � 2

p
�� 2✏)

�
, �cj > Ucj can be achieved.

Eq (2) indicates when the environment has changed for a slave model m, then with high probability ei(m) = 1

and slave model m will not be updated, which avoids possible contamination in m. According to the
concentration inequality in Theorem 14, with a probability at least 1� �

2

, we have,
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C Proof of Theorem 9 and Theorem 10
Proof of Theorem 9. Proof of Eq (3.11): For the bandit expert m created at time tm, we split its training
instances in I✓

t (m) up to time t into two sets Ht(m) and ˜Ht(m). The instances in Ht(m) are all from the
reward distribution governed by ✓⇤

tm , while the instances in ˜Ht(m) are not. According to the first order
optimum condition in ridge regression and the definition of At(m), the following equation can be obtained,
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Based on the self-normalized martingale bound in Theorem 1 of [37], for any �
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To simplify notations, we define Ft(m) =
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According to the definition of Ft(m) and ˜Ht(m), Ft(m) can be understood as a form of contamination in
bandit expert m’s estimation of the ground-truth bandit parameter ✓⇤

tm . Denote tc(m) as the time index of
the first change point after the bandit expert m is created. When t > tc(m), essentially, the contamination in
Ft(m) comes from two sources: First, erroneous updates from change-sensitive arms, which is referred as
false positive selection of bandit experts. In Lemma 10, we proved that with a high probability there will not be
any false positive selection up to time t when the auditor’s estimation is not contaminated (best case scenario).
But we may have additional erroneous updates when the auditor’s observations contain change-sensitive arms
collected after the change points. Therefore, the possible erroneous updates are at most 2 (t�tm)

Smin
⌧ . This also

explains why the sliding observation window ⌧ of the bandit auditors cannot be arbitrarily large when we
explained in the requirement of this Theorem. The second source of error is the small contamination from
change-invariant arms, which can be bounded by

�
t � tc(m)

�
�L, due to the fact that for change-invariant
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arms |xT
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.
Substituting this inequaity into Eq (3) concludes the proof.

Proof of Eq (3.12): The training instances for ˆ�t(m) are determined by the bandit expert’s estimation about
the ground-truth reward distribution in the environment. Every time when ˆ✓t(m) gets updated, we will revise
the historical training instances in ˆ�t(m), i.e., compute ea,t(m) by the updated reward estimation. In addition,
the bandit auditors only accumulate badness observations in the most recent ⌧ interactions. When there is
no environment change in this time window, Eq (3.12) can be easily derived based on [37]. For the case in
which there is environment change among the ⌧ observations, wrong selection and update of bandit experts
may happen but the number is relatively small, since the number of mistakes is at most ⌧ in each stationary
period. The effect of these mistakes will be taken into account in both the bandit expert’s reward estimation
and the final regret in Theorem 10.

Proof of Eq (3.13): When t  tc(m), Eq (3.13) is equivalent to Eq (3.11). When t > tc(m), we have
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t |, in which the first term can be bounded by
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a,t(m) according to Eq (3.11). With Lemma 10, when the bandit expert m is selected for arm a, with a

high probability the arm is change-invariant, which means that |xT
a✓

⇤
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T
a✓

⇤
t |  �L. Putting them together

concludes the proof.

Proof of Theorem 10. According to the reward confidence bound proved in Eq (3.13) of Theorem 9, and the
UCB arm selection strategy in Algorithm 6, the regret at time t can be upper bounded by,

E[ra⇤
t ,t

]� E[rat,t]  xat
ˆ✓t(mat,t) +B✓

t,at
(mat,t) +�L � xat✓

⇤
t

2�L + 2B✓
t,at

(mat,t) (4)

Combining with the additional regret caused by the events when a bandit auditor’s most recent ⌧ observations
contain environment changes, the cumulative regret can be upper bounded by R(T )  2�T ⌧ + 2T�L +P

m2MT

P
i2⌦m

2B✓
i,ai

(m), in which ⌦m is the set of time indices when the bandit expert m is used for arm
selection up to time T . According to the proof of Theorem 3 in [37], we have,

X

i2⌦m

B✓
i,ai

(m) 
⇣
3�2

s

d ln
�+ |I✓

T (m)|
��1

+

p
�
⌘r

|⌦m|d ln(�+

|⌦m|
d

)

Since
P

i2⌦m
2B✓

ai,i
(m) is a concave function with respect to |⌦m|, according to the Jensen’s inequal-

ity
P

m2MT

P
i2⌦m

2B✓
i,ai

(m)  |MT |
⇣
3�2

q
d ln �+UT

��1
+

p
�
⌘q

Smaxd ln(�+

Smax
d ), in which UT =

max{|I✓
T (m)|}m2MT .

Regarding to the number of bandit experts in MT : denote the possible number of false negative detection
as kFN , which follows a binomial distribution B(T, PFN ). According to Lemma 9 and the tail bound of
Binomial distribution, it can be proved that with a high probability, |MT |  �T +kFN  �T +1. Combining
all the conclusions above we have,

R(T )  2�T ⌧ + 2T�L +

X

m2MT

X

i2Sm

2B✓
i,ai

(m)  (

1

⇢
+ 2)�2

r
d� ln

�+ T

��1

+ (�T + 1)

⇣
3�2

r
d ln

�+ UT

��1
+

p
�
⌘r

ST d ln(�+

ST

d
)

which finishes the proof.

Proofs of Lemma 9 and Lemma 10 are provided in [86].
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D Proof of Lemma 11, Lemma 12 and Theorem 12
The statistical test introduced in Section 3.6.1 falls under the category of �2 test of homogeneity. Specifically,
it is used to test whether the parameters of linear regression models associated with two datasets are the same,
assuming equal variance. The test statistic follows noncentral �2-distribution s(D

1

, D
2

) ⇠ �2

(df, ), where

df = rank(X
1

) + rank(X
2

)� rank(


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�
) denotes the degree of freedom, and non-centrality parameter
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�
. Proof of this is beyond the

scope of this paper. We refer the interested readers to statistics or econometrics literature like [91, 92].

Proof of Lemma 11.

When datasets D
1

and D
2

are homogeneous, which means ✓
1

= ✓
2

, the non-centrality parameter be-
comes:
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Therefore, when ✓
1

= ✓
2

, the test statistic s(D
1

, D
2

) ⇠ �2

(df, 0). The Type-I error probability can be upper
bounded by P (s(D

1

, D
2

) > �e|✓
1

= ✓
2

)  1� F (�e; df, 0), which finishes the proof of Lemma 11.

Proof of Lemma 12.

Similarly, using the cumulative density function of �2

(df, ), we can show that the Type-II error probability
P
�
s(D

1

, D
2

�
 �|✓

1

6= ✓
2

�
 F (�; df, ). As mentioned in Section 3.6.1, the value of  depends on the

values of unknown parameters ✓
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and ✓
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. From the definition of  , we know that ✓
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. Only when both X
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rank, ✓
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becomes the necessary and sufficient condition for  = 0. This means whenever either X
1

or X
2

is rank-deficient, there always exists ✓
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and ✓
2

where ✓
1

6= ✓
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that would make  = 0. For example,
assuming X

1

is rank-sufficient and X

2

is rank-deficient, then  = 0 as long as ✓
1

� ✓
2

is in the null space of
X

2

.

To obtain a non-trivial upper bound of the Type-II error probability, or equivalently a non-zero lower bound of
the non-centrality parameter  , both X

1

and X

2

need to be rank-sufficient. Under this assumption, we can
rewrite  in the following way to derive its lower bound.
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Denote ✏ = ✓
2

� ✓
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. Then ✓
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is in the column space of


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1
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�
, the first term in the above result is zero. The second and third

terms can be shown equal to zero as well using the property that matrix product is distributive w.r.t. matrix
addition, which leaves us only the last term. Therefore by substituting ✏ = ✓

2

� ✓
1

back, we obtain:
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The first inequality uses Rayleigh-Ritz theorem and the second inequality uses the relation Y(X+Y)

�1

X =

(X
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)

�1 where X and Y are both invertible matrices. This relation can be derived by taking inverse
on both sides of the equation X
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The results above show that the type-II error probability of the homogeneity test is trivially upper bounded by
F (�; df, 0) unless both X

1

and X

2

are rank-sufficient. Intuitively, to have smaller Type-II error probability in
the worst case, we need the gap between underlying parameters to be large, noise in the observations to be
small, and the number of observations to be large.

E Proof of Lemma 13
To prove Lemma 13, we need the following lemma.

Lemma 14. When user model Mit,t�1

is up-to-date, the probability that eit,t = 1 corresponds to the type-I
error probability of an one-sample homogeneity test in Lemma 11. In this case, we have:
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Proof of Lemma 13.

As the test variable ei,t 2 {0, 1}, it is 1

2

-sub-Gaussian. By applying Hoeffding inequality, we have:

P
�
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Then setting �e = exp (� 2h2

⌧ ) gives h =
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. Substituting this back gives us:
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From Lemma 14, we know when Mi,t�1

is up-to-date, E[ei,t]  1� F (�e; 1, 0). Therefore, we obtain the
following inequality for êi,t:
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