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ARTIFICIAL INTELLIGENCE SHOWS PROMISE TO BE A VALUABLE 

EDUCATIONAL TOOL TO AID IN TEACHING IMPORTANT TOPICS. 

Artificial intelligence (AI) is being used increasingly across the world, with many 

applications ranging from grocery store self-checkout systems to criminal defense algorithms. 

Nearly a $100 billion industry already, the global AI market is expected to make great strides, 

expanding at an estimated compound annual growth rate (CAGR) of over 38% by 2030 (Grand 

View Research, n.d.). Due to its wide number of applications and versatility, AI can and is being 

used across virtually any discipline. According to research conducted by Su & Yang (2022), AI 

tools are increasingly being used in the early childhood education (ECE) sphere for a variety of 

different reasons, a primary motivation of which is to help improve learning by increasing 

engagement and offering personalized learning experiences.  

The aid provided to educators from AI systems offers the potential to act as a welcomed 

lifeline in the sea of hardships they currently face. Education in the U.S. is far from perfect, with 

American students’ achievement lagging significantly behind that of their counterparts in many 

other developed nations (DeSilver, 2019). There exist issues within U.S. education already that 

can have lasting effects on students. For example, racial and gender bias towards children in 

modern education is pervasive and well documented (Anokam et al., 2022). Even within 

important, skill-building topics, educators struggle to maintain equity and avoid bias. According 

to 2018 research by Marri & Sonu, there exists specific “hidden curricula” within existing 

financial literacy lessons. Despite the importance of these lessons for future economic success, 

they tend to require understanding and/or acceptance of neoclassical economics, which largely 

fails to acknowledge the complex history of economic inequality (Marri & Sonu, 2018).
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Additionally, grade schools are in the midst of a burnout crisis, with K-12 educators 

reporting the highest burnout rate of all U.S. professions (Agrawal & Marken, 2022). During the 

height of the COVID-19 pandemic, educators were more likely to report increased levels of 

stress, anxiety, and burnout, and the effects did not stop with the end of social distancing 

protocols. There have been lasting effects of staff shortages and a resulting increased workload 

(Walker, 2021). The burnout crisis does not only affect teachers, but also can have implications 

for students. Without effective, well-equipped teachers, learning can be impacted.  

There is hope that AI systems can address some of the hardships of childhood education, 

primarily by reducing the burden on teachers. Moreover, some experts believe children should be 

engaging with an AI curriculum as a key aspect of modern digital literacy lessons in a rapidly 

developing digital world (Yang, 2022). Research done by Druga et al. (2019) shows that the 

already-existing digital divide between racial minority and dominant groups has been deepened 

in the realm of AI technologies. These researchers claim there is an urgent need for the 

promotion of AI in the classroom to attain digital equity and close the observed divide.  

To further explore the intricacies of AIEd, this paper will seek to answer the question of 

whether artificially intelligent systems should be implemented in K-12 education programs by 

exploring the social consequences and discussing a case study on the implementation of one 

AIEd prototype. This will be done by first contextualizing the problem at hand: that AIEd 

systems are being implemented without adequate insight into their effects on students. This issue 

serves as the primary motivation behind my STS research and will be explored through the lens 

of this research. An overview of the two, tightly coupled STS and technical research projects will 

then be provided in the context of the aforementioned research question. Details on the objective, 

metrics and methodology of the technical project will then be provided, as well as an analysis of 
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the system under the Technology and Social Relationships STS framework. A brief summary of 

the results of this project will then be presented in order to synthesize this case study with the 

related STS research, allowing me to make final conclusions and resulting recommendations 

about the future of AIEd systems. Both the technical project and STS research were carried out 

over the course of the 2022-2023 academic year, totaling 8 months’ time. The technical project 

was constrained by the funding and objectives provided by our partners at The MITRE 

Corporation. The research for this project involved experimental testing with a sample size of 26 

participants, all of which were fourth grade students at the same elementary school in 

Charlottesville, VA. While the time and budget constraints led us to select this relatively limited 

group of participants, additional research across varying age groups, geographic locations, 

language abilities, and other factors is ultimately recommended.  

 

ARTIFICIAL INTELLIGENCE SYSTEMS ARE BEING IMPLEMENTED IN 

EDUCATION PROGRAMS DESPITE A LACK OF ADEQUATE INSIGHT INTO THE 

POTENTIAL CONSEQUENCES. 

In response to the growing popularity of AI, as well as the promise of these systems to 

bring about beneficial changes, AI systems are starting to be implemented within all spheres of 

education, including grade school. AI in education (AIEd) shows promise to address issues of 

teacher burnout and improve learning. However, there are relatively minimal amounts of 

research regarding AIEd compared to the level at which it has been implemented. A 2021 study 

by researchers Aslan and Zhang found only 40 comprehensive, empirical journal articles written 

prior to 2020 regarding AIEd from a search of three major databases. Despite this stark lack of 
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research, 92% of academic institutions have implemented such systems (University of the 

People, n.d.).  

Moreover, there is not only an insufficiency of evidence proving the benefits of AI 

systems for ECE, but there is also a potentially more concerning insufficiency of evidence 

exploring the potential harms of such systems (Aslan & Zhang, 2021). Many advocates against 

the widespread use of AI warn of the potential for embedding subconscious bias into these 

systems, and therefore reinforcing and amplifying existing structures of inequity (Kantayya, 

2020). Unfortunately, evidence of these embedded biases and the real-world consequences has 

already begun to surface. A 2016 study by Angwin et al. found that a criminal justice algorithm 

employed in Florida two years prior disproportionately mislabeled Black defendants as “high 

risk” at almost twice the rate of their White counterparts, making them more likely to receive 

harsher sentences and serve more jail time. A likely culprit contributing to these biases is the 

relative lack of diversity amongst AI programmers. For example, less than 3% of Google’s entire 

workforce and 4% of Facebook’s and Microsoft’s are Black. The story is similar in terms of 

gender, with over 75% of AI professionals identifying as male (Hao, 2019). 

AIEd is not immune to the same fate as the many already observed instances of biases 

being cemented into algorithms and, therefore, worsening existing disparities against 

marginalized groups. Despite promises and hopes alike that AI can level the playing field in the 

classroom between minority students and their classmates of dominant groups, the potential for 

these systems to exacerbate the already existing divide proves to be a larger threat. If education 

becomes too digitized without properly considering how to check the inherent biases of the 

predominantly White developers of these systems, the unforeseen consequences can have 

disastrous and lasting effects.  
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SHOULD ARTIFICIALLY INTELLIGENT SYSTEMS BE IMPLEMENTED WITHIN 

K-12 EDUCATION PROGRAMS?  

To address the growing demand for such systems and corresponding need for related 

research, my senior project, involving a technical capstone project and technical paper and a 

related Science, Technology, and Society (STS) research paper, addresses the ethics, practicality, 

and implementation of artificially intelligent systems used in education. The former project 

involves the logistics and practice of implementation, including building an AI system for 

financial literacy educational usage, embedding the system into a humanoid robot, and testing 

with human subjects. The latter project involves researching and reporting on the societal 

implications of such projects, especially regarding potential bias in AI systems and the 

competency of the existing research on the subject matter, as seen in the previous and following 

paragraphs. The two projects are tightly coupled, as the latter investigates the social 

consequences of the former in an effort to understand whether implementing these systems on a 

large scale is an appropriate course of action.  

The technical project addresses the question of whether the embedded AI system we 

created provides a benefit to students. The objective of this project is to create a system 

adequately equipped to teach financial literacy lessons to grade school students, to test the 

system and make appropriate adjustments, and to use the experimental findings to ultimately 

determine if the system’s implementation provides a benefit to students. The metrics across 

which the project’s hypothesis will be tested are as follows in Figure 1: Technical Project 

Metrics Tree.  
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Figure 1: Technical Project Metrics Tree: This diagram shows the breakdown of the objective of 

our technical project, the associated metrics, and the data that will be collected to measure these 

metrics (Howle, 2022).  

 

The methods used to answer the question at hand involved both implementation and 

testing. The implementation stage involves building the AI system equipped with financial 

literacy lessons and embedded this system into a NAO robot, a small, programmable humanoid 

robot designed for interacting with humans, making it ideal for usage within the classroom 

(Institute of Electrical and Electronics Engineers, n.d.). Testing involves comparing the 

performance of students who learned financial literacy lessons via our robot with the 

performance of those who did not have access to the robot. Those who do not have access to the 

robot will learn the same lesson from a guided worksheet. After analyzing the difference in 

scores between the two groups, as well as data regarding the performance of the system and the 

enjoyment of the students, the research team will make a conclusion and corresponding 

recommendation regarding whether the system is beneficial and should be further implemented 
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and invested in. An aspect of the aforementioned technical project that was not considered was 

any training or research into how to ensure our system does not hold embedded racial or gender 

biases. I found the lack of interdisciplinary perspectives concerning, especially for a system 

designed to be used with as sensitive a group as young children.   

In response, this STS research paper seeks to answer the question of what the potential 

social consequences of implementing artificial intelligence in K-12 education are. The research 

will explore how both students and educators stand to be impacted by the implementation of AI 

systems in education, such as that of my technical project. An analysis of the social implications 

in terms of the major stakeholders and the ways in which they stand to be impacted by 

implementation of these systems - using the Technology and Social Relationships STS 

framework - is demonstrated in Figure 2: Technology and Social Relationships Model.  

 

 

Figure 2: Technology and Social Relationships Model: An analysis of the potential benefits and 

harms to be experienced by stakeholders in the implementation of AI systems in education. In 

this figure, an arrow pointing towards a stakeholder indicates a potential benefit to that group, 

while an arrow pointing away from a stakeholder indicates a potential harm to that group 

(Howle, 2023). 

 



 8 

Arguably the most important factor to consider in analyzing AIEd systems is the effect on 

students. The aforementioned research on how AIEd holds potential to benefit students by 

improving their learning has created demand for such systems and has led to their 

implementation already (Su & Yang, 2022). However, with racial and gender bias towards 

children in both modern education and existing algorithms being pervasive and well 

documented, and without proper input from education experts on these systems, the potential for 

bias to be embedded into these systems and imposed onto young students stands as a major 

concern (Anokam et al., 2022; Su & Yang, 2022). Due to the sensitive nature of the development 

and learning of children, some experts argue that the potential for harm outweighs that of any 

potential benefits (Perry & Lee, 2019).   

Another important stakeholder who stands to be affected by the systems in question is 

educators. AI poses a potential benefit of lessening the burden on teachers in a number of ways, 

which could aid in solving the current burnout crisis. The ways in which teachers stand to save 

time and energy as a result of AI being implemented in the classroom include automated grading, 

feedback loops for student evaluations, and providing virtual facilitators for simpler tasks and 

lessons (Owoc et al., 2021). However, while teachers stand to benefit from AI, there is also fear 

surrounding the potential loss of jobs. In fact, British education expert and Vice-Chancellor of 

the University of Buckingham Anthony Seldon predicts that robots will replace teachers by 2027 

(The University of Buckingham, 2017).  

The final major stakeholder to consider is the engineers developing these AIEd systems. 

Those developing these systems almost exclusively stand to benefit from their implementation, 

as it results in both increased profit and job security. Without facing a major threat of harm, 

developers of AI systems are likely to promote and encourage their deployment, oftentimes even 
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without proper checks in place (Kantayya, 2020). Especially considering the harm done to the 

students on which they are implemented may not become obvious until years in the future when 

longitudinal studies are completed, the interests of the engineers as a stakeholder should not be 

prioritized above that of students and educators.  

 

REGARDLESS OF WHETHER MY TECHNICAL PROJECT SHOWS A BENEFIT TO 

STUDENTS, ANY POTENTIAL HARM SHOULD BE TAKEN INTO SERIOUS 

CONSIDERATION BEFORE SYSTEMS ARE IMPLEMENTED.  

Testing my technical project in elementary school students thus far has shown a need for 

improvements to the system, and therefore, the system is deemed inadequate for widespread 

implementation in its current state. Once improvements have been made, the system can be re-

tested and re-evaluated for its benefit to students. However, as a result of the findings of this STS 

research paper, I recommend waiting to implement this system even if it shows a benefit to 

students with further development and experimentation, as the experiments do not test for 

potential harm - only for educational benefits. Additionally, I recommend introducing more 

interdisciplinary perspectives in the work, including experts in both childhood education and bias 

prevention. Another strategy to improve upon the system would be to ensure the teams employed 

to work on this project are diverse in racial and gender identity.  

This corresponding research and analysis in my STS paper reveals a need for adjustments 

to current and future systems, as the existing research on their implications is inadequate 

compared to the potential consequences. Although current research mostly shows only the 

potential for harm to students, rather than guaranteed harm, the recommendations should reflect 

the worst case scenario in order to prevent any irreversible harm to marginalized groups. Further, 
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the analysis above reveals a need for more research on the impacts of AIEd; most importantly, in 

identifying the potential for harm and the likelihood of such occurrences. Within this research, 

strategies should be identified for overcoming inherent biases to ensure the AIEd systems we 

employ are equitable and overwhelmingly beneficial to both students and educators.  

In conclusion, the interests of sensitive and marginalized groups must be held in highest 

regard, taking special consideration into the potential for harm to these groups and employing all 

strategies to avoid such consequences. AI systems are exciting, new technologies sure to disrupt 

society as we know it. However, with uncharted territory often comes a large margin for error. In 

this case, because the largely unknown and potentially dangerous consequences will impact 

children, it is more important than ever to proceed with great caution to keep our society’s young 

students out of harm’s way and make strides towards a more equitable society.  
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