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Abstract

This dissertation describes advances made in the field of network management and high-

performance networking. For network management, we designed and implemented an

algorithm to reconstruct flows from NetFlow records collected at IP routers. We executed

this system in a large Research and Education Network (REN), Energy Sciences Network

(ESnet). We found that scientists move 100 GB to TB sized datasets at rates of 1 to 2.5

Gbps, and seldom use the network for transfers more than 10 hours. Our findings are useful

for network planning and traffic engineering, and in improving user experience.

For high-performance networking we designed, implemented, and evaluated a high-speed

Cheetah Flow Identification Network Function (CFINF). Two key features of the CFINF

design are: (i) the ability to scale easily to higher levels of traffic utilization, and (ii) the

flexibility for execution on general-purpose hardware. The system is designed with efficient

data structures that are optimized to detect cheetah flows on a 10 Gb/s link that causes 1 M

flows/min. With 10 CPU cores, CFINF can handle a 1-min 10-Gbps real Center for Applied

Internet Data Analysis (CAIDA) traffic trace that contained 1.5M flows and 38M packets

without loss. To improve efficiency, we ran CFINF in an 8-core configuration. However,

with this configuration there were packet drops (max. rate of 0.036%).

To determine optimal values for CFINF parameters, we designed and implemented the

Cheetah Flow Traffic Engineering System (CFTES). For an acceptable packet drop rate on

a congested link, a high value of the rate threshold will result in few flows being redirected.

A novel two-queue traffic redirection solution is presented that addresses the problem of

packet reordering in TCP when a flow is redirected. We quantify a metric called burstiness

and show that packet drop rate increases with increasing burstiness, even when the average

c
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background rate is constant. The packet drop rate is also higher for high-RTT cheetah flows.

Finally, we propose a network service to diagnose throughput performance for large data

transfers. Analysis of data-transfer logs, which were created by running experiments across

Internet2, a US-wide REN, offer insights into the causes of poor performance.
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Chapter 1

Introduction

1.1 Background

The Internet’s bandwidth has increased from its humble beginnings of a few Kbps in

1988 [1] to hundreds of Gbps in today’s Research and Education Networks (RENs) (e.g,

Internet2 [2] and ESNet [3]). Advances in the fields of fiber-optics, high-speed photo detectors,

coherent communication technologies, and high-speed packet processors has contributed

to an exponential growth of network capacity. Organizations upgrade their host hardware

to leverage increased network capacity and applications use such host enhancements to

fill the available network capacity. Along with the development of bandwidth demanding

applications, the Internet is observing an exponential growth in the number of connected

devices. The number of users and computers on the Internet has surpassed more than one

billion [4] and that number continues to grow. Such a trend has resulted in widening the

disparity of bandwidth used by applications. For example, web browsing and activities such

as viewing emails require bandwidth from a few kbps, video streaming applications consume

bandwidth in Mbps, whereas a large file transfer uses bandwidth in the range of Gbps. Large

file transfer applications are massively bandwidth demanding and can rival the cumulative

data rate from millions of connections. These applications generally transfer large amounts

of data that can take the form of research datasets to virtual machine migration data. High

bandwidth demanding applications unfairly compete for bandwidth and can trample over

millions of low-rate connections. Helping the large number of small or low-rate connections

1
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from being overrun by bandwidth intensive connections would result in improving quality of

the Internet. This research explores the traffic characteristics of the Internet and proposes

solutions for improving quality of service and network utilization.

With the advent of big-data in areas of research and industry, the frequency of large

data movements has increased. Researchers execute experiments on large-scale systems that

generate massive amounts of data. For example, the Conseil Européen pour la Recherche

Nucléaire (CERNs) Large Hadron Collider generates 60 TB of physics data per year [5, 6],

and the proposed Large Synoptic Survey Telescope is expected to produce 15 TB of data

each day [7]. Scientific simulations executed in supercomputing facilities around the globe

in the fields of High-Energy Physics, Genomics, and Climate Science generate multi-GB to

TB size datasets. These large scientific datasets are moved across high-speed RENs between

scientific laboratories and universities to enable collaboration. Data center facilities hosted

by Google [8] and Microsoft [9] orchestrate networks to move large volumes of data across

multiple data center sites.

Such large data movements result in large-sized flows called elephant flows. Elephant

flows coexist with the vast number of small flows (also known as mice flows) generated

from millions of connections. Statistically, the size of data flows in the Internet follows a

Pareto distribution [10] with 80% of the data being transferred by just 20% of the flows.

These elephant flows appear in the tail end of the Pareto distribution, and disrupt the

small sized flows when sharing a link or path. Elephant flows can also exhibit a high-rate

of data transfer. We define a high-rate elephant flow as a cheetah flow. Cheetah flows are

detrimental to general Internet traffic. For example, cheetah flows have the potential to

degrade service quality for real-time flows when data packets of a cheetah flow unfairly

compete with packets from other flows for buffer space. Unfortunately, frequently aggressive

variants of TCP like Hamilton TCP [11] are used to improve the throughput of cheetah

flows, which cause unfairness in bandwidth distribution among smaller flows. The problem

is compounded when more than one TCP stream is employed to transfer the large dataset.

Routers and switches in a path are equipped with buffers or queues that feed output ports

to handle short periods of high traffic. The cheetah flows can generate long packet trains

or bursts that have the potential of filling the switch port buffer. For small sized buffers,
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this may result in packets being discarded from the cheetah flow as well as other traffic..

For large buffers, the effect increases the latency realized by packets of delay-sensitive flows,

which can hurt a real-time connection. Addressing this requires the separation of cheetah

flows from normal traffic.

1.2 Motivation

The motivation of this work stems from the existence of cheetah flows in RENs and commercial

networks. A cheetah flow has detrimental effects on the general Internet traffic because it

causes packet losses and increases the latency of delay sensitive flows. Therefore, network

providers must be aware of the existence of cheetah flows in order to deploy solutions that

provide better quality of service to their customers

Network data collected from an organization provides information on the characteristics

of cheetah flows, such as flow size and flow duration. Knowledge about the network path

traversed by such large flows is important in network capacity planning. Network paths

that are frequently used for cheetah flows are prone to congestion events. Monitoring and

studying the occurrence of cheetah flows will not only help providers plan for a network

deployment that addresses current traffic needs, but also allows for growth in the future.

Deployment costs are reduced as capacity is increased intelligently in segments of the network

rather than increasing overall network capacity. We present a novel flow reconstruction

algorithm that analyzes NetFlow records from Energy and Sciences Network (ESnet) to

characterize cheetah flows.

Traffic engineering algorithms are used by most Internet Service Providers (ISPs) to

operate network links at high utilization while maintaining high service quality. With the

occurrence of cheetah flows in a network, the traffic engineering algorithms have to be

informed about an arriving cheetah flow. Traffic engineering cheetah flows and redirecting

such flows to separate links/queues not only improves the quality of service but also allows

links to operate at higher utilization. Users of applications that generate cheetah flows have

no incentive to notify the network of a large data transfer. Therefore, the network must

employ traffic monitoring to detect a cheetah flow. For this reason, packet data is used to
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identify a cheetah flow and then take actions that ameliorate the effects of a cheetah flow.

Cheetah flow detection for the purpose of traffic engineering motivates the research and

development of highly-scalable and simple algorithms, necessary for detecting a cheetah

flow from millions of other flows. The rapid increase in compute power and reduction

in the cost of processors have enabled network functions such as switching/routing to be

performed in software. Network Function Virtualization is a new paradigm of executing

networking software in general purpose servers. We present the design and implementation

of a cheetah flow identification system that employs general purpose hardware and scales

easily on increasing link capacity.

Networking research on cheetah flows lacks a common consensus of the definition of a

cheetah flow based on flow metrics. We provide a method for setting a metric threshold

that defines a cheetah flow. In our study of cheetah flows in ESnet, significant variation of

data transfer throughput was observed. Variation in data transfer throughput results in

uncertain job completion times when large datasets have to be moved as a part of a scientific

workflow. Such variations occur when some transfers experience low-throughput, while other

transfers enjoy high-throughput. Exploring the cause of low-throughput in data transfer

will allow users to make amends to improve transfer throughput. The scope of this work

includes characterizing cheetah flows, identifying cheetah flows for traffic engineering, and

finally, investigating root causes for poor throughput performance in data transfers.

1.3 Problem statement

The research work explores the following three problems that arise from the presence of

cheetah flows in a network. There are three main components to this work:

1. Analysis: The first problem was to identify the characteristics of cheetah flows in large

networks. This led to the analysis of real-world network data to characterize network traffic.

The solution was to analyze network monitoring data (i.e., data collected from the routers

and switches in a large network) to characterize the size, duration, and rate of cheetah flows.

2. Implementation and experimentation: The second problem was to detect cheetah flows in

real-time for the prospect of traffic engineering such flows. The work involved development of
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novel algorithms that could be easily scaled and executed at high link speeds. The effects of

a cheetah flow on small flows and delay sensitive flows are analyzed through experimentation.

3. Simulation: The third problem addresses a pragmatic approach to classify a cheetah

flow through simulations. The trade-offs achieved in traffic engineering a cheetah flow were

studied.

We used a combination of analytical, simulation, and experimental methods throughout

this work.

1.4 Hypothesis formulation

As described in Section 1.2, to understand the nature of cheetah flows, we identified that

ESnet provided network data that contained information required for flow reconstruction.

In our previous work [12], we developed algorithms to identify cheetah flows from NetFlow

records. The characteristics of these cheetah flows provided partial information on the

datasets transferred. It is typical for more than one flow to be associated with a dataset

transfer. Correspondingly our first hypothesis was that most data transfers occurs through

multiple cheetah flows known as flowsets. Therefore, cheetah flows which were concurrent

had to be a part of a transfer and these could be grouped to characterize the data transfer.

For our next contribution, the development and implementation of a cheetah flow

detection system, we formulated a second hypothesis: Cheetah flows co-exist with millions

of low-rate flows on a high speed link. In order to detect a cheetah flow in live network

traffic we needed a relatively complex algorithm that could be executed on flexible/generic

hardware and not require a dedicated ASIC for performance reasons. Hence our hypothesis

was that an algorithm could be developed for detecting cheetah flows at high link rates, such

that it could be easily scaled by adding more resources to monitor millions of flows arriving

per minute.

A third hypothesis was formulated for finding a solution to traffic engineer cheetah flows.

The routers and switches should have some form of rule based traffic steering mechanisms to

separate cheetah flows from other traffic. There should be a method to enter flow identifiers

for such rule based filtering. Such a method is applicable to recent router technology.
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The routers should also support scheduling algorithms on their egress interfaces that are

work-conserving in nature. We used this hypothesis to traffic engineer cheetah flow packets

into a low-priority scheduling queue, and analyzed its benefits and trade-offs. Since a cheetah

flow was redirected to a low-priority queue in a strict priority system, it would lead to queue

starvation. Our hypothesis was that since cheetah flows are rare and background traffic load

exhibits only periods of high utilization, the low priority queue will be served. Hence queue

starvation will not arise.

1.5 Dissertation organization

This dissertation is organized into six chapters. The motivation of this work, relevant

background work, and a summary of this work’s key contributions are provided in this

chapter.

In Chapter 2, the size, duration, and rate of cheetah flows are characterized. A novel

method is provided to reconstruct cheetah flows from passive network measurement data

(i.e., NetFlow records). The NetFlow records were collected from 66 routers in ESnet over

four months. From these NetFlow, records we reconstructed cheetah flows and grouped

single flows to characterize big-data movement. The statistics of data transfer sizes, duration,

and rates were analyzed. These statistics provide useful information for network planning

and traffic engineering of data transfers.

In Chapter 3, we investigate cheetah flows that cause increased packet delays and losses

for other flows. We develop and implement a high-speed Cheetah Flow Network Identification

Function (CFINF), which identifies cheetah flows using a new metric known as a short-

duration flight rate. We provide a set of highly scalable algorithms that can detect cheetah

flows among millions of flows traversing a high-speed link. These algorithms run on a

x86-processor-based platform. Such design principles can be applied to the development of

other high-speed packet processing network functions.

In Chapter 4, a simulation-based study is performed to gain insights into the choice of a

cheetah flow threshold. A Cheetah Flow Traffic Engineering System (CFTES) is presented
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that dynamically computes a cheetah flow threshold using information from the background

traffic. The CFTES complements the development of the CFINF.

In Chapter 5, we propose an approach to identification of the throughput performance

variation in large data transfers. Through a set of experiments, we show the feasibility of a

throughput monitoring service, and identify the causes of low-throughput.

Finally, this work’s contributions are summarized, future work is discussed, and the

dissertation is concluded in Chapter 6.

1.6 Key contributions

The key contributions are as follows:

1. A measurement-based study to characterize big-data movement in a REN is performed.

A flow reconstruction algorithm from prior work [12] is used to identify cheetah flows from

NetFlow records. Parallel TCP connections, where each connection is an cheetah flow, are

used for large dataset transfers to increase throughput. Our key contribution is to provide

a technique for aggregating parallel cheetah flows into flowsets to identify a data transfer.

Analysis of such data transfers are conducted to understand the data movement in a large

REN such as ESnet. Statistics of the size, duration, and rate of such data movements

are characterized, which provides valuable information for network planning and traffic

engineering. This work has been published in IEEE European Conference on Networks and

Communications [13].

2. We present a novel cheetah flow identification algorithm that detects cheetah flows

online from millions of flows traversing a network link every minute. The algorithms are

executed on x86 processors offering flexibility in programming, which is a fundamental tenet

in Network Function Virtualization for packet processing. Efficient data structures and

flow-based load balancing address the requirements of high-speed packet processing and

scalability, respectively. We develop and implement a cheetah flow identification system

and evaluate the accuracy of the system with respect to compute power. The purpose of

detecting a cheetah flow is to separate it from other traffic. A traffic engineering system is

proposed that involves cheetah flow detection and subsequent interaction with an Software
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Defined Network (SDN) controller and a switch to redirect the cheetah flow. This work

has been published in IEEE Conference on Network Function Virtualization and Software

Defined Networks [14]. This work led us to co-author another paper with our collaborators,

and has been published in IEEE High Performance Extreme Computing Conference [15].

3. An interesting problem of determining a cheetah flow threshold was discovered in our

implementation of the CFINF. Since link utilization characteristics vary between networks

and also in time, it is clear that automated mechanisms are necessary to set the cheetah

flow threshold. Through in-depth simulation we describe a solution of computing a cheetah

flow threshold using the nature of the background traffic. An effective traffic engineering

policy of cheetah flow redirection is evaluated to achieve high cheetah flow throughput

for an acceptable percentage of packet drops. This work was accepted in IEEE European

Conference on Networks and Communications [16].



Chapter 2

A measurement-based study of

big-data movement

2.1 Introduction

In this work, we analyzed NetFlow records collected in an operational research-and-education

network across which large scientific datasets are moved routinely, reconstruct individual

cheetah flows from the NetFlow records, and assemble parallel flowsets from cheetah flows.

Bulk of this material is presented from our published work A measurement-based study to

characterize big-data movement [13] c© 2015 IEEE.

Our findings are as follows. The top 1% of flowset sizes were in the hundreds of GBs

to low TBs range, 95% of flowsets had rates less than 2.5 Gbps, and 99% of flowsets had

durations shorter than 4 hours. Median flowset rate increases and rate variance decreases

with increasing number of per-flowset component flows. Such findings are useful for network

planning, traffic engineering, and for improving user performance, since large dataset transfers

are among the most demanding of network applications.

Researchers use supercomputing centers to execute large-scale, highly parallelized simula-

tions and big-data analytics, in fields such as High-Energy Physics, Genomics, and Climate

Science. Multi-GB to TB datasets are generated from these applications. Research-and-

Education Networks (RENs), which connect national laboratories (labs) and universities

9
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where most scientific researchers are based, have high-rate links to enable fast transfers of

these datasets.

Throughput is an important measure as it determines the time needed for the dataset

transfer. Even low loss rates, on the order of 0.005%, can have a significant negative impact

on throughput on high Bandwidth-Delay Product (BDP) paths because of TCP’s congestion

control algorithm [17]. To counter this effect and achieve high throughput, file-transfer

applications used by the scientific community have file segmentation and reassembly features

to use parallel TCP connections, and concurrency features to run multiple application

threads on multi-core end hosts [18].

Problem statement Determine the characteristics of big-data movement from passive data

measurements collected at provider IP routers. Routers are configured to save flow records

using tools such as NetFlow. Since large datasets are often transferred using parallel

(concurrent) TCP connections, records about multiple flows must be aggregated in order to

accurately characterize the size, rate, and duration of such transfers.

Solution approach We define a parallel flowset as a group of flows between a source host and

a destination host that occur concurrently. A method for reconstructing parallel flowsets

from NetFlow records is designed and applied to data collected by a US-wide backbone

network provider, ESnet [3]. In prior work [19], we developed a method for reconstructing

single cheetah flows from NetFlow records, and presented characteristics of cheetah flows

observed at four ESnet routers for a 7-month period in 2011. In this work, we developed

and implemented a new algorithm for reconstructing parallel flowsets, each consisting of

multiple flows, from the single cheetah-flow characteristics obtained from prior work. We

then executed our software on NetFlow records collected from June-Sept. 2014 at all 66

ESnet routers. We present the size, rate and duration characteristics of these parallel flowsets

as being representative of large scientific dataset movement.

Novelty To the best of our knowledge, we are the first researchers to characterize large

datasets that are moved with parallel TCP flows. Other studies have characterized individual

cheetah flows [20, 21], but have not reconstructed parallel flowsets. Given the scientific

community’s use of file-transfer applications that use parallel connections and concurrent
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threads, reconstruction of parallel flowsets is essential for gaining an understanding of

big-data movement.

Contributions Our method for reconstructing parallel flowsets, and the characteristics of

large scientific dataset transfers, are the primary contributions of this work. ESnet offers

high-speed network access to US Department of Energy (DOE) labs, some of which operate

large scientific supercomputing centers. Therefore, ESnet is one of the best networks in the

US for observation of scientific big-data movement.

Impact Several interesting phenomena were observed in this flowset reconstruction study that

show how this work can impact network planning, traffic engineering, and help improve user

experience. First, all parallel flowsets observed in/out of five major DOE labs over a 4-month

period, were shorter than 10 hours, except three flowsets, which were of lengths 13 hours, 16

hours, and 33 hours. This observation is consistent with anecdotal information that scientists

use overnight shipping services when the network is likely to be slower. Second, in RENs,

while aggregate traffic volumes are typically low, the need to support large-dataset transfers

is the primary reason for upgrading link speeds to avoid bottlenecks on end-to-end paths. Our

software offers administrators a tool for understanding their users’ big-data movement needs

for future network and Data Transfer Node (DTN) capacity planning. Third, throughput

differences observed between short-RTT paths and long-RTT paths makes the case for using

rate-guaranteed dynamic Layer-2 services [22], such as those offered by Internet2 and ESnet,

to avoid packet losses. Fourth, our work is useful for traffic engineering applications, such as

offloading cheetah flows to optical circuits [23]. Fifth, user experience can be improved by

using our software to identify low-throughput paths for initiating diagnostics. Finally, in a

broader context, commercial cloud computing providers can use this technique for learning

the networking needs of their large-usage customers for planning, traffic engineering, and

trouble-shooting.

Section 2.2 describes our methodology for reconstructing parallel flowsets. Characteristics

of big-data movement across ESnet are presented in Section 2.3. Section 2.4 reviews related

work. Section 2.5 presents our conclusions.
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2.2 Solution Approach

There are four steps in our solution: (i) reconstruct cheetah flows from NetFlow records, (ii)

determine the set of cheetah flows to and from each lab from the per-router cheetah-flow

data, (iii) reconstruct parallel flowsets from the cheetah-flows data, and (iv) characterize the

size, rate (throughput), and duration of flowsets. Results for the last step are provided in

the next section.

Reconstruct cheetah flows from NetFlow records We define cheetah flows as flows that send

more than 1 GB in a 1-minute (min) period within their lifetimes based on our prior work [19].

NetFlow records, collected in IP routers with or without packet sampling, provide packet

counts, byte counts, timestamps, etc., on a per-flow basis. Fioreze et al. showed that for

cheetah flows, we can trust the size numbers determined from NetFlow records even with

1-in-1000 packet sampling [20]. An active timeout interval parameter configured in NetFlow

determines the maximum length of each NetFlow record. Therefore, cheetah flows that last

longer than the active timeout interval should be reconstructed by concatenating information

from multiple records.

Determine per-lab sets of cheetah flows NetFlow records include source and destination

Autonomous System Numbers (ASNs), which is useful information as it provides us the end

points of flows (IP addresses were anonymized for privacy reasons, and only REN traffic was

included). The ASNs were saved in the per-router cheetah-flow data, and used to aggregate

sets of cheetah flows to and from each lab.

Reconstructing parallel flowsets from flows Flow k is represented by the following tuple:

{sk, dk, xk, yk, zk, fk, lk, ok, ak, bk} (2.1)

where sk: source IP address, dk: destination IP address, xk: source port number, yk:

destination port number, zk: protocol number, fk: UTC timestamp of the first packet of

the flow, lk: UTC timestamp of the last packet of the flow, ok: cumulative number of bytes,

ak: source ASN, and bk: destination ASN.

Using the notation in Table 2.1, the main steps of the algorithm are listed below:
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Table 2.1: Notation ( c© 2015 IEEE )

i per-day index

j flowset-identifier (ID) index

k cheetah-flow index

p parallel FlowSet (FS) index

ωj flowset identifier

τ maximum time gap between start times of flows in a FS

Fi set of cheetah flows

Wi set of unique flowset IDs amongst all flows k ∈ Fi

Aij set of cheetah flows that share a flowset ID; ωj ∈Wi

Bijp set of cheetah flows in a single parallel flowset p; Bijp ⊆ Aij

Nijp Number of component flows in parallel flowset

Sijp Size of parallel flowset

Dijp Duration of parallel flowset

Rijp Rate (throughput) of parallel flowset

No. of FSs with different Nijp values Lab 1 Lab 2 Lab 3 Lab 4 Lab 5

2-flow FSs 132 | 1364 1989 | 5669 172 | 974 112 | 835 57 | 2155
4-flow FSs 67 | 226 82 | 237 60 | 215 35 | 3010 14 | 5399
8-flow FSs 526 | 41 2 | 33 46 | 10 6 | 651 3 | 1268
16-flow FSs 0 | 1 0 |10 0 | 3 3 | 14 8 | 46
FSs with other values for Nijp 98 | 87 132 | 622 321 | 229 24 | 131 77 | 1649

Total no. of FSs 823 | 1719 2205 | 6571 427 | 1431 180 | 4641 159 | 10517

No. of DHs | No. of SHs of FSs 66 | 46 883 | 264 245 | 288 56 | 52 194 | 56

Table 2.2: Parallel FlowSets (FSs) observed during June-Sept. 2014; To-Lab | From-Lab
(except last row) ( c© 2015 IEEE )

1. From each day’s set of cheetah flows, Fi, determine the set of unique flowset identifiers,

Wi.

2. Divide each set Fi into mutually disjoint sets Aij , each of which consists of all cheetah

flows in day i that share a flowset identifier ωj ∈Wi.

3. Divide each set Aij into mutually disjoint subsets Bijp, each of which consists of flows

in the same parallel flowset p.

4. Compute size, duration, and rate of each flowset p ∈ Bijp, ∀ωj ∈Wi.

5. Concatenate flowsets that cross midnight boundaries.
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For each day’s set of cheetah flows, Fi, the first step is to find the corresponding set of

unique flowset identifiers, Wi. The flowset identifier ωj is defined as the combination of

source IP address and destination IP address.

The second step divides the set of cheetah flows Fi into mutually disjoint sets Aij , where

the number of subsets is |Wi|. Flow k ∈ Aij if {sk, dk} = ωj , where ωj ∈Wi.

In the third step, first order the flows in each set Aij by sorting on the first-packet

timestamp (fk in (2.1)) from the earliest timestamp to the latest timestamp. The ordered

set of flows are k1, k2, · · · , k|Aij |. Next, divide each set Aij into disjoint subsets Bijp, such

that a consecutive set of flows {kn, kn+1, · · · , kn+u} ∈ Bijp iff

fkn+u − fkn ≤ τ

fkn − fkn−1 > τ for n 6= 1

fkn+u+1 − fkn+u > τ for n+ u 6= |Aij | (2.2)

In other words, the first sampled-packet timestamps of all flows in a flowset should be within

a time interval of length τ . When a file-transfer application that creates multiple parallel

flows is initiated, data transfer should start almost simultaneously on all flows. A time gap τ

is permitted because even if all flows of a flowset start within the same second, there can be

gaps in the first-packet timestamps of the individual flows due to NetFlow packet sampling.

The fourth step is to determine the size, rate and duration of each flowset. The flowset

size is simply the sum of the sizes of its component flows. Duration is computed by finding

the time difference between the last-packet timestamp of the last flow and the first-packet

timestamp of the first flow in each parallel flowset. Rate (throughput) is computed by

dividing flowset size by flowset duration.
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A parallel flowset p, that occurred on day i with flowset-ID ωj , and consisting of flows

{kn · · · , kn+u} ∈ Bijp, is characterized by

Size Sijp =
∑

k∈Bijp

ok

Duration Dijp = lkn+u − fkn

Rate Rijp =
Sijp
Dijp

(2.3)

Finally, the last timestamps lk of the flows constituting each flowset are checked. If these

values are within one-minute before midnight for a particular flowset, then the flowset

identifier is used to check the next-day’s flowsets to determine whether the flowset crossed

the midnight boundary. If so, the two flowsets are concatenated.

2.3 Data transfer characterization in ESnet

Our starting dataset consisted of NetFlow records collected from all ESnet routers over a

4-month time period, June-Sept. 2014. The method described in Section 2.3 (the time gap

τ was set to 10 sec) was applied to these NetFlow records, and one set of parallel FlowSets

(FSs) was reconstructed for each ESnet customer site (DOE labs and supercomputing centers)

with a public ASN. Results are presented for sites with the largest number of parallel FSs,

but site names have been anonymized as Lab 1, Lab 2, etc., due to privacy considerations.

Section 2.3.1 provides numbers of parallel FSs, and numbers of source and destination

hosts that engage in large-dataset transfers. Section 2.3.2 provides statistics on the sizes,

rates, and durations of datasets moved with parallel FSs. Section 2.3.3 describes an analysis

of rates of FSs between two pairs of source-destination labs, one across a short-RTT path,

and another across a long-RTT path.

2.3.1 Numbers of parallel FlowSets (FSs)

Table 2.2 lists the numbers of parallel FSs observed to and from each lab for different values

of Nijp, the number of component flows. For example, there are 132 2-flow FSs destined to

hosts in Lab 1, and 1364 2-flow FSs sourced from hosts in Lab 1. Popular values for Nijp
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Sizes in GiB

Measure Lab 1 Lab 2 Lab 3 Lab 4 Lab 5

Median 31.8 | 24.7 3.2 | 4.1 14.9 | 15.4 16.8 | 105.2 9.8 | 19.8
Mean 80.4 | 69.1 3.9 | 5 70.1 | 50.5 86.9 | 206.3 536.4 | 21.1
99% 435.7 | 479.3 13.3 | 23 389.5 | 512.5 520.9 | 1608 8524.6 | 80.4
Max. 1128.5 | 1306 26.4 | 112.5 704.5 | 2469.1 651.9 | 26521.2 26521.2 | 1758.6

Rates in Gb/s

Median 1.7 | 0.5 0.5 | 0.5 0.4 | 0.4 0.5 | 1.2 1.4 | 0.8
Mean 1.5 | 0.7 0.6 | 0.6 0.5 | 0.5 1 | 1.4 1.4 | 1
95% 2.3 | 2.3 1.3 | 1.2 0.9 | 0.9 2.3 | 2.2 2.0 | 2.4
Max. 7.4 | 5.4 4.3 | 9.7 2.1 | 3 7.4 | 7 2.7 | 6.9

Durations in sec except for the Max. row

Median 149.1 | 241.7 53.8 | 70.7 251.4 | 233.4 348.8 | 736.7 84.4 | 179.1
Mean 1098 | 954.9 76.5 | 87.6 545.5 | 732.6 1158.5 | 1391.8 4297 | 256.6
99% 11854 | 13664.8 321.9 | 400.8 6799.2 | 11524.6 8936.6 | 11130.1 5514 | 1602.4
Max. in hr 6.6 | 6.9 0.3 | 1.1 4.4 | 13.8 3.2 | 33 33 | 16

Table 2.3: Statistics for parallel FSs observed during June-Sept. 2014; To-Lab | From-Lab (
c© 2015 IEEE )

No. of FSs Lab 1 Lab 2 Lab 3 Lab 4 Lab 5

Single flows 9165 | 13041 14132 | 34268 6293 | 51214 3483 | 55745 2604 | 60027

Table 2.4: Single flows (FSs) observed during June-Sept. 2014; To-Lab | From-Lab

appear to be 2, 4, 8, and 16. In general, the number of parallel FSs sourced at a lab host

was greater than the number of parallel FSs destined to a lab host. This is because many

external scientists use DOE lab supercomputers to run their simulations/analytics, and then

download relevant datasets.

The last row of Table 2.2 shows the number of hosts in each lab that were destinations

of FSs and the number of the hosts that were sources of FSs.

We also studied the statistics of size, duration, and rate of flows not grouped into flowsets.

These flows are called single flows. Table 2.4 lists the numbers of single flows observed to and

from each lab. Again, the number of flows emanating from a lab (i.e., downloads) is greater

than the number of flows sending data to a lab (i.e., uploads). Similar to the statistics of

parallel flowsets, the distribution of size, duration, and rate of single flows are also right

skewed with mean values larger than the median values.
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2.3.2 Size, rate, and duration characteristics

Table 2.3 shows independent statistics for the size, rate, and duration characteristics of the

FSs to/from the same five labs as those shown in Table 2.2. Mean values are typically larger

than median values because sizes, rates, and durations are all right skewed. The minimum

size of FSs is 2 GB, given that an FS has at least two flows, and our definition of cheetah

flows requires each component flow of an FS to send at least 1 GB.

The largest transfer observed was from Lab 5 to Lab 4, and was of size 26.5 TiB (1

Tebibyte = 240 bytes). This FS consisted of 16 parallel flows, lasted 33 hours (it was the

longest FS as seen in the last row of Table 2.3), and transferred data at a rate of 1.93 Gbps.

The next maximum-sized FS observed across the five labs was from Lab 3. It moved 2469.1

GiB, had 4 parallel flows, lasted 13.8 hrs, and transferred data at a rate of 407 Mbps. Only

a handful of FSs were larger than 1 TiB. Considering that mean rates in some labs are only

0.5 Gbps range, a 1 TiB transfer could take close to 5 hours.

The sizes of datasets transferred from labs are generally greater than sizes of datasets

transferred to labs for Lab 2, Lab 3 and Lab 4. This is because these Labs have supercom-

puting facilities that are used by other DOE lab and university-based scientists.

The highest-rate FS (a 16-flow parallel FS) at 9.7 Gbps, transferred 112.53 GiB, and

lasted for 1.66 mins. The next two highest-rate FSs were both around 7.4 Gbps. One had 4

parallel flows, lasted 2.1 mins and transferred 108 GiB, while the other had 8 parallel flows,

lasted 5.3 mins, and moved 275.14 GiB. These high rates are outliers. As seen in Table 2.3,

95% of FS rates were 2.3 Gbps or lower, which are typical disk I/O rates [24].

Interestingly as noted in Section 2.1, duration appears to be the deciding factor for

whether users choose the network or express shipping services. Given that overnight delivery

services are available, we observed only a few FSs that lasted more than 10 hours. Given

disk access rate are in the range 2.5-3 Gbps for sequential file-systems, this combination

of rate and duration constraints limits the size of datasets moved across the network. As

mentioned earlier, the longest transfer lasted 33 hours (which was clearly an outlier), but

the second longest transfer lasted 16 hours, had 2 parallel flows, and moved 1.54 TiB, and

experienced a throughput of only 240 Mbps. This transfer occurred on a high-RTT path.
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2.3.3 Comparison of FS rates on same paths

(a) Short-RTT path between two DOE labs (b) Long-RTT path between two DOE labs

Figure 2.1: Boxplots showing variability in FS rates ( c© 2015 IEEE )

While the previous section discussed rates of all FSs into and out of a lab, in this section,

we describe our analysis of variability in rate for FSs between the same source and destination

ASNs. While the source and destination hosts may not be the same, the bottleneck link

rate and RTT of all compared FSs are the same.

Fig. 2.1 shows boxplots for the rates of FSs, split by the number of component flows,

between two source-destination ASN pairs.

First, we observe that median rate increases with the number of component flows, making

a case for using parallel TCP connections. The increased throughput is likely due to faster

recovery from packet losses, and higher DTN-resource usage by concurrent server threads.

Second, we observe that at least on this compared pair of paths, rates are higher on the

short-RTT path than on the long-RTT path. But we refrain from drawing broad conclusions

about packet loss rates as we have not yet conducted a systematic study of all FS rates to

characterize dependence on RTT.

There are more than 10 FSs for each number of component flows on the two paths used

in this study. For the short-RTT path, we found an interesting decrease in the ratio of

inter-quartile range (3rd quartile - 1st quartile) to the median. The numbers of 2-, 3-, 4-,
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and 8-component FSs were 214, 224, 4572, and 1139, respectively. The numbers of FSs were

smaller, though all were larger than 10, for the other numbers of component flows. The

IQR-to-median ratio (a measure of variance) values for the 2-, 3-, 4-, and 8-component FSs

were 0.84, 0.54, 0.51, 0.41, respectively. This observation shows that rate variance is smaller

for FSs with larger numbers of component flows. The sample sizes for the long-RTT path

FSs were smaller in size, ranging from 18 to 43.

2.4 Related work

General-purpose Internet measurements papers [25,26] analyze network traffic for various

purposes, such as the identification of top users of network bandwidth, e.g., video flows,

peer-to-peer flows, or Web traffic. Elephant flows are characterized from traffic traces

collected by CAIDA [27] in a recent paper [21]. The definition used for elephant flows in this

paper, as flows whose size exceeds the mean plus three times the standard deviation of sizes

of all flows, is different from ours, which sets fixed thresholds for size and rate. Sampled

NetFlow data can be used to estimate flow sizes only when such flows have a high rate.

From previous experiments we verified that flow sizes can be estimated with a good level

of accuracy when we define a cheetah flow as one that transfers 1 GB of data in 1 min.

Therefore, our analysis is of a certain class of high-rate elephants.

GridFTP [28] has features that support parallel TCP connections and concurrent server

threads to enable fast data movement. The use of parallel TCP connections allows for

quicker recovery from packet losses, and the use of multiple GridFTP server threads in

multi-core DTNs allows separate files from a dataset to be moved simultaneously. Therefore,

while characterizing individual dataset transfers, we should reconstruct parallel flowsets

rather than just single flows. The bbftp [29] application also supports such features. Our

work reconstructs parallel flowsets regardless of the application.

In this work, we reconstructed parallel flowsets from NetFlow records collected by ESnet

routers. Other industry standards for flow-level monitoring include IPFIX [30] and OpenFlow

statistics collection [31]. As our work shows the value of collecting statistics about cheetah
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flows for network planning and traffic engineering, it could inform the design of new network

monitoring techniques to better incorporate features targeted for cheetah flows.

2.5 Conclusions

To characterize the size, rate, and duration of large dataset transfers, this work identified

the importance of reconstructing parallel flowsets from NetFlow records collected at IP

routers. Since high-performance file-transfer applications use parallel TCP connections for

large dataset transfers, characterizing single elephant flows alone will not provide network

administrators and users an accurate picture of big-data movement. Upon applying our

method to NetFlow records from a large research-and-education network, we found that

today’s scientists move 100 GB to TB sized datasets at rates of 1 to 2.5 Gbps, and seldom

use the network for transfers more than 10 hours. We found that the median rate of flowsets

increases and rate variance decreases with the number of per-FS component flows.

In the next two chapters, we explore a class of elephant flows that has detrimental effect

on real-time traffic. We present a traffic engineering solution, and describe its deployment

in an enterprise network.



Chapter 3

A High-Speed Cheetah Flow

Identification Network Function

(CFINF)

3.1 Introduction

This chapter presents the design, implementation, and evaluation of a Cheetah Flow Traffic

Engineering System. As mentioned in Section 1.2 cheetah flows are high-rate flows that can

cause increased packet delays and losses in other flows. Therefore, to improve quality of

service and increase link utilization cheetah flows must be isolated from the general traffic.

The first step towards isolating a cheetah flow is to detect the cheetah flow. We present

the design of a Cheetah Flow Traffic Engineering System (CFTES) that is composed of

a Cheetah Flow Identification Network Function (CFINF) and an SDN controller. In the

chapter, we describe the development and implementation of a High-Speed Cheetah Flow

Network Identification Function. We provide a set of highly scalable algorithms that can

detect a cheetah flow from millions of flows traversing a high-speed link per minute. We used

a commodity x86 processor to execute these algorithms for a flexible design. A significant

portion of this chapter is an excerpt from our published work A high-speed cheetah flow

identification network function (CFINF) [14] c© 2017 IEEE.

21
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Cheetah flows are high-rate flows that can fill up buffers associated with switch/router

ports, which can have detrimental effects on other flows. For routers with large buffers [32],

cheetah flows can increase packet delays for real-time flows. For switches with small buffers,

as is the case with some enterprise and datacenter switches [33], cheetah flows can cause

packet losses. This is especially true for TCP flows across large Bandwidth-Delay Product

(BDP) paths. To achieve high flow throughput, the TCP-sender and receiver buffer sizes

need to be larger than BDP. For example, a TCP flow on a 1-Gbps, 100-ms end-to-end path

has a BDP of 12.5 MB, which is larger than buffer sizes of low-end switches. When the

TCP-sender and receiver buffers are larger than the switch buffer size, the TCP sender could

create high-speed flights of packets that can cause buffer overflows.

To avoid the detrimental effects of cheetah flows (shortened to “cheetahs”) on other

traffic, we propose a new network function called Cheetah Flow Identification Network

Function (CFINF), and a Cheetah Flow Traffic Engineering System (CFTES) to redirect

identified cheetahs in real-time to a separate queue for isolation from other traffic. We

define a new term called T-duration flight to refer to a set of packets of a flow that arrive

within a duration of length T 1, and the corresponding term flight-rate, which is determined

by dividing the cumulative size of packets in the flight by T . The CFINF stores per-flow

information to determine flight-rates, which are then compared to a set rate threshold R. A

flow that has even a single flight whose rate exceeds R is classified as a cheetah. The 5-tuple

identifier of a flow classified as a cheetah is immediately sent to the CFTES, which in turn

communicates with the Software Defined Network (SDN) controller to set filter rules in the

router for redirection of cheetah-flow packets to a separate queue. The rate threshold R is

computed periodically based on monitored background traffic characteristics, and modified

if needed.

We leverage the flexibility of the Network Function Virtualization (NFV) paradigm to

implement CFINF. In the NFV paradigm, data-plane functions are implemented in software

and executed on commodity hardware [36] in contrast to traditional data-plane function

implementations that use dedicated hardware. For example, the NetFlow/IPFIX [30]

1Our usage of the term “flight” is different from prior usage where the inter-arrival times between packets
are considered in determining which packets belong to the same flight [34,35].
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implementations built into dedicated-hardware based routers are not scalable enough to

support the type of short-duration flight-rate monitoring required for CFINF.

Prior work focused on identifying elephant (defined as high-rate large-sized) flows [37–42].

These papers offer algorithms to identify flows with the highest rates (relative measure) not

the specific flows whose absolute flow rates exceed a threshold. But if the absolute rate of

a flow is not high enough to fill the headroom in a link, the flow is not a threat to other

traffic, and hence should not be redirected. Furthermore, our method does not attempt to

determine whether a flow is an elephant, i.e., whether it is large-sized. Instead the focus of

our algorithm is to determine whether a flow is a cheetah as soon as possible so that it can

be isolated from other non-cheetah flows.

In designing CFINF, the main challenge lies in identifying cheetahs in real-time on a

high-speed link that carries millions of simultaneous flows. We implemented and evaluated

the CFINF algorithms on a high-performance, multi-core x86-processor based commodity

server [43].

Our main findings are as follows: (i) When our CFINF was run on a 10-core configuration,

it could handle a packet trace collected live on a 10-Gbps link at San Jose by the Center for

Applied Internet Data Analysis (CAIDA) [44] without dropping any packets. This trace had

1.5M flows and 38M packets. (ii) Flow-filtering based on maximum packet length offers an

effective means for lowering costs without sacrificing performance. For example, with an

8-core configuration, the median number of packets dropped by CFINF decreased from 17K

to 2.8K when the flow-filter packet-length threshold L was set to 600B (i.e., flows that did

not have any packets longer than L were dropped without processing), while accuracy did

not suffer much (the median number of identified cheetahs dropped from 2354 to 2116).

The rest of the chapter is organized as follows. The CFINF algorithms and CFTES are

described in Section 3.2. Section 3.3 describes a data analysis of several 1-min CAIDA traces

to determine whether packet-length based filtering would be beneficial. Section 3.4 presents

results of our CFINF evaluation on the commodity x86 server. Experimental studies of

cheetah flows are presented in Section 3.5 to shed light on the types of cheetahs. Section 3.6

reviews related work. Our conclusions are presented in Section 3.7.
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3.2 Cheetah Flow Traffic Engineering System

Section 3.2.1 defines cheetah flows, Section 3.2.2 describes an example deployment of CFINF

and CFTES, and Section 3.2.3 explains the CFINF algorithms.

3.2.1 Definition

A flow f is classified as a cheetah by CFINF if

∑i=n
i=1 si
T

> R (3.1)

where R is the configured rate threshold, T is the flight duration, si is the size of packet i of

the flight under observation, and n is the number of packets in the flight under observation.

If (τ1, τ2, · · · , τn) represent the packet-arrival timestamps of the n packets in the flight, then

τn − τ1 ≥ T and τn−1 − τ1 < T .

The rate threshold R is set as follows:

R = αbg(C − rbg) (3.2)

where αbg is a function of the variability in background traffic rate, C is link capacity, and rbg

is the average background traffic rate, with the averaging interval set to the same duration T

used for computing flight rates. The operator-selected value of αbg is inversely proportional

to the variability in background traffic rate. If the background traffic rate is almost constant,

then the R threshold for declaring a flow as a cheetah can be close to the headroom in link

utilization.

3.2.2 CFTES

Fig. 4.1 shows a deployment scenario for CFINF and CFTES. All packets sent by router

R1 on its link to R2 are mirrored to the CFINF. Utilization of customer-to-provider links

are typically high, at least during peak hours, and therefore deploying a CFINF/CFTES to

monitor/redirect cheetahs on such links could improve performance for all flows.
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Figure 3.1: CFINF and CFTES deployment scenario ( c© 2017 IEEE )

When the CFINF identifies a cheetah, the CFINF sends the cheetah flow identifier

(flowID is the 5-tuple: source and destination IP addresses, source and destination port

numbers, and protocol number) to CFTES, which then sends the received cheetah flowID

immediately to an SDN controller via its northbound API. The functionality associated with

the SDN-controller’s northbound protocol could be complex. Therefore, the CFTES performs

this function, which then allows the CFINF to execute its primary task of high-speed packet

processing. The CFINF-CFTES interface can be simple, e.g., cheetah flowIDs can be passed

via a lock-free circular buffer if the CFTES is run on a separate core of the CFINF server.

Upon receiving a message via its northbound API, the SDN controller sets a filter rule (e.g.,

OpenFlow match operation) in router R1 to direct all subsequent packets of the cheetah

flow to a separate queue on the monitored link (e.g., OpenFlow action).

When a cheetah flow ends, the CFINF will eventually evict the flow from its flow cache,

and send the corresponding flowID to CFTES. This flowID will be passed by CFTES to the

SDN controller for deletion of the filter rule in router R1.

We demonstrated the benefits of such cheetah flow redirection in a previous paper [45].
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(a) Flow cache lookup using a hashing function

(b) Least Recently Used (LRU) list of flowIDs used to manage eviction of entries from flow cache

Figure 3.2: Performance optimization techniques used for high-speed operation of CFINF (
c© 2017 IEEE )

3.2.3 CFINF

Table 3.1 presents the notation used in this chapter. The flow-cache entry FC[f ] consists

of the timestamps of the first and last observed packets of a flow (τ1, τp), packet count p,

cumulative byte count b, flow state (state), and location in a Least Recently Used (LRU)

flow list (lru).

When a packet arrives, if its flowID is not in the flow cache, a new flow entry is created

(if there is no space in the flow cache, an LRU-based flow eviction algorithm is executed).
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Algorithm 1: Handle incoming packets ( c© 2017 IEEE )

Input : packet P
Initialization : t← arrival time instant

f ← flow ID of P
1 if FC[f ] == NULL then
2 Algorithm 2 . New flow

3 else
4 Algorithm 3 . Existing flow

For each subsequent packet arrival, the last-packet timestamp, packet count, and byte count

fields of the corresponding flow-cache entry are updated. The cheetah flow decision shown

in (3.1) is made when p, the number of received packets for the flow reaches n, the number

of packets required for a T -duration flight. If the CFINF decides that a flow is a cheetah,

the CFINF sends the flowID to CFTES as described in Section 3.2.2.

If, on the other hand, the CFINF decides that a flow is not a cheetah, the flow entry is

removed from the flow cache so that a new T -duration flight of packets can be assembled in

the flow cache for that flow. For example, if a large-BDP TCP flow was in its Slow Start

phase when its first packet was captured, the computed rate would be diluted if the flow

was retained in the flow cache accumulating packets past the flight duration. Therefore, it is

better to remove the flow-cache entry and start a new entry for the next flight of packets.

The implication of this design is that a flow-cache entry could be created and deleted multiple

times within the lifetime of a flow, with the T -duration flight rate being checked each time.

Details of the CFINF algorithms are as follows.

Table 3.1: Notation ( c© 2017 IEEE )

Packet P : {τ, f, l} {arrival time instant, flow identifier (flowID), and length}
Flow cache entry FC[f ] :
{τ1, τp, p, b, state, lru}

{first packet timestamp, last packet timestamp, packet count, byte count,
flow state, location in LRU list}

Algorithm (configurable) parame-
ters: {L, S, T,R}

{packet length threshold, post-lookup sampling probability, flight dura-
tion, rate threshold}

d and r duration and rate of a flow

Algorithm 1 extracts the five tuples from the IP header of each received packet P to form a

flowID f . It then either creates a new flow entry (Algorithm 2) or updates an existing flow

entry (Algorithm 3) in the flow cache FC.
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Algorithm 2: Add new flow entry for packet P ( c© 2017 IEEE )

1 if protocol-drop check returns positive then
2 drop P and return;

3 l← length of packet P ;
4 if l < L then
5 drop P and return;

6 generate a random number r from X ∼ U(0, 1);
7 if r > S then
8 drop P and return;

9 if FC is full then
10 Algorithm 4 . Evict a flow entry to create space

11 Initialize flow entry and add flowID to LRU list:

12 FC[f ].τ1 ← t; FC[f ].τp ← t; FC[f ].p← 1; FC[f ].b← l;
13 FC[f ].state← monitored;
14 add flowID f to LRU list; update LRU list front variable;
15 FC[f ].lru← location in LRU list;

For high-speed implementations, a hashing function is used for O(1) flow-cache lookup.

Fig. 3.2a illustrates the hashing procedure. For flows that hash to the same bucket, a linear

search is carried out in the list corresponding to that bucket. Each entry consists of the

flowID key, and flow record value, which is a pointer to its flow-cache location.

Missing in this algorithm is a pre-lookup packet sampling operation. Our algorithm for

cheetah flow identification is based on a comparison of the rate of a flow with an absolute

threshold, and therefore, it is important to capture all packets of a monitored flow. To

handle high packet arrival rates, other optimizations are built into the later steps of our

algorithm to control the number of entries in the flow cache, but the system resources should

be sized to allow the initial flow-cache lookup to occur at an unsampled rate.

Algorithm 2 is executed to create a new flow entry, i.e., when the received packet is the

first packet of a flight. In order to limit the number of flows being monitored, three tests

are applied to drop packets that are not likely to be part of cheetah flows. First, packets

for certain protocols, e.g., ICMP, are dropped, as these flows are not likely to be cheetahs.

Second, packets whose size (length) is shorter than a threshold L are dropped. For TCP

flows, the SYN segments are short packets, and hence will be dropped if L is not 0. However,

subsequent data packets are likely to have large-sized frames and therefore new flow entries

will be created for TCP flows. Traffic analysis, which is presented in a later section, shows
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that the number of flows to be managed in the flow cache decreases significantly when this

operation is executed since all packets of many real-time flows are short. Third, a packet

sampling operation (controlled by parameter S) is applied. As described in Algorithm 1,

once a flow entry exists in the flow cache, all packets of that flow are captured, but this

sampling step is used to limit the number of monitored flows. The parameters L and S can

be set to 0 and 1, respectively, if the CFINF processing rate is fast enough to keep up with

packet arrival rate.

For a packet that survives the three drop steps described above, a new flow cache entry is

created. If the flow cache is full (lines 9-10), a flow entry is evicted according to a procedure

described in Algorithm 4. Lines 11-15 show how the fields of the new flow-cache entry

are initialized, and how the LRU-list is updated. The flow state is set to monitored to

accumulate packets for a T -duration flight.

Fig. 3.2b shows that the LRU list is doubly linked. Each entry holds (i) the location of

the flow-cache entry for flowID f (shown as &FC[f ]), (ii) a pointer to the previous entry in

the list, and (iii) a pointer to the next entry in the list. When a new flow entry is created

in the flow cache, a new entry is created in the LRU list, and its location is placed in the

front variable of the LRU list. Further, the location of the flowID entry in the LRU list

is written into the last element, location-in-LRU-list (lru), of the flow-cache entry. This

structure makes the process of evicting a flow entry an efficient O(1) operation.

Algorithm 3 is executed when the arriving packet already has an existing entry in the flow

cache. Line 2 shows that the last packet timestamp, packet count, and cumulative byte

count fields of the flow entry are updated. The LRU-list related actions are executed in lines

3-4. Fig. 3.2b illustrates an example with an initial state of the LRU list, and how pointers

are modified when a packet from flow f2 arrives and the front variable of the LRU list is

modified to point to Y , which is the location of the entry for flow f2 in the LRU list.

If the flow is in the monitored state, i.e., a T -duration flight of packets is being assembled,

its flow duration is first computed (line 7). If the flight duration T has been crossed (line

8), the flow rate is computed (line 10) and compared with the rate threshold R (line 11).

The flow is classified as a cheetah flow if the rate threshold is crossed, and hence its state is



3.2 Cheetah Flow Traffic Engineering System 30

Algorithm 3: Update flow entry for P & check if cheetah ( c© 2017 IEEE )

1 . Update fields of the flow entry for the arriving packet;
2 FC[f ].τp ← t; FC[f ].p← FC[f ].p+ 1; FC[f ].b← FC[f ].b+ l;
3 use FC[f ].lru location to update LRU list entry for f ;
4 update LRU list front variable;
5 if FC[f ].state == monitored then
6 . Determine flow duration and flow rate;
7 d← FC[f ].τp − FC[f ].τ1;
8 if d > T then
9 . Check if flow is a cheetah;

10 r ← FC[f ].b/d . Compute flight rate;
11 if r > R then
12 FC[f ].state← cheetah;
13 send f to CFTES to set filter rule;

14 else
15 . delete entry and update LRU list;
16 delete LRU list entry located at FC[f ].lru;
17 update LRU list front variable;
18 delete flow entry FC[f ];

Algorithm 4: Evict a flow entry ( c© 2017 IEEE )

1 A← &FC[f ] from location stored in LRU -list back variable;
2 . Address of flow-cache entry;
3 delete LRU list entry that was stored in back variable;
4 update LRU list back variable;
5 if A.state == cheetah then
6 send f to CFTES to delete filter rule;

7 delete flow entry at address A of flow cache to free-up space;

modified to cheetah and the flowID is sent to CFTES (lines 12-13).

If the rate of the T -duration flight of packets is below the rate threshold R, the flow

removed from the cache for reasons explained at the start of this section. Lines 16-18 deal

with the LRU-list updates required when a flow is removed from the flow cache.

Implicit in Algorithm 3 is the fact that once a flow is identified as a cheetah, the flow

rate is not computed again as the flow has already been redirected. When the cheetah flow

ends, the position of its flowID will move to the end of the LRU list, at which point, the

flow entry will be evicted by Algorithm 4.

Algorithm 4 evicts a flow from the flow cache thereby creating space to add a new flow entry.

The LRU-list back variable has the location of the last node of the LRU list. Line 1 shows

that from this location, the address A of the flow-cache entry of the flow corresponding to
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the last element of the LRU list is determined. Lines 3-4 delete the last LRU-list node and

update the LRU-list back variable. If the flow corresponding to the entry stored at A in

the flow cache was a cheetah, a message is sent to delete the filter rule that was used for

redirection (line 6), before the flow entry itself is deleted from the flow cache to free up

space (line 7).

3.3 Traffic Trace Analysis

The Center for Applied Internet Data Analysis (CAIDA) [44] collects unsampled 1-hour

packet traces once a quarter (every 3 months) on 10 Gbps links. Each 1-hour trace is saved

in 61 files, with each file storing packet headers from roughly 1 min of traffic (the extra file

occurs due to timing alignment issues). Each 1-min file is approximately 2.4 GB.

We downloaded these traces and used them in experimental tests of our CFINF imple-

mentation as will be described in the next two sections. But in this section, we describe

three types of analyses that we ran on these traces.

First, Section 3.3.1 describes our analysis of a 1-min CAIDA trace to evaluate the

efficiency of the hashing function used for flow-cache lookup. To determine an appropriate

value for the rate threshold of the CFINF algorithms, we analyzed rates of flows in six 1-hour

CAIDA traces. This analysis is presented in Section 3.3.2. Finally, Section 3.3.3 describes an

analysis of the same six 1-hour CAIDA traces to determine whether there is a performance

benefit in using the length-based packet filter of Algorithm 2.

3.3.1 Evaluation of hashing algorithm

As described in Section 3.2.3, for high-speed flow-cache lookups, a hashing function is used.

Specifically, the Bernstein hash function [46] is used. An ideal hash function should map

every key to a different bucket, and there should be no unused buckets. This is not always

as the case as illustrated in Fig. 3.2a, where multiple keys hash to the same bucket and

there are unused buckets. It is therefore advisable to test a particular hash function with

sample data. Specifically, a 1-min CAIDA packet trace was used (June 2014 trace collected

at 13:00 hours UTC from the equinix-sanjose direction A monitor).
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Fig. 3.3 shows the histogram of the number of flow entries per bucket after hashing

38,166,365 packets (1,788,675 flows). More than 900 K buckets did not have a flow entry,

and more than 700 K buckets contained only one flow entry. The maximum number of

flow entries appearing in one bucket was 9, and there were just two such occurrences. The

percentages of flowIDs hashing to buckets with one, two, three, and four entries were 43.2%,

36%, 15.2%, and 4.3% respectively. Therefore, only a small percentage of flows (1.3%)

required linear searches in a list with more than four entries. In summary, for the type of

Figure 3.3: Histogram of number of flow entries in one bucket

flowIDs observed on the link monitored by CAIDA, the Bernstein hash function performs

well.

3.3.2 Flow-rate analysis

Since Algorithm 3 computes the rate of a flow over an observation duration T , in this analysis,

for each flow in the traffic trace, we computed the rate of the flow in each non-overlapping

discrete time interval of duration T within its lifetime (if CFINF is run with no packet

filtering or post-lookup packet sampling, these are the rates that CFINF would compute).

For example, if a flow is 5-sec in duration, and T is set to 1 sec, then five rate values are

computed for this flow. We use the term flow-window rate to describe this metric. The total

number of time windows is
∑f=F

f=1 Df where F is the total number of flows in the trace, and

Df is the duration of flow f expressed as a multiple of T .
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Entries in Table 3.2 show the number of time windows in which the rate of some flow

exceeded the rate threshold R. A single flow could be counted multiple times in any of the

entries in Table 3.2 since each flow has multiple flow-window rates, and more than one of

these flow-window rates could exceed R.

Rate threshold 50 100 200 500 1000
R (Mbps)
June 2014 4761 755 124 6 0
March 2014 1949 432 96 2 0
June 2013 1469 468 129 21 0
Feb 2013 2105 1099 88 3 0
July 2012 1639 395 97 3 0
March 2012 1276 324 97 15 0

Table 3.2: Number of times a flow-window rate > R

Our analysis shows that the flow-window rate exceeded a rate threshold of 5% of the link

capacity, i.e., 500 Mbps, a maximum of 21 times in the June 2013 trace, and there were no

time windows in which any flow’s rate exceeded 10% of the link capacity (1 Gbps). We used

50 Mbps as the rate threshold R in our experimental testing of CFINF given the number of

time windows observed with this setting.

3.3.3 Impact of packet-length based filtering

For CFINF performance optimization, Algorithm 2 includes three methods to drop packets

as a way of limiting the number of entries in the flow cache. One of these methods was

filtering out small packets, and initializing a flow-cache entry only for packets longer than

the packet-length threshold, L. This type of length-based packet filtering, if done without

post-lookup packet sampling, will not affect flow-rate computation of potential cheetah

flows. This is because while the TCP SYN segment will be dropped, the first data packet

(typically, maximum-sized) will be captured by CFINF, which will then create a flow-cache

entry. Recall that once a flow-cache entry is created, all subsequent packets of the flow

will be processed by CFINF. Thus, dropping the SYN segment will not hurt the flow-rate

computation; to the contrary, the computed flow rate will be more accurate for high-RTT

flows.
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(a) Percentage of packets dropped

(b) Percentage of flows dropped

Figure 3.4: Potential for computational savings offered by length-based packet filtering ( c©
2017 IEEE )
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This section describes an analytical study of CAIDA packet traces to determine the

potential savings in terms of computational effort required of CFINF when length-based

packet filtering is executed. Two questions were asked: (i) what is the percentage reduction

in the number of packets, and (ii) what is the percentage reduction in the number of flows?

The question of whether the accuracy of cheetah-flow identification is compromised with

this filtering is addressed in Section 3.4.

The analysis program implemented the relevant features of Algorithms 1 and 2, i.e., the

program maintained a database with just flowIDs, and dropped a packet whose length was

less than the threshold L only if the corresponding flowID was not present in the database.

However, this analysis program did not implement flow eviction, which means the reported

percentage of packets dropped would be lower that in the real CFINF implementation.

Inspite of this simplification, we found that significant savings in computational effort are

possible with this type of filtering.

Specifically, six different one-hour packets traces collected over a three-year period by

CAIDA were analyzed. All traces were collected by the same equinix-sanjose monitor on

a 10 Gbps link. Each trace consists of 61 one-minute packet capture files.

Fig. 3.4a shows the percentage of packets dropped for different values of the packet-length

threshold L: 600B, 700B and 800B. The percentage of packets dropped was computed for

each one-min file, and the statistics across the 61 one-min files collected in a quarter, e.g.,

March 2012, are plotted in the corresponding boxplot. With an 800B threshold, across all

366 (6 × 61) one-min files, we found that, in the worst case, the maximum percentage of

packets left behind would have been 68.9% (this number was computed for a one-min trace

from June 2013).

Fig. 3.4b shows the percentage of flows that would have been dropped for different values

of the threshold L. With an 800B threshold, across all 366, one-min files, we found that, in

the worst case, the percentage of flows left behind was 26.6% (this number was computed

for a one-min trace from Feb 2013). This is a significant reduction in the number of flows

handled.

In summary, packet length based filtering is a promising approach for CFINF performance

optimization. The impact on accuracy of cheetah-flow identification will be presented in the
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next section.

3.4 High-speed CFINF Implementation and Evaluation

We implemented CFINF in a high-performance, multicore commodity x86 hardware system

called R-Scope [43]. The R-Scope system has two Intel Xeon E5-2670 processors running at

2.50 GHz for a total of 20 physical cores (without hyperthreading). It has four high-speed

Solarflare SFC9100 optical network adapters, which support high-performance NIC features

such as packet coalescence, receive-side scaling, kernel bypass, and polling-mode operation.

A software layer called Dynamic Network Acceleration for many-Core (DNAC) interfaces

with these high-speed NICs, and offers CFINF a set of library functions for efficient packet

handling. DNAC performs flow-preserving load balancing, i.e., it sends all packets of a flow

to the same core. Therefore, the CFINF instances running on separate cores execute

independently without any interaction between the instances. This design feature ensures

scalability of CFINF to higher link speeds by using off-the-shelf commodity systems with

more processing cores.

Figure 3.5: CFINF performance as a function of flow-cache size ( c© 2017 IEEE )
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(a) Number of reported cheetahs

(b) Number of packets dropped

Figure 3.6: Impact of length based filtering and sampling; T = 100 ms; R=50 Mbps ( c©
2017 IEEE )

Test setup: A traffic-generator host and the CFINF host were interconnected via two 10-Gbps

links. The Linux tcpreplay utility was executed on the traffic-generator host to play out a

1-min CAIDA packet trace (which had 38 M packets, 1.5 M flows, and an aggregate size of

28 GB). Each instance of the tcpreplay utility could only generate packets at 2.5 Gbps, but

using multiple instances and switch multicasting, we were able to create a setup in which

the CFINF host received packets at 5 Gbps on each of its two ports, for a total of 10 Gbps.

Four instances of CFINF were run to handle packets received on each of the two ports

for a total of 8 cores. The rate threshold R was set to 50 Mbps, and the flight duration T

was set to 100 ms. Four combinations of the packet filtering threshold, L, and sampling
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probability, S, were tested.

Two output metrics were collected: number of reported cheetahs, and number of dropped

packets. The number of packets dropped is measured by a packet drop counter at each

R-Scope interface, and reported out by DNAC. Packets are dropped when there is no space

left in the DNAC queues that hold arriving packets while waiting to be read by the CFINF

instances.

Determine flow-cache size: The cache size was varied from 1 K to 1 M flow entries in a series

of experiments. For each setting, 20 runs were executed. In each run, the total number of

packets received by R-Scope was about 138 M, and due to the high entropy of source and

destination IP addresses in the trace, packets were evenly processed by the 8 cores.

Fig. 3.5 shows that the median number of dropped packets follows a U shaped curve

with increasing flow-cache size. With a small flow cache, the rate of evictions was high,

and the extra compute cycles spent in flow-cache management led to dropped packets.

When the flow-cache size was larger than the processor cache, the required, but slower,

main-memory (RAM) operations caused the dropped-packet percentage to increase. As

the best performance was obtained with a flow-cache size of 50K, this setting was used in

subsequent experiments.

Number of reported cheetahs: Fig. 3.6a shows statistics for the number of reported cheetahs

across 30 runs for each setting of the packet-filtering length threshold L, and post-lookup

sampling probability S. Filtering without sampling (L = 600B; S = 1 setting) does not

unduly affect the accuracy of cheetah flow identification (the median is 2354 without filtering

and 2116 with filtering alone). However, when sampling was introduced, S = 0.001, the

median number of reported cheetahs dropped significantly to 919. This result appears

to indicate that post-lookup packet sampling is not a good means to optimize CFINF

performance.

Percentage of dropped packets: Fig. 3.6b shows the number of packets dropped by CFINF.

With 8 cores, the maximum percentage of packets dropped is only 0.036% since the total

number of packets is 38M. When the number of cores was increased to 10, in 6 out of 30

runs, there were no packet drops.
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Next, consider the effects of filtering and sampling. Fig. 3.6b shows that the median

number of dropped packets falls by 83% with filtering. With filtering, there were no

eviction events as most flow entries are removed (by Algorithm 3) at a frequency of 100 ms,

which creates space in the flow cache. Without filtering, there were 2.13M evictions (by

Algorithm 4). Recall from Fig. 3.6a that the number of reported cheetahs was not affected

significantly by filtering alone.

Therefore, we conclude that length-based packet filtering is a good solution to improve

efficiency. Sampling offers a slight reduction in the number of packets dropped, but recall

that its impact on the accuracy of the number of cheetahs reported was significant.

3.5 Experimental Studies of Cheetah Flows

Two sets of experimental studies were conducted. First, we ran experiments to test the

basic functionality of CFINF: identifying a cheetah flow in real-time and redirecting it to a

CF queue. This experiment demonstrates the value offered by CFTES by comparing the

impact of the cheetah flow on a delay-sensitive flow, with and without redirection. These

experiments are described in Section 3.5.1.

Next, Section 3.5.2 describes a series of experiments that we undertook in two testbeds

to study how various parameters of a potential cheetah flow can determine whether or not

the flow has adverse affects on other flows.

3.5.1 Illustration of the value offered by CFTES

Fig. 3.7 shows the experimental setup used for testing the basic functionality and illustrating

the value of CFTES. The setup is a ProtoGENI slice consisting of five bare-metal hosts

(Host 1 to Host 5) located in the University of Kentucky testbed. All hosts have a single

4-core CPU (Intel Core 2 Quad CPU Q6600 @ 2.40GHz) and 8 GB of RAM. Each host has

five 1 GigE Network Interface Cards (NICs). The eth0 NICs on hosts are used for remote

login, while the other NICs are used in the data-plane of the experiment. Host 1 was used

to send a ping flow, Host 2 was used used to replay a real packet trace collected by the
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Figure 3.7: Example use of CFTES; CF: Cheetah Flow

CAIDA to emulate background traffic, and Host 3 was used to generate a cheetah flow with

iperf3. All flows were destined to Host 4.

Host 5 was configured to serve as an IP router and forward packets between NICs 1

through 4 as illustrated in Fig. 3.7. While in real usage, the CFINF would be executed in a

host distinct from the router, in this experiment, the CFINF was executed on Host 5, as

shown in Fig. 3.7. As part of CFTES initialization, two output queues —a primary queue

and an Cheetah-Flow (CF) queue —were created for the output port NIC4 using the Linux

traffic control (tc) utility. The tc configuration specifies rates for the two queues but

allows for bandwidth borrowing between the queues, i.e., if one queue has no packets, the

scheduler will send packets from the other queue. The default option was to send all packets

to the primary queue.

As shown in Fig. 3.7, libpcap is used to emulate the port mirroring operation described

in Section 3.2 in which all packets sent out on the access link are copied to CFINF. In this

experiment, NIC4 emulates the access link. The CFINF rate threshold R is set to 100 Mbps

and the duration threshold T is set to 1 sec. The length threshold L was set to 0, and

post-lookup sampling probability S was set to 1 (which means no packets were dropped).

The CAIDA packet trace has only TCP and IP headers. The Ethernet header and

payloads were stripped out before the packet trace was saved at CAIDA. We used a python
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packet manipulation module called scapy to add dummy payloads to each IP packet in the

trace using the packet length specified in the IP header. In order to adapt the 10 Gbps

CAIDA trace to our 1 Gbps experiment, packet inter-arrival times were increased by a factor

of 10. We used tcprewrite to add source and destination MAC addresses to each packet,

and the destination IP address of each packet was changed to the IP address of the eth1

interface of Host 4 so that the kernel-level IP packet-forwarding table of Host 5 (router

emulator) required just one entry. This enabled the packet forwarding software to keep up

with packets at 1 Gbps speed. The tcpreplay tool was used to replay the modified CAIDA

trace.

To emulate an cheetah flow, a high-rate iperf3 HTCP flow was initiated on Host 3.

Using tc, the sending rate on eth1 NIC was set to 800 Mbps.

With CFINF running, the ping flow was initiated, and the modified CAIDA packet trace

was replayed. CFINF captured packets from all three flows and ran its algorithms. When

the duration threshold (1 sec) was crossed by the iperf3 flow, the flow was identified by

CFINF as a cheetah flow. CFINF then invoked a script specifying the cheetah flowID as an

input parameter. The script used the tc utility to set a filter rule for subsequent packets of

the cheetah flow to be enqueued in the CF queue.

Fig. 3.8 shows the ping delay in two cases: with redirection of the cheetah flow (in blue)

and without redirection of the cheetah flow (in red). Without redirection, the ping-flow

packets experienced increased queuing delays (from 5ms to over 13.8 ms) as the cheetah

flow and background traffic filled up the primary queue. The reason why ping-flow packets

experienced lower delay (5 ms) soon after initially experiencing 13.8 ms is because the buffer

filled up and the cheetah flow experienced packet losses causing its sending rate to drop.

But after the ping delay drops to 5 ms, it starts growing again as the cheetah flow ramps up

its sending rate.

In the run with cheetah-flow redirection, the ping flow initially experienced an equally

large delay (16.8 ms) because CFINF waits for 1 sec to determine whether a flow is a cheetah

before redirection. However, the effect of redirection can be seen in Fig. 3.8 shortly after 1

sec. As the cheetah-flow packets were redirected to a separate CF queue, the ping flow delay

dropped to an average of 2 ms. This method of online cheetah-flow detection and traffic
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Figure 3.8: Illustration of the use and value of CFTES; isolation of CF-flow packets causes
the ping flow to enjoy low latency

engineering prevents delay-sensitive flows (as exemplified by the ping flow) from experiencing

high latency.

3.5.2 Impact of different parameters on cheetah flow behavior

Two intra-rack experimental setups were used: (i) an InstaGENI setup, and (ii) Chameleon

[47] setup. The topology was similar to the one shown in Fig. 3.7 except that a top-of-rack

(TOR) Ethernet switch (instead of Host 5) connected the four hosts, Host 1 through Host

4. All links in the InstaGENI setup were 1 GigE, while in the Chameleon setup, all links

were 10 GigE. Using UDP flows and a ping flow, we determined the switch buffer size to be

about 2 MB in the InstaGENI TOR switch, and 5 MB in the Chameleon TOR switch.

A ping flow was sent from Host 1 to Host 4, the CAIDA trace, used as background

traffic, was replayed from Host 2 to Host 4, and an iperf3-HTCP flow, emulating a cheetah,

was sent from Host 3 to Host 4. On the InstaGENI setup, the modified CAIDA 1 Gbps

trace was replayed with the multiplier factor set to 1. On the Chameleon Cloud setup, the

CAIDA trace was replayed without a rate change. The round-trip time (RTT) between Host

3 and Host 4 on InstaGENI and Chameleon Cloud were 0.348 ms and 0.237 ms, respectively.
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Two key parameters on the path of the HTCP flow, bottleneck link rate and RTT, were

controlled using tc and netem, respectively. One other parameter, TCP buffer size (the

same value was used for send- and receive-side buffers), was controlled for the HTCP flow.

Output metrics, collected from iperf3 logs, include (i) per-sec HTCP-flow throughput, (ii)

per-sec packet retransmissions, and (iii) per-sec congestion window size.

The five experimental cases that were executed are described in Table 3.3. A 1-min

CAIDA trace was used in each experiment, and the HTCP flow was started at a random

time after the CAIDA-trace replay was initiated.

InstaGeni 1 Gbps testbed; br = 350 Mbps Chameleon 10 Gbps testbed; br = 3.2 Gbps
Cases B RTTCF RCF loss B RTTCF REF loss
Case 1 160 KB 0.3 800 Mbps no 1.2 MB 0.3 8 Gbps yes
Case 2 2 MB 0.3 800 Mbps yes 10 MB 0.3 8 Gbps yes
Case 3 10 MB 0.3 100 Mbps no 20 MB 0.3 1 Gbps no
Case 4 40 MB 100 800 Mbps yes 400 MB 100 8 Gbps yes
Case 5 40 MB 100 100 Mbps no 400 MB 100 1 Gbps no

Table 3.3: Parameters used in different experimental runs, and observed packet losses; TCP
buffer is denoted as B, RTT is in ms and background traffic rate is br

Low-RTT cases: In the first three cases, no additional delay was added to the HTCP-flow

path, and therefore RTT was approximately 0.3 ms. Two values of bottleneck link rate were

emulated using tc at Host 3.

Consider the difference between cases 1 and 2 in the InstaGENI experiments. The TCP

buffer size in case 1 was smaller than the switch buffer size (which was 2 MB), while in case 2,

the TCP buffer size was matched to the switch buffer size. The HTCP-flow path bottleneck

rate was high (800 Mbps) in both cases, and the background traffic rate was 350 Mbps

(CAIDA trace is bursty; this 350 Mbps number was computed over the whole 1-min range).

The HTCP sender congestion window (cwnd), as reported on a per-sec basis by iperf3,

stayed unchanged at 59.4 KB, as seen in Fig. 3.9a, and there were no packet losses. The

right-hand side y-axis shows that the HTCP-flow per-sec throughput (rate), as reported by

iperf3, showed some variation, presumably as the switch buffer filled and caused increased

RTT, but the rate was approximately 500 Mbps. Recall that the background traffic rate

was 350 Mbps, and link capacity was 1 Gbps.
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(a) Case 1: Small TCP buffer; InstaGENI; EF rate: 800 Mbps

(b) Case 1: Small TCP buffer; Chameleon; EF rate: 8 Gbps

Figure 3.9: Plots from iperf3 logs for low-RTT path experiments (cases 1-2) for small TCP
buffer

In contrast, in case 2, since cwnd was allowed to grow to a large value (TCP buffer size

was 2 MB), the burst of traffic transmitted by the HTCP sender caused the switch buffer

(also 2 MB) to overflow, since CAIDA traffic is bursty, and hence there were resulting packet

losses as seen on the right-hand y-axis of Fig. 3.10a. Correspondingly, cwnd also showed

increases and decreases (see left-hand y-axis of Fig. 3.10a).
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(a) Case 2: Large TCP buffer; InstaGENI; EF rate: 800 Mbps

(b) Case 2: Large TCP buffer; Chameleon; EF rate: 8 Gbps

Figure 3.10: Plots from iperf3 logs for low-RTT path experiments (cases 1-2) for large
TCP buffer

These two cases offer an interesting challenge for rate-threshold setting for CFINF. In

both cases, the HTCP flow registered a rate of more than 500 Mbps in the first sec. However,

in case 1, no packet losses were caused because the HTCP sender was not allowed to increase

its cwnd to a point close to the switch buffer size, while in the case 2, this was allowed by the

high value set for the TCP buffer size. If a flow is declared a cheetah only if it causes packet
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losses, arguably, the HTCP flow in case 1 is not a cheetah flow. But, it is safe to say that a

flow capable of reaching 500 Mbps on a 1 Gbps link with a 350 Mbps background traffic

rate, is likely to cause packet losses sooner or later since the background traffic could drop

allowing the HTCP sender to start sending at a higher rate and then when the background

traffic increases again, there will be packet losses before the HTCP sender can reduce its

rate. In summary, by choosing a rate threshold for a cheetah flow that allows some (say

20%) headroom when added to the background traffic, packet losses can be prevented.

Table 3.3, and Figs. 3.9b and 3.10b, show the results for a similar pair of experiments on

the Chameleon testbed. In case 1, there were packet losses but because the link rate was

so high (10 Gbps), it took a while for cwnd to build back up even with HTCP’s aggressive

rate-increase algorithm.

Case 3 shows a run in which the HTCP flow was rate limited to 100 Mbps on InstaGENI

and to 1 Gbps on Chameleon, and since this flow rate when added to the corresponding

background traffic rate was well below the link capacity, there were no packet losses, even

though the TCP buffer size was larger than the switch buffer size in both cases.

High-RTT cases: A second set of intra-rack experiments was run with an emulated delay

of 100 ms added to the HTCP-flow path. In case 4, the HTCP-flow path rate was high

(800 Mbps in InstaGENI and 8 Gbps in Chameleon), and the TCP buffer size was larger

than switch buffer size. For such a high-BDP path, where both rate and RTT are high, the

TCP buffer size needs to be large to achieve high throughput. But when the TCP buffer

size is larger than the switch buffer size, packet losses occur more easily since a whole cwnd

worth of data could be sent in a burst by the HTCP sender. Results for the InstaGENI and

Chameleon experiments are shown in Figs. 3.11a and 3.11b, respectively. In case 5, since

the path is rate limited to a low value (100 Mbps in InstaGENI and 1 Gbps in Chameleon),

even though the TCP buffer size is large, cwnd does not grow larger than the switch buffer

size and there are no packet losses, as seen in Fig. 3.12.

In summary, SNMP-reported packet losses should be used to adjust the rate threshold

because on high-RTT, high-rate paths, users would have likely set large TCP buffer sizes

to achieve high throughput, and these buffer sizes are likely to exceed switch buffer sizes.
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(a) InstaGENI; Large TCP buffer, EF rate: 800 Mbps

(b) Chameleon; Large TCP buffer; EF rate: 8 Gbps

Figure 3.11: Plots from iperf3 logs for high-RTT path experiments (case 4)

Second, the background traffic rate should be measured, and the cheetah-flow rate threshold

should be correspondingly adjusted to leave sufficient headroom in link usage. We use these

metrics to compute the rate threshold in the next chapter.
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Figure 3.12: Case 5; InstaGENI; EF rate: 100 Mbps

3.6 Related work

Lan and Heidemann [48] offered the names elephants for large-sized flows, and cheetahs

for high-rate flows. The percentage of cheetahs that were also elephants in one of the two

analyzed traces was 72%. High-rate flows are likely to be caused by users moving large

datasets, and hence such a high correlation can be expected. Therefore, we compare our

work to papers that focused on elephant flow identification.

As stated in Section 3.1, most of the prior algorithms proposed for elephant flow

identification [37–42] find the highest-rate flows, not flows whose rate exceed a set threshold

since packet timestamps are not stored in the flow cache. Furthermore, many of these

solutions use pre-lookup packet sampling to improve processing-power efficiency.

NetFlow/IPFIX [30] implementations in traditional routers do not offer flexibility and

scalability. Typically, NetFlow/IPFIX records are exported from a router only once every 5

mins, which is too long to be useful for cheetah flow redirection. Reducing this interval will

place a heavy computational load on the route processor.

NFV offers an alternative solution of implementing flow-record creation in commodity

hardware as we have done. A 2015 NFV survey paper [49] identifies many middlebox

functions, such as Network Address Translation (NAT) and Deep Packet Inspection (DPI)
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for intrusion detection, along with basic packet forwarding, as potentially suitable for

commodity hardware implementation. Our work shows that CFINF falls in this category.

Finally, papers [50–54] focus on the engineering challenge of keeping up with high packet

rates. Streaming algorithms, such as bloom filters, are used to improve efficiency and

execution speed. However, these algorithms are summary based and do not provide the

rates of individual flows.

3.7 Conclusions

Our work showed the feasibility of implementing a high-speed Cheetah Flow Identification

Network Function (CFINF) on a high-performance multi-core commodity server. The CFINF

accurately determines T -duration flight rates of flows from mirrored packets, and compares

these flight rates to a set rate threshold R. For an identified cheetah flow, its flowID is sent

to a Cheetah Flow Traffic Engineering System (CFTES). CFTES communicates with the

SDN controller to set a filter rule in the router to isolate the cheetah flow to a separate

queue in order to shield other flows from its adverse effects. Using real traffic traces collected

by CAIDA on a 10-Gbps link, the performance of CFINF was evaluated. With 10 cores,

CFINF could handle the 10 Gbps packet traces. A performance optimization of CFINF,

which consisted of dropping small-sized packets, was tested, and found to result in only a

10% drop in the accuracy of reported cheetah flows, while offering significant computational

savings (e.g., an analysis of 366 1-min traces showed that in the worst case, only 26.6% of

flows would remain if length-based packet filtering was executed).

As link speeds have increased from 1 Gbps to 10 Gbps so has the capabilities of computers

to use such high-speed links. Organizations will continue to deploy high-performance hosts

with high-speed disks, memory, and NICs to leverage link capacity. Such data movements

among hardware rich hosts will manifest as cheetah flows. Therefore, we can expect cheetah

flows to have higher rates when link capacities are increased to 40 Gbps and 100 Gbps.

The scalability of our CFINF design to accommodate for high-speed traffic is linear and is

achieved by adding more CPU cores and memory. These aspects are not only meant for

current networking needs but can be generalized to future NFV design.
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Finally, the question of determining a rate threshold for cheetah flows was raised, and

we describe our solution in the next chapter.



Chapter 4

A Pragmatic Approach of

Determining Heavy-Hitter Traffic

Thresholds

4.1 Introduction

In this chapter, we address the problem of determining a rate threshold for cheetah-flow

identification. This problem is challenging because: (i) if the rate threshold is high, an

un-redirected CF can cause packet drops or increased packet latencies for other flows, and (ii)

if the rate threshold is low, then a significant number of flows will be classified as CFs, and a

redirected CF suffers from lower throughput as its packets are sent to a lower-priority queue.

The diurnal variation of link utilization requires the rate threshold to be dynamic (i.e.,

varying with time) instead of a static value. Several portions of this chapter is selected from

our published work A pragmatic approach of determining heavy-hitter traffic thresholds [16]

c© 2018 IEEE.

Our solution to this problem is to have the CFTES measure background traffic charac-

teristics, and base the rate threshold on average background traffic rate and a burstiness

measure. We define the burstiness measure as the coefficient of variation (standard deviation

divided by mean) of the flight-duration (T1) number of bytes over a time interval T2. The

51
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flight duration T1 is also used by CFINF to measure flow flight rates for CF identification.

An example of T1 is 100 ms and of T2 is 1 hour. The time interval T2 is set to a large value

to avoid having to change the R threshold provided by CFTES to CFINF often since most

of the CFINF processing power is required to keep with the high rate of packet arrivals.

A simulation model was used to determine the rate threshold as a function of various

background traffic parameters and CF parameters. Our key findings from the simulation

results are as follows: (i) Packet drop rate increases with increased burstiness, even when

the average rate was same, with higher drop rate for higher flow RTT. (ii) The ratio of

packet drop rate for a high-RTT CF to a low-RTT CF increases with increasing CF rates,

indicating that high-RTT high-rate CF’s are more severe (iii) Redirection of CFs using a

low-priority scavenger queue results in reduced throughput, which is used to maximize the

rate threshold for a certain level of acceptable packet loss rate.

The CFTES architecture and method for computing the rate threshold are described in

Section 4.2. Section 4.3 presents our simulation study. Section 4.4 reviews related work.

The chapter is concluded in Section 4.5.

4.2 Cheetah Flow Traffic Engineering System Architecture

Fig. 4.1 shows a deployment scenario for CFINF and CFTES. CFINF receives mirrored

packets from a router and identifies high-rate (cheetah) flows from the live traffic. When

identifying a cheetah, the CFINF sends the cheetah flow identifier to CFTES, which then

communicates with a SDN controller to configure firewall filter rules in the router in order

to isolate cheetah-flow packets to a separate queue and/or a different traffic-engineered path

from the default IP-routed path. The expected use case for CFTES is enterprise access

links that are typically under-provisioned due to cost reasons. User applications have no

incentive to signal the network prior to sending a cheetah flow if the flow is carried on the

same network as general-purpose traffic. It is for this reason that an in-network solution

such as CFTES is a pragmatic approach for a provider to handle cheetahs in a manner that

their adverse effects on other flows are limited.
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In our prior work [55], we also proposed a complementary two-queue solution to CFTES,

which allows enterprises to fill the provider-link headroom with cheetah flows without

adversely affecting the provider’s ability to meet its best-effort service-level agreements.

By redirecting CFs to a lower-priority scavenger queue, the solution solves the problem of

CFs having adverse effects on other flows, without incurring additional cost to maintain a

separate IP/Optical path. Further, it prevents CF packets from be delivered out-of-sequence

at the receiver, which in TCP causes the overall flow throughput to drop.

The CFTES consists of three main functions (see Fig. 4.1): (i) working with an SDN

controller to perform redirection actions on identified Cheetah Flows using the Traffic

Engineering Module (TEM), (ii) analyzing the port mirrored network traffic to create a

database for predicting the rate threshold over a time period T2, which is realized by the

Traffic Analysis Module (TAM), and (iii) implementing bidirectional SNMP query and

response to retrieve packet discard count through a Router Query Agent (RQA).

Figure 4.1: CFINF and CFTES deployment scenario ( c© 2018 IEEE )

The CFINF identifies CFs using the CF rate threshold, R, set by the CFTES. The value

of the rate threshold depends on the characteristics of the background traffic, such as average

rate and variability. To quantify the variability of background traffic, we define a metric

named burstiness, b, whose definition was given in Sec. 4.1.
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The CFTES-TAM along with CFTES-RQA is our solution in computing a dynamic rate

threshold R. The CFTES-TAM receives a copy of the port mirrored packets from the router

port and uses the traffic capture to perform two functions. First, in the Setup stage it uses

a traffic capture of the ith hour of the jth day (represented as Pi
j captured during the hour

Di
j) to compute estimated packet drop rate values for different CF rates. The traffic Pi

j is

replayed with different CF rates through a switch port with limited buffer capacity in a

simulation environment, to estimate the packet loss rate lacpt for some CF rate R, and is

described in detail in Section 4.3.2. Fig. 4.2 shows the time period for which the traffic is

captured, which is then used to compute the rate threshold R. A database or table is created

where each entry forms a tuple (i.e., (lacpt, R)) of computed packet drop rate lacpt values for

a specific CF rate R. P can be a simple vector of packet length and packet timestamp of

the monitored traffic, using which the average background traffic rate rbg and burstiness b is

computed, to create a tag (rbg, b) for this database.

Figure 4.2: CFTES-TAM operation ( c© 2018 IEEE )

The rate threshold R is chosen, based on the acceptable packet loss rate of background

traffic, lacpt. Intuitively, the more CFs are redirected (i.e., a smaller rate threshold), the

less packet losses occur in the background traffic. Given a value of lacpt, there could be a

range of values of R that result in background packet loss rates lower than lacpt. However,

setting R to a small value has some negatives. Due to the lower priority of the scavenger

queue, a redirected CF will experience lower throughput compared to the case where it stays

in the primary queue, which is shown in Fig. 4.7 in Section 4.3.2. Therefore, the optimal

rate threshold should be the one that keeps the background-traffic loss rate lower than

lacpt, while redirecting as few CFs as possible. Since, background-traffic loss rate increases
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monotonically with rate threshold, which is studied in Section 4.3.2, the optimal value of

rate threshold is the maximum value of R (chosen from the database) that ensures the

computed background-traffic loss rate no larger than the acceptable background-traffic loss

rate.

In the second phase (or the Operation phase), the rate threshold for the hour in the

next day Di
j+1 is predicted from the ith hour of the past days. For example, in Fig 4.2, the

rate threshold R that just results in an acceptable value of packet loss rate, lacpt, which was

computed from Pi
1, is used to predict R to be used in Di

2. The burstiness and average traffic

rate is also computed for Pi
2, which is used for improving the accuracy of the prediction of

rate threshold for the next day.

For the next setting of R for hour Di
3 the burstiness (i.e., b) and average rate (i.e., rbg),

which was computed from Pi
2 is searched in the database. If a combination of average traffic

rate and burstiness (i.e., (rkbg, b
k) tuple as kth tag) exists in the database such that the

distance between the last computed rbg and rkbg is less than some small positive number εr,

and the distance between the last computed b and bk is less than another small positive

number εb, then the database entries corresponding to the tuple (rkbg, b
k) is searched to

find R, such that the packet loss rate is just less than lacpt. This value of R along with the

previous R values for the ith hour can be used in predicting the rate threshold for hour Di
3.

However, if such a tuple is not found in the database where the distance is less than εr and

εb, it triggers the creation of a new Setup phase, to create new database entries of packet

loss rate and rate threshold for a new traffic pattern characterized by the last computed

burstiness b and average rate rbg as shown in Fig. 4.2.

The final module of the CFTES is the Router Query Agent (RQA). It requests the

packet discard counter and the received packets counter of the Router port that is being

monitored, by using SNMP and computes packet discard rate. SNMP query and response

latency is in the order of seconds (e.g., 10 sec). The average packet discard rate can be

computed over a window of the last N queries, where N is an administrator configurable

parameter. If this measured packet discard rate lmsr is higher than the acceptable packet

loss rate lacpt, then it could mean that a high-rate flow is using, or used, the same queue as

the background traffic, which means that the rate threshold R estimated and chosen, was
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Figure 4.3: Mean burstiness against burst arrival rate, rbg = 200 Mbps, d = 100 ms ( c©
2018 IEEE )

high. A control action is therefore taken to reduce the rate threshold R by a small amount

∆R, so that packet losses are reduced.

4.3 Simulation Study

4.3.1 Simulation Setup

In this section we present the simulation setup. First we describe the model for background

traffic, and then show the effect of model parameters on burstiness. Last we describe how

the cheetah-flow redirection is implemented in our simulator.

Background traffic model To study the impact of Cheetah Flow on the general Internet

traffic, we use a Poisson Pareto Burst Process (PPBP) model to generate background traffic,

which provides a simple yet accurate approach to model network traffic [56].

The PPBP background traffic is characterized by four parameters: (i) burst arrival rate λ

(bursts/sec), (ii) Hurst parameter h, (iii) mean burst duration d (sec), and (iv) a constant bit

rate per burst r (bits/(bursts×sec)). The PPBP consists of an aggregation of bursts, where

a burst is defined by a collection of packets with a constant inter-arrival time. The duration
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Figure 4.4: Simulation model ( c© 2018 IEEE )

of bursts is determined by a random variable of Pareto distribution of a shape parameter, α,

and a scale parameter β. We assume that each burst consists of a positive integer number

of MTU-sized (in bytes) packets. The number of packets within a burst is equal to d rt
8MTU e,

where t is a sample value of the Pareto distributed random variable, and r is the average bit

rate within a burst. Hurst parameter, h, defines if there is a long range dependency in a

process, and equal to 0.5 for zero dependency, which is used in the simulation. In the PPBP

model, the shape α and scale β are a function of the Hurst parameter, h and mean burst

duration d, and the values used are presented in Table 4.1. The inter-arrival time of the

first packets in bursts is exponentially distributed with an arrival rate of λ, i.e., the burst

arrival process is Poisson.

The average rate of the PPBP background traffic, rbg, can be computed as [56]

rbg = drλ (4.1)

Burstiness The definition used for burstiness makes it a random variable. For a given value

of average rate, burstiness is mainly determined by the burst arrival rate, λ, or the bit rate

per burst r (since rλ is a constant), and not impacted by the Hurst parameter. For example,

consider an average background-traffic rate of 200 Mbps and mean burst duration of 100 ms.

Fig. 4.3 shows how average burstiness b varies with burst arrival rate, where b is defined as

the average values of burstiness obtained from 60 runs. The average burstiness decreases

sharply for small values of λ, and approaches zero for large values of λ.

Cheetah-Flow redirection
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This section describes the simulation model, shown in Fig. 4.4. The PPBP source

generates the background traffic with an average rate of rbg, and the CF source generates

a CF, rate limited to rCF , with HTCP as a transport layer protocol. Packets from the

PPBP traffic and CF are enqueued in this router buffer if there is empty space. The buffer

is dequeued at the output link at rate C.

In this model, the router buffer is divided into one Primary queue of size Bp, and one

Scavenger queue of size Bs. The Scavenger queue has a lower priority, and packets from

this queue are scheduled to the output link only when there is no packet in the Primary

queue. The background traffic load exhibits burstiness in short time periods where packets

are resident in the Primary queue. Most of the time the Primary queue is empty as the

average background traffic rate is less than the link capacity. Therefore, the Scavenger queue

is always served, which prevents starvation in terms of cheetah flow packets scheduling.

We developed a packet-level simulator, written in Python1, to implement all the functions

described above. Table 4.1 shows values used for the parameters in the simulation.

Table 4.1: Values for input parameters ( c© 2018 IEEE )

Parameter Value
Background traffic rate, rbg (Mbps) 200
Hurst parameter, h 0.5
Shape and scale in Pareto distribution, α, β 2, 0.05
Mean burst duration, d (ms) 100
Burst arrival rate, λ (bursts/sec) {10, . . . , 600}
Bit rate per burst, r (Mbits/(bursts×sec)) {200, . . . , 0.003}
Router output link capacity, C (Gbps) 1
Primary queue buffer size, Bp (MB) 5
Scavenger queue buffer size, Bs (MB) 5
CF rate, rCF (Mbps) {50, . . . , 900}
Maximum RTT of CFs, RTTmax (ms) {10, 100}

4.3.2 Numerical results

First, the impact of different CF max-rates on background-traffic packet drop rate was

quantified when background-traffic characteristics were fixed. Next, we varied the background-

traffic burstiness, while fixing the CF rate limit at 700 Mbps and average background traffic

1The simulation software is available in GitHub [57]
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Figure 4.5: Background-traffic packet-drop rate against CF rate ( c© 2018 IEEE )

rate at 200 Mbps. Third, since CFs whose rate exceed threshold R are redirected to a

scavenger queue, the adverse impact of such redirection on CF throughput is quantified.

The packet drop rate can be modeled as a function of (i) dynamic parameters such as

background traffic rate, burstiness, CF-RTT, and CF rate, (ii) static parameters such as

link capacity, and Primary and Scavenger queue buffer size. Simulation results over a wide

parameter range can be used to form a model constructed with machine learning techniques.

We consider this as a future work, since such a model would provide more insight about the

CFTES sub-system.

Impact of CF rate on background-traffic packet-drop rate The generated background traffic

and a single CF were both sent to the primary queue. The average rate of background traffic,

rbg, was 200 Mbps, and the burstiness was fixed at 1.23. We varied the rate of CF, rCF ,

from 50 Mbps to 900 Mbps, and considered two RTT values for the CF, i.e., 10 ms and 100

ms. For each value of the CF rate and CF RTT, 60 runs were executed, and the average

and 95% confidence intervals of the background-traffic packet drop rate was computed.

Fig. 4.5 shows how the background-traffic packet drop rate varies with the CF rate.

For both CF RTT values, the packet drop rate increases monotonically with the rate of

CF with higher RTT CFs causing more packet drops. This is because most high-speed
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data-transfer applications use large TCP sender and receiver buffers on high Bandwidth-

Delay Product (BDP) (i.e., high RTT) paths to avoid sender-side waits for acknowledgments.

Correspondingly, since the sender can send out a large congestion-window sized burst, the

probability of the burst causing switch-buffer overflows increases for high-RTT CFs. For

example, a 700-Mbps rate-limited CF on a 100-ms RTT path can create bursts as as large

as 8.75 MB, and top-of-rack datacenter and enterprise switches often have small buffer sizes

on the order of 5 MB as assumed in Table 4.1 [33].

Besides, other two interesting observations are made from Fig. 4.5. First, the packet

drop rate caused by both the CF classes rises sharply for CF rate around 800 Mbps. This

coincides with a headroom of zero as the average background traffic rate is 200 Mbps and

the link rate is 1 Gbps. Second, even with a large headroom, non-zero packet drops occurred

with a relatively high background-traffic burstiness of 1.23. For example, when the CF

rate was 300 Mbps and the headroom was 500 Mbps, packet drop rates were 0.0005% and

0.0006% for the low-RTT and high-RTT flows.

Fig. 4.5 can be used as an illustrative example of how CFTES decides the rate threshold

R to keep the background-traffic packet loss rate no larger than an acceptable value, lacpt,

given the burstiness and average rate values of background traffic. For example, in Fig. 4.5,

if a packet drop rate of 0.0006% is acceptable, then R can be set to any values no larger than

300 Mbps when assuming RTT of 100 ms. However, among all the feasible values in terms

of background-traffic packet loss rate, the optimal value that should be assigned as R is the

maximum one, i.e., 300 Mbps in the example. This is because there is a disadvantage to CFs

when the CFINF rate threshold R is lowered. A later section illustrates this disadvantage.

Another rule used by CFTES to decide the rate threshold is that the value of R is based

on the results of high-RTT CFs. In Fig. 4.5, the ratio of the packet drop rate between the

high-RTT CF to the low-RTT CF is not constant. It increases from 0.54 to 1.9 when the

CF rate changes from 200 Mbps to 800 Mbps, while decreasing from 1.9 to 1.2 for CF rates

above 800 Mbps. It is challenging for an online system such as a CFINF to compute the

RTT of TCP flows, and therefore, it is prudent to set the CFINF rate threshold R to a

low-enough value based on the results of high-RTT CFs so that even a high-RTT CF does

not cause an unacceptably high packet drop rate.
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Figure 4.6: Background-traffic packet drop against burstiness ( c© 2018 IEEE )

Impact of burstiness on background-traffic packet-drop rate In this experiment, there was still

a single CF sent to the primary queue. The CF was rate limited to 700 Mbps, i.e., rCF = 700

Mbps. Since the average background-traffic rate was 200 Mbps (20% link utilization), the

average headroom on the 1 Gbps link was only 100 Mbps (see Fig. 4.4). In general, with link

utilization known, these experiments can be conducted for different link speeds (i.e., 1 Gbps,

10 Gbps, and 100 Gbps). The burst arrival rate λ was varied from 10 to 600 bursts/sec to

generate burstiness values in the range of 0 to 2.09, while the rest of the parameters were

left unchanged from the values indicated in Table 4.1.

Fig. 4.6 shows how CFs of different RTTs impact background-traffic packet drop rate

for different values of background-traffic burstiness. Each point in the plot (e.g., a red

point for CF RTT 100 ms) is the average value obtained from 60 runs, and the error bars

show the 95% confidence intervals. We observe that even with a headroom of 100 Mbps,

background-traffic burstiness can cause significant packet drops.

With the same level of burstiness, a higher-RTT CF causes more packet drops than

a lower-RTT CF. As described above, the TCP congestion window is typically larger for

high-RTT flows, which in turn, increases the probability of switch buffer overflows and

packet drops.
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Figure 4.7: Ratio of CF throughput ( c© 2018 IEEE )

At a background-traffic burstiness level of 0.33 (which corresponds to a burst-arrival rate

λ of 600 bursts/sec), there were no packet losses for both the high-RTT and low-RTT CFs

of rate 700 Mbps. This implies that with an average headroom of 100 Mbps, if background-

traffic burstiness is less than 0.33, a CF does not cause traffic loss in the background traffic.

Even for a λ of 80 bursts/sec, the high-RTT CF causes a background-traffic packet-drop rate

of only 0.0008%, while the low-RTT CF causes a 0.0005% packet drop rate, both of which

are likely to be acceptable levels of packet loss. However, at burstiness levels of 1.2, packet

loss rates can be significant, e.g., 0.2%. This loss rate can be understood in the context of

an ESnet-reported HTCP measured throughput drop from 10 Gbps to less than 1 Gbps on

a 50-ms RTT path when the packet drop rate was 0.0046% [17].

Based on these findings, the CFTES management module is designed to (i) periodically

measure the background-traffic burstiness and average rate, (ii) estimate the expected

background-traffic burstiness and average rate for the next period, and (iii) based on the

maximum tolerable limit for background-traffic packet drop rate, set the rate threshold R

used by the CFINF.

A final observation from Fig. 4.6 is that at low levels of burstiness, the high-RTT CF

caused a background-traffic packet drop rate that was 1.5 times more than the low-RTT CF,

but at the highest value of burstiness considered (2.09), this factor almost doubles. This also
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justifies our choice of setting the CFINF rate threshold R to a lower-enough value based on

high-RTT CFs as in the previous section. However, there is a disadvantage to CFs when the

CFINF rate threshold R is lowered. The next section illustrates this disadvantage.

Impact of CF redirection on CF throughput When CFs are redirected to the scavenger queue,

their packets receive a lower priority than packets from general-purpose flows. Therefore,

the throughput of redirected CFs will be smaller than non-redirected CFs. The lower the

rate threshold R, the larger the number of CFs that will be adversely impacted. Specifically,

this section presents the impact of background-traffic burstiness and CF RTT on the ratio

by which CF throughput decreases as a result of CF redirection.

The simulation setup was the same as that described in Section 4.3.2. CF throughput

was determined under two scenarios: (i) Scenario 1: CF packets were sent to the primary

queue as before; (ii) Scenario 2: CF packets were sent to the scavenger queue as shown in

Fig. 4.4. The 5-MB buffer was divided equally between the primary and scavenger queues

in Scenario 2. Fig. 4.7 shows the ratio of the CF throughput in Scenario 2 to the CF

throughput in Scenario 1 for different values of background-traffic burstiness and two values

of CF RTT. As in the results presented in Section 4.3.2, average values obtained from 60

runs are presented for all points.

The trade-off associated with redirection in order to prevent background traffic from

experiencing packet loss can be clearly seen in a reduction of CF throughput. This reduction

is especially high for high-RTT flows, e.g., for our parameter settings, when background-traffic

burstiness is even just 1, CF throughput drops by 30%.

In Section 4.3.2, we noted that the maximum tolerable limit for background-traffic packet

drop rate should be considered by the CFTES when computing the rate threshold R to

be used by the CFINF. The results presented in this section show that the rate threshold

R should be set as high as possible so that fewer CFs are subject to redirection, since

redirection could lead to a drop in CF throughput.
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4.4 Related work

According to Lan and Heidemann [58], heavy-hitter flows are associated with elephants,

which are large sized flows, and cheetahs, which are high-rate flows. High-rate or Cheetah

Flows that were elephants shows a correlation of 72% in one of the traces. Therefore, we

compare our work with existing literature that defines an elephant flow, and a high-rate

flow.

An elephant flow is a flow that exceeds some value of a size threshold [59,60], whereas

if the rate of a flow exceeds some specified rate threshold [61, 62] then it is classified as a

high-rate flow. The definition of these flows does not include factors like link utilization

and/or packet loss rate, resulting in a static definition of a heavy-hitter threshold.

Traffic feedback parameters are critical for defining a heavy-hitter as it can be changed

dynamically based on a closed loop control system to maintain system stability, and only a

handful of prior work investigates this problem. The distribution of flow sizes that are found

in a datacenter presents a bimodal distribution due to the presence of mice an elephant flows.

The intersection point of the two probability distribution curves for flow sizes provides the

optimal elephant flow size threshold [63]. This is an initial step towards closing the loop for

elephant flow detection.

The authors in FuzzyDetec [64] use fuzzy logic to continually compute the threshold

for elephant flows based on current network utilization and the load on the controller for

computation and provision of routes for redirecting an elephant once it is detected. Our

method uses the background traffic characteristics to compute a heavy-hitter threshold.

4.5 Conclusions

In this chapter, we demonstrate a pragmatic approach to determine a Cheetah Flow redirec-

tion threshold. We found that the burstiness of the background traffic, network utilization,

and high-rate flow RTT are key factors in computing this threshold. Increase in burstiness

of the background traffic for the same network utilization (i.e., average rate) increases the

background traffic packet loss rate.
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We provide a solution for computing the rate threshold using control feedback techniques.

The solution maximizes the rate threshold to avoid classifying too many flows as cheetah

flows, thereby avoiding redirection and reduction of throughput. At the same time, the

solution aims to keep packet loss rate within acceptable limits. We conclude that the choice

of the rate threshold should not be lower than is necessary to tolerate an acceptable degree

of packet loss rate.



Chapter 5

A network service for diagnosing

throughput problems

5.1 Introduction

This chapter describes a network service that identifies hosts that transmit large datasets at

low throughput and identifies the root cause of such issues. Large data transfers generate

high volume network traffic in an end-to-end connection, which are known as cheetah flows.

The throughput of a large data transfer is an indicator of the performance of the hosts

involved in the transfer as well as the network connecting the hosts. Network parameter

values in a transfer are difficult to obtain as a transfer may cross multiple domains and

network paths change based on the traffic load and routing policies. Even for a single domain,

network parameters are not shared. Network tomography methods [65] may be applied

in such cases to determine network parameters. The parameters can also be modeled as

latent variables. Due to the limited visibility of network parameters, we focus our work on

identifying resource limitations in the end host. We divide the work into two parts: (i) The

first component describes a network service that will monitor large data transfer throughput

using a combination of transfer logs and host resource utilization logs. From these logs,

the system creates a Performance Root Cause Analysis Report, which users of any transfer

can view. The notion of a peer transfer pair is established and is used to shed light on the

66
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impact of resource and parameter settings for poor performance. A peer transfer pair is two

or more host pairs that transfer data through the same network. (ii) The second component

of our work demonstrates, through a set of real-world experiments, how comparison of peers

can reveal and help isolate the root cause of low throughput. The throughput of a data

transfer is compared between peers that share network paths. This can reduce the variation

of the throughput caused by different network paths without much influence from network

parameters. Such an approach is simple and practical to implement, as transfer host pairs

are compared against each other, and users of these hosts are notified that a different pair

of hosts are efficiently using network bandwidth and enjoying better performance. Such

a notification would make an user cognizant that their transfers are slower than others.

With this information the users can consult the users of those peer pairs that have better

performance to gain insight into the transfer bottleneck. We propose a network service that

collects data transfer logs and host performance metrics from end hosts to identify and

diagnose performance problems.

Section 5.2 describes the Cheetah Flow Throughput Monitoring System (CFTMS)

architecture and deployment. Section 5.3 shows the method of identifying low throughput

transfers by comparing transfers between different peers on the network. We provide a set of

controlled experiments to show how the CFTMS can identify hosts with resource limitations

by comparing transfer pairs in Section 5.4. Related work is reviewed in Section 5.5. Finally,

key conclusions are provided in Section 5.6.

5.2 Cheetah Flow Throughput Monitoring System

Fig. 5.1 illustrates the deployment of an Cheetah Flow Throughput Monitoring System

(CFTMS) in a provider network. The throughput of a data transfer is the ratio of the amount

of data transferred to the duration of the transfer. The CFTMS receives file transfer logs and

resource utilization logs from data-transfer end hosts, and network data from IPFIX/NetFlow

collectors and SNMP managers. While a user/administator can monitor the transfer logs

from their own end hosts, a provider-deployed CFTMS can aggregate information from

many data-transfer end hosts, and potentially integrate network information from multiple
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Figure 5.1: Cheetah Flow Throughput Monitoring System Deployment

provider networks to perform a root cause analysis. Since the bottleneck of a data transfer

could be one of the two end hosts or any network link on the end-to-end path, the CFTMS

can view all information and provide better diagnostics.

A Throughput Monitoring System-client (TMS-client) is executed on end hosts to

collect and push data-transfer logs, which list data-transfer size and duration, to the

CFTMS. The TMS-client also includes low-overhead resource-utilization monitoring scripts

to measure CPU, disk, memory, and network utilization. The TMS-client collects data-

transfer parameters, such as the maximum TCP buffer size, number of TCP streams, and the

application type. Prior work on instrumentation of data transfers includes NetLogger [66], a

low-overhead event logger, and SNAP [67], a scalable network-application profiler that logs

TCP socket-level information. A TMS-client implementation could use these frameworks for

log collection.

Network monitoring data may include SNMP measurements, such as bits/sec and packet-

discard rates, and IPFIX/NetFlow records for each link of a data-transfer path. This

network data is collected by an SNMP manager and IPFIX/NetFlow collector, as illustrated

in Fig. 5.1. Using this information, the CFTMS can determine which link on the data-transfer

path, if any, is congested and hence a source of packet loss.

The CFTMS identifies hosts that are often engaged in low-throughput data transfers,



5.2 Cheetah Flow Throughput Monitoring System 69

and generates Performance and Root Cause Analysis (PRCA) reports. Users or data-transfer

server administrators can download the PRCA reports for their hosts, or the CFTMS could

use a publish-subscribe model to send out PRCA reports and users/administrators could

subscribe to these reports. A method for identifying poorly performing data-transfer hosts

is described in the next two sections.

Data-transfer applications, such as GridFTP, log data-transfer size and duration, from

which transfer throughput can be computed. However, for the CFTMS to use end-host

transfer logs, users need to subscribe to the CFTMS service, and install/execute the

TMS-client on their data-transfer servers. To avoid this overhead, we considered whether

throughput could be determined from IPFIX/NetFlow records. Through a set of experiments,

we found that this is not feasible for all kinds of transfers. Large flow transfers are

characterized by a continuous stream of packets with gaps that are only caused by TCP

congestion control. However, multiple interactive data transfers could occur in a persistent

HTTP client-server session, i.e., one that uses the same TCP connection. User think times

between the multiple data transfers could cause long silence periods on such persistent

TCP connections. NetFlow active timeout intervals are typically set to 1 minute. There

could be multiple think-time idle periods within 1 minute. Furthermore, longer-duration

TCP connections will have multiple NetFlow records. Sizes reported by multiple NetFlow

records for a given TCP connection cannot simply be added to determine transfer sizes

because of the same think-time idle period problem. Hence per-transfer throughput cannot

be accurately estimated from NetFlow records (even if the records were created without

packet sampling). The same reasoning explains why transfer throughput cannot be estimated

even if all packets of a flow (TCP connection) are captured for analysis inside a provider’s

network. Effectively, user/administrator participation in the CFTMS service is essential, as

transfer logs are required from the end hosts to compute throughput.

Another issue is that there are often multiple providers on the end-to-end path of a

WAN data transfer. If any one of these providers deploys an CFTMS, ideally the CFTMS

should receive IPFIX/NetFlow records and/or SNMP link-level packet-discard measurements

from the remaining providers. However, for privacy reasons and competitive considerations,

providers may be unwilling to share their collected data with others. But without this
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information, the CFTMS may not be able to provide an accurate root-cause analysis.

5.3 Peer transfer pairs and throughput comparison

This section defines a peer-transfer pair. In Fig. 5.1 Customer Network 1 connects n hosts

i.e., H1
1 through H1

n and Customer Network 2 connects m hosts that are H1
1 through H1

m.

A peer transfer pair P is defined as any combination of transmit and receive host pairs, such

that the data transfer traverses the same network paths.

P ={(Hx
i , H

y
j ), (Hx

k , H
y
l ), (Hx

p , H
y
q ), ...}

s.t.∀ i, k, p ∈ {1 . . ., n}; j, l, q ∈ {1 . . ., m}

where |P| ≤ m× n

(5.1)

where Hx
i is the ith host in Customer Network x and Hy

j is the jth host in Customer

Network y. A data transfer pair (Hx
i , H

y
j ) represents a data transfer from Hx

i to Hy
j and

the rate of the data transfer is given by rxyi→j . The set Rxy
i→j is a collection of all the data

transfer throughputs rxyi→j experienced by the hosts Hx
i and Hy

j .

A comparison of the throughput sets for different host pair combinations (where the two

hosts are in networks x and y) {Rxy
i→j , R

xy
k→l, R

xy
p→q, . . .} provides information regarding the

distribution of the highest throughput values that a host pair achieves.

Since a particular host pair can have users who may choose different transfer applications

(or different settings of protocol parameters), the throughput values that these users achieve

would be different. The throughput values may be widely distributed or may appear in groups

or clusters. Clusters form due to different static parameter settings. Transfer application

type, number of streams, maximum sender disk read rate, sender NIC rate, sender TCP

window size, maximum receiver disk write rate, receiver TCP window size, and receiver

NIC rate can be classified as static parameters. Dynamic parameters include host CPU

utilization, host disk utilization, and host network utilization of the sender and receiver by

the data transfer process. Since other concomitant processes can utilize CPU, disk, and

network resources during the transfer, these are variable and hence dynamic in nature. If the
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effect of dynamic parameters are more dominant than the effect of static parameters then

the throughput values will have a greater variance without forming any groups or clusters.

In such a scenario, the data transfer throughput model will be used. On the other hand, a

narrow variance in transfer rates indicates the dominant effect of static parameters and a

cluster-based technique can be used for throughput comparison.

Assuming that the dominant effect is from static parameters, the number of clusters can

be determined by simply keeping a count of the different combination of static parameters

used. For example, consider a case where the same sender and receiver are used by two

different users, and the first user uses four TCP streams, whereas the second user uses

one TCP stream. The other static parameters in the end hosts remain the same, meaning

there are two combinations of static parameter setting used, and hence the possibility of

throughput values forming two clusters. The clusters should also have zero or minimal

overlap of throughput values, to strengthen the definition of a cluster. The cluster that has

the highest throughput values in Rxy
i→j represent the achieved throughput performance of

the host pair. Let the centroid or median of the cluster with highest throughput be given by

<i→j
C , where C is the cluster with high values of transfer throughput. Therefore, the cluster

centroid C provides the maximum achieved throughput to, which the users in other clusters

would aspire.

For a single host pair (Hx
i , H

y
j ), the difference in the cluster means could indicate that

users transfer data using different applications (i.e., scp versus iperf), varying number

of TCP streams, or that protocol parameters are set improperly (i.e., small TCP window

size). An experiment using a transfer pair with two different TCP stream settings for the

same application shows this behavior. Comparing host static parameter settings (extracted

from end host transfer logs) from the cluster with low rates to the cluster with high rates

can identify the static parameter setting that resulted in low throughput and construct an

PRCA report. The transfer log would also keep track of the user performing the transfer.

Finally, the PRCA is published to the user of the host informing them of the slow transfer.

For a peer transfer pair (i.e., {(Hx
i , H

y
j ), (Hx

k , H
y
l )}) the solution is non-trivial. Assuming

that transfers between these pairs take place through the same provider network path, such

that network parameters do not result in the difference of transfer throughput between the
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Figure 5.2: Traceroute output from FDT Uva to FDT Wisc.

peer transfer pairs, a discrepancy could arise from the difference in host capacity. In our

experiment (experiment number 1 and 2) in Section 5.4.2, we show that in a peer transfer

pair ({(Hx
i , H

y
j ), (Hx

i , H
y
l )}), where the sender was the same, the difference of the highest

mean cluster throughput was due to a receiver that had slow disks. This information can

then be provided to the other host pairs between which transfers were observed, to notify

these users of low performance.

5.4 Experimental study

5.4.1 Experimental setup and controlled experiments

Table 5.1: Experimental setups and Transfer-throughput statistics in Mbps

No. App. Str. Sender Receiver Min 25% Med. Mean Max cov

1 iperf 1 FDT(W) FDT(V) 364.6 589.1 629.7 614.6 743 0.121
2 iperf 1 FDT(W) IDC(V) 137.5 200 214.4 210.4 239.6 0.096
3 iperf 4 FDT(W) FDT(V) 577.9 935.2 940.9 929.5 953.7 0.061
4 iperf 4 FDT(W) IDC(V) 113.2 226 258 245.6 282.5 0.137
5 scp 1 FDT(V)cpu FDT(W) 111.4 120.7 126.6 127.2 151 0.071
6 gridFTP 4 FDT(W) FDT(V)cpu 461.3 534.5 558.3 565 736 0.099

This section describes the different experiments that were conducted to demonstrate

CFTMS utility as a network service. Two hosts, named FDT and IDC, at the University of

Virginia (UVa or V, for short) and one host, named FDT, at the University of Wisconsin

(UWisc or W, for short) were used in these experiments. The path between the two

universities traversed the commercial Internet, as illustrated in Fig. 5.2.

A large file (specifically, a file larger than 10 GB) was transferred in each experimental

setting. There were six different experimental settings, as listed in Table 5.1. Variables in
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the experiment include: (i) sender/receiver hosts, (ii) data-transfer application (iperf, scp,

GridFTP), (iii) number of streams (parallel TCP connections), and (iv) whether or not the

CPU was loaded (represented as FDT(V)cpu).

Multiple runs were executed under each experimental setting over a 24-hour period with

an idle interval of 30 minutes between each run. The experiments were executed over a 6-day

period. Running experiments over a 24-hour period allowed us to control for the diurnal

effects of Internet traffic. Data transfer logs were recorded and used to compute throughput.

The RTT between either host at UVa and the host at UWisc was 33.5 ms on average. In

all the experimental settings, the TCP buffer sizes at the sender and at the receiver were four

times the bandwidth delay product (BDP), where the BDP was computed with a bottleneck

link rate of 1 Gbps. This setting is based on our previous findings on the TCP sender-side

and receiver-side buffer sizes in Linux, which halves these buffer sizes so that the congestion

window of a flow can increase to 2 × BDP. A minimum of 2 × BDP for the congestion

window is necessary to ensure that hosts do not suffer from low throughput performance due

to poor choice of protocol parameters. The congestion-control algorithm used was HTCP.

Fig 5.2 shows the traceroute output from FDT(V) to FDT(W). The end-to-end path

traversed networks operated by four different administrative organizations (domains). We did

not have access to SNMP data and/or NetFlow records from these providers, which limited

our analysis to end-host resource limitations and TCP- and application-layer parameter

settings.

5.4.2 Analysis of results

Table. 5.1 shows the statistics of throughput achieved between the sender and receiver

hosts for different data transfer applications used (i.e., iperf, scp, gridFTP). It also shows

how the different parameter settings used for the same application can cause differences in

transfer throughput (e.g., the median throughput for four iperf streams from FDT(W) to

FDT(U) is 940.9 Mbps, whereas the same application using one stream enjoys a median

throughput of 629.7 Mbps) described as Case 1. In a peer transfer pair, Experiment 3 and

Experiment 4 reveal resource limitations of the receive host, which is explained as Case 2.

The effect of burdening the send and receive host with a CPU intensive operation can be
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Figure 5.3: Throughput histogram from experiment 1 and 2

seen in Experiment 5 and Experiment 6, respectively, referred to as Case 3. These three

different cases are analyzed below. Case 1 and Case 2 assume that static parameters are

dominant in the transfer, but Case 3 illustrates the impact of dominant dynamic parameters.

Case 1: Impact of improper static parameter settings: Experiment 1 and Experiment 3

show the effect of using a different number of TCP streams. The end hosts are the same

in these experiments. Such a scenario can be compared to two users transferring data

between the same end hosts. User 1 does not use any concurrent connections for his/her

data transfer (as in Experiment 1). On the other hand User 2 creates four parallel streams

as in Experiment 2 for his/her data transfer. Comparing the parameter values from sets of

transfers generated by these two users will show only two combinations of static parameter

settings being used. Hence, throughput values would likely form two clusters.

Fig 5.3 shows the histogram of throughput values for the user using 1 iperf stream

and the user using 4 iperf streams. There is almost no overlap between these throughput

clusters with only 1 (out of 40 data points) data point from the higher cluster falling within

the range of throughput values for the lower cluster. The minimum overlap implies that

there is a difference in values of static parameters for these two experiments. Comparing the
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static parameters will reveal the cause of low throughput. The transfer logs also contain the

identity of the user, hence a notification can be sent to User 1 with a suggestion to increase

the number of streams to achieve better throughput.

Comparing these two experiments not only reveals that using more streams results in

a high median throughput, but the spread of the throughput or (throughput variance) is

lowered, with a single stream having a coefficient of variation (cov) of 0.121 indicating a

much larger spread (i.e., almost two times) than a transfer with four streams with a cov of

0.061. This can also be seen from the histogram.

Case 2: Impact of a resource limited host: Experiment 1 and Experiment 2 resemble

data transfers using the same application settings that result in two transfer peers (i.e.,

(FDT(W)→FDT(V), FDT(W)→IDC(V)), with a common receive host. The median through-

put for FDT(W)→FDT(V) is 629.7 Mbps, which is much larger than the median throughput

of FDT(W)→IDC(V) (214.4 Mbps). The host pair FDT(W)→FDT(V) indicates that there

is a performance issue with pair FDT(W)→IDC(V), which was indeed the case. Upon

diagnosis of the host IDC(V) we found that it incurred almost 100% disk utilization during

the transfer suggesting that the IDC(V) host was writing at maximum disk speed. Despite

increasing the number of streams from one to four as in Experiment 4 the median throughput

of FDT(W)→IDC(V) transfers remained low at 258 Mbps, implying that application setting

did not contribute to reduced throughput. The dynamic parameter for transfers between

FDT(W)→IDC(V) would show a 100% disk utilization by the receiver caused by the transfer

process.

Similar to the previous case, upon comparing the dynamic parameters (dynamic parameter

is required for finding the resource that is almost completely utilized by the transfer process)

for these two transfers (i.e., Exp. 1 and Exp. 2), it is clear that the maximum disk write

speed of IDC(V) is lower than the maximum disk write speed of FDT(V). Users who transfer

data between FDT(W)→IDC(V) would be unaware that, in practice, high throughput

values for transfers are obtainable. Information from a peer transfer would therefore be

valuable to determine the low performing host pairs and also for constructing a root cause

for the performance issue. This is a real-world scenario where transfers between two different

host pairs are compared against each other to find which one is performing better and,
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subsequently, analyzing the cause of this performance gap.

Case 3: Impact of dynamic parameters: Experiment 5 and Experiment 6 show the impact

of computationally burdening the sending and receiving hosts, respectively. Experiment 5

uses an scp application and Experiment 6 uses a gridFTP application to demonstrate the

effect of CPU burdening on transfer throughput. Since these experiments were performed

on hosts using a real network, the impact of CPU taxing is unclear due to the inherent noise

that results from other dynamic parameters such as changing network utilization. These

two experiments show that there is an impact on throughput due to CPU loading when

Experiment 6 is compared with Experiment 3. The receiver host CPU in Experiment 3

was not loaded so the transfer throughput rates are high. Although Experiment 3 and

Experiment 6 use different applications, iperf and gridFTP perform similarly from a

functional perspective. Due to changes in the file transfer library in FDT(W) over our

experimentation period iperf had failed to work and hence the change to gridFTP.

5.5 Related work

To identify throughput performance problems, various solutions have been proposed and

implemented. These solutions either use data from active measurement, passive measurement

data, or a combination of both. Our work uses data from passive measurement. Active

measurement involves running bandwidth probing experiments using test nodes, which are

invasive and alter the nature of normal traffic. The perfSONAR (pS) [68,69] infrastructure

is a widely-deployed set of perfSONAR nodes used by science networks for active traffic

measurements. These perfSONAR nodes run a toolkit called Bandwidth Test Controller

(BWCTL) [70], which measures throughput, among other network metrics. Thousands of

perfSONAR buoys are deployed in large RENs like Internet2 and ESnet, which enables

the network administrator to run throughput tests between two geographically distant

perfSONAR hosts. In contrast, our CFTMS relies on passive measurements by collecting

end host resource utilization, data transfer logs, and network measurement data (i.e., SNMP

statistics, NetFlow/IPFIX records). The perfSONAR measurements do not account for the

performance of hosts that are involved in a large data transfer. Therefore, a transfer that is
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limited by hardware capabilities results in degradation of throughput [71] where the network

is not the bottleneck. In other words, the BWCTL throughput observed between two

perfSONAR nodes is not an accurate measure of the data transfer throughput. Our method

properly diagnoses that the limitations of end host are the cause of poor performance.

GridFTP [28] is a popular data transfer application for moving large datasets whose

application logs can be analyzed to monitor throughput performance degradation as a class of

passive data measurement. GridFTP transfer logs were used to find throughput variance [72]

and performance anomalies [73, 74]. However, transfer logs have limited information and

cannot provide a Root Cause Analysis (RCA) of a low transfer throughput. Our solution

addresses this through resource utilization logs and network data.

The authors in another work [75], integrate perfSONAR measurements with GridFTP

logs (using NetLogger) to detect bottleneck conditions of a data transfer. The authors

present a tool called Periscope [76], which can localize the bottleneck of the data transfer.

Using active network measurements from perfSONAR deployments the authors design a

system to identify the RCA and localize performance problems in ISP networks [77]. Other

work [78–80] also address the problem of identifying and localizing network issues and rely on

data from active perfSONAR measurements. Our work is fundamentally different because it

uses passive measurements and real performance data from actual transfer hosts. We solved

the problem of obtaining network topology and link statistics (e.g. loss rate, bottleneck link)

from multiple domains owned by different network providers by showing a peer throughput

comparison model that is both novel and pragmatic.

5.6 Conclusions

This work proposed a network service for monitoring and diagnosing data transfer throughput

performance. The network service uses a Cheetah Flow Throughput Monitoring System

(CFTMS) to collect transfer logs, host utilization logs, and network data. Using this data, a

low throughput transfer can be identified and a PRCA for reduced performance can be created

to help users diagnose the problem. We described the effect of static and dynamic parameters

on transfer throughput and presented a method to compare peer transfer throughput.
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To address the limitations of collecting network data, we proposed a pragmatic method

that compares peer transfer pairs through a set of controlled experiments in a real campus

traffic environment. We demonstrated how low throughput transfers can be identified and a

simple PRCAs can be constructed with limited information.



Chapter 6

Conclusions and Future Work

We first summarize the work presented in this dissertation and draw four key conclusions,

and then discuss potential future work to advance our current research.

6.1 Summary and conclusions

In this dissertation, we presented our work on advancing research in traffic management of

heavy-hitters and high-performance networking. Our main contributions are as follows: (i)

We characterized the size, rate, and duration of large dataset transfers; (ii) we developed,

implemented, and evaluated the Cheetah Flow Identification Network Function, which is the

first Network Virtualization Function detecting high-rate flows in real-time for the purpose

of traffic engineering; (iii) we developed a methodology to identify heavy-hitter thresholds

that optimizes for packet drops against the number of cheetah flows that are redirected; and

(iv) we present a network service to diagnose end host throughput performance.

Chapter 2 presented a method to characterize the size, rate, and duration of large dataset

transfers. We identified the significance of reconstructing parallel flowsets from NetFlow

records collected at IP routers. High-performance file transfer applications use parallel

TCP connections for large dataset transfers. Therefore, to provide an accurate picture of

large data movement, reconstructing parallel flows was necessary. We applied our flowset

reconstruction method to NetFlow records collected from June-Sept. 2014 at all 66 ESnet

routers. Our findings revealed that todays scientists move 100 GB to TB sized datasets at
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rates of 1 to 2.5 Gbps, and seldom use the network for transfers lasting more than 10 hours.

We found that the median rate of flowsets increases and rate variance decreases with the

number of per-FS component flows. Therefore, we concluded that flowset reconstruction

study can impact network planning, traffic engineering, and help improve user experience,

since large dataset transfers are among the most demanding of network applications.

Chapter 3 described the design, implementation, and evaluation of a high-speed Cheetah

Flow Identification Network Function (CFINF) on a high-performance multi-core commodity

server. The primary goal for CFINF was to detect a cheetah flow in real-time from among

millions of flows arriving every minute on a high-speed link using software that is executable

on an x86 general purpose multi-core server. Consequently, the algorithms of CFINF had

to be optimized to process packets in constant time on an average. To address the scaling

of the CFINF to support high link speeds, the algorithms were designed to be executed

independently on multiple cores. High-performance NIC features such as packet coalescence,

receive-side scaling, kernel bypass, and polling-mode operation enable the design to scale

to high link speeds. The CFINF is central to the development of a Cheetah Flow Traffic

Engineering System, which isolates cheetah flow packets once such a flow is detected. We

found that with 10 cores, CFINF could handle the 10 Gbps packet traces. We tested a

performance optimization of CFINF, which consisted of dropping small-sized packets and

found it resulted in a 10% drop in the accuracy of reported cheetah flows, while offering

significant computational savings. Our conclusion from the CFINF evaluation is that

with current advances in high-performance flexible networking hardware and algorithms

optimizing for speed, cheetah flow detection can be performed on an x86 multi-core server.

Chapter 4 presented a pragmatic approach to determine a cheetah flow redirection

threshold. We provide a solution for computing the rate threshold using control feedback

techniques. This work complements our design of the CFTES and provides an automated

mechanism to compute a cheetah flow rate threshold. We present a scavenger queue to

isolate detected cheetah flows, which solves the problem of packet reordering and subsequent

loss in throughput. We define a parameter called burstiness of the traffic, which is used

for computing the rate threshold. We found that the burstiness of the background traffic,

network utilization, and high-rate flow RTT are key factors in computing this threshold.
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Increase in burstiness of the background traffic for the same network utilization; i.e., average

rate, increases the background traffic packet loss rate. Our solution maximizes the rate

threshold to avoid classifying too many flows circumventing the trade-offs associated with

cheetah flow classification. For our scavenger queue cheetah flow redirection it results in a

reduction of flow throughput. Our conclusion finds the choice of the rate threshold should

not be lower than is necessary to achieve an acceptable rate of packet loss.

Chapter 5 presented our network service for diagnosing throughput performance. We

described the design of a Cheetah Flow Throughput Monitoring System (CFTMS), which

identifies transfers with low throughput. A Performance Root Cause Analysis is then

published to the user associated with the data transfer. Our findings indicate the challenge

in measuring transfer throughput from passive network data such as NetFlow. Therefore,

we use a combination of end host transfer logs and resource utilization logs is necessary to

diagnose the cause of low-throughput in a transfer. We identified that collecting network data

across multiple organizations may not be feasible due to privacy and confidentiality issues.

Therefore, we limit the scope of our research to diagnosing end-host performance issues.

Through a set of real-world experiments we provide a method to diagnose performance

problems. Our conclusion is that it is feasible to identify the cause for low-throughput

performance even with limited information from the host logs and data transfer logs.

6.2 Future Work

This work can be extended in the following directions:

1. The current CFTES implementation, could include the potential of investigating the

control plane action of redirecting the cheetah flows. Since it takes some time for

the SDN controller to set filter rules for redirection, the real-time constraints on the

detection and redirection has to be explored. The integrated CFTES software including

the Traffic Analysis Module can be tested over an organization access link, e.g. the

University of Virginia Internet access link, to quantify the effectiveness of CFTES.

2. For CFTMS, our proposed solutions to identify low throughput performance can

be prototyped and evaluated on a experimental network setup. Network data such
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as SNMP and NetFlow data from the experimental testbed can be generated. The

combination of host logs, transfer logs, and network data can be analyzed to provide

more detailed Performance Root Cause Analysis.
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