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Abstract

Adversarial training has been extensively studied as a way to improve model’s adversarial ro-

bustness in computer vision. On the other hand, little attention has been paid in NLP as to how

adversarial training affects model’s robustness. Within NLP, there exists a significant discon-

nect between recent works on adversarial training and recent works on adversarial attacks as

most recent works on adversarial training have studied it as a means of improving the model’s

generalization capability instead of as a defense against adversarial attacks.

In this thesis, we investigate how adversarial training can be used to improve the model’s adversar-

ial robustness as well as its standard accuracy, cross-domain generalization, and interpretability.

In the first half of this thesis, we perform a comprehensive benchmarking of different search

algorithms used in NLP adversarial attacks and propose a new simple and efficient search al-

gorithm that can speed up adversarial attacks for adversarial training. Then, using the findings

from the benchmark experiments, we create two new adversarial attacks optimized for adversarial

training and use them to train BERT and RoBERTa models on IMDB, Rotten Tomatoes, and Yelp

datasets. We demonstrate that adversarial training can not only improve the model’s robustness

to the adversarial attack it was originally trained with, but also defend the model against other

types of attacks. Also, we show that adversarial training can improve model’s standard accuracy,

cross-domain generalization, and interpretability.
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Chapter 1

Introduction

In both computer vision and natural language processing (NLP), robustness of models to adversar-
ial examples has been an active area of research. New methods have been proposed for generating
adversarial examples for image classification (Goodfellow et al., 2014; Carlini and Wagner, 2016;
Madry et al., 2018), reading comprehension (Jia and Liang, 2017), machine translation (Cheng
et al., 2018), and text classification (Ebrahimi et al., 2017; Jia and Liang, 2017; Gao et al., 2018;
Alzantot et al., 2018; Jin et al., 2019; Ren et al., 2019; Zang et al., 2020; Garg and Ramakrishnan,
2020; Li et al., 2020, 2021).

At the same time, making models more resistant to these attacks has also been another area of
active research. One simple but popular method is adversarial training where the model is further
trained on adversarial examples. Adversarial training has been extensively studied as a way
to improve model’s adversarial robustness in computer vision (Goodfellow et al., 2014; Madry
et al., 2018; Zhang et al., 2019a; Kannan et al., 2018; Shafahi et al., 2019; Xie et al., 2020). In
comparison, little attention has been paid in NLP as to how adversarial training affects model’s
adversarial robustness.

In fact, within NLP, there exists a significant disconnect between recent works on adversarial
training and those on adversarial attacks. Recent works (Zhu et al., 2019; Jiang et al., 2020;
Liu et al., 2020a) explore adversarial training mainly as a means of improving the model’s
generalization capability instead of as a defense against adversarial attacks. Specifically, they do
not evaluate whether such adversarial training method can defend against adversarial attacks that
have been proposed in literature.

Additionally, in recent works that have proposed new adversarial attacks, adversarial training as
a defense has only been evaluated in limited context. In most cases, adversarial training is only

5



CHAPTER 1. INTRODUCTION 6

performed on limited number of models and datasets to mainly show that adversarial training can
make models more resistant to the attack it was originally trained with (Jin et al., 2019; Ren et al.,
2019; Li et al., 2020; Zang et al., 2020; Li et al., 2021).

In this thesis, we perform a more in-depth investigation into how adversarial training affects
model’s adversarial robustness as well as its standard accuracy, cross-domain generalization, and
interpretability.

In the first half of this work, we study the key components of NLP adversarial attack to address the
technical challenges of performing adversarial training. We specifically perform a comprehensive
benchmarking of different search algorithms used in literature to perform NLP adversarial attacks
and propose a new simple and efficient search algorithm that can speed up adversarial attacks for
adversarial training.

In the second half, we create two faster version of adversarial attacks optimized for adversarial
training and use them to train BERT (Devlin et al., 2018) and RoBERTa (Liu et al., 2019) models
on IMDB (Maas et al., 2011), Rotten Tomatoes (Pang and Lee, 2005), and Yelp (Zhang et al., 2015)
datasets. We demonstrate that adversarial training can not only improve the model’s robustness
to the adversarial attack it was originally trained with, but also defend the model against other
types of attacks. Also, we show that adversarial training can improve model’s standard accuracy,
cross-domain generalization, and interpretability.

1.1 Background and Related Work
Adversarial training was first proposed by Goodfellow et al. (2014) as a defense against adversarial
attacks in computer vision. Madry et al. (2018) proposed a more principled approach to adversarial
training using a minimax formulation involving the defender and the adversary. They also
demonstrated that training using projected gradient descent (PGD) attack provides strong defense
against many adversarial attacks for image classification.

Within computer vision, it is largely believed that there exists some inherent trade-off between
robustness and standard accuracy (Tsipras et al., 2019; Zhang et al., 2019a; Raghunathan et al.,
2019); that is, improving robustness against adversarial attacks leads to some loss in standard
accuracy. Tsipras et al. (2019) suggested that the trade-off exists because the features learned by a
robust model is fundamentally different from the features learned by the standard model. They
also noted an unexpected benefit of adversarial training which is that the features learned by the
robust model aligns better with human understanding.

On the other hand, such trade-off has not been observed in NLP. Instead, adversarial training



CHAPTER 1. INTRODUCTION 7

has been explored as a means to improve the model’s generalization performance. Zhu et al.
(2019); Jiang et al. (2020); Liu et al. (2020a) demonstrated that adversarial training can improve
model’s performance on the GLUE benchmark (Wang et al., 2019). Jiang et al. (2020) and Liu
et al. (2020a) also showed improvements in robustness by evaluating the models on more difficult,
“adversarial” datasets such as ANLI (Nie et al., 2020) or Adversarial SQUAD (Jia and Liang,
2017).

However, these works still do not provide a satisfactory answer to how adversarial training affects
adversarial robustness. One thing to note is that these works have all performed adversarial
perturbations in the word embedding space. Zhu et al. (2019) adds perturbations to the input
embeddings using PGD and uses the perturbed embeddings to further train the models. Jiang
et al. (2020) takes a step further by performing adversarial pretraining with smoothness-inducing
regularizer introduced by Miyato et al. (2018). Liu et al. (2020a) extends Jiang et al. (2020) by
performing curriculum learning where standard pretraining is done first before continuing with
adversarial pretraining. Therefore, adversarial training with perturbations in the actual input space
is still a relatively unexplored area of research. Furthermore, these works that perturb in the
embedding level do not investigate whether such methods of adversarial training can improve
robustness against adversarial attacks that occur in the input level.

Our work differs from these works as we aim to explore how adversarial training using per-
turbations in the input space can be used to defend against adversarial attacks from literature.
Moreover, we investigate whether adversarial training with one type of attack can make the model
more robust against many different types of attacks. Also, as far we know, no other work has
comprehensively studied how adversarial training with perturbations in the input space affects
generalization and interpretability for NLP models.



Chapter 2

Adversarial Attacks in NLP

Most of the works on adversarial attacks in NLP draw its inspiration from earlier works in
computer vision. However, while an image is a continuous input, text is discrete. This leads to a
significant difference in how adversarial examples are generated. In this chapter, we will review
how adversarial attacks are performed for NLP models and discuss the underlying combinatorial
optimization problem that is solved to generate adversarial examples. We also introduce the novel
framework proposed by TextAttack (Morris et al., 2020a) that breaks down NLP adversarial
attacks into the following four modular components: (1) goal function, (2) set of constraints, (3)
transformation, and (4) search method.

2.1 Adversarial Attacks in Vision
In this section, we give a high level overview on adversarial attacks in computer vision. For a
more detailed survey, we recommend Akhtar and Mian (2018).

Let F be our neural network represented as a function and let ✓ be the parameters of the network.
To generate an adversarial example from an image x 2 Rm and its label y 2 {1, . . . , K}, we want
to find some perturbation � 2 Rm such that F (x+ �) = yk where yk is our desired target label; in
the case of untargeted attack1, we would simply want F (x+ �) 6= y. Since we want � to be small
such that the change is imperceptible to humans, we also need enforce some limit on how big �

1Targeted attack is a type of adversarial attack where the attacker’s goal is to perturb the input such that the model
predicts a specific class label desired by the attacker, while untargeted attack is a type of adversarial attack where the
attacker’s goal is to simply cause the model to misclassify the perturbed input.

8



CHAPTER 2. ADVERSARIAL ATTACKS IN NLP 9

can be. This is usually achieved by restricting � to be within an `p ball (i.e. ||�||p  ✏ for some
small ✏ > 0). `2 or `12 ball is typically used.

Naturally, finding � that satisfies our requirements can be formulated as a constrained optimization
problem. Szegedy et al. (2014) frames it as the following minimization problem:

minimize ||�||2

subject to (1) F (x+ �) = yk

(2) x+ � 2 [0, 1]m
(2.1)

However, the above equation is difficult to solve due to constraint (1), so Szegedy et al. (2014)
instead solves the following problem:

minimize c · ||�||
2
2 + L(✓, x+ �, yk)

subject to x+ � 2 [0, 1]m
(2.2)

where L(✓, x + �, yk) is the loss for the task. L-BFGS algorithm is used to find the minimum
c > 0 for which minimum � satisfies constraint (1).

One problem with L-BFGS algorithm is that it is computationally expensive. Goodfellow et al.
(2014) presents a faster approximation algorithm called Fast Gradient Sign Method (FGSM) for
untargeted attacks that takes advantage of the linearity present in neural networks. Specifically,
they solve for the following �:

� = " ⇤ sign(rL(✓, x, y)) (2.3)

where " is a constant that we control to make � small as possible. Here, we can see that for
each pixel, FGSM first determines which direction (+/�) the pixel value should be changed to
maximize the loss and then scales it by ".

Besides FGSM, many adversarial attacks have been proposed such as Jacobian-based Saliency
Map Attack (JSMA) (Papernot et al., 2015), Carlini & Wagner attack (Carlini and Wagner, 2016),
DeepFool (Moosavi-Dezfooli et al., 2015), and projected gradient descent (PGD) (Madry et al.,
2018). What all of these works have in common is that the task of generating adversarial example
is formulated as a constrained numerical optimization problem.

2An `1 bound means that we can perturb each pixel only by ✏.
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2.2 Adversarial Attacks in NLP
Naturally, we are interested in whether we can apply the previous formulation to NLP.

2.2.1 Challenges in NLP Adversarial Attack
Let us first attempt to define our problem by borrowing the previous formulation for image
classification:

Given input text x 2 X and its label y 2 {1, . . . , K}, we want to find some minimal
perturbation � such that our adversarial example x

0 = x+ � satisfies

1. F (x0) = yk where yk is our desired label

2. � is small (i.e. ||�||p < ✏).

We can easily see that there are several issues with this formulation. For example, what is our
perturbation � in the case of texts? For images, adding small values to each pixel is an intuitive
way to perturb a given image. However, for texts, there are many ways to modify the discrete
input such as replacing a character with another character or inserting new words.

Also, how do you determine if � is small enough to not change the ground truth? Unlike images,
we cannot straightforwardly use `2 (or `1) norm to compare the “similarity” of two texts. Lastly,
how do you find the optimal perturbations that will produce x

0 that satisfies our goals?

2.2.2 Perturbing Texts
To define � for text, we need to distinguish perturbations that occurs at the character level from
those that occur at the word level. Let input text x be represented as a sequence of tokens
(x1, x2, . . . , xn) where each xi can be a word or a character. We can come up with three ways to
modify x:

1. Replace: Replace xi with another x0
i.

2. Insertion: Insert a new x
0
i+1 in front of xi.

3. Deletion: Delete xi.

If xi is a character, then replacing, inserting, and deleting characters are all ways of inducing
spelling errors in the text. Past works that proposed such character-level attacks include Ebrahimi
et al. (2017), Gao et al. (2018), and Pruthi et al. (2020). Pruthi et al. (2020) showed that BERT is
sensitive to misspellings as its accuracy on sentiment classification task can decrease from 90.3%
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Figure 2.1: Example of a desirable transformation of the original text that preserves the semantics
and an example of an undesirable transformation that changes the semantics.

to 48.5% when misspellings are injected to the input. Since humans are capable of understanding
misspelled texts, robustness to character-level attacks can be considered as a desirable attribute
for models that aim to meet human-level performance.

However, one problem with character-letter attacks is that the resulting text x0 is most likely to
contain nonsensical words that the model has never encountered before. Most of the recent NLP
models that have achieved state-of-the-art (SOTA) performance employ word (or subword-level)
embeddings that map words in a fixed vocabulary to a dense vector representation. Since the
model’s vocabulary is fixed, it is highly likely that the misspelled, gibberish words will simply be
mapped to the wrong token or an out-of-vocabulary (OOV) token during the encoding step. This
raises the question whether it is reasonable to expect models that are not character-based to be
robust against character-level attacks in the first place.

Recent works have proposed word-level attacks where each xi is a word. Compared to character-
level attacks, these methods can generate more fluid and sensible text as an adversarial example.
Therefore, we will only consider word-level attacks for the rest of this work. We will especially
focus on word replacement as it is the most common type of perturbation strategy found in
literature.

2.2.3 Preserving Semantics and Fluency by Constraints
When carrying out word-level attacks, we still need to watch out for changes that introduce
grammatical errors or shift the meaning of the text. This is because we want x and x

0 to be
“similar” and do not want to change the ground truth label of the text. For example, as shown
by Figure 2.1, given text “The movie was good” for a sentiment-classification task, we do not
want to replace the word good with its antonym bad since the overall sentiment of the text has
changed.

Ideally, we want our perturbation to naturally preserve the meaning and fluency of the original text.
Past works have therefore proposed various methods for replacing words with their synonyms.
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 X: The movie was good.

X

X'

movie → film good → excellent

X'X'

X'

X'X'

good → bad movie → film

Figure 2.2: Tree representing the combinatorial nature of generating adversarial example. Each
edge represents a specific word replacement operation and each node represents the resulting
perturbed text. While word replacements involving synonyms, represented by the green color, are
desirable, those involving antonyms (red) are not.

Alzantot et al. (2018) and Jin et al. (2019) both use a counter-fitted GloVe word embedding
(Mrksic et al., 2016) to find synonyms while Ren et al. (2019) and Zang et al. (2020) use lexical
knowledge bases such as WordNet (Miller, 1995) and HowNet (Dong et al., 2010). Recently, Garg
and Ramakrishnan (2020), Li et al. (2020), and Li et al. (2021) have proposed using BERT (Devlin
et al., 2018) and RoBERTa (Liu et al., 2019) masked language models to generate replacements
that are more grammatically coherent.

However, it is possible that undesirable words are proposed as synonyms for replacements.
Therefore, many works also use various constraints alongside their replacement strategy to filter
out the bad replacements. For example, when considering replacing word xi with its substitute x0

i,
both Alzantot et al. (2018) and Jin et al. (2019) filters out x0

i if the cosine similarity between word
embedding of xi and x

0
i is below a certain minimum value. Additionally, Jin et al. (2019) uses

cosine similarity between sentence encodings of original text x and perturbed text x0 (obtained
using Universal Sentence Encoder (Cer et al., 2018)) to measure semantic similarity between x

and x
0.

2.2.4 Adversarial Attack as Combinatorial Optimization
So far, we have discussed how we can perturb a given text by replacing a word with its synonym.
However, a single word replacement might not be sufficient to flip the model’s prediction, meaning
that we have to consider a combination of multiple word replacements.
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The different combinations of word replacements can be expressed as a tree shown in Figure 2.2
where each edge represents a specific word replacement. If a given text consists of n words and
each word has at max m potential replacements, then we have total of O(nm) options as the first
word replacement. If we are to repeat replacement for each word, then the complexity of the total
number of possible x

0 is O((nm)n). While we can expect the actual solution space to be smaller
due to constraints that we place to limit how much we can change the text, the solution space is
still too big to perform a brute-force search. Therefore, a heuristic search algorithm is necessary
to find the set of word replacement that will achieve our desired outcome3.

Now, let us attempt to formally define the problem of generating adversarial example x
0 given

input text x 2 X and its label y 2 {1, . . . , K} using a word replacement strategy.

Let the set of all possible single word replacements be defined as

A = {(i, x0
i,j)}

n,m
i=1,j=1 (2.4)

where each (i, x0
i,j) 2 A means replacing the i

th word of x with its j th substitute x
0
i,j .

Let T (x) denote the set of all the possible potential x0
2 X that can be generated via any set of

word replacements {a1, . . . , aN} 2 2A. If we are to construct a combinatorial tree like Figure 2.2,
T (x) corresponds to all the possible nodes that exist in our tree.

For constraints, let us represent them as Boolean functions C1, . . . , Cc where each Cj(x, x0) =
True if x and x

0 satisfies the constraint Cj .

Then, we can define the set of all potential adversarial examples x0 as the following:

S(x) = {x
0
2 T (x) |

ĉ

j=1

Cj(x, x
0)} (2.5)

Finding a particular x0
2 S(x) is therefore equivalent to finding the set of word replacements

{a1, . . . , aN} 2 2A such that it produces x0.

For targeted attacks, our goal is to find x
0
2 S(x) such that F (x0) = yk where yk is our desired

label. One way to achieve this is to instead solve the following combinatorial optimization
problem:

minx02S(x) L(✓, x0
, yk)

subject to F (x0) = yk
(2.6)

3Note that while we have so far concerned ourselves with word replacements, insertions and deletions will lead to
an even bigger solution space
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Since L(✓, x0
, yk) is typically cross-entropy loss for text classification tasks, this is equivalent

to maximizing P (yk|x0; ✓), which is the model’s confidence of label yk given x
0 and network

parameter ✓.

For untargeted attacks, we want to find x
0
2 S(x) such that F (x0) 6= y where y is the original

label of x. Similar to targeted attacks, we can also try to solve the following problem:

maxx02S(x) L(✓, x0
, y)

subject to F (x0) 6= y
(2.7)

To maximize the loss, we want to minimize P (y|x0; ✓).

2.2.5 TextAttack Framework
We can see that generating adversarial examples for NLP models involves many different compo-
nents, such as a word replacement strategy, constraints to filter bad perturbations, and a search
algorithm to find the optimal set of word replacements. Now, we formally define these components
using the TextAttack framework (Morris et al., 2020a). In TextAttack, an adversarial
attack is compose of a goal function, a set of constraints, a transformation, and a search method.
Since we use TextAttack to implement adversarial attacks and adversarial training in this work,
we will describe adversarial attacks using the four-component framework from now on.

Goal Function

Goal function represents the objective function that we aim to maximize as part of our optimiza-
tion problem. For targeted attacks with yk as the target label, the goal function is P (yk|x0; ✓);
for untargeted attacks, the goal function is 1 � P (y|x0; ✓) (which is equivalent to minimizing
P (y|x0; ✓)).

Transformation

Transformation represents the method used to perturb the text. For word replacement, it is
equivalent to the method used to find synonyms for each words.

Constraints

For original text x and perturbed text x0, constraints determine if x0 preserves the ground truth and
fluency of x well enough to be considered as an adversarial example.
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Search Method

Search method is the heuristic search algorithm used to solve the optimization problem. Generally,
search methods attempt to solve the problem by first perturbing the current text with the given
transformation and constraints and then evaluating the fitness of resulting x

0’s using the goal
function. Then it repeats the process until we obtain x

0 that meets our desired conditions (e.g.
F (x0) = yk or F (x0) 6= y) or until we run out of ways to perturb the text. Also, we can force
the search method to end earlier by setting a maximum limit to the number of times the search
method can query the victim model. This maximum limit is known as query budget.



Chapter 3

Searching for a Search Method

To perform adversarial training, we first need to come up with the adversarial attack that is used
to generate adversarial examples. Since we would have to generate adversarial examples on the
fly within the training loop, two key criteria one must consider when choosing the appropriate
adversarial attack is its speed and how successfully it can generate adversarial examples. While
goal function, constraints, transformation, and search method are all factors that affect the two
criteria, search method plays an especially important role as it controls the natural trade-off
between speed and capacity by determining how thoroughly we search for the solution. The
more exhaustively we search, the slower our attack would be, but higher the chances of finding a
solution to the underlying combinatorial optimization problem.

Therefore, the first step to constructing the desired adversarial attack is to choose which search
method to use. Recent works have proposed a wide variety of search algorithms to generate
adversarial examples. Alzantot et al. (2018) proposed a genetic algorithm to search for the optimal
perturbations while Jin et al. (2019) and Ren et al. (2019) proposed a greedy search algorithm that
replaces words one by one in order of descending importance. More recently, Zang et al. (2020)
proposed a particle swarm optimization (PSO) algorithm to exhaustively search the perturbation
space.

However, when it comes to comparing the different search strategies, the literature includes
a mixture of incomparable and unclear results since studies often fail to consider the other
two necessary primitives in the search process: the search space (choice of transformation and
constraints) and the search budget. Past works that propose new search algorithms often also
propose a slightly altered search space by proposing either new transformations or new constraints.
When new search algorithms are benchmarked in a new search space, they cannot be easily

16
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compared with search algorithms from other attacks. For example, Jin et al. (2019) compares its
TextFooler method against Alzantot et al. (2018)’s method without accounting for the fact
that TextFooler uses the Universal Sentence Encoder (Cer et al., 2018) to filter perturbed
text while Alzantot et al. (2018) uses Google 1 billion words language model (Chelba et al.,
2013).

The lack of a consistent benchmark on search algorithms has hindered the use of adversarial
examples to understand and to improve NLP models. We do note that Ren et al. (2019) and Zang
et al. (2020) do provide comparisons where the search spaces are consistent. However, these
works consider a small number of search algorithms as baseline methods, and fail to provide a
comprehensive comparison of methods proposed in the literature.

In this section, we benchmark the various search algorithms proposed in literature and perform
fine-grained analysis of three elements relevant to search: search algorithm, search space, and
search budget. In the process, we design a new greedy search algorithm that uses gradients to
determine the order of words to replace. Our results show that this algorithm is the best search
method for adversarial training due to its speed and competitive attack success rate.

3.1 Background

3.1.1 Search Algorithms

Search Algorithm Deterministic? Hyperparameters Num. Queries
Beam Search (Ebrahimi et al., 2017) 3 b (beam width) O(b ⇤ n2

⇤m)
Greedy [Beam Search with b=1] 3 – O(n2

⇤m)
Greedy w. Word Importance Ranking (Gao
et al., 2018; Jin et al., 2019; Ren et al.,
2019)

3 – O(n ⇤m)

Genetic Algorithm (Alzantot et al., 2018) 7 p (population size),
g (number of itera-
tions)

O(g ⇤ p ⇤m)

Particle Swarm Optimization (Zang et al.,
2020)

7 p (population size),
g (number of itera-
tions)

O(g ⇤ p ⇤ n ⇤m)

Table 3.1: Different search algorithms proposed for NLP attacks. n is the number of words in the
input. m is the maximum number of transformation options for a given input.

In this section, we will briefly describe the five different types of search algorithms that we have
selected for our benchmark. Table 3.1 shows the time complexities of each algorithm with respect
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to the length of input x and the maximum number of replacements available for each word.

Beam Search For given input x, all the possible perturbed texts x0 generated by substituting
each word xi are scored using the goal function. Then, the top b texts are kept (b is called the
”beam width”) while the rest are discarded. This process is repeated by further perturbing each of
the top b perturbed texts to generate the next set of candidates before aggregating them to identify
the next top b texts. We stop once we find a solution.

Greedy Search This is equivalent to beam search where b = 1. We take the best x0 among all
the possible perturbations, and repeat until we succeed or run out of possible perturbations.

Greedy with Word Importance Ranking (WIR) Words (x1, . . . , xn) of x are ranked accord-
ing to some importance function. Then, in order of descending importance, word xi is substituted
with x

0
i that maximizes the scoring function until the goal is achieved, or all words have been

perturbed. This is different from beam search or greedy search as we only consider one word to
replace at each step. We experiment with four different ways to determine word importance:

• UNK: Each word’s importance is determined by how much the heuristic score changes when
the word is substituted with an UNK token (Gao et al., 2018).

• DEL: Each word’s importance is determined by how much the heuristic score changes when
the word is deleted from the original input (Jin et al., 2019).

• PWWS: Each word’s importance is determined by multiplying the change in score when the
word is substituted with an UNK token with the maximum score gained by perturbing the
word (Ren et al., 2019).

• Gradient: Similar to how Wallace et al. (2019) visualize saliency of words for expla-
nation, each word’s importance is determined by calculating the gradient of the loss with
respect to the word1 and taking its norm. This method has not been explored by previous
works.

We test an additional scheme, which we call RAND, as an ablation study. Instead of perturbing
words in order of their importance, RAND perturbs words in a random order.

Genetic Algorithm We implement the genetic algorithm of Alzantot et al. (2018). At each
iteration, each member of the population is perturbed by randomly choosing one word and picking
the best x0 gained by perturbing it. Then, crossover occurs between members of the population,
with preference given to the more successful members. The algorithm is run for a fixed number of

1For sub-word tokenization scheme, we take average over all sub-words constituting the word.
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iterations unless it succeeds in the middle. Following Alzantot et al. (2018), the population size
was 60 and the algorithm was run for at maximum 20 iterations.

Particle Swarm Optimization We implement the particle swarm optimization (PSO) algorithm
of Zang et al. (2020). At each iteration, each member of the population is perturbed by first
generating all potential x0 obtained by substituting each xi and then sampling one x

0. Each
member is also crossovered with the best perturb text previously found for the member (i.e. local
optimum) and the best perturb text found among all members (i.e. global optimum). Following
Zang et al. (2020), the population size is set to 60 and the algorithm was run for a maximum of 20
iterations.

Our genetic algorithm and PSO implementations have one small difference from the original
implementations. The original implementations contain crossover operations that further perturb
the text without considering whether the resulting text meets the defined constraints. In our
implementation, we check if the text produced by these subroutines satisfies our constraints to
ensure a consistent search space.

3.1.2 Search Space
Recall that our search algorithm searches within the set of all potential adversarial examples
defined by Equation 2.5 to find the x

0 that changes the model prediction in the desired way.

We can see that the search space is defined by both our choice of transformation and constraints.
In this section, we explain the word replacement strategies and constraints used for benchmark-
ing.

Transformations

• Counter-fitted Word Embedding (Mrksic et al., 2016): For a given word xi that we want
to replace, we take its top N nearest neighbors in the counter-fitted GloVe (Pennington
et al., 2014) embedding space as its synonyms. We use counter-fitted embeddings proposed
by Mrksic et al. (2016) instead of vanilla GloVe embeddings because counter-fitting pushes
synonyms to be closer to one another in the embedding space while keeping antonyms
farther apart. Use of this transformation was proposed originally in Alzantot et al. (2018).

• WordNet (Miller, 1995): WordNet is a lexical knowledge base that maps the relationships
between English words, including synonyms. For given word xi, we replace it with
synonyms found in WordNet.

• HowNet (Dong et al., 2010): Similar to WordNet, HowNet is a knowledge base of sememes
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in both Chinese and English.

Constraints

• Word Embedding Similarity: When we use counter-fitted word embeddings to find
synonyms, the cosine similarity between word embeddings of the original word xi and its
replacement x0

i must be above a certain minimum value.

• Part-of-speech (POS) Consistency: To preserve fluency, we require that the two words
being swapped have the same part-of-speech. This is determined by a part-of-speech tagger
provided by Flair (Akbik et al., 2018), an open-source NLP library.

• BERTScore (Zhang* et al., 2020): We require that the F1 BERTScore between original
text x and perturbed text x0 meet some minimum threshold value.

• Universal Sentence Encoder Similarity (Cer et al., 2018): We require that the angular
similarity between the sentence embeddings of x and x

0 meet some minimum threshold.

For word embedding similarity, BERTScore, and USE similarity, we need to set the minimum
threshold value. We set all three values to be 0.9 based on the observation reported by Morris
et al. (2020b) that high threshold values encourages strong semantic similarity. We do not apply
word embedding similarity constraint for HowNet and WordNet transformations because it is
not guaranteed that we can map the substitute words generated from the two sources to a word
embedding space. We can also assume that the substitute words are semantically similar to the
original words since they originate from a curated knowledge base.

Lastly, for all attacks carried out, we do not allow perturbing a word that has already been
perturbed and we do not perturbed pre-defined stop words.

3.2 Benchmark Setup

3.2.1 Search Spaces
Table 3.2 shows three search spaces we use to benchmark the search algorithms.

3.2.2 Victim Models
We attack BERT-base (Devlin et al., 2018) and LSTM (Hochreiter and Schmidhuber, 1997)
models trained on three different datasets:
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Transformation Constraints
1 Counter-fitted GloVe

Word Embedding
Word embedding similarity,
BERTScore, POS consistency

2 HowNet BERTScore, POS consistency
3 WordNet USE similarity, POS consis-

tency

Table 3.2: The three search spaces in our benchmarking.

• Yelp polarity reviews (Zhang et al., 2015) (sentiment classification)

• Movie Reviews (MR) (Pang and Lee, 2005) (sentiment classification)

• Stanford Natural Language Inference (SNLI) (Bowman et al., 2015) (textual entailment).

For Yelp and SNLI dataset, we attack 1000 samples from the test set, and for MR dataset, we
attack 500 samples. Language of all three datasets is English.

3.2.3 Evaluation Metrics
We use attack success rate (# of successful attacks

# of total attacks ) to measure how successful each search algorithm is
at attacking the victim model.

To measure the runtime of each algorithm, we use the average number of queries to the victim
model as a proxy.

To measure the quality of adversarial examples generated by each algorithm, we use three
metrics:

1. Average percentage of words perturbed

2. Universal Sentence Encoder (Cer et al., 2018) similarity between x and x
0

3. Percent change in perplexities of x and x
0 (using GPT-2 (Radford et al., 2019))

3.3 Results

3.3.1 Evaluation of Adversarial Examples
Table 3.4 shows the average percentage of words perturbed, average Universal Sentence Encoder
similarity score, and average percent change in perplexity for all experiments.
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Model Dataset Search Method GLOVE Word Embedding HowNet WordNet
A.S. % Avg # Queries A.S. % Avg # Queries A.S. % Avg # Queries

BERT

Yelp

Greedy (b=1) 39.5 810 93.2 3668 63.2 1480
Beam Search (b=4) 42.0 2857 95.0 10,766 65.9 5033
Beam Search (b=8) 42.7 5546 95.6 19,810 67.3 9674

WIR (UNK) 33.2 187 92.3 344 55.3 232
WIR (DEL) 33.7 189 91.9 364 54.3 238

WIR (PWWS) 35.3 259 95.1 1300 58.2 395
WIR (Gradient) 33.2 55 77.6 189 53.7 94

WIR (RAND) 29.9 61 72.3 279 53.9 118
Genetic Algorithm 37.6 5098 89.3 11,015 62.1 8257

PSO 47.2 20,279 96.6 62,346 74.9 28,971

MR

Greedy (b=1) 20.6 35 78.6 214 59.4 69
Beam Search (b=4) 21.4 95 80.6 392 64.6 170
Beam Search (b=8) 21.8 175 81.2 632 65.8 303

WIR (UNK) 17.8 28 53.6 58 55.6 40
WIR (DEL) 17.0 29 53.6 59 54.0 40

WIR (PWWS) 21.0 41 73.6 205 58.2 71
WIR (Gradient) 19.8 14 56.6 46 53.4 24

WIR (RAND) 17.6 12 48.8 49 53.4 24
Genetic Algorithm 21.8 516 80.0 1670 65.6 1063

PSO 21.8 2413 82.4 2039 65.4 2078

SNLI

Greedy (b=1) 19.8 7 87.3 77 49.6 19
Beam Search (b=4) 20.1 12 89.2 97 52.0 33
Beam Search (b=8) 20.1 18 89.4 125 52.6 49

WIR (UNK) 19.3 22 85.1 47 47.3 30
WIR (DEL) 18.5 22 84.8 47 46.7 30

WIR (PWWS) 19.8 26 86.9 116 49.1 42
WIR (Gradient) 18.8 5 68.4 25 46.9 10

WIR (RAND) 18.3 5 82.6 30 46.2 11
Genetic Algorithm 20.0 78 89.0 477 52.2 250

PSO 20.1 1248 89.1 398 51.9 975

LSTM

Yelp

Greedy (b=1) 53.0 682 98.2 2611 80.0 982
Beam Search (b=4) 53.2 2313 98.5 7347 81.7 3277
Beam Search (b=8) 53.5 4516 98.6 13,643 82.3 6240

WIR (UNK) 49.3 133 95.2 222 75.8 204
WIR (DEL) 49.1 181 95.2 230 75.3 205

WIR (PWWS) 51.2 247 97.3 1212 77.8 361
WIR (Gradient) 49.3 56 90.0 215 75.3 97

WIR (RAND) 47.4 57 88.3 217 74.6 98
Genetic Algorithm 51.3 5212 98.3 7408 78.5 7245

PSO 54.9 17,647 98.8 34,659 84.4 17,145

MR

Greedy (b=1) 38.4 29 87.6 187 74.2 59
Beam Search (b=4) 38.6 71 88.6 290 75.6 131
Beam Search (b=8) 38.6 127 88.8 427 76.0 222

WIR (UNK) 35.8 27 81.0 51 72.0 36
WIR (DEL) 36.2 27 80.2 50 72.2 35

WIR (PWWS) 37.6 40 86.2 203 73.4 68
WIR (Gradient) 35.4 10 76.6 36 72.8 18

WIR (RAND) 34.4 11 68.0 40 71.8 22
Genetic Algorithm 39.0 375 88.6 949 76.0 730

PSO 39.0 1592 89.0 795 76.6 1179

Table 3.3: Comparison of search methods across three datasets. Models are BERT-base and
LSTM fine-tuned for the respective task. “A.S.%” represents attack success rate and “Avg #
Queries” represents the average number of queries made to the model per successful attacked
sample.
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Model Dataset Search Method GLOVE Word Embedding HowNet WordNet
Avg P.W. % Avg USE Sim �% Perplexity Avg P.W. % Avg USE Sim �% Perplexity Avg P.W. % Avg USE Sim �% Perplexity

BERT

Yelp

Greedy (b=1) 3.41 0.948 21.5 2.52 0.945 22.8 4.76 0.943 49.9
Beam Search (b=4) 3.26 0.949 20.7 2.45 0.946 22.0 4.49 0.944 46.7
Beam Search (b=8) 3.20 0.950 20.1 2.42 0.947 21.4 4.46 0.945 46.4

WIR (UNK) 6.48 0.930 43.5 4.73 0.922 42.3 9.02 0.924 92.1
WIR (DEL) 6.85 0.928 47.2 5.10 0.919 46.4 9.38 0.923 98.8

WIR (PWWS) 4.36 0.942 27.3 3.11 0.94 28.1 6.10 0.937 66.1
WIR (Gradient) 6.16 0.933 37.8 5.58 0.913 44.5 9.10 0.925 86.4

WIR (RAND) 8.18 0.920 59.1 7.46 0.898 74.6 11.16 0.914 124.8
Genetic Algorithm 5.06 0.936 33.9 4.21 0.928 42.7 6.70 0.932 77.3

PSO 6.61 0.929 47.3 6.08 0.913 62.3 9.67 0.922 111.0

MR

Greedy (b=1) 7.25 0.900 31.8 6.14 0.887 36.5 10.26 0.864 102.8
Beam Search (b=4) 7.22 0.901 31.4 6.10 0.887 36.1 10.10 0.866 97.9
Beam Search (b=8) 7.22 0.901 31.4 6.10 0.887 36.1 10.05 0.866 101.6

WIR (UNK) 9.42 0.884 42.3 7.77 0.866 48.0 14.14 0.845 141.2
WIR (DEL) 9.62 0.882 46.4 7.69 0.865 46.1 14.60 0.840 146.4

WIR (PWWS) 7.36 0.898 33.8 6.22 0.884 37.6 10.80 0.865 111.1
WIR (Gradient) 8.61 0.892 38.1 8.25 0.862 40.8 14.58 0.844 123.2

WIR (RAND) 10.1 0.881 51.4 9.93 0.846 69.5 17.28 0.827 149.4
Genetic Algorithm 8.18 0.895 35.8 6.41 0.885 37.8 12.30 0.854 124.5

PSO 8.71 0.894 39.0 6.46 0.884 38.7 16.08 0.839 187.8

SNLI

Greedy (b=1) 5.59 0.915 37.8 5.02 0.889 31.7 6.53 0.903 55.9
Beam Search (b=4) 5.59 0.916 37.8 5.02 0.889 31.6 6.50 0.903 55.7
Beam Search (b=8) 5.59 0.916 37.8 5.02 0.889 31.6 6.50 0.903 55.9

WIR (UNK) 6.56 0.911 42.8 5.65 0.887 33.4 8.03 0.899 65.5
WIR (DEL) 6.77 0.91 44.0 5.81 0.887 34.2 8.22 0.898 67.6

WIR (PWWS) 5.63 0.915 37.8 5.05 0.89 30.5 6.59 0.906 54.5
WIR (Gradient) 6.57 0.911 41.6 5.9 0.881 37.7 8.06 0.899 65.1

WIR (RAND) 7.06 0.909 47.7 6.19 0.884 42.9 8.65 0.895 74.6
Genetic Algorithm 5.71 0.915 38.5 5.14 0.888 32.7 6.73 0.902 58.3

PSO 5.76 0.915 38.6 5.14 0.888 32.5 6.94 0.902 58.5

LSTM

Yelp

Greedy (b=1) 4.04 0.943 28.9 2.47 0.948 23.9 4.58 0.946 52.1
Beam Search (b=4) 4.01 0.942 28.9 2.47 0.949 23.7 4.53 0.946 51.9
Beam Search (b=8) 4.01 0.943 28.7 2.44 0.949 23.0 4.51 0.946 51.3

WIR (UNK) 5.83 0.933 42.4 3.51 0.935 34.4 7.22 0.935 75.6
WIR (DEL) 5.86 0.932 41.1 3.61 0.936 33.3 7.22 0.935 75.4

WIR (PWWS) 4.57 0.940 32.6 2.58 0.947 23.9 5.14 0.944 57.0
WIR (Gradient) 7.05 0.926 52.2 5.25 0.916 50.7 8.42 0.929 87.9

WIR (RAND) 7.28 0.925 53.6 6.33 0.906 69.5 9.40 0.925 102.4
Genetic Algorithm 5.94 0.933 42.8 3.73 0.930 41.9 6.37 0.936 80.9

PSO 6.70 0.929 47.3 5.03 0.924 58.7 7.98 0.93 95.2

MR

Greedy (b=1) 7.19 0.899 33.5 5.96 0.884 37.2 10.21 0.871 100.6
Beam Search (b=4) 7.19 0.899 33.7 5.96 0.884 37.6 10.03 0.871 98.7
Beam Search (b=8) 7.19 0.899 34.0 5.96 0.884 37.6 10.00 0.871 97.4

WIR (UNK) 8.99 0.889 41.7 7.22 0.874 42.9 12.99 0.856 104.5
WIR (DEL) 9.17 0.889 44.5 7.21 0.874 42.2 13.03 0.856 107.5

WIR (PWWS) 7.45 0.898 33.7 6.01 0.884 37.1 10.50 0.871 87.9
WIR (Gradient) 8.73 0.892 41.4 7.33 0.870 40.8 13.12 0.859 104.1

WIR (RAND) 10.60 0.880 54.0 9.31 0.853 57.7 16.05 0.842 148.2
Genetic Algorithm 8.02 0.896 36.4 6.36 0.881 39.5 11.98 0.860 120.2

PSO 8.41 0.893 40.2 6.32 0.882 40.8 13.90 0.854 130.0

Table 3.4: Quality evaluation of the adversarial examples produced by each search algorithm.
”Avg P.W. %” means average percentage of words perturbed, ”Avg USE Sim” means average
USE angular similarity, and ”�% Perplexity” means percent change in perplexities.
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Figure 3.1: Number of queries vs. length of input text. Similar figure for LSTM models are
available in appendix A.1.
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Figure 3.2: Attack success rate by query budget for each search algorithm and dataset. Similar
figure for LSTM models are available in appendix A.1.
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3.3.2 Attack Success Rate Comparison
Table 3.3 shows the attack success rate and the average number of queries of each search algorithm
when it is allowed to query the victim model an unlimited number of times. Word importance
ranking methods make far fewer queries than beam or population-based search while retaining
over 60% of their attack success rate in each case. Beam search (b=8) and PSO are the two
most successful search algorithms in every model-dataset combination. However, PSO is more
query-intensive. On average, PSO requires 6.3 times2 more queries than beam search (b=8), but
its attack success rate is only on average 1.2% higher than that of beam search (b=8).

3.3.3 Runtime Analysis
Using number of queries to the victim model as proxy for total runtime, Figure 3.1 illustrates
how the number of words in the input affects runtime for each algorithm. We can empirically
confirm that beam and greedy search algorithms scale quadratically with input length, while
word importance ranking scales linearly. For shorter datasets, this did not make a significant
difference. However, for the longer Yelp dataset, the linear word importance ranking strategies
are significantly more query-efficient. These observations match the expected runtimes of the
algorithms described in Table 3.1.

For shorter datasets, genetic and PSO algorithms are significantly more expensive than the
other algorithms as the size of population and number of iterations are the dominating factors.
Furthermore, PSO is observed to be more expensive than genetic algorithm.

3.3.4 Performance under Query Budget
In a realistic attack scenario, the attacker must conserve the number of queries made to the model.
To see which search method was most query-efficient, we calculated the search methods’ attack
success rates under a range of query budgets. Figure 3.2 shows the attack success rate of each
search algorithm as the maximum number of queries permitted to perturb a single sample varies
from 0 to 20,000 for Yelp dataset and 0 to 3000 for MR and SNLI.

For both Yelp and MR datasets, the linear (word importance ranking) methods show relatively
high success rates within just a few queries, but are eventually surpassed by the slower, quadratic
methods (greedy and beam search). The genetic algorithm and PSO lag behind. For SNLI, we see
exceptions as the initial queries that linear methods make to determine word importance ranking
does not pay off as other algorithms appear more efficient with their queries. This shows that

2This is with one outlier (BERT-SNLI with GLOVE word embedding) ignored. If it is included, the number
jumps to 10.8.
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the most effective search method depends on both on the attacker’s query budget and the victim
model. An attacker with a small query budget may prefer a linear method, but an attacker with a
larger query budget may aim to choose a quadratic method to make more queries in exchange for
a higher success rate.

Lastly, we can see that both Gradient and RAND ranking methods are initially more successful
than UNK and DEL methods, which is due to the overhead involved in calculating word importance
ranking for UNK and DEL – for both methods, each attack needs to make O(n) queries to the
victim model to determine the importance of each word. Still, UNK and DEL outperform RAND

at all but the smallest query budgets, indicating that the order in which words are replaced do
matter.

3.3.5 Quality of Adversarial Examples
We selected adversarial examples whose original text x was successfully attacked by all search
algorithms for quality evaluation. Full results of quality evaluation are shown in Table 3.4.
We can see that beam search algorithms consistently perturb the lowest percentage of words.
Furthermore, we see that a fewer number of words perturbed generally corresponds with higher
average USE similarity between x and xadv and a smaller increase in perplexity. This indicates
that the beam search algorithms generate higher-quality adversarial examples than other search
algorithms.

3.4 Discussions

3.4.1 Search Method for Adversarial Training
Across all nine scenarios, we can see that choice of search algorithm can have a modest impact on
the attack success rate. Query-hungry algorithms such as beam search, genetic algorithm, and PSO
perform better than fast WIR methods. Out of the WIR methods, PWWS performs significantly
better than UNK and DEL methods but requires far more queries; in every case, we see a clear
trade-off of performance versus speed.

With this in mind, one might wonder about what the best way is to choose a suitable search
method for adversarial training. The main factor to consider is the length of the input text. If the
input texts are short (e.g. sentence or two), beam search is certainly the appropriate choice: it can
achieve a high success rate without sacrificing too much speed. However, in most cases, our input
can consist of several sentence (e.g. Yelp datasets). In such cases, WIR methods are the practical
choices. For instance, we can see from our results that the relative difference in attack success
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rate between Gradient method and PSO algorithm is at maximum 30%, which is acceptable
given that Gradient is approximately 300 times faster than PSO.

Out of five WIR methods, Gradient appears to be the best algorithm for adversarial training
since it works well with limited query budget. Other WIR method such as UNK and DEL require
linear number of additional queries to measure the importance of each word, but Gradient
simply requires one backward pass to calculate the gradient of each word.

3.4.2 Effectiveness of PWWS Word Importance Ranking
Across all tasks, the UNK and DEL methods perform about equivalently, while PWWS performs
significantly better than UNK and DEL. In fact, PWWS performs better than greedy search in two
cases. However, this gain in performance does come at a cost: PWWS makes far larger number of
queries to the victim model to determine the word importance ranking. Out of the 15 experiments,
PWWS makes more queries than greedy search in 8 of them. Yet, on average, greedy search
outperforms PWWS by 2.5%.

Our results question the utility of the PWWS search method. PWWS neither offers the performance
that is competitive when compared to greedy search nor the query efficiency that is competitive
when compared to UNK or DEL.

3.4.3 Effectiveness of Genetic Algorithm
The genetic algorithm proposed by Alzantot et al. (2018) uses more queries than the greedy-based
beam search (b=8) in 11 of the 15 scenarios, but only achieves a higher attack success rate in
1 scenario. Thus it is generally strictly worse than the simpler beam search (b=8), achieving a
lower success rate at a higher cost.



Chapter 4

Adversarial Training for NLP Models

In this chapter, we take a closer look at how performing adversarial training with adversarial
examples affects the model’s robustness, standard accuracy, cross-domain generalization, and
interpetability. To do so, we use our findings from the previous chapter and methods proposed from
literature to build two adversarial attacks that are optimized for adversarial training. Specifically,
we build faster versions of TextFooler (Jin et al., 2019) and BAE (Garg and Ramakrishnan,
2020) attacks by replacing the search algorithm with greedy search with gradient-based word
importance ranking and replacing the Universal Sentence Encoder (Cer et al., 2018) with a
DistilBERT (Sanh et al., 2019) encoder trained on semantic textual similarity (STS) task. We
also address some technical challenges to adversarial training that arise to due to the complexity
of adversarial attacks, including our choice to perform epoch-level generation of adversarial
examples instead of minibatch-level generation.

We train BERT (Devlin et al., 2018) and RoBERTa (Liu et al., 2019) models on IMDB (Maas
et al., 2011), MR (Pang and Lee, 2005), and Yelp (Zhang et al., 2015) datasets. Our findings are
as following:

• Adversarial training can help improve adversarial robustness, even against attacks that were
not used to trained the model.

• Adversarial training can provide a regularization effect and improve the model’s standard
accuracy and cross-domain generalization.

• Using LIME (Ribeiro et al., 2016), we demonstrate that adversarial training can improve
the model’s interpretability.

29
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4.1 Background

4.1.1 Adversarial Training
Adversarial training was first proposed by Goodfellow et al. (2014) as a defense against adversarial
attacks. The model was trained on both clean1 and adversarial examples with the following
objective loss function:

L̃(✓, x, y) = ↵L(✓, x, y) + (1� ↵)L(✓, x+ " ⇤ sign(rL(✓, x, y)), y) (4.1)

where L(✓, x, y) represents the loss function for input image x and label y given model with
parameter ✓ and x+ " ⇤ sign(rL(✓, x, y)) represents the adversarial example that is generated via
FGSM (Goodfellow et al., 2014). ↵ is used to weigh the two losses; in Goodfellow et al. (2014),
↵ is set to 0.5, weighing the two losses equally.

Madry et al. (2018) proposed another formulation where only adversarial examples are used to
further train the model:

argmin
✓

E(x,y)⇠D[max
�2S

L(✓, x+ �, y)] (4.2)

The inner maximization problem finds the adversarial example while the outer minimization
problem trains the model. Here, the perturbation � is found using projected gradient descent
(PGD) attack (Madry et al., 2018), which can be interpreted as a iterative version of FGSM that
performs multiple gradient descent operations to find �.

4.2 Method
In this section, we present the training objective for adversarial training and the algorithm for
adversarial training. We also discuss the specific adversarial attacks used to train the models.

4.2.1 Training Objective
We observed that using a mix of clean and adversarial examples leads to better performance - as
suggested by Goodfellow et al. (2014); Kurakin et al. (2016a) - instead of using only adversarial
examples (Madry et al., 2018). Therefore, we aim to minimize both the loss on the original
training dataset and the loss on the adversarial examples.

Let L(✓, x, y) represent the loss function for input text x and label y and let A(✓, x, y) be the
1Clean examples refer to the examples from the original training set.
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adversarial attack that produces adversarial example xadv. Then, our training objective is as
following:

argmin
✓

E(x,y)⇠D[↵L(✓, x, y) + (1� ↵)L(✓, A(✓, x, y), y)] (4.3)

↵ here is again used to weigh the two losses. In our work, we simply set ↵ = 0.5, weighing the
two loss equally. Tuning of the optimal ↵ is left for future work.

4.2.2 Training Algorithm in Practice
In practice, it is computationally difficult to generate adversarial examples between every mini-
batch update. BERT and RoBERTa models require large amounts of GPU memory to store the
computation graph during training and an adversarial attack also typically requires other neural
networks as its sub-components (e.g. sentence encoders, masked language models). As a result, it
is impossible to run adversarial attacks and train the model in the same GPU. We instead maximize
GPU utilization by first generating adversarial examples before every epoch and then using them
to train the model.

Also, we choose to first train the model on just the original training set for a certain number of
epochs before training it on both clean and adversarial examples. This is to have the model learn
the rough decision boundaries before performing adversarial attacks. We observe that this works
better than training with adversarial examples from the start.

Lastly, instead of generating adversarial examples for every clean example in the training dataset,
we randomly sample a fixed portion of the dataset and use them to generate the adversarial
examples. This is primarily to reduce the runtime. For cases where the adversarial attack fails
to find an adversarial example, we skip them and instead sample more from the training dataset
to compensate for the skipped samples. For our experiments, we attack 20% of the training
dataset.

Algorithm 1 shows the training algorithm in detail. We run clean training for Nclean number of
epochs before performing Nadv epochs of adversarial training. Between line 6-13, we generate the
adversarial examples until we obtain � percentage of the training dataset. When multiple GPUs
are available, we use data parallelism to speed up the generation process. We also shuffle the
dataset before attacking to avoid attacking the same sample every epoch.

4.2.3 Fast Adversarial Attacks
We construct faster versions of TextFooler (Jin et al., 2019) and BAE (Garg and Ramakrish-
nan, 2020) attacks to generate adversarial examples. We call them Fast-TextFooler and
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Algorithm 1 Adversarial Training
Require: Number of clean epochs Nclean, number of adversarial epochs Nadv, percentage of

dataset to attack �, attack A(✓, x, y), and training data D = {(x(i)
, y

(i))}ni=1, ↵ the smoothing
proportion of adversarial training

1: Initialize model ✓
2: for clean epoch= 1, . . . , Nclean do
3: Train ✓ on D

4: end for
5: for adversarial epoch= 1, . . . , Nadv do
6: Randomly shuffle D

7: Dadv  {}

8: i 1
9: while |Dadv| < � ⇤ |D| and i  |D| do

10: x
(i)
adv  A(✓, x(i)

, y
(i))

11: Dadv  Dadv [ {(x(i)
adv, y

(i))}
12: i i+ 1
13: end while
14: D

0
 D [Dadv

15: Train ✓ on D
0 with ↵ used to weigh the losses

16: end for

Fast-BAE , respectively. Both utilize the same goal function, constraints, and search method
but differ in transformation.

Transformation

1. Fast-Textfooler: Counter-fitted word embedding (Mrksic et al., 2016)

2. Fast-BAE: BERT masked language model (Devlin et al., 2018)

We use these two different transformations because they each prioritize different qualities when
proposing replacements. Counter-fitted word embeddings (Mrksic et al., 2016) are likely to
propose synonyms as replacements, but could produce an incoherent text as it does not take the
entire context into account. On the other hand, BERT masked language model is more likely
to propose replacement words that preserve grammatical and contextual coherency but fail to
preserve the semantics. For example, if we have text “the movie was good”, BERT masked
language model can, with high probability, replace the word “good” with its antonym “bad” since
both are suitable given the context; this can lead to false positive adversarial examples. Therefore,
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by comparing the adversarial training results of the two different strategies, we can indirectly
learn more about which one generates higher quality adversarial examples.

Goal Function

In this work, we perform untargeted attack since they are generally easier than targeted attack.
We aim to maximize the following as our goal function:

1� P (y|x; ✓) (4.4)

where P (y|x; ✓) means the model’s confidence of label y given input x and parameters ✓.

Constraints

We use the following constraints for both attacks:

• Part-of-speech Consistency: To preserve fluency, we require that the two words being
swapped have the same part-of-speech. This is determined by a part-of-speech tagger
provided by Flair (Akbik et al., 2018), an open-source NLP library.

• DistilBERT Semantic Textual Similarity (STS) (Sanh et al., 2019): We require that
cosine similarity between the sentence encodings of original text x and perturbed text x0

meet minimum threshold value of 0.9. We use fine-tuned DistilBERT model provided by
Reimers and Gurevych (2019).

• Max modification rate: We allow only 10% of the words to be replaced. This limits us
from modifying the text too much and causing the semantics of the text to change.

Also, for Fast-TextFooler attack, we require that the word embeddings between original
text x and perturbed text x0 have minimum cosine similarity of 0.8.

For sentence encoding similarity, we used DistilBERT model instead of Universal Sentence
Encoder (USE) (Cer et al., 2018) because DistilBERT is small enough to fit in GPU memory
alongside the victim model and is faster than USE.

The threshold values for word embedding similarity and sentence encoding similarity were set
based on the recommendations by Morris et al. (2020b), which noted that high threshold values
encourages strong semantic similarity between the original text and the perturbed text.
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Train Dev Test
IMDB 20k 5k 25k
MR 8.5k 1k 1k
Yelp 30k 10k 38k

Table 4.1: Overview of the datasets.

Search Method

Based on our results from the previous benchmarking study, we can see that greedy search with
gradient-based word importance ranking offers the fastest performance without sacrificing the
attack success rate too much. We therefore use gradient-based word importance ranking as the
search algorithm for our attacks. During training, we limit the search method to making only
200 queries to the victim model for faster generation of adversarial examples. For evaluation, we
increase the query budget to 2000 queries for a more extensive search.

4.3 Experiment

4.3.1 Datasets & Models
We chose IMDB (Maas et al., 2011), Movie Reviews (MR) (Pang and Lee, 2005), and Yelp
(Zhang et al., 2015) datasets for our experiment. For Yelp, instead of using the entire training set,
we sampled 30k examples for training and 10k for validation. While the three share the same
sentiment classification task, Yelp consists of business reviews while IMDB and MR consists of
movie reviews.

We trained BERT-base (Devlin et al., 2018) and RoBERTa-base (Liu et al., 2019) models
using the implementation provided by Wolf et al. (2020). All texts were tokenized up to the first
512 tokens and we trained the model for one clean epoch and three adversarial epochs. Adam
optimizer with weight decay of 0.01 (Loshchilov and Hutter, 2017) and learning rate of 5e�5
were used for training. Also, we used a linear scheduler with 500 warm-up steps for IMDB and
Yelp and 100 warm-up steps for MR. We performed three runs with random seeds for each model.
Average of the three runs are reported as the result.

4.3.2 Baselines
Adversarial training can be viewed as a data augmentation method where hard examples are added
to the training set. Therefore, besides just having models that are trained on clean adversarial
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examples (i.e. “natural training”) as our baseline, we also compare our results to models trained
using more conventional data augmentation methods. We use SSMBA (Ng et al., 2020) and back-
translation2 (Xie et al., 2019) methods as our baselines as both have reported strong performance
on text classification tasks. We use these methods to generate approximately the same number of
new training examples as adversarial training.

4.4 Results

4.4.1 Adversarial Robustness
To evaluate the model’s adversarial robustness, we attack 1000 randomly sampled clean examples
from the test set and measure the attack success rate.

attack success rate =
# of successful attacks

# of total attacks

Tables 4.2 and 4.3 show the attack success rates of Fast-TextFooler attack and Fast-BAE
attack against the trained models. Note that the overall attack success rates appear fairly low
because we applied strict constraints to improve the quality of the adversarial examples (as
recommend by Morris et al. (2020b)). Still, we can see that for both attacks, adversarial training
using the same attack can decrease the attack success rate by up to 70%. What is more surprising
is that training the model using a different attack also led to a decrease in the attack success
rate. From Table 4.2, we can see that adversarial training using the Fast-BAE attack lowers
the attack success rate of Fast-TextFooler attack, while Table 4.3 shows that training with
Fast-TextFooler lowers the attack success rate of Fast-BAE attack.

Another surprising observation is that training with data augmentations methods like SSMBA
and backtranslation can lead to large improvements in robustness against both adversarial attacks.
However, in case of smaller datasets such as MR, data augmentation can also hurt robustness.

When we compare the attack success rates between BERT and RoBERTa models, we also see
an interesting pattern. BERT models tend to be more vulnerable to Fast-TextFooler attack
while RoBERTa model tends to be more vulnerable to Fast-BAE attack.

Lastly, we use attacks proposed from literature to evaluate the models’ adversarial robustness.
Table 4.4 shows the attack success rate of TextFooler (Jin et al., 2019), BAE (Garg and
Ramakrishnan, 2020), PWWS (Ren et al., 2019), and PSO (Zang et al., 2020) 3. Across three

2For backtranslation, we use English-to-German model and German-to-English model trained by Ng et al. (2019).
3These attacks were implemented using the TextAttack library (Morris et al., 2020a).
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Model Method IMDB MR Yelp
Attack

Success % �%
Attack

Success % �%
Attack

Success % �%

BERT

Natural 42.9 - 20.9 - 25.4 -
Fast-TextFooler 12.7 -70.4% 13.2 -36.8% 11.5 -54.7%

Fast-BAE 34.5 -19.6% 18.9 -9.6% 21.0 -17.3%
SSMBA 29.5 -31.2% 21.1 1.0% 23.3 -8.3%

Backtranslation 33.1 -22.8% 19.2 -8.1% 24.0 -5.5%

RoBERTa

Natural 34.3 - 18.6 - 19.9 -
Fast-TextFooler 12.4 -63.7% 12.1 -34.9% 7.6 -61.8%

Fast-BAE 19.5 -43.0% 17.1 -8.1% 13.0 -34.7%
SSMBA 24.0 -29.9% 21.8 17.2% 19.3 -3.0%

Backtranslation 28.9 -15.6% 18.3 -1.6% 16.1 -19.1%

Table 4.2: Attack success rate of Fast-TextFooler attack. �% column represents the percent
change between natural training and the different training methods.

datasets and two models, we can see that both Fast-TextFooler and Fast-BAE lower the
attack success rate against all four attacks in all but four cases. The results for PWWS and PSO
are especially surprising since both use different transformations - WordNet (Miller, 1995) and
HowNet (Dong et al., 2010) - when carrying out the attacks.

4.5.1 Generalization
To evaluate how adversarial training affects the model’s generalization ability, we evaluate its
accuracy on the original test set (i.e. standard accuracy) and on an out-of-domain dataset (e.g. Yelp
dataset for model trained on IMDB dataset). In Table 4.5, we can see that in all cases, adversarial
training using Fast-TextFooler attack beats both natural training and data augmentation
methods in standard accuracy. Fast-TextFooler also improves cross-domain accuracy in at
least half the cases. On the other hand, adversarial training with Fast-BAE attack tends to hurt
both standard accuracy and cross-domain accuracy. This confirms the observations reported by Li
et al. (2021) and suggests that using a masked language model to generate adversarial examples
can lead to a trade-off between robustness and generalization. We do not see similar trade-off
with Fast-TextFooler .

4.5.2 Interpretability
We use LIME (Ribeiro et al., 2016) to generate local explanations for our models. For each
example, LIME approximates the local decision boundary by fitting a linear model over the
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Model Method IMDB MR Yelp
Attack

Success % �%
Attack

Success % �%
Attack

Success % �%

BERT

Natural 76.6 - 37.7 - 47.1 -
Fast-TextFooler 61.7 -19.5% 33.2 -11.9% 42.5 -9.8%

Fast-BAE 48.3 -37.0% 24.7 -34.5% 27.9 -40.8%
SSMBA 59.6 -22.2% 36.2 -4.0% 44.8 -4.9%

Backtranslation 68.8 -10.2% 36.3 -3.7% 46.8 -0.6%

RoBERTa

Natural 81.5 - 40.9 - 53.2 -
Fast-TextFooler 69.8 -14.4% 38.4 -6.1% 45.2 -15.0%

Fast-BAE 37.0 -54.6% 28.5 -30.3% 25.8 -51.5%
SSMBA 57.0 -30.1% 43.1 5.4% 47.8 -10.2%

Backtranslation 74.3 -8.8% 41.1 0.2% 43.8 -17.7%

Table 4.3: Attack success rate of Fast-BAE attack. �% column represents the percent change
between natural training and the different training methods.

samples obtained by perturbing the example. To measure the faithfulness of the local explanations
obtained using LIME, we measure the area over perturbation curve (AOPC) (Samek et al., 2017;
Nguyen, 2018; Chen and Ji, 2020) which is defined as:

AOPC =
1

K + 1

KX

k=1

1

N

NX

i=1

f(x(i)
(0))� f(x(i)

(k)) (4.5)

where x
(i)
(0) represents example x

(i) with none of the words removed and x
(i)
(k) represents example

x
(i) with the top-k most important words removed. f(x) here represents the model’s confidence

of the target label y(i). Intuitively, AOPC measures how, on average, the model’s confidence
of the target label changes when we delete the top-k most important words determined by our
explanation method.

For each dataset, we randomly pick 1000 examples from the test set for evaluation, similar to
how we evaluate robustness. When running LIME to obtain our explanations, we generate 1000
perturbed samples for each instance. We set K = 10 for the AOPC metric.

Table 4.6 shows that across all datasets, BERT model trained using Fast-TextFooler attack
achieves higher AOPC than natural training. For RoBERTa models, the results are bit more varied.
Fast-TextFooler attack achieves higher AOPC score for IMDB and Yelp datasets, but lower
score for MR; for MR, adversarial training with Fast-BAE achieves the highest AOPC score.
Overall, we see that RoBERTA models are less interpretable than BERT models.
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Adversarial Attack Model Training Method IMDB MR Yelp
Attack

Success % �%
Attack

Success % �%
Attack

Success % �%

TextFooler

BERT
Natural 85.0 - 91.6 - 55.9 -

Fast-TextFooler 66.0 -22.4% 90.6 -1.1% 57.9 3.6%
Fast-BAE 88.2 3.8% 89.0 -2.8% 67.7 21.1%

RoBERTa
Natural 95.2 - 94.4 - 74.5 -

Fast-TextFooler 82.4 -13.4% 91.0 -3.6% 68.7 -7.8%
Fast-BAE 72.9 -23.4% 88.6 -6.1% 71.7 -3.8%

BAE

BERT
Natural 60.5 - 52.6 - 37.8 -

Fast-TextFooler 46.7 -22.8% 51.5 -2.1% 34.4 -9.0%
Fast-BAE 52.4 -13.4% 43.8 -16.7% 31.3 -17.2%

RoBERTa
Natural 65.5 - 56.4 - 44.4 -

Fast-TextFooler 56.8 -13.3% 54.7 -3.0% 38.0 -14.4%
Fast-BAE 42.3 -35.4% 48.3 -14.4% 28.7 -35.4%

PWWS

BERT
Natural 87.5 - 82.1 - 67.9 -

Fast-TextFooler 70.9 -19.0% 80.4 -2.1% 65.4 -3.7%
Fast-BAE 87.1 -0.5% 81.3 -1.0% 72.2 6.3%

RoBERTa
Natural 96.6 - 83.8 - 77.9 -

Fast-TextFooler 84.4 -12.6% 81.9 -2.3% 73.1 -6.2%
Fast-BAE 73.5 -23.9% 79.8 -4.8% 70.7 -9.2%

PSO

BERT
Natural 43.8 - 81.6 - 40.3 -

Fast-TextFooler 16.5 -62.3% 73.2 -10.3% 26.4 -34.5%
Fast-BAE 29.9 -31.7% 75.4 -7.6% 34.4 -14.6%

RoBERTa
Natural 34.8 - 88.0 - 35.7 -

Fast-TextFooler 12.9 -62.9% 81.6 -7.3% 21.6 -39.5%
Fast-BAE 13.1 -62.4% 77.5 -11.9% 20.3 -43.1%

Table 4.4: Attack success rate of attacks from literature, including original TextFooler (Jin
et al., 2019), BAE (Garg and Ramakrishnan, 2020), PWWS (Ren et al., 2019), and PSO (Zang
et al., 2020). �% column represents the percent change between natural training and the different
training methods.
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Model Method IMDB MR Yelp
Standard
Accuracy

Yelp
Accuracy

Standard
Accuracy

Yelp
Accuracy

Standard
Accuracy

IMDB
Accuracy

BERT

Natural 93.97 92.13 85.40 90.60 96.34 88.31
Fast-TextFooler 94.49 92.50 85.71 88.45 96.68 89.24

Fast-BAE 93.05 90.67 83.80 85.32 95.85 85.01
SSMBA 93.94 91.59 85.33 89.49 96.28 88.54

Backtranslation 93.97 91.73 85.63 89.46 96.46 88.77

RoBERTa

Natural 95.26 94.09 87.52 93.42 97.26 91.94
Fast-TextFooler 96.57 94.41 88.03 93.45 97.45 91.86

Fast-BAE 94.71 94.48 86.49 92.93 96.84 90.44
SSMBA 95.25 94.11 86.46 93.03 97.16 91.90

Backtranslation 95.31 93.84 87.78 93.77 97.25 91.76

Table 4.5: Accuracy on in-domain and out-of-domain datasets. We can see that adversarial
training can helps model outperform both naturally trained models and models trained using data
augmentation methods.

Model Training
Method IMDB MR Yelp

BERT

Natural 7.78 33.43 12.78
Fast-TextFooler 10.74 34.25 13.18

Fast-BAE 9.12 32.17 11.14
SSMBA 7.21 32.19 10.94

Backtranslation 6.02 32.21 11.10

RoBERTa

Natural 0.35 0.39 -1.09
Fast-TextFooler 0.42 0.01 -1.01

Fast-BAE 0.09 0.45 -1.13
SSMBA 0.26 -0.12 -0.43

Backtranslation -0.04 0.05 -1.06

Table 4.6: AOPC scores of the LIME explanations for each model. Higher AOPC scores indicates
that the model is more interpretable.
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4.6 Discussions

4.6.1 Fast-TextFooler vs Fast-BAE attack
We can see that model trained using Fast-TextFooler attack outperforms the model trained
using Fast-BAE attack in standard accuracy and cross-domain accuracy in all but one case. This
suggests that using counter-fitted embeddings can generate higher quality adversarial examples
than masked language models. Since masked language models are only trained to predict words
that are statistically most likely to appear, it is likely that it will propose words that do change the
semantics of the text entirely. In fact, we observed that once a bad word replacement is proposed,
it is often difficult to filter them out using constraints. An interesting direction for future work is
to study whether masked language models can be used to generate only synonyms for fewer false
positive adversarial examples.



Chapter 5

Conclusion

In this work, we have presented empirical evidence that adversarial training using carefully
designed perturbations to the input space can improve model’s adversarial robustness, standard
accuracy, cross-domain generalization, and interpretability. We also have demonstrated that the
improvement in adversarial robustness from adversarial training is transferable against other
attacks from literature. To build adversarial attack that is feasible for adversarial training, we also
have presented a comprehensive benchmarking of the many search algorithms used for adversarial
attacks in NLP. These new findings demonstrate that adversarial training can be used to defend
the model against many different attacks without worrying about potential trade-offs.

An interesting area of future work is to perform more in-depth investigation of the hyper-
parameters for adversarial training - mainly �, which controls how many adversarial examples
we generate per epoch, and ↵, which controls the strength of adversarial loss. Another area of
future work is to compare our adversarial training method with ones that perform embedding-level
perturbations.
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Appendix A

A.1 Search Benchmark Figures for LSTM Models
Figures A.1 shows how the number of words in the input affects runtime for each algorithm
against LSTM models. Figure A.2 shows the attack success rate of each search algorithm as the
maximum number of queries permitted to perturb a single sample varies from 0 to 20,000 for Yelp
dataset and 0 to 3000 for MR and SNLI.
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Figure A.1: Number of queries vs. length of input text.
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Figure A.2: Attack success rate by query budget for each search algorithm and dataset.
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