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Introduction 

 On February 9th, 2023, ChatGPT, a language-based AI, received a passing score on the 

United States Medical Licensing Exam without any prior reinforcement or training (Kung, et al., 

2023). Since then, the American Medical Association has discussed ChatGPT with Dr. Triola, 

the founding director of the Institute for Innovations in Medical Education, citing ChatGPT as a 

powerful tool for supporting medical students through their education (“ChatGPT in Medical 

Education”, 2024). This innovation demonstrates the power of AI to transform critical sectors 

while raising questions about the implications of AI-generated content in broader contexts, such 

as information dissemination and public perception in social media.  

 Large language models like ChatGPT are advanced AI systems capable of generating 

human-like text based on vast amounts of data. These models have shown remarkable abilities in 

various tasks, including content creation, language translation, and question-answering. While 

LLMs offer significant advantages in terms of efficiency and scalability, their impact extends 

beyond technological innovation. The ability of LLMs to produce convincing and coherent text 

raises important questions about the authenticity of information, the potential for misinformation, 

and the ethical implications of AI-generated content. These issues are explored by studying how 

LLMs like ChatGPT influence the spread and perception of information in society. 

 While ChatGPT and similar powerful LLMs offer significant benefits to its users, such as 

the enhancement of accessibility to information and aiding in combating misinformation, they 

also present challenges, such as the spread of misinformation and ethical concerns. Using the 

technopolitics framework, the effects of ChatGPT is comprehensively analyzed by evaluating its 

context, purpose, scale, actors, and synchronization (Kurban, 2017). 
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 This paper begins with an initial outline of the research approach, focusing on the 

synthesis of academic information and the technopolitics framework. Next, this paper discusses 

the dual impact of ChatGPT and similar LLMs on misinformation and their contributions to 

combating false information. The analysis then delves deeper into the technopolitics framework, 

examining the specific effects of ChatGPT on societal dynamics and power structures. Lastly, 

this paper highlights the wider implications of AI-generated content. 

 

Methods 

This analysis combines information using sources accessed through Google Scholar and 

ProQuest as provided by the University of Virginia Library, to effectively answer the question: 

“How has AI-generated content influenced human behavior, perception, and communication on 

social media platforms and news websites?” This research is primarily guided by previous 

studies on the evolution and advancement of ChatGPT, the issues associated with its 

development, interactions with ChatGPT at various political scales, and the interplay between 

ChatGPT and social media. By employing this methodology, this research aims to understand the 

multifaceted ways in which AI-generated content alters interactions with digital information. 

I analyze the impact of ChatGPT through the technopolitics framework, focusing on the 

following key components: context, purpose, scale, actors, and synchronization (Kurban, 2017). 

By utilizing this framework, this research aims to comprehensively analyze ChatGPT’s influence 

by evaluating the context surrounding its development and implementation, its intended and 

actual purposes described by its creators, the various political scales of its impact, the key actors 

involved in its ecosystem, and ChatGPT’s synchronization and interactions with other 

organizations. The technopolitics framework provides a detailed assessment of ChatGPT’s role 
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in the sociopolitical landscape, which is shaped by information and communication technologies. 

First, analyzing the context surrounding ChatGPT reveals how this technology fits into the 

broader societal background. Understanding ChatGPT’s purpose helps uncover the intentions 

behind its development and utilization, revealing whether it aligns with important values such as 

democratization or empowerment. Evaluating the impact of ChatGPT at various political scales 

enables us to identify the extent to which ChatGPT may impact power dynamics and the 

reconfiguration of political structures at various political levels. Assessing the key actors reveals 

how the empowerment of individuals and dynamics between traditional and emerging 

institutions may shift. Finally, analyzing ChatGPT’s synchronization demonstrates how this tool 

influences the spread of information alongside other societal systems. Overall, the technopolitics 

framework is fitting to the task of analyzing ChatGPT as it allows for a nuanced examination of 

the societal and political implications that this technology can have. 

 The technopolitics framework stresses the importance of the perspectives of key actors, 

or social groups that are profoundly affected by AI-generated content. We define the key actors 

to be general social media users, content creators, policymakers, and AI developers 

(Caramancion, 2023). General social media users, including young adults, political activists, and 

members of minority communities, are particularly impacted by AI-generated content. These 

groups rely on social media for information and communication, making them vulnerable to 

misinformation and manipulation by AI algorithms. (Abdullah et al., 2022). Content creators, 

including independent journalists, educational content providers, and social media influencers, 

play a crucial role in the AI-generated content ecosystem. They use AI tools for content creation 

and curation, but also face challenges in maintaining the authenticity and credibility of their 

work. Policymakers, including legislators focused on technology policy, data protection 
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authorities, and international organizations, are tasked with regulating AI technologies. Their 

decisions shape the legal and ethical framework for AI-generated content, balancing innovation 

with the protection of public interests. Lastly, AI developers, encompassing researchers in 

academic institutions and engineers in tech companies, are responsible for creating AI-generated 

content tools. Their design choices and ethical considerations directly influence the societal 

impact of these technologies, including issues of bias, transparency, and accountability. 

 Because of the vast audience that is affected by such a powerful technology, there exist 

several auxiliary groups that are also impacted by ChatGPT whose perspective is also relevant to 

this topic. Included in these groups are educators, academic researchers, and various advocacy 

groups (Ray, 2023; Baidoo-Anu & Ansah, 2023; Bozkurt et al., 2023). The perspectives of these 

groups are important, but this project focuses on the identified primary groups that are directly 

impacted by ChatGPT to maintain a feasible scope.  

 Through the selection of these groups, the information survey focuses on understanding 

how each of these groups are uniquely affected by ChatGPT and AI-generated content. This 

approach promotes an in-depth understanding of the distinct perspectives and experiences unique 

to these groups to shed light on the nuances of how these technologies reshape societal dynamics 

(Stahl, 2023). Furthermore, by concentrating on a variety of stakeholders, this research crafts 

more nuanced analyses and recommendations for the future. Policies that take the insights of 

these groups into consideration will be far more effective and inclusive (Stahl, 2023). Overall, by 

centering this research around the viewpoints of these social groups, the findings significantly 

contribute to the informed development of future policy related to AI.   

Analysis 
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The technopolitics framework acts as the primary analytical lens to better understand the 

multifaceted effects of ChatGPT on information dissemination and public perception in this 

research (Kurban, 2017). This framework offers a comprehensive approach to scrutinize the 

societal and political ramifications of AI-generated content. By focusing on the key components 

of the framework, context, purpose, scale, actors, and synchronization, the complex dynamics 

that shape the impact of ChatGPT in our current society can be unraveled.  

The purpose of this analysis has two major components. First, ChatGPT must be 

interpreted within the broader technopolitical landscape to fully identify how ChatGPT 

influences and is influenced by sociopolitical factors. Second, the deeper implications of these 

effects in terms of power dynamics, social structures, and the distribution of information, must 

be uncovered. Through this lens, a nuanced understanding of the role of AI-generated content in 

shaping contemporary discourse and its potential consequences for society can be obtained. 

Context 

 The launch of ChatGPT for public use in November 2022 marked the start of a new era 

where Google, Meta, Microsoft, and other leading technology companies around the world 

would begin developing and iterating their own LLMs (Wu et al., 2023).  However, this 

seemingly sudden breakthrough was the result of several years of global research and 

development in AI and machine learning. Focusing on OpenAI specifically, their vision for 

ChatGPT was made clear in 2016 in an article focusing on the potential for generative models to 

change the future (Karpathy, 2016). OpenAI continued to make significant advancements in 

natural language processing, including the ability to refine a language model based on human 

preferences and training models to adhere to human instructions (Ouyang et al., 2022; Ziegler et 
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al., 2019). The impact of these advancements is clearly displayed in the capabilities of the 

current version of ChatGPT.  

 As the capabilities of LLMs and AI grow, so do the concerns of potential repercussions 

of these models. Initially, these concerns focused on broad issues such as mitigating AI’s 

unintended behaviors or ensuring adaptability to various environments (Amodei et al., 2016). 

These concerns became far more targeted and specific as the developing early iterations of 

ChatGPT made the capabilities of this technology clear. In testing the security of ChatGPT, 

researchers were able to extract personally identifiable information, such as names, phone 

numbers, and email addresses, as well as online communication logs from GPT-2, ChatGPT’s 

predecessor (Carlini et al., 2021). This raised significant privacy concerns given that these LLMs 

are trained using data containing private information (Carlini et al., 2021). This trend of growing 

repercussions continues with the most powerful version of ChatGPT available today, GPT-4. In 

fact, GPT-4 was found to be more vulnerable when given malicious prompts, potentially because 

it follows the attacker’s instructions more precisely (Wang et al., 2024).  

 The growing negative impact of issues within ChatGPT that come with the increasing 

capabilities reveals a clear and worrying pattern. Furthermore, issues identified earlier on in 

ChatGPT’s development, such as training data leakage observed in GPT-2, were not addressed 

before the creation of subsequent iterations, and continue to occur in GPT-3.5 and GPT-4. As AI 

researchers continue to develop more powerful models, the continuation of this trend could lead 

to potentially disastrous results. 

Purpose 
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  ChatGPT is designed to be a step in OpenAI’s plan towards iteratively developing an 

artificial general intelligence capable of solving human-level problems (Achiam et al., 2023; 

Brundage et al., 2022). The current iteration, GPT-4, is meant to be used in a wide range of 

applications, such as dialogue systems (such as chatbots or virtual assistants), text 

summarization, and machine translation, converting text from one language to another (Achiam 

et al., 2023). However, the current issues that ChatGPT faces, especially as a model that is open 

for public use, could significantly impact the spread and perception of information. As ChatGPT 

becomes integrated into various applications, the impact of the unresolved privacy and security 

challenges ingrained within ChatGPT will spread across digital spaces. The repercussions that 

grow alongside ChatGPT’s capabilities may potentially be magnified across the digital spaces, 

especially given that the model is intended to see widespread use as a general intelligence tool. 

Scale 

 ChatGPT’s role can be analyzed on two major political scales: the communal and 

national scales (Cox, 2017). At both scale, ChatGPT’s impact on information dissemination can 

depend significantly on the unique social, cultural, and political dynamics within each group. On 

the communal scale, ChatGPT can enhance customer service roles and facilitate cross-cultural 

dialogues within local communities, leading to more effective communication and information 

exchange within these groups (Baldassarre et al., 2023). However, because ChatGPT’s responses 

are preferentially aligned with certain demographic groups, this bias lowers the quality and 

reliability of information that is disseminated (Santurkar et al., 2023). On a national scale, the 

way ChatGPT affects information is heavily influenced by factors such as government 

regulations, language preferences, and cultural norms. One major example of this is the 

temporary ban of ChatGPT in Italy due to OpenAI’s unlawful collection of user’s personal data 
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and lack of safeguards preventing underage users from accessing inappropriate material 

(Satariano, 2023). Further investigations into the legality and ethics of ChatGPT were conducted 

by the Office of the Privacy Commissioner of Canada, and other countries such as Germany, 

France, Ireland, and Spain (Lindrea, 2023). Alternatively, OpenAI themselves have decided to 

make their service unavailable in China, North Korea, Russia, and Iran (Satariano, 2023). This 

disparity in the interactions between different national policies and ChatGPT changes the way 

information is handled on a national scale.  

Actors and Synchronization 

 The spread of information in our society from ChatGPT is heavily guided by how a few 

key groups and systems interact with ChatGPT. The key groups identified consists of general 

social media users, content creators, policymakers, and AI developers.  Analyzing the interaction 

between ChatGPT and various social media platforms is crucial to understanding ChatGPT’s 

influence on information dissemination. A combination of three major factors contributes to this 

dynamic. 

 First, almost 62% of adults use social media as their primary source of news, a 

proportion that continues to grow over time (Kim & Dennis, 2019). Second, the average person 

is unable to distinguish between human and AI-generated content, however, most Americans 

don’t trust information regarding current events that comes from ChatGPT (Partadiredja et al., 

2020; McClain, 2024). 38% of Americans state they either have “not too much” trust (18%) or 

“no trust at all” (20%) in the information that comes from ChatGPT about the 2024 U.S. 

presidential election. In contrast, only 2% of Americans have “a great deal” or “quite a bit” of 

trust, 10% have “some” trust, and the remaining percentage being unsure or have not heard of 

ChatGPT (McClain, 2024). Lastly, many resources exist to assist with the use of ChatGPT to 
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create social media posts. These resources come in many forms, such as blogs detailing specific 

prompts for users to generate specific types of content, or custom versions of ChatGPT made 

specifically for social media content creation (Macready, 2023; Orbix AI). Combining these 

factors clarifies the significant impact that ChatGPT has on information dissemination. Social 

media content creators are given resources to spread content generated by ChatGPT across the 

primary news source for 62% of adults - content that is largely considered untrustworthy with 

current events and is often indistinguishable from human-generated content by the average 

person. 

To combat this, it falls to policymakers to establish appropriate regulations and to AI 

developers to create more reliable and trustworthy solutions. Progress has already been made 

towards achieving these goals. Many of the largest social media platforms, such as Facebook, 

Instagram, Tiktok, and Youtube, have begun requiring labels to flag AI-generated content 

(Battle, 2023). The development of AI made specifically to detect misinformation has also been 

implemented into these platforms.  Community-based fact-checking artificial intelligence 

systems, such as Birdwatch on the “X” platform, have been found to effectively reduce the 

virality of misleading posts, underscoring the ability of AI to combat misinformation in real-

world situations (Drolsbach & Pröllochs, 2023). In fact, ChatGPT itself has shown its ability to 

distinguish between mis/disinformation against legitimate news content for knowledge within its 

data corpus, achieving 100% accuracy on a current standard fake news test designed for human 

subjects (Caramancion, 2023). 

Discussion 

 ChatGPT’s influence on the perception and spread of information is complex and 

multifaceted but can be examined in full using the Technopolitics framework. Since its release, 
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ChatGPT has shown its potential to revolutionize various fields within our society. However, the 

current privacy and security challenges that ChatGPT continues to face with each iteration of the 

model raises concerns regarding the growing repercussions of a more powerful model. As 

OpenAI continues to advance ChatGPT and integrate it into various applications, the 

implications of these unresolved issues could potentially have far-reaching consequences. 

 As OpenAI continues working towards expanding the capabilities and influence of 

ChatGPT, other organizations must continue to follow suit in implementing appropriate 

regulations and limitations to counteract the downsides of this technology. Events such as the 

temporary ban of ChatGPT in Italy and the varied responses from other countries will assist in 

ensuring safe and ethical practices are upheld. The development of artificial intelligence tools 

capable of identifying misinformation within social media also helps to counteract the potential 

harm that can be caused by ChatGPT. The spread of AI-generated content across digital spaces 

highlights the need for effective regulation and the development of reliable solutions. 

 In conclusion, ChatGPT is undeniably a powerful tool with the potential to transform 

various aspects of our society. Its capabilities in automating tasks and enhancing communication 

are extremely useful in appropriate contexts. However, as ChatGPT’s capabilities increase, the 

potential downsides of ChatGPT’s misuse, such as privacy breaches or the spread of 

misinformation, need to be addressed with increased urgency as well. As we harness the benefits 

of ChatGPT, we must also implement measures to mitigate these risks to ensure that ChatGPT’s 

impact on our society is both positive and responsible.  
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