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Abstract 

 

The Hadley cells—large-scale overturning circulations with rising air near the equator and 

sinking air in the subtropics—dominate the Earth’s climate at low latitudes.  Observations 

have shown that the Hadley cells are expanding poleward in both the Northern and 

Southern Hemispheres, and model results suggest that such expansion is likely to continue 

throughout this century as a result of global warming.  This has led to concerns about 

potential surface impacts, including a poleward shift of the subtropical dry zones.   

 

However, the impacts of Hadley cell expansion are zonally asymmetric—especially in the 

Northern Hemisphere—raising the question of whether a more regional focus is 

necessary.  In particular, the North Pacific and North Atlantic subtropical high-pressure 

systems are related to the Hadley cell, but also have a considerable amount of independent 

variability of their own.  In this study, I contrast the impacts of the Northern Hemisphere 

subtropical highs and the Northern Hemisphere Hadley cell on surface-level processes 

including precipitation, surface-level wind, wind-driven ocean currents, and marine 

chlorophyll.  After considering the impacts of shifts in these circulation features, it is also 

worthwhile to ask what dynamical drivers are responsible for such shifts.  I use a timescale 

analysis to explore these causes—which appear to differ strongly between ocean basins—

before describing several hypotheses for the drivers and outlining plans for further tests of 

these hypotheses.   
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Chapter 1: Introduction 

 

1.1 The Hadley Cells 

The Earth's climate at low latitudes is dominated by meridional overturning circulations 

known as Hadley cells. Near the thermal equator—which in the annual mean is found 

slightly north of the geographic equator—intense convection carries air from the surface to 

the upper troposphere.  Much of this air sinks back toward the surface locally (Schneider et 

al, 2010), but the rest spreads poleward in both directions, turning eastward due to the 

Coriolis effect and driving the subtropical jet streams.  This upper tropospheric air eventually 

cools by longwave radiation to space, and sinks around 30 degrees latitude in each 

hemisphere.  A return flow near the surface brings air back toward the equator, turning 

toward the west as it does so and creating northeasterly trade winds in the Northern 

Hemisphere and southeasterly trade winds in the Southern Hemisphere.   

 

The Hadley circulation described above is essentially a heat engine, and its physics are most 

easily explained in terms of the transport of moist static energy, defined as the sum of 

gravitational potential energy, sensible heat, and latent heat: 

 

𝑆 = 𝑔𝑧 + 𝑐𝑃𝑇 + 𝐿𝑣𝑞                                                                 (1.1) 

 

Here 𝑔 is the acceleration due to gravity, 𝑧 is altitude above mean sea level,1 𝑐𝑃 is the 

specific heat capacity of dry air at constant pressure, 𝑇 is the absolute temperature, 𝐿𝑣 is the 

 
1 In some cases, 𝑔 (which changes with altitude) is replaced with its standard sea-level value 𝑔0, which is 

constant.  In order to compensate for this, the actual height 𝑧 is also replaced with a geopotential height (
𝑔

𝑔0
) 𝑧 
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latent heat of vaporization of water, and 𝑞 is the specific humidity of the air.  Note that moist 

static energy, as defined here, is actually energy per unit mass, so that it will have units of 

𝑚2/𝑠2 or 𝐽/𝑘𝑔, rather than simply Joules.  The utility of this concept comes from the fact 

that moist static energy is conserved by both dry adiabatic and moist adiabatic processes.2 3  

A closely related concept is that of equivalent potential temperature, the temperature an air 

parcel would have if all of its water vapor condensed, and if it were then displaced 

adiabatically to a reference level (typically 1000 hPa).  Like moist static energy, equivalent 

potential temperature is conserved by both dry and moist adiabatic processes.   

 

The Hadley cells exist due to the meridional and vertical distribution of net radiation.  Net 

radiation is positive in the tropics and negative in the polar regions, producing a surplus of 

energy in the tropical regions, which must be transported—by the atmospheric and oceanic 

circulations—to higher latitudes to balance the deficit of energy in the polar regions.  

Likewise, net radiation is positive at the globally averaged surface, and negative in the upper 

troposphere, so that energy must also be transported upward by the atmospheric 

circulation.   

 

The surplus of radiant energy at the tropical surface is transferred to the air in the form of 

both sensible and latent heat, and thus air in the lower part of the rising branch of the 

Hadley cells is both warm and humid, with a high moist static energy.  As a parcel of air rises, 

 
measured in units called “geopotential meters” which become longer with increasing altitude.  In this case, the 

first term on the right-hand side of the equation would be replaced with 𝑔0𝑧𝑔.   
2 However, note that the definition of moist static energy, as given here, does not account for latent heat of 

fusion 𝐿𝑓, so processes that involve freezing or melting do not conserve moist static energy.  However, since 𝐿𝑓  

is an order of magnitude smaller than 𝐿𝑣, the present definition serves as a reasonable first-order approximation.   
3 A second process that can violate the conservation of moist static energy is precipitation of the condensed 

water, which carries some energy away from the parcel.  In practice, however, this effect is very small.   
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it cools at the moist adiabatic lapse rate, and the latent heat and sensible heat are 

transformed to gravitational potential energy, but total moist static energy is approximately 

conserved.  As the air moves poleward at high altitudes, however, it cools radiatively, and 

does in fact lose energy.  When the air eventually sinks at higher latitudes, it warms at the 

dry adiabatic lapse rate (a conservative process), eventually returning to nearly the same 

temperature as at the thermal equator.  However, the air is by this time very dry, and thus 

has low moist static energy, despite its high temperature.  The missing energy is replaced by 

evaporation of water into the air as the parcel returns to the equator, along with some 

sensible heating.   

 

Thus, the Hadley cells are driven by the positive flux of net radiation at the tropical surface, 

and their net effect is to transport this energy both upward and poleward to regions of 

negative net radiation.  Since the Hadley cells are driven by the equator-to-pole gradient in 

net radiation, their strength depends on the strength of this gradient.  Hence, while there 

are two Hadley cells at any given time, the one in the winter hemisphere is much stronger, 

due to the stronger meridional gradient in net radiation in the winter hemisphere.  This 

seasonality will be important to the analysis that follows.   

 

In addition to their role in energy transport, the Hadley cells also dominate the spatial 

pattern of precipitation at low latitudes.  The rising branch of this circulation occurs mostly 

in convection cells and is responsible for the intense precipitation in the Intertropical 

Convergence Zone (ITCZ) and the tropical rainforests, and the sinking branches are 

responsible for the subtropical dry zones which contain many of the world's largest deserts.  

This pattern is especially apparent in Africa, where a nearly zonally symmetric pair of dry 
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zones straddle an equatorial rain forest.  In a more indirect sense, the Hadley cell width is 

even linked to precipitation at much higher latitudes through its correlation with the storm 

track position (Kang & Polvani, 2011; Mbengue & Schneider, 2017).  This explains why some 

of the figures that follow show connections between Hadley cell width and local climate far 

outside the tropics.   

 

So far, this summary has considered only the vertical and meridional motion within the 

Hadley cells, but this simplification may not be sufficient for some purposes.  While the 

Hadley cells are by definition the zonal-mean meridional overturning circulations of the 

tropics, the use of zonal means can obscure zonally asymmetric features of the circulation 

that may be very important on regional scales.  This contrast between the zonal mean 

circulation and zonally asymmetric features of the subtropics will be the focus of Chapters 2 

and 3. 

 

1.2 Expansion of the Hadley Cells 

Climate models predict a meridional expansion of the Hadley cells as a result of global 

warming (Lu et al, 2007; Gastineau et al, 2008; Hu et al, 2013; Vallis et al, 2015; Grise and 

Polvani 2016; Tao et al, 2016;).  This appears to be a fairly robust prediction: it occurs in 

most models and even a simplified aqua planet model without the complexities of real-

world geography shows a similar response (Frierson et al, 2007).  This possibility of long-

term, anthropogenically-driven Hadley cell expansion has attracted considerable interest, 

due to the expectation that any expansion of the Hadley circulation could cause a poleward 

shift in the subtropical dry zones, and thus a significant change in the local water balance of 

certain regions. Since certain ecosystems are known to be very sensitive to changes in 
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precipitation (e.g. Hilker et al, 2014), and since human societies are already over-exploiting 

water resources in many regions (Ackerman and Stanton, 2011), any shift in the spatial 

pattern of precipitation is well worth investigating.   

 

Observations from a number of different sources confirm that the Hadley cells have in fact 

already begun to expand (e.g., Seidel et al, 2008; Davis & Rosenlof, 2012; Birner et al, 2014; 

Lucas et al., 2014; Davis & Birner, 2017; Staten et al, 2018; Grise et al., 2018).  The rates of 

tropical widening documented in observational studies vary widely, from 0.25° to 3° latitude 

per decade (e.g., Davis and Rosenlof, 2012).  Some earlier research had suggested that the 

observed rate of widening is significantly faster than what most models forecast (Seidel et al, 

2008; Johanson & Fu, 2009; Hu et al, 2013).  However, more recent results suggest these 

observed widening rates were likely overestimated due to biases in methodology (Waugh et 

al, 2018; Davis et al, 2018) or in the reanalysis data itself (Davis and Davis, 2018).  More 

recent observational estimates of tropical widening rates have converged on a relatively 

modest range of 0.2°– 0.6° latitude per decade, which is consistent with predictions from 

global climate models (Davis & Birner, 2017; Grise et al, 2018; Staten et al, 2018; Davis & 

Davis, 2018).  

 

While Hadley cells expand both in modeled global warming scenarios and in observations, it 

is not immediately clear whether the recent expansion is actually driven by warming.  

Projections of the impacts of long-term climate change are often overwhelmed by internal 

variability in the short term (Deser et al, 2012; Kang et al, 2013), and in this context, “short 

term” can include the entire observed record since 1979.  In general, a 30- to 40-year time 

series—such as the best observed record at this time—is not always long enough to 
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definitively distinguish anthropogenically forced circulation trends from a background of 

large natural variability (see Figure 9 of Grise et al, 2018).  Furthermore, the relative impacts 

of natural variability and anthropogenic forcing differ between hemispheres: 

anthropogenically forced trends will likely be more difficult to detect in the Northern 

Hemisphere than in the Southern Hemisphere for the duration of the twenty-first century 

(see Figure 5 of Grise et al, 2019a).    

 

In fact, recent research suggests that the role of anthropogenic forcing in the tropical 

expansion observed so far is modest, especially in the Northern Hemisphere where natural 

variability has played a large role (Allen et al, 2014; Allen and Kovilakam 2017; Amaya et al, 

2018; Garfinkel et al, 2015; Grise et al, 2019a; Mantsis et al, 2017).  In particular, the trend in 

the Pacific Decadal Oscillation (PDO; Newman et al, 2016) toward its cool phase may have 

forced much of the recent expansion of the Northern Hemisphere Hadley cell (Allen et al, 

2014; Allen & Kovilakam, 2017; Amaya et al, 2018).  The recent expansion of the Southern 

Hemisphere Hadley cell appears to be more substantially influenced by anthropogenic 

forcings, including increasing greenhouse gas concentrations (Lu et al, 2007; Hu et al, 2013) 

and depletion of stratospheric ozone (Lu et al, 2009; Son et al, 2009; Polvani et al, 2011; 

McLandress et al, 2011; Thompson et al, 2011; Waugh et al, 2015; Staten et al, 2020).   

 

In either hemisphere though, if atmospheric greenhouse gas concentrations continue to 

increase, further tropical expansion is a robust result of modeling studies.  This prospect has 

raised concerns about increased drought potential on the poleward margins of the 

subtropical dry zones (Feng & Fu, 2013; Scheff & Frierson, 2012).  A number of studies have 
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in fact linked Hadley cell expansion with drying of the subtropical regions (Grise & Polvani, 

2016; Kang & Polvani, 2011; Lau & Kim, 2015; Lu et al, 2007).   

 

1.3 Effects of Tropical Expansion and Zonal Asymmetries 

Most previous studies of the recent tropical expansion have focused on the zonal mean, but 

the impacts of tropical expansion are more strongly manifested at regional scales, and can 

be highly asymmetric.  Several studies have begun to examine the recent Hadley circulation 

expansion—and its effects—by longitude band.  In general, these studies are consistent with 

the observation that interannual variability in the Hadley circulation is dominated by the 

Asia-Pacific sector where the largest tropical convective heat source is located (Nguyen et al, 

2017).  For example, both Choi et al (2014) and Lucas and Nguyen (2015) attributed recent 

expansion to the region encompassing Asia, Australia, and the Pacific Ocean.  Other studies 

have proposed a more regional definition of the meridional overturning circulation itself 

(Schwendike et al, 2014; Schwendike et al, 2015) and have found that these regional cells 

are more closely associated with the subtropical dry zones than are the Hadley cells (Staten 

et al, 2019).   

 

The impacts of Hadley cell expansion are also asymmetric.  Semi-arid regions in southeast 

Australia have experienced drying trends in austral autumn that coincide with a poleward 

expansion of the Hadley circulation (Cai et al, 2012; Cai & Cowan, 2013), though drying 

trends in other semi-arid subtropical regions of the SH cannot as readily be explained by 

Hadley cell expansion (Cai et al, 2012).  Modeled drying trends also tend to show a contrast 

between land and oceans (Byrne and O’Gorman, 2015; He & Soden, 2017).  Other studies 

have found that Hadley cell expansion has its strongest effects over oceans and over the 
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western sides of continents (see Figures 1.1 and 1.2; Schmidt & Grise, 2017; Scheff, 2018).  

Thus, while Hadley cell expansion is useful as a first-order approximation, it is of somewhat 

limited utility for explaining changes in precipitation in specific regions, especially over land.  

If a diagnostic that better captures the local, asymmetric effects of the overturning 

circulation is needed, a promising candidate would be the subtropical highs.   

 

1.4 Shifts of the Subtropical Highs 

While the Hadley circulation is zonally symmetric by definition, the descending air within the 

actual, three-dimensional overturning circulation is not spread evenly throughout the 

subtropics.  Instead, descent tends to occur preferentially in distinct high-pressure centers 

over the eastern sides of the ocean basins at subtropical latitudes (see the green contours in 

Figure 1.1).  Outside these regions, the meridional overturning circulation can actually be in 

the opposite direction to the overall Hadley circulation (Karnauskas & Ummenhofer, 2014).  

In the Northern Hemisphere, these centers are called the North Atlantic Subtropical High 

(NASH) and the North Pacific Subtropical High (NPSH).  The latter is primarily located in the 

Eastern North Pacific, and is sometimes distinguished from a weaker West Pacific Subtropical 

High (WPSH).  These high-pressure regions are not necessarily identifiable on a particular 

day, but they can be seen in the climatological average, and they are particularly well-

defined in boreal summer (Davis et al, 1997).  During the winter, seasonal high-pressure 

regions also develop over the continents, though these tend to be somewhat poleward of 

the oceanic highs, and thus cannot properly be called “subtropical”.   

 

To date, relatively little work has been done on the dynamical factors that control the 

variability of the subtropical highs, or on their influence on precipitation over land.  (One 
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exception is Rodwell & Hoskins, (1996), which found that much of the subsidence in the 

Sahara and Mediterranean during summer is due to a Rossby wave response to monsoon 

heating to the east.)  It is, however, a potentially promising line of research, for at least two 

reasons.  First, if—as the above results suggest—the effects of tropical expansion are zonally 

asymmetric, then one might learn more by studying the meridional shifts of individual 

subtropical highs than would have been possible from the zonally-averaged Hadley cell.  

Second, since these features exist as local maxima on a two-dimensional field, it is possible 

to consider not only their meridional shifts, but also their potential zonal shifts—something 

that would be lost in the zonal mean.  A comparison between the effects of these meridional 

and zonal shifts might give some insight into whether (meridional) tropical expansion is a 

dominant mechanism of subtropical climate change or merely one player among several.   

 

Much of the previous work on this subject has focused on the WPSH, often in connection 

with the East Asian Monsoon (Zhou et al, 2009; Wang et al, 2013).  A historical westward 

trend in the WPSH may be associated with rainfall changes in east Asia (Zhou et al 2009) and 

a similar westward trend in the NASH may be associated with precipitation changes in the 

southeastern United States (Li et al, 2011; L. Li et al, 2012; Bishop et al, 2019).   

 

The impacts of changes in Hadley cell width are shown in Figure 1.1 (from Schmidt & Grise, 

2017).  The top row shows the regressions of local sea-level pressure from the European 

Centre for Medium-Range Weather Forecasts (ECMWF) Interim reanalysis data set (ERA-

Interim; ECMWF 2009; Dee et al, 2011) onto Hadley cell width for both Northern and 

Southern Hemispheres.  The middle row shows the same after removal of El Niño effects 

(using the method described in Section 2.2.3).  Note that the increased pressure at 
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midlatitudes associated with NH Hadley cell expansion is strongest over the oceans.  This 

increased pressure has smaller but statistically significant effects on North America and 

western Europe, but is almost completely absent in Asia.  In the Southern Hemisphere, the 

increased pressure is more nearly symmetric, but even here, the strongest effects are 

primarily over the oceans.  Increased pressure in the SH also occurs far enough south that it 

affects a relatively small land area, including Patagonia, New Zealand, and southeastern 

Africa.  The bottom row of Figure 1.1 shows the regressions for models from Phase 5 of the 

Coupled Model Intercomparison Project (CMIP5; WCRP, 2011; Taylor et al, 2012).  In 

particular, this figure uses control runs of CMIP5 models with climatological, seasonally-

varying SSTs (sstClim runs) for comparison (see list of models in Table 1.1).  The purpose of 

using these control runs without a dynamic ocean is to remove the confounding effects of 

the El Niño-Southern Oscillation (ENSO).   

 

Figure 1.2 is analogous to Figure 1.1, but shows the regression slopes of precipitation onto 

Hadley cell width, using the average of monthly-total precipitation data from the Global 

Precipitation Climatology Project (GPCP, 2019; Adler et al, 2003) and the Climate Prediction 

Center Merged Analysis of Precipitation (CMAP, 2019; Xie & Arkin, 1997) data set.  The 

observed regression slopes are broadly similar to those for CMIP5 models, but much 

messier, partly due to the difficulty in cleanly removing the influence of ENSO.  This figure 

again shows that the strongest changes to local climate associated with Hadley cell widening 

occur over the oceans, though land is also affected to some degree, most notably in western 

North America, western Europe, and Patagonia.   
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This zonal asymmetry and preference for oceans could be taken to suggest that, since the 

subsidence within the Hadley circulation is dominated by the maritime subtropical highs, the 

expansion of the zonal mean circulation primarily reflects shifts of these localized features.  

However, the answer to this question might differ according to season, with the continental 

highs perhaps being more important in winter.  In any case, the strong zonal asymmetry of 

the response to Hadley cell expansion brings up several interesting questions about how the 

localized subtropical high-pressure regions are related to the zonal mean Hadley cell.  It is 

thus natural to ask how these individual subtropical highs behave—whether their positions 

are well-correlated, whether their zonal shifts are as important as their meridional shifts, 

and what dynamical factors control their positions.    

 

In Chapter 2, I propose metrics for the positions and strengths the North Pacific and North 

Atlantic subtropical highs, check the correlations both among these metrics and between 

these metrics and the Hadley cell, and compare the influence of these subtropical highs and 

the Northern Hemisphere Hadley cell on precipitation in North America.  I find that the 

subtropical highs are considerably better at capturing both the month-to-month variability 

and trends in precipitation, especially during boreal summer.  Chapter 3 applies a similar 

analysis to the Northern Hemisphere eastern boundary currents—the California Current and 

the Canary Current—and the upwelling and ecosystem activity that depend on them.  For 

the California Current, the North Pacific subtropical high again explains much more of the 

variability and the trend than does the Hadley cell.  For the Canary Current, neither feature 

explains the variance or trend particularly well.  Chapter 4 presents preliminary results on 

the dynamical drivers of subtropical high shifts, which appear to differ between ocean 

basins.    
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Chapter 2: Impacts of Subtropical Highs on Precipitation 

 

2.1 Introduction 

A possible source of the asymmetry described in Chapter 1 is the fact that the subsiding air 

in the Northern Hemisphere subtropics is itself not zonally symmetric—and therefore not 

completely described by the Hadley cell width—but tends to be split into semi-permanent 

subtropical high-pressure systems centered over the oceans.  These subtropical highs are 

very distinct from each other in summer, but can be nearly zonally symmetric in winter 

(Davis et al, 1997; Rodwell & Hoskins, 2001).  The subtropical highs are powerful 

determinants of the state of the climate.  Their positions and strengths are linked to the dry 

summers in Mediterranean-type climate regions that occur on the western margins of most 

continents (Seager et al, 2019), tropical cyclone tracks in the North Atlantic (Colbert & 

Soden, 2012; Elsner et al, 2000; Liu & Fearn, 2000) and North Pacific (Wu et al, 2005), and 

the East Asian summer monsoon (Wang et al, 2013; Yang et al, 2014; Zhou et al, 2009; Zhou 

& Yu, 2005).   

 

By definition, the subsiding air in the subtropical highs is included in the subsiding branch of 

the zonal-mean Hadley cell, so the subtropical highs could to a first approximation be seen 

as regional manifestations of Hadley cell descent.  Accordingly, it is a priori likely that the 

latitudes and strengths of the individual subtropical highs will be correlated with the width 

and strength, respectively, of the Hadley cell.  This perspective is especially appropriate 

during hemispheric winter, when the zonal-mean meridional overturning circulation of the 

Hadley cell is the strongest (Dima & Wallace, 2003) and subtropical subsidence occurs at 
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most longitudes (c.f. Figure 2 of Karnauskas & Ummenhofer, 2014).  However, during 

summer, when the individual subtropical highs are strongest and most distinct from each 

other, the subtropical subsidence is more localized and is largely driven by the dynamical 

response to land-sea temperature contrasts (Rodwell & Hoskins, 1996; 2001).  Hence it 

would be more accurate to view the subtropical highs as being driven by a combination of 

Hadley cell descent and monsoon circulations, with the former dominating in winter and the 

latter in summer.   

 

Examining the subtropical highs allows for a more complete understanding of the influence 

of the subtropical circulation on precipitation in North America than would an examination 

of the Hadley circulation alone.  Aside from shifting meridionally or changing strength in 

tandem with the zonal-mean Hadley circulation, the subtropical highs over the North 

Atlantic and North Pacific Oceans may change independently of each other or shift zonally, 

both of which would be obscured in a zonal-mean perspective.  Changes in the positions and 

strengths of the subtropical highs are in fact anticipated as a result of global warming.  

Global climate model projections for the 21st century show a strengthening and westward 

shift of the North Atlantic Subtropical High (NASH) with increasing greenhouse gas 

concentrations (He et al, 2017; Li et al, 2011, L. Li et al, 2012, W. Li et al, 2012), while 

projected trends in the North Pacific Subtropical High (NPSH) are inconsistent across studies 

(He et al, 2017; W. Li et al, 2012).  Variability in the NASH location has been linked to 

temperature and precipitation variability in the southeastern U.S. in observational data 

(Bishop et al, 2019; Katz et al, 2003; Li et al, 2011; L. Li et al, 2012), and changes in the 

strength of the subtropical highs can also impact precipitation in North America by changing 

winds and therefore moisture advection (Kushnir et al, 2010; Wei et al, 2018).   
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It is worth noting that dynamical changes—such as the Hadley cell expansion or subtropical 

high shifts discussed here—are not the only factors influencing 21st century precipitation 

trends.  Thermodynamic processes, such as the “wet-get-wetter, dry-get-drier” effect (Held 

& Soden, 2006), can have an impact of equal or greater magnitude in some regions (Seager 

et al, 2010).  Hence, after identifying the anticipated precipitation changes due to 

subtropical high shifts, it will be helpful to compare these with the magnitude of total 

precipitation trends due to all drivers.   

 

The goals of this study are: (1) to determine the sensitivity of North American sea-level 

pressure (SLP) and precipitation to the short-term (monthly) variability in the longitude, 

latitude, and strength of each subtropical high (NASH and NPSH), as well as the width and 

strength of the Hadley cell; (2) to determine which of these indices (for the subtropical highs 

and the Hadley cell) is most important for driving projected long-term (21st century) trends 

in North American precipitation; and (3) to determine what fraction of the 21st century 

precipitation trends can be explained by the trends in these indices.  What makes this study 

unique from previous studies on this subject is that I use the Community Earth System 

Model Large Ensemble, which makes it possible to explicitly separate natural variability from 

the forced response.  The results described here show that, while a focus on Hadley cell 

expansion highlights meridional shifts of the subtropical highs, trends in the other indices—

especially longitude—are often more important for driving future precipitation changes.   
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2.2 Data and Methods 

2.2.1 Model Output 

I use monthly-mean output from the Community Earth System Model Large Ensemble 

project (CESM-LENS; NCAR, 2015; Kay et al, 2015), which includes 40 runs of CESM Version 1 

over the period 1920–2100.  Each of these 40 ensemble members is driven by historical 

forcings from 1920 to 2005, and the Representative Concentration Pathway (RCP) 8.5 

emissions scenario from 2006 to 2100.  All ensemble members use the same forcings, but 

have initial conditions that differ at the level of round-off error.  Consequently, the ensemble 

mean isolates the forced response of the subtropical highs, whereas the variance across the 

ensemble members quantifies the range of internal variability in the climate system. 

 

CESM-LENS also includes a 2600-year uncoupled control run—in which sea surface 

temperatures and sea ice are fixed to a seasonally-varying climatology, and in which 

greenhouse gas concentrations are set to preindustrial levels—and an 1800-year fully-

coupled control run, which includes a dynamic ocean.  By construction, the uncoupled run 

does not include the effects of coupled ocean-atmosphere variability, such as the El Niño-

Southern Oscillation (ENSO).  I use this control run to compute the regressions of local SLP 

and precipitation onto the subtropical high indices.  The resulting regression maps show the 

sensitivity of these local variables to short-term variability in the subtropical highs.  The 

uncoupled control run makes it possible to better isolate features associated with variability 

in the subtropical highs, without global ENSO teleconnections dominating the regression 

maps.   
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To ensure that these findings are not biased by the choice of a single model, I compare the 

key results from CESM-LENS to those derived from monthly-mean model output from Phase 

5 of the Coupled Model Intercomparison Project (CMIP5; WCRP, 2011; Taylor et al, 2012).  

Specifically, I examine the RCP 8.5 runs from 24 available CMIP5 models.  For comparison 

with the CESM uncoupled control run, I also use the sstClim run, a 30-year control run in 

which sea-surface temperatures and sea ice vary annually according to a fixed pre-industrial 

climatology.  The sstClim run is available for 17 models.  The list of CMIP5 models used is in 

Table 2.1.   

 

2.2.2 Observations and Reanalyses 

I compare the results derived from models with those derived from observations and 

reanalysis data, using monthly-mean SLP and wind data from five reanalyses: (1) European 

Centre for Medium-Range Weather Forecasts (ECMWF) Interim reanalysis data set (ERA-

Interim; ECMWF 2009; Dee et al, 2011), (2) NCEP Climate Forecast System Reanalysis (CFSR 

and CFSRv2; Saha et al, 2010a, 2010b, 2014), (3) Japanese 55-year reanalysis (JRA-55; JMA, 

2013; Kobayashi et al, 2015), (4) NASA Modern-Era Retrospective analysis for Research and 

Application Version 2 (MERRA-2; GMAO, 2015; Gelaro et al, 2017), and (5) NCEP-DOE 

Reanalysis 2 (NCEP, 2002; Kanamitsu et al, 2002).  I also examine gridded monthly-mean SLP 

observations from the Hadley Centre SLP data set (HadSLP2r; Met Office Hadley Centre, 

2013; Allan & Ansell, 2006).  For observed precipitation, I use monthly-total precipitation 

data from the Global Precipitation Climatology Project (GPCP, 2019; Adler et al, 2003) and 

the Climate Prediction Center Merged Analysis of Precipitation (CMAP, 2019; Xie & Arkin, 

1997) data sets, which incorporate both ground-based and satellite-based estimates of 
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precipitation.  The time period over which all SLP and precipitation data sets overlap is 

January 1980 – December 2016.    

 

2.2.3 Methods 

For each subtropical high (NASH and NPSH), I define three indices: the longitude and 

latitude of the center, and the strength.  The center of the NPSH is defined by the centroid of 

the SLP > 1018 hPa region within the rectangle 100°W—180°W, 0—60°N, and the center of 

the NASH is defined by the centroid of the SLP > 1018 hPa region within the rectangle 0°—

100°W, 0—60°N.  I define the strength of each high as the average SLP over a 10° longitude-

by-10° latitude box centered at the centroid defined above.  This definition of strength is 

very similar to that used by Song et al (2018).  Two points are worth noting with regard to 

these definitions.  First, the NPSH, as defined here, is restricted to the eastern part of the 

North Pacific and the western part of North America.  This is appropriate because of the 

focus on the North American continent, but it is worth bearing in mind that some of these 

conclusions may not apply directly to the western North Pacific high, which influences 

precipitation in east Asia.  Second, the boxes used here extend well into the North American 

continent.  As we will see later, the subtropical highs under this definition still respond 

primarily to pressures over the oceans (as they should), and their centers are still located far 

offshore in essentially all cases during the JJA season.  However, the use of a smaller box or a 

land-sea mask introduces a bias into the longitude trends: if the NASH, for example, shifts 

westward far enough that it extends over the North American east coast, then the western 

part of the SLP > 1018 hPa region would be masked out, resulting in a centroid farther to the 

east, and artificially reducing the magnitude of the westward shift.  In drawing such large 
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boxes, I attempt to prevent this sort of artifact as much as possible.  I further discuss the 

sensitivity of these results to the choice of metric in Section 2.3.   

 

For reference, cross-correlations of time series of all six of the indices defined above (i.e., 

the longitudes, latitudes, and strengths of the NASH and NPSH) are listed in Table 2.2 for the 

CESM uncoupled control run and Table 2.3 for the observations and reanalyses.  Prior to 

calculating the correlations, the seasonal cycle is removed from the index time series, and 

then the correlations are calculated using all months from the JJA season.  Tables 2.2 and 2.3 

show that while the correlations among indices within a single basin can be reasonably 

strong, cross-basin correlations are generally weak.  This suggests the need to consider each 

subtropical high separately.  Note that, during the DJF season, the cross-basin correlations 

between the subtropical highs are somewhat larger (Tables 2.4 and 2.5), suggesting a 

greater role for global-scale circulation variability (as discussed in the Introduction).  Note 

also that while there are some differences among the various observational data sets, these 

do not substantially affect the conclusions: the mean absolute difference of a single 

correlation (for a single data product) from the multi-dataset mean is 0.05.   

Additionally, to check that the indices for the subtropical high strengths and locations are 

not merely duplicating existing modes of climate variability, I compare these subtropical high 

indices with indices of three familiar teleconnection patterns, defined for observational data 

as follows: 

• The North Atlantic Oscillation (NAO) index, provided by the NCAR Climate Analysis 

Section, is defined as the difference in the normalized sea level pressures between 

Lisbon, Portugal and Reykjavík, Iceland (NCAR, 2019; Hurrell, 1995).   
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• The Pacific-North America (PNA) pattern index is based on the pointwise definition 

proposed by Wallace and Gutzler (1981) using 500 hPa geopotential height 

anomalies from the ERA-Interim reanalysis (ECMWF, 2009).   

• ENSO is defined using the Niño 3.4 index, which is the average SST anomaly in the 

region: 5S̊—5N̊, 170W̊—120W̊ (Barnston et al, 1997; Trenberth, 1997), using SST 

data from the NOAA Extended Reconstructed Sea Surface Temperature Version 4 

data (ESRL) provided by the NOAA Earth System Research Laboratory (ESRL, 2017; 

Huang et al, 2015).   

 

I re-calculate these indices for the CESM uncoupled control run using the same definitions.  

The correlations between the subtropical high indices and teleconnection indices are shown 

in the bottom panels of Tables 2.2 and 2.3 for the JJA season and Tables 2.4 and 2.5 for the 

DJF season.  These results show that while the subtropical high indices are by no means 

independent of the teleconnection indices, the latter never explains more than about 30% 

of the variance (and usually considerably less) of the former.  Hence, an analysis of the 

climate impacts of subtropical high indices will not merely replicate the existing literature on 

these familiar teleconnections.  

 

I also compare the subtropical high indices with the width and strength of the Hadley cell.  I 

define the poleward edge of the Hadley cell using the zero-crossing latitude of the 500 hPa 

zonal-mean meridional mass streamfunction (Ψ500): that is, the latitude at which Ψ500 = 0 

between 15°N and 45°N.  I define the strength of the Hadley cell as the maximum value of 

Ψ500 between the equator and the edge latitude defined above.  The temporal correlations 

between the Hadley cell indices and the subtropical high indices are listed in Table 2.6, for 



26 

 

the CESM uncoupled control run.  The correlations between the latitudes of the highs and 

the latitude of the Hadley cell edge are weakly positive (0.07 ≤ 𝑟 ≤ 0.15) in both the DJF 

and JJA seasons.  The strengths of the subtropical highs are also positively—but weakly—

correlated with the strength of the Hadley cell (0.05 ≤ 𝑟 ≤ 0.25).  Thus, the Hadley cell 

width and strength capture only a small portion of the variability in the latitudes and 

strengths of the subtropical highs.   

 

In contrast to the uncoupled CESM control run and the CMIP5 sstClim runs described above, 

observations and reanalyses include ENSO.  To remove the signatures of ENSO from the 

observational data, I first de-seasonalize and standardize the Niño 3.4 time series to yield a 

Niño 3.4 anomaly time series, which I denote as 𝑁(𝑡).  To estimate the effects of ENSO on 

the SLP field 𝑆𝐿𝑃(𝒙, 𝑡), I compute, at each location 𝒙, the regression 𝑅(𝒙) of 𝑆𝐿𝑃(𝒙, 𝑡) onto 

𝑁(𝑡).  Then the ENSO-congruent time series at each location is 𝑅(𝒙)𝑁(𝑡), and the residual 

time series, after ENSO removal, is: 

𝑆𝐿𝑃𝑟𝑒𝑠(𝒙, 𝑡) = 𝑆𝐿𝑃(𝒙, 𝑡) − 𝑅(𝒙)𝑁(𝑡)                                                    (2.1) 

 

2.3 Results 

In Section 2.3.1 below, I examine how short-term (monthly) variability in the longitude, 

latitude, and strength of the subtropical highs—as well as the width and strength of the 

Hadley cell—affects SLP and precipitation over North America.  In Section 2.3.2, I then 

diagnose the role of the subtropical highs in projected 21st century summertime 

precipitation trends over North America.   
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2.3.1 Short-Term Variability in the Subtropical Highs 

First, I examine how variability in the longitude, latitude, and strength of the subtropical 

highs (NASH and NPSH) affect variability in the SLP and precipitation fields over the North 

American sector.  To do this, I use de-seasonalized monthly-mean data from the 2600-year 

CESM uncoupled control run.  In this section, I focus primarily on the summer season (JJA), 

when the subtropical highs in the North Pacific and North Atlantic Oceans are most distinct 

from one another (see discussion in Introduction).  Results for the DJF season are also shown 

for comparison.  Results for the MAM and SON seasons are generally similar to those for the 

DJF season (not shown).   

 

The regressions of local SLP and precipitation anomalies onto the three subtropical high 

indices during the JJA season are shown in Figure 2.1 for the NPSH and Figure 2.2 for the 

NASH.  The JJA-season climatological 1018 and 1022 hPa contours and the climatological 

centroid of each subtropical high are also shown for reference. The effects of subtropical 

high shifts are broadly similar across seasons, but they are stronger and somewhat more 

zonally symmetric in the DJF season, when the highs are more closely connected to the 

zonal-mean Hadley cell (Figures 2.3-2.4; Song et al, 2018).  In the JJA season, when the highs 

are less closely associated with the Hadley cells and more clearly separated from each other, 

the regression patterns are more localized and somewhat weaker (Figures 2.1-2.2).  I focus 

on the JJA season here because the subtropical highs are easier to unambiguously locate in 

this season.   

 

The top row of Figure 2.1 shows that eastward shifts of the NPSH are associated with 

decreased pressure near the Aleutian Islands and increased pressure in northwestern North 
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America.  As one might expect, the precipitation anomalies closely mirror the SLP anomalies, 

with higher than normal pressure associated with reduced precipitation and lower than 

normal pressure associated with increased precipitation. However, there is also a region of 

increased precipitation in the northwestern United States and southwestern Canada, which 

does not coincide with decreased pressure.  These precipitation anomalies may result from 

increased moisture advection, as there are weak southerly and southwesterly wind 

anomalies just offshore (see arrows).   

 

The middle row of Figure 2.1 shows that northward shifts of the NPSH are accompanied by 

increased SLP and reduced precipitation in the Gulf of Alaska, and decreased pressure and 

increased precipitation in a broad region north of Hawaii.  Precipitation also increases in 

northern Alaska despite the increased pressure in that region.  In this region, there is fairly 

strong anomalous westerly flow on the northern side of the anomalous high-pressure region 

over the North Pacific Ocean, resulting in increased moisture advection from the Bering Sea.   

 

The bottom row of Figure 2.1 shows that strengthening of the NPSH is associated with 

increased pressure and decreased precipitation near the center of the high, as would be 

expected.  However, this pattern is accompanied by weakly decreased pressure and 

increased precipitation in northwestern North America, and dry conditions elsewhere on the 

continent.  Note also that the strongest increase in pressure is slightly poleward of the 

climatological center of the high, which could be expected from the positive correlation 

between the strength of the NPSH and its latitude (Tables 2.2 & 2.3).  
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The top row of Figure 2.2 shows that an eastward shift of the NASH is associated with 

increased pressure and reduced precipitation west of Europe, with the reverse off the U.S. 

East Coast.  The northeast-southwest dipole in these anomalies reflects the tendency for an 

eastward shift of the NASH to be accompanied by a northward shift during the JJA season 

(Tables 2.2 & 2.3).  In addition to this dipole, I also find drying in the southern and eastern 

parts of North America and increased precipitation in central and western Canada.  The 

increased precipitation in central and western Canada is consistent with the decreased 

pressure in that region, but the drying in southern and eastern North America contrasts with 

the pressure anomalies there.  A possible reason for this drying is the fact that, as the NASH 

shifts away from the North American continent, the southerly flow and moisture advection 

associated with its western edge is removed from the East Coast of North America, leaving 

weak northerly and northeasterly wind anomalies (not shown) and drier conditions in this 

region. 

 

The middle row of Figure 2.2 shows that a northward shift of the NASH is associated with 

increased SLP and drying west of Europe, and the reverse in the region near Greenland.  A 

similar pattern is found for the regressions of SLP and precipitation anomalies onto the 

strength of the NASH (Figure 2.2, bottom row), with the anomalies in this case shifted 

further to the southwest.  The anomaly pattern for the NASH strength reflects its strong 

correlation with the NAO (Tables 2.2 & 2.3).  The precipitation regressions onto the NASH 

longitude and latitude—representing eastward and northward shifts—both bear a rough 

resemblance to the inverse of the “Southwest Ridging” anomalies in Figure 3b of L. Li et al, 

(2012).  The similarity between the longitude and latitude regressions makes sense in light 
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of the fact that the NASH latitude and longitude are positively correlated in the JJA season 

(Tables 2.2 & 2.3).   

 

In all six of the SLP regression patterns shown in Figures 2.1-2.2, it is clear that the strongest 

magnitudes are found over the oceans.  This reflects the fact that—despite allowing the 

edge of the subtropical high to extend over land in the definition used here—the center is 

still essentially always far offshore.  A frequency map of centroid locations (not shown) 

confirms this.  Tests of other metrics—such as one using a land-sea mask or others using 

pressure cutoffs other than SLP > 1018 hPa—show that the regression patterns in Figures 

2.1-2.2 are generally insensitive to the specific choice of metric.  However, the trends in the 

subtropical high indices (discussed in the next subsection) are more sensitive to the choice 

of the metric.   

 

The SLP regression patterns shown in Figures 2.1-2.2 are also not sensitive to the choice of 

the CESM uncoupled control run.  The regression patterns computed from the sstClim runs 

of CMIP5 models (not shown) are strikingly similar, although the precipitation anomalies in 

the CMIP5 results are much noisier given the much shorter 30-year duration of the sstClim 

runs.  Regression patterns computed from observations and reanalysis products are also 

remarkably similar to the model results described above.  Figures 2.5 and 2.6 replicate 

Figures 2.1 and 2.2, respectively, but with observations and reanalyses for the period 1980-

2016 instead of CESM data.  All of the major features from the modeled SLP regressions can 

also be seen in observations.  The precipitation patterns in Figures 2.5–2.6 are also 

recognizably similar to Figures 2.1–2.2, but again, much noisier due to the shorter time 

series.  Note that, in order to compare reanalysis and observations with the uncoupled 
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CESM control run—which does not include ENSO—I subtracted the effects of ENSO from the 

observational data, using the procedure described in Section 2.2.3.   

 

The sensitivity of SLP and precipitation to short-term changes in the subtropical highs, as 

discussed above, stands in contrast to the sensitivity of the same variables to the width and 

strength of the Northern Hemisphere Hadley cell.  Figure 2.7 shows the regressions of SLP 

and precipitation onto the Hadley cell indices for the JJA season, using the CESM uncoupled 

control run as in Figures 2.1-2.2.  (Figure 2.8 shows the same for the DJF season.  See also 

Schmidt & Grise, 2017.)  Note that the sensitivities to the Hadley cell indices (Figure 2.7) are 

much smaller than the sensitivities to the subtropical high indices (Figures 2.1-2.2 & 2.5-2.6), 

so the SLP and precipitation scales used in Figure 2.7 are smaller by a factor of 2 than those 

in Figures 2.1-2.2 & 2.5-2.6.  In the JJA season, the regressions onto Hadley cell width include 

a dipole in the Pacific, with increased SLP and drying in the north, and decreased SLP and 

wetting to the south (Figure 2.7, top panels).  This is what would be expected if the 

subtropical ridge were displaced poleward (Figure 2.1, middle row).  A similar—but 

weaker—dipole is visible in the Atlantic, with some resemblance to a poleward shift of NASH 

(Figure 2.2, middle row).  Over land, there is drying and increased SLP in the northeastern 

United States, wetting and decreased SLP near Florida and across much of northern Canada, 

and more complex patterns in western North America.   

 

The regressions of SLP and precipitation onto Hadley cell strength are shown in the bottom 

panels of Figure 2.7.  In the Pacific, there is a dipole with increased pressure and drying near 

the climatological position of the high, with decreased pressure and wetting to the north, 

near the Aleutian Islands.  This pattern of SLP and precipitation anomalies is similar to that 
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associated with the strengthening of the NPSH (Figure 2.1, bottom row), although it is 

shifted farther to the southwest.  In the Atlantic, there is a second dipole, which is shifted 

poleward of the Pacific dipole, so that the region of increased pressure and drying is off the 

coast of Europe, and the region of decreased pressure and wetting is near Greenland and 

Iceland.  The Atlantic SLP and precipitation anomalies more closely resemble the regressions 

onto the latitude of the NASH, rather than its strength (Figure 2.2).  The regressions of SLP 

and precipitation onto Hadley cell strength are weaker over land, but a region of increased 

pressure and drying does exist in the southern United States, with the opposite anomalies 

over the northern United States and Canada (although the SLP and precipitation patterns do 

not align perfectly).   

 

The most important observation to draw from Figure 2.7 is the weakness of all of these 

regressions—both for the latitude and strength of the Hadley cell—in comparison to those 

in Figures 2.1-2.2 & 2.5-2.6, again noting the different color scale used in Figure 2.7.  Hence, 

the subtropical high indices do a much better job than Hadley cell indices at capturing 

circulation changes relevant to month-to-month precipitation variability over North America, 

particularly during the JJA season.  The results in this subsection underscore the need to 

consider the individual subtropical highs in addition to the Hadley cells, for three reasons.  

First, note that in Figures 2.1-2.2 and Table 2.2, shifts of each high are normally only weakly 

connected with the other ocean basin, emphasizing the need to consider both separately.  

Since the latitudes of the two highs, in particular, are poorly correlated in the JJA season 

(𝑟 = −0.01 in reanalyses, or 𝑟 = 0.16 in CESM uncoupled control), much of the month-to-

month variability of the NPSH and NASH latitudes will cancel when I calculate the zonal-

mean Hadley cell width, and thus much of the variability explored here would not be 
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apparent in regressions onto Hadley cell width.  Second, the sensitivity of local climate to 

each of the three subtropical high indices is of similar magnitude.  That is, zonal shifts and 

changes in strength are approximately as important as meridional shifts, though only the 

latter would be included in the computation of Hadley cell width.  Finally, a direct 

comparison of the regression patterns for the subtropical high indices (Figures 2.1-2.2 & 2.5-

2.6) and the Hadley cell indices (Figure 2.7) confirms that the latter are much weaker, 

especially in the JJA season.   

 

2.3.2 The Role of the Subtropical Highs and Hadley Cell in 21st Century Summertime 

Precipitation Trends 

In this subsection, I consider the role of the subtropical highs in projected 21st century 

trends of precipitation over North America.  I focus on the JJA season, when the Northern 

Hemisphere subtropical highs are most distinct. 

 

Figure 2.9 (left column) shows the CESM-LENS ensemble-mean trends in seasonal-mean SLP 

and precipitation for the JJA season, across the North American continent and adjacent 

ocean basins over the period 2006—2100.  There is a positive trend in SLP across the North 

Atlantic, which is especially strong in the region immediately poleward of the NASH, and a 

corresponding negative trend in precipitation over the same region.  In the Pacific, there is a 

band of increasing pressure at the latitude of Hawaii, with decreasing pressure to the north.  

This pattern corresponds well with the precipitation trends, with drying near Hawaii and 

increasing precipitation to the north.  The trends over land are more complex: SLP increases 

over the western and southern parts of North America, and decreases over central Canada, 

but the precipitation trend does not closely match this pattern.  A drying trend is visible in 
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the western plains and near Florida, with wetting in most other parts of the continent, 

including many of the regions of increased SLP.  This complexity reflects the fact that 

precipitation trends are not only driven by changes in the large-scale atmospheric 

circulation, but also by thermodynamic effects (Held & Soden, 2006; Seager et al, 2010) and 

local processes.   

 

The right column of Figure 2.9 shows the standard deviation of these trends across all 40 

ensemble members—essentially a quantification of internal variability.  The maximum 

variance in SLP trends occurs over the Aleutian Islands, and in a region stretching from 

Greenland to northern Europe.  The maximum variance in precipitation, by contrast, occurs 

largely over the North American continent, and just off the U.S. east coast, with a second 

maximum located west of Hawaii.   

 

To determine whether CESM is representative of most global climate models, I have 

compared the SLP and precipitation trends shown in Figure 2.9 with the multi-model mean 

trend from CMIP5 models (see Figure 2.10).  In general, while there are considerable 

disparities among individual CMIP5 models, CESM is a reasonably good representative of the 

multi-model mean.  For this reason, and due to the availability of the large ensemble, I focus 

on CESM in this study.    

 

The trends in Figure 2.9 show little resemblance to the anomalies associated with Hadley 

cell expansion (Figure 2.7), except perhaps in the far northern part of the Atlantic Ocean.  

This suggests that Hadley cell expansion alone is a poor predictor of future climate change in 
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North America.  I must therefore consider other dynamical processes—such as the 

subtropical highs—if I are to more fully understand the overall trends in precipitation.   

 

To explicitly define the contribution of the subtropical highs to the projected precipitation 

trends for the 21st century, I first consider the trends in the subtropical high indices 

themselves.  The left panel of Figure 2.11 shows the observed trends in subtropical high 

indices for the period 1980-2016, defined using the five reanalysis data sets and the Hadley 

Centre SLP data set described in Section 2.2.2.  The most notable observed trend is the 

negative (westward) trend in NASH longitude.  As previously noted by Li et al (2011), this is 

consistent with modeled shifts in 21st century warming scenarios.  However, I cannot 

unambiguously distinguish the observed trends from internal variability.  The right panel of 

Figure 2.11 shows trends in 37-year periods from the CESM fully-coupled control run (a total 

of 48 non-overlapping 37-year periods can be cut from the 1800-year run).  This panel 

represents the range of trends produced by unforced internal variability in the climate 

system (at least as represented by CESM).  Comparison of the two panels shows that none of 

the observed trends clearly stands out from internal variability during this 37-year period, 

though the observed NASH longitude and NPSH latitude trends are the closest as they are 

each in the 92nd percentile of the model trends.  A similar analysis with the uncoupled 

control run (not shown) yields essentially the same conclusions.  As noted in the previous 

subsection, trends in these indices are somewhat sensitive to the choice of metric.  The 

longitude trends, in particular, are smaller if a land-sea mask is used, as discussed in Section 

2.2.3.  Additionally, pressure cutoffs larger than 1018 hPa give noisier trends—as the 

centroids in those cases are defined over smaller regions.   
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Figure 2.12 shows the trends in the subtropical high indices for all ensemble members of 

CESM-LENS over the period 2006-2100, representing the RCP8.5 time period, as well as the 

trends for 24 CMIP5 models over the same time period.  Note that the scales differ between 

Figures 2.11 and 2.12, and that the trends in Figure 2.12 (left) have smaller variances than 

those in Figure 2.11 (right) (as the former show 95-year trends as opposed to 37-year 

trends).  For the CESM-LENS data (Figure 2.12, left), 21st century trends in the strength of the 

subtropical highs are consistently positive for the Atlantic, and generally negative for the 

Pacific.  The NPSH moves south and east in all ensemble members, and the NASH moves 

west and slightly north in most.  In CMIP5 models, the multi-model mean trends (Figure 

2.12, right) generally have the same sign as the trends from CESM-LENS, but there is a large 

spread in the trends across individual CMIP5 models.  

 

These results are broadly consistent with the findings of W. Li et al (2012), based on CMIP3 

data, which showed a strong westward extension of the western margin of the NASH, some 

northward extension of the NASH, and an eastward trend for the NPSH position.  (The 

southward shift and weakening of the NPSH reported here appear to differ from that study 

however—possibly a result of the differing methodology.)  L. Li et al (2012) and Li et al 

(2011) also reported westward shifts of the NASH from preindustrial conditions to the 21st 

century.  He et al (2017) reported strengthening of the NASH and weakening of the NPSH in 

CMIP5 models, and the results shown here replicate this for both CMIP5 and CESM-LENS, 

though in CMIP5 the spread is very large.   

 

Using the CESM-LENS subtropical high trends in Figure 2.12, I now calculate the component 

of the 21st century precipitation trends over North America (as shown in Figure 2.9) that are 
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congruent to the changes in the subtropical highs.  For example, to find the precipitation 

trend congruent to the eastward shift in the NPSH, I take the regression pattern of 

precipitation onto NPSH longitude, using the CESM 2600-year uncoupled control run, as 

shown in Figure 2.1 (top right).  I then multiply this pattern (converted to units of mm/day 

per degree longitude) by the ensemble-mean trend in the NPSH longitude from CESM-LENS 

(Figure 2.12, left).  This gives an estimate of the anticipated trend in precipitation 

attributable to the trend in the NPSH longitude alone.  The resulting patterns for all of the 

subtropical high indices are shown in Figure 2.13.  Note that these patterns are by 

construction the same as in the right-hand panels of Figures 2.1-2.2, but with different 

magnitudes.  These maps suggest that among the three NPSH indices, the longitude has the 

largest impact on precipitation over North America, with the latitude and strength playing 

considerably smaller roles.  For the NASH, the most important index is again the longitude, 

with strength also playing some role, and latitude having very little impact over North 

America.  By comparison with Figure 2.13, I use the same method to compute the 

precipitation trends congruent to the trends in Hadley cell width and strength during the JJA 

season.  These Hadley cell-congruent trends are much weaker than those for the subtropical 

high indices (not shown).   

 

In interpreting Figure 2.13, it is important to remember that the individual contributions of 

the longitude, latitude, and strength of the subtropical highs are not independent (Table 

2.2), nor do they jointly explain all of the full precipitation trend.  Thus, this figure should not 

be viewed as a “decomposition” of the full trend into individual forced components.   
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Returning to Figure 2.9, note that the total trends in 21st century precipitation projected by 

CESM do not closely resemble any single panel of Figure 2.13.  Perhaps the closest match is 

the precipitation trends in the eastern United States and off the east coast, which somewhat 

resemble those associated with the westward shift of the NASH (compare the bottom left 

panel of Figure 2.9 with the top right panel of Figure 2.13).  The lack of correspondence 

between the precipitation trends in Figures 2.9 and 2.13 is perhaps to be expected, since a 

superposition of so many individual influences can be difficult to separate visually into its 

components.  Nonetheless, this raises an important question: what fraction of the total 

precipitation trends are actually explained by the subtropical high indices defined here?   

 

To answer this question, I divide the congruent trends by the total modeled precipitation 

trend for the same location and the same season.  The resulting quotient maps (not shown) 

demonstrate that the congruent precipitation trends shown in Figure 2.13 often have 

magnitudes of 30% or more of the full trend during the JJA season—at least in some regions.   

 

To put this 30% figure in context, half or more of the full precipitation trend is likely due to 

the thermodynamic effects of climate change rather than changes in the mean circulation 

dynamics (see Seager et al, 2010).  With the combined effects of all mean circulation 

changes accounting for half or less of the full trend, the fact that shifts in the position or 

strength of the two subtropical highs can in some locations account (individually) for around 

30% of this total suggests that these indices do rather well at capturing the circulation 

changes relevant for North American precipitation.   
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Figure 2.14 compares the magnitudes of congruent trends in precipitation across selected 

regions of North America.  The regions are shown in the top right panel, and for each region, 

I show the ensemble-mean congruent trends averaged over the region, with each error bar 

showing twice the ensemble standard deviation.  The two vertical axes in each panel show 

the absolute trend (left axis) and the 95-year trend as a fraction of climatological mean JJA 

precipitation for the region (right axis).  In the northwestern United States, the NPSH 

longitude is overwhelmingly the dominant influence, with latitude and strength playing 

secondary roles.   In the Southwest, all of the congruent trends are small, consistent with the 

fact that in the regression maps (Figures 2.1-2.2), this is often a transition zone between 

regions of drying and regions of wetting.  In the Southeast—perhaps surprisingly—the NPSH 

indices actually play a somewhat larger role than the NASH indices, suggesting a 

considerable downstream influence for the NPSH.  This is consistent with the findings of 

Grise et al (2013), who found that storm track variability in the southeastern United States 

was dominated by Rossby wave trains emanating from the Pacific sector rather than by the 

NAO (cf. their Figure 9).  For both NPSH and NASH, the longitude is the most important index 

in the Southeast, with the strength playing a secondary role.  Note that the trends in the 

NPSH and NASH longitudes have competing influences in the Southeast.  The eastward shift 

of the NPSH would promote decreased precipitation, while the westward shift of the NASH 

would promote increased precipitation.   

 

2.4 Conclusions 

In order to predict trends in North American precipitation over the 21st century, it will be 

crucial to understand the local effects of large-scale circulation changes.  The expansion of 

the Hadley cells has been extensively studied, and is known to impact precipitation in some 
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regions.  However, these impacts are zonally asymmetric, and appear to be mediated in part 

by the connection between Hadley cell expansion and the motions of the subtropical highs.  

Since these highs also move in more complex ways which cannot be captured by Hadley cell 

metrics, one can obtain a more detailed picture of regional precipitation changes by 

studying the subtropical highs directly.   

 

I have considered three indices each for the subtropical highs over the North Pacific and 

North Atlantic Oceans: the longitude of the centroid, the latitude of the centroid, and the 

strength.  The results shown here suggest three major conclusions:  

(1) Short-term (monthly) variability in SLP and precipitation over North America has 

comparable sensitivity to the longitude, latitude, and strength of the subtropical 

highs (Figures 2.1-2.2 & 2.5-2.6), suggesting that all three need to be considered.  

Hadley cell width and strength—on the other hand—have much weaker impacts, 

particularly during summer months (Figure 2.7).   

(2) In global climate model simulations of the 21st century, the projected long-term 

trends in JJA precipitation over North America are most strongly affected by the 

longitudes of the North Atlantic and North Pacific highs (Figure 2.13).     

(3) Of the trends in precipitation over North America that can be attributed to dynamical 

effects, a large portion can be explained by changes in the subtropical highs.   

 

These results suggest that trends in subtropical high indices are a promising line of research 

for understanding the zonally-asymmetric impacts of climate change on precipitation.  It is 

noteworthy, however, that none of the subtropical high trends observed during the 1980-
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2016 period clearly stands out from internal climate variability (Figure 2.11).  Still, if 

atmospheric greenhouse gas concentrations continue to increase, it is likely that shifts in the 

longitude of the subtropical highs over both the North Pacific and North Atlantic Oceans will 

have a significant influence on North American climate in the 21st century.  This influence is 

likely to be substantially larger than that associated with the more commonly discussed 

poleward shift of the Northern Hemisphere Hadley cell edge.    
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Chapter 3: Impacts of Subtropical High Shifts on Eastern Boundary 

Currents 

 

3.1 Introduction 

Near-surface ocean currents are primarily wind-driven.  On the eastern sides of midlatitude 

oceans, for example, the eastern flanks of the subtropical high-pressure systems are 

associated with winds toward the equator which drive the eastern boundary currents.  

These currents in turn generate offshore movement of water by Ekman drift.  In accordance 

with mass balance, this offshore movement is compensated by upwelling of deep, nutrient 

rich water to the photic zone, which fuels some of the most productive marine ecosystems 

on Earth.  Future trends in ecosystem productivity in these eastern boundary current regions 

are not well-understood (Xiu et al, 2018), but changes in upwelling-favorable winds driven 

by anthropogenic climate change could have large impacts on such ecosystems (Bakun et al, 

2015, Jacox et al, 2016).   

 

One possible source of such wind changes that has been explored in the literature is the 

expected increase in land-sea temperature contrast with global warming (Bakun, 1990).  This 

hypothesis suggests that upwelling-favorable winds will amplify as the local temperature 

gradient near eastern boundary currents increases, thereby enhancing upwelling.  However, 

attempts to detect this effect in observations or in climate models have yielded mixed 

results (Belmadani, et al, 2014; Rykaczewski et al, 2015; Snyder et al, 2003; Sydeman et al, 

2014).   
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Alternatively, surface winds could also respond to horizontal shifts in the large-scale 

atmospheric circulation, such as the poleward expansion of the Hadley cells (Lu et al, 2007, 

Vallis et al, 2015).  The causes and impacts of Hadley cell expansion have been extensively 

studied (Lu et al, 2007; Vallis et al, 2015; Grise et al, 2019a; Staten et al, 2018; Amaya et al, 

2018).  However, in boreal summer, sinking air in the Northern Hemisphere (NH) is strongly 

split into the North Atlantic and North Pacific subtropical highs (NPSH and NASH, 

respectively), in contrast to the more zonally-symmetric descent observed in boreal winter 

(Rodwell & Hoskins, 2001).  Therefore, shifts in these individual subtropical highs may be 

more relevant to NH summer climate than changes in the zonal mean Hadley cell (Schmidt & 

Grise, 2019), and may also produce a larger marine ecological impact (Belmadani et al, 

2014).   

 

Very few studies have investigated the marine ecological response to future changes in the 

large-scale circulation, and none have studied the relative contributions of the zonal mean 

Hadley cell and the subtropical highs to these marine impacts. In order to fill these 

knowledge gaps, I will address the following two questions.  (1) How does upwelling respond 

to short-term (month-to-month) variability in the Hadley cell and the subtropical highs?  (2) 

Which of these dynamical processes is more important for driving long-term (21st century) 

trends in upwelling?  I focus primarily on the California Current system—with results for the 

Canary current included for comparison.  I also primarily consider the June-July-August (JJA) 

season, which roughly corresponds to the timing of peak chlorophyll in these regions 

(though I will briefly compare these results with those for other seasons).    
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I find that month-to-month variability in upwelling (represented by upwelling-favorable 

winds and chlorophyll) in the California Current is more sensitive to the NPSH than to the 

Hadley cell.  Furthermore, using a large ensemble of simulations from the Community Earth 

System Model (CESM), I find that 21st century trends in upwelling are also much more 

sensitive to the subtropical high than to the Hadley cell.  Furthermore, much of the 

uncertainty in 21st century upwelling trends across model ensemble members can also be 

attributed to uncertainty in the future evolution of the NPSH.   

 

3.2 Data & Methods 

3.2.1 Data 

In this study, I use a combination of model output, observations, and reanalysis products.  To 

study short-term variability, I use monthly-mean output from the first 500 years of an 1800-

year fully-coupled control run of the Community Earth System Model (CESM; NCAR, 2015; 

Kay et al, 2015).  In particular, I use sea-level pressure (SLP) to calculate the positions and 

strengths of the subtropical highs, and upper-level meridional winds to calculate the width 

and strength of the NH Hadley cell.  To study variability in upwelling and the simulated 

marine ecological response, I use the surface wind stress and chlorophyll variables, the latter 

of which is a reliable indicator of nutrient availability driven by upwelling in the upper ocean.  

Chlorophyll is reported as three separate variables—diatom chlorophyll, diazotroph 

chlorophyll, and small phytoplankton chlorophyll—each as a function of water depth.  I add 

all three of these and integrate over depth from 0 to 95 meters to estimate the total photic 

zone chlorophyll.   
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To study 21st century trends, I use the same variables from the CESM Large Ensemble (CESM-

LENS), which contains 40 runs of the same model under identical forcings—the 

Representative Concentration Pathway (RCP) 8.5 scenario from 2006 to 2100—but with 

differing initial conditions to represent the effects of unforced internal variability.  Note that, 

due to the difficulties of modeling long-term trends in marine chlorophyll and net primary 

productivity (Rykaczewski & Dunne, 2010; Taucher & Oschlies, 2011), the winds should 

probably be regarded as the more reliable component of the trend analysis.  Nonetheless, as 

I will show below, the wind and chlorophyll results are consistent with each other.  

 

When possible, I validate the model-derived results by comparison with data from the 

European Centre for Medium-Range Weather Forecasts (ECMWF) Interim reanalysis data set 

(ERA-Interim; ECMWF 2009; Dee et al, 2011).  One slight difference between model and 

reanalysis variables is that—due to data availability—I use 10-meter wind from ERA-Interim 

and surface wind stress from CESM.  I also compare modeled chlorophyll with observations 

from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) onboard the SeaStar satellite, 

which provides the longest-running available time series of chlorophyll observations.  I use 

monthly SeaWiFS data from January 1998 to December 2010, with a spatial resolution of 9.2 

km (O’Reilly et al, 1998; NASA Goddard, 2018).    

 

3.2.2 Methods 

I compute the positions of the subtropical highs following the method described in Chapter 

2.  Briefly, let the center of the NPSH in a given month be the centroid of the SLP > 1018 hPa 

region within the rectangle 100°W—180°W, 0—60°N, and let the center of the NASH be the 

centroid of the SLP > 1018 hPa region within the rectangle 0°—100°W, 0—60°N.  Next, let 
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the strength of each high be the average SLP over a 10° longitude-by-10° latitude box 

centered at the location defined above (see also Song et al, 2018).  For reference, the 

correlations among the anomalies of these indices are shown in Table 3.1.   

 

I use a common definition in which the poleward edge of the Hadley cell is given by the 

latitude at which the 500 hPa zonal mean meridional mass streamfunction (𝛹500) crosses 

zero between 15°N and 45°N.  The strength of the Hadley cell is the maximum value of 𝛹500 

between the equator and the edge defined above.  The subtropical high indices as defined 

above are poorly correlated with the Hadley cell indices (see Chapter 2), so the two may be 

treated to a reasonable approximation as separate processes (see also Rodwell & Hoskins, 

2001).   

 

3.3 Results 

Figure 3.1 shows the JJA climatological surface winds and chlorophyll in the region 

surrounding the California Current from observations (left panel) and the CESM control run 

(middle panel).  Results for the Canary current are shown in Figure 3.2.  I will focus on the 

JJA season, as upwelling and nutrient availability (indicated by chlorophyll) in the California 

Current region (red box in Figure 3.1) reaches its peak in June and July, according to SeaWiFS 

satellite observations, and in August according to CESM.  In both observations and CESM, 

the JJA climatology is characterized by surface northerly winds paralleling the coast of 

California along the eastern flank of the NPSH, with enhanced regions of chlorophyll along 

the North American Pacific coast and in the interior North Pacific Ocean.  The modeled 

chlorophyll follows a similar spatial pattern to the observations, but does not capture the 
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magnitude or meridional extent of the sharp peak immediately off the coast—a point I will 

revisit later.   

 

The right panel of Figure 3.1 shows the CESM simulated trends in chlorophyll and wind 

stress in the California Current region for the period 2006-2100.  Consistent with Figure 3 of 

Rykaczewski et al (2015), a decrease in upwelling is apparent in the high-chlorophyll region 

just off the coast.  In the next section, I will explore some of the drivers of this trend.  I first 

note that the decrease in upwelling contrasts with the aforementioned Bakun Hypothesis 

(Bakun, 1990).  This does not necessarily suggest that Bakun mechanism is not operating, 

but it does show that this mechanism is not strong enough to dominate the modeled trend.   

 

3.3.1 Short-Term Variability 

The full trend shown in Figure 3.1 (right) may be driven in part by changes in the NPSH or 

the Hadley cell.  To better understand the sensitivity of chlorophyll and wind stress to these 

dynamical drivers, I compute the regression of modeled surface wind stress and chlorophyll 

to month-to-month variability in the position and strength of the NPSH (Figure 3.3, top row) 

and the width and strength of the NH Hadley cell (bottom row) in the CESM control run.   

 

Figure 3.3 shows that an eastward shift of the NPSH (top left panel) is associated with 

southerly (upwelling-unfavorable) wind anomalies, and accordingly, negative chlorophyll 

anomalies.  By contrast, both northward displacement and strengthening of the NPSH (top 

center and top right panels) are associated with northerly (upwelling-favorable) wind 

anomalies, and corresponding positive anomalies in total chlorophyll.  (Figure 3.4 shows the 

same results with a wider field of view.)  Note that despite the similarity of these last two 
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patterns, the NPSH latitude and strength are only weakly correlated (r = 0.14; Table 3.1.  A 

poleward shift of the Hadley cell (bottom center panel) is associated with a very weak 

enhancement of upwelling, and a strengthening of the Hadley cell (bottom right panel) is 

associated with a weak suppression of upwelling.  Based on these results, it is clear that the 

wind and simulated marine ecological response—as measured by chlorophyll—both respond 

more strongly to the NPSH than to the Hadley cell. This is likely due to the weakness of the 

NH Hadley cell during boreal summer, and the fact that the zonal mean circulation misses 

crucial aspects of the regional circulation (Rodwell & Hoskins, 2001).   

 

Note that variability in the NASH longitude and latitude and NH Hadley cell width do not 

have a significant impact on the upwelling in the Canary current system along the African 

coast (Figure 3.5).  However, a strengthening of the NASH does result in relatively strong 

northeasterly wind stress anomalies much closer to the African coast, and corresponding 

positive chlorophyll anomalies.  Changes in Hadley cell strength also produce a response 

comparable to that for NASH strength. The differences in the wind and chlorophyll 

responses to Hadley Cell strength in the California and Canary currents is noteworthy, and 

reinforces earlier results that zonal mean Hadley Cell variability projects differently on 

regional scales where impacts are felt (Staten et al, 2019, Amaya et al, 2018).   

 

I have also repeated the analyses from Figures 3.3 & 3.5 using observations (not shown).  

The model and reanalysis wind responses are generally consistent, with one exception: wind 

anomalies associated with an eastward shift of the NPSH are northerly in the reanalysis, but 

southerly for the model (Figure 3.3, top left; see also Figures 2.1 & 2.5).  I will return to this 
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point in the conclusions.  Also note that for chlorophyll, the observed time series is not long 

enough to distinguish statistically significant regression patterns.   

 

3.3.2 Trends 

The results in Figure 3.3 demonstrate that the NPSH is a stronger driver than the Hadley cell 

for short-term variability in the California Current system.  Because the 21st century wind 

stress and chlorophyll trends from CESM (Figure 3.1) qualitatively resemble the patterns 

associated with short-term variability in the NPSH (Figure 3.3), it is natural to ask what role, 

if any, trends in the atmospheric circulation play in the models’ chlorophyll trends.   

 

To do this, I quantify trends associated with individual circulation drivers by using the 

concept of a “congruent trend.”  For example, if the regression of chlorophyll to NPSH 

latitude at some location 𝑥 is 𝑅(𝑥), and the trend in NPSH latitude for some model scenario 

is 𝑇, then the trend in chlorophyll congruent to NPSH latitude would be simply 𝑇 ⋅ 𝑅(𝑥).  

This method makes the implicit assumption that the same dynamics by which circulation 

changes modify upwelling on month-to-month timescales also operate on the lower-

frequency timescales of century-long trends, an assumption I will test in the next section.    

 

Over the 2006–2100 period in the RCP 8.5 scenario, the CESM projects that the NPSH will 

shift eastward and slightly southward, and weaken.  These trends are fairly robust across 

ensemble members of CESM, but they vary substantially among other CMIP5 models (see 

Figure 2.12).  Figure 3.6 shows the corresponding trends in CESM-LENS chlorophyll and wind 

stress congruent to each of these NPSH indices.  By construction, the spatial patterns are 

identical to those shown in the top row of Figure 3.3, but they are scaled by the CESM-LENS 
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ensemble-mean trend in the NPSH longitude, latitude, and strength (i.e., the trends 

averaged over all 40 CESM-LENS ensemble members).  Figure 3.6 shows that the eastward, 

southward, and weakening trend in the NPSH are all associated with weakening of 

upwelling-favorable winds and reduction of chlorophyll.  Trends congruent to Hadley cell 

width and strength are too weak to be clearly visible on the same scale—a reflection of the 

near-zero trends in the NH Hadley cell strength and width in CESM during the JJA season, as 

well as the weak sensitivity of the California Current system to the summertime Hadley cell 

(Figure 3.3, bottom row).  For the North Atlantic, the trends congruent to NASH longitude 

and latitude are also quite weak, but a projected 21st century strengthening of the NASH is 

associated with a stronger trend toward more upwelling (Figure 3.7).   

 

To put these congruent trends into context, one can compare them with the full trends as 

shown in Figure 3.1 (right panel).  Specifically, compute the congruent trends as fractions of 

the full trend, with both averaged over the red box in the right panel of Figure 3.1.  The 

results are shown in the top row of Figure 3.8.  The modeled trends in the NPSH longitude, 

latitude, and strength individually account for 22%, 7%, and 15%, respectively, of the full 

chlorophyll trend, and larger fractions of the surface wind stress trend.  Note that some of 

the modeled decrease in upwelling is likely due to warming of the surface water and the 

resulting increased stability (McGowan et al, 2003), rather than to any effect of atmospheric 

dynamics.  Hence, if one considered dynamically-driven trends alone, the percentages 

explained by subtropical highs would be even larger.  By contrast, the trends congruent to 

Hadley cell indices as fractions of the full trends are near zero, due to the very small Hadley 

cell trend during the JJA season in CESM and the weak sensitivity of the California Current 

system to the Hadley cell (Figure 3.3, bottom row).   
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In region of the Canary current, by contrast, both the modeled climatological chlorophyll and 

the full trend in chlorophyll are much larger, and changes in the NASH and NH Hadley cell 

only account for a very small portion of this full chlorophyll trend—often in the opposite 

direction (Figure 3.9).  While 21st century changes in the NASH are anticipated to be 

significant drivers of North Atlantic climate (W. Li et al, 2011, L. Li et al, 2012; Schmidt and 

Grise, 2019), the region of primary impacts does not appear to be located close enough to 

the African coast to strongly influence the Canary current upwelling.   

 

In the other seasons (December-January-February, March-April-May, and September-

October-November), detailed impacts differ, but one pattern remains consistent: while the 

subtropical highs can explain substantial fractions of wind and/or chlorophyll trends, the 

Hadley cell is always a relatively weak influence (not shown).  Across all seasons, both 

basins, and all three variables (chlorophyll and the u- and v-components of surface wind 

stress), Hadley cell width and strength never account for more than 7% of the full trend, and 

usually much less.   

 

It is worth noting that, due to the differences between the observed and model climatology 

(Figure 3.1), the actual chlorophyll response to various circulation changes may be stronger 

and more meridionally elongated than the model-derived results shown here.  Furthermore, 

the seasonality of the chlorophyll response would likely differ according to latitude—an 

effect which would be difficult to explore in the meridionally-limited CESM response.  

Nonetheless, these caveats are unlikely to change the main conclusion: upwelling trends are 

driven more by subtropical high shifts than by Hadley cell expansion.   
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3.3.3 Correlations Across Trends 

As mentioned above, one potential weakness of the “congruent trend” method is that it 

uses short-term sensitivity as a proxy for long-term sensitivity.  To test the long-term 

sensitivity more directly, I wish to determine whether individual ensemble members with 

larger subtropical high trends also have larger trends in wind or chlorophyll.  First, compute 

trends in the upwelling-related variables (chlorophyll and u- and v-component wind) 

averaged over the red box from Figure 3.1.  Then compare these upwelling trends with the 

trends in subtropical high indices by computing the correlation and percent variance 

explained across the 40 CESM-LENS ensemble members of (for example) the 40 trends in 

chlorophyll with the 40 trends in NPSH latitude.   

 

All nine of the correlations have the same signs that one would expect from Figure 3.3, and 

most are statistically significant, with magnitudes up to about 𝑟 =  0.5 (Table 3.2).  Among 

those, the trends in subtropical high indices each individually explain 7% to 27% of the 

variance in chlorophyll and wind stress trends (Figure 3.8, bottom row).  For Hadley cell 

width and strength, correlations are again of the expected sign, but trends in the Hadley cell 

indices generally explain only 1–2% of the variance in chlorophyll and wind stress trends 

(with one exception: the trends in Hadley cell strength do explain 9% of the variance in 

chlorophyll trends).   

 

Two conclusions follow from this result.  First, this confirms that the model’s long-term 

response to subtropical high shifts is at least qualitatively similar to its short-term response, 

adding confidence to results derived from the “congruent trend” method.  Second, this 
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result identifies a major source of error in predicting future changes in the California Current 

system.  Namely, that much of the uncertainty in upwelling trends due to internal variability 

can be traced to uncertainty in the future evolution of the subtropical highs.   

 

3.4 Conclusions 

In the NH, eastern boundary current systems are more sensitive to future changes in 

subtropical high longitude, latitude, and strength than to Hadley cell changes.  The 

dynamical reasons for these subtropical high trends themselves are a subject for further 

study.   

 

For the California Current region in particular, the projected 21st century eastward shift of 

the NPSH can explain about 22% of the projected decline in chlorophyll, with the predicted 

southward shift and weakening explaining 7% and 15% respectively.  These results extend 

the findings of previous studies such as Rykaczewski et al, (2015).  That study reported a 

poleward shift of upwelling-favorable winds in many eastern boundary current regions (and 

a decrease in upwelling-favorable winds in the California current region) for the RCP8.5 

scenario, but here I have been able to more explicitly compute the portions of that full trend 

in upwelling that can be attributed to various atmospheric drivers.  Furthermore, 

comparison across ensemble members of CESM-LENS confirms that trends in the NPSH also 

account for a significant portion of the uncertainty in future upwelling trends in the 

California Current.   

 

It is important to emphasize that due to both model uncertainty and internal variability, the 

future trends in the subtropical highs are not well constrained (Rykaczewski et al, 2015; 
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Schmidt & Grise, 2019; Xiu et al, 2018).  Furthermore, for the NPSH longitude at least, there 

is a discrepancy between the CESM simulated wind response and the response seen in 

reanalyses.  All of this means that the results found here should not be interpreted as 

predictions of specific values for future upwelling.  Rather, these results identify a major 

driver—and a major source of uncertainty—of the future trends in upwelling.  Specifically, 

much of the uncertainty in the future of California Current upwelling can be traced back to 

uncertainty in the future evolution of the NPSH.   
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Chapter 4: Dynamical Drivers of Subtropical High Shifts 

 

4.1 Introduction 

The previous chapters have examined the anticipated impacts of shifts in the North Pacific 

and North Atlantic subtropical high-pressure regions (NPSH and NASH, respectively) on 

twenty-first century climate.  Those results suggest that subtropical high shifts are major 

drivers of modeled trends in precipitation, surface wind, wind-driven ocean currents, and 

marine chlorophyll.  So far, however, I have treated the subtropical high trends themselves 

as given.   

 

A second question is worth considering now: by what mechanisms does warming drive these 

changes in the subtropical highs?  While the drivers of Hadley cell expansion have attracted 

considerable interest (Frierson et al, 2007; Lu et al, 2007; Kang & Lu, 2012; Amaya et al, 

2018; Grise et al, 2019a), relatively little work has been done on the dynamics leading to 

subtropical high shifts (but see W. Li et al, 2012, who attributed the observed westward shift 

of the NASH to anthropogenic warming).  In this chapter, I will address this question in two 

ways.  (1) I use a timescale analysis to determine whether the subtropical high indices 

respond rapidly or slowly to an abrupt increase in carbon dioxide concentration.  This can 

give some insight into whether the indices are responding to rapid processes such as direct 

radiative forcing, or slow processes such as surface warming.  (2) After identifying the 

primary geographic region of increased pressure associated with a shift in one of the highs, I 

will attempt to identify the drivers of pressure change in that particular region.  These 

drivers will usually be some combination of temperature advection, vertical motion, and 
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diabatic heating/cooling.  Among these possible causes, I will look for one that has a 

geographic distribution consistent with the pressure increase, and a magnitude that is 

correlated with the pressure change across models.    

 

4.2 Methods 

4.2.1 Timescale Analysis 

The concept of timescale analysis is fairly simple: if the atmospheric CO2 concentration 

changes abruptly, some components of the climate system will respond instantaneously to 

the change in atmospheric composition, and others will adjust more slowly, for example on 

the timescale on which the ocean’s temperature adjusts to the change in atmospheric 

composition (hundreds of years).  One can learn something about the dynamics that may be 

driving a particular feature by comparing the response time of that feature with the 

response times of the potential drivers.   

 

Hence, instead of considering realistic model experiments in which the CO2 concentration 

increases gradually, one can instead use the abrupt4xCO2 runs of models that participated in 

Phase 5 of the Coupled Model Intercomparison Project (CMIP5; WCRP, 2011; Taylor et al, 

2012), in which the CO2 concentration abruptly quadruples at the beginning, and then the 

run continues for 140 years or more with no additional change in radiative forcing.  The 

models used here are listed in Table 4.1.  In these runs, at least two timescales emerge: (1) 

the direct radiative effects of CO2 are mediated by the bulk emissivity of the atmosphere, 

and therefore adjust instantaneously.  (2) Warming of the surface proceeds more slowly, and 

takes 65 years to reach 90% of its final value (defined as the years 101-150 average), largely 

due to the very high heat capacity of the oceans (Grise & Polvani, 2017).  Ceppi et al. (2018) 
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and Zappa et al (2020) found that the second timescale can actually be further subdivided 

into a faster and a slower component due to varying timescales in the pattern of SST 

warming, requiring on the order of years and decades, respectively, though I will not focus 

on this distinction here.  Previous studies using this method have found that Hadley cell 

expansion and poleward shifts of the polar-front jets occur primarily in the fast response 

(Grise and Polvani 2017; Ceppi et al, 2018), but that the shift of the subtropical jet is slower 

(Menzel et al, 2019).   

 

In addition to the analysis of the abrupt4xCO2 experiment, I will also, for comparison, 

consider the amip4xCO2 and amip4K experiments available from some CMIP5 models.  In 

the amip4xCO2 experiment, the atmospheric CO2 concentration is abruptly quadrupled, but 

the sea-surface temperatures are fixed to historical values over the 30-year period 1979-

2008.  By contrast, the amip4K experiment increases sea-surface temperatures by 4 Kelvins 

everywhere compared to historical values, but CO2 concentration is held to its observed 

values over the 1979-2008 period.  The corresponding control run in both cases is the amip 

experiment, in which both CO2 and sea-surface temperatures are fixed to historical values.  

The utility of these experiments comes from the fact that they cleanly separate SST changes 

from the CO2 direct effect, and this technique has been used widely in previous studies (e.g., 

Grise & Polvani, 2014; Shaw & Voigt, 2015; He & Soden, 2017).  In the abrupt4xCO2 

experiment, one can assume that most of the change in the first few years is due to direct 

radiative forcing, but a small portion of the SST response may also exist even in these early 

years and may contaminate the results to some degree.  In the amip4xCO2 experiment, on 

the other hand, the SSTs never respond to the CO2 quadrupling, and in the amip4K 

experiment, the SST change is the only forcing that differs from the control run.  This 
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somewhat cleaner separation of effects comes at the cost of using a smaller number of 

models—only a minority of CMIP5 models performed the amip4xCO2 and amip4K 

experiments (see Table 4.1).   

 

4.2.2 Spatial Patterns 

A second approach to the same question uses spatial patterns of potential drivers instead of 

timescales.  In particular, if a subtropical high-pressure system shifts position or changes in 

strength, this change will be manifested as a change in sea-level pressure (SLP) or low-level 

geopotential height, and one can identify the geographic pattern of this change.  (It may be 

worth noting that one cannot exactly speak of the subtropical high shift causing the SLP 

change or vice-versa.  Rather, since the high is defined in terms of pressure, the SLP change 

and the subtropical high shift are essentially the same process.)  Having identified this 

spatial pattern, one can then ask whether various potential drivers are acting in the 

appropriate region to plausibly cause the SLP change.   

 

After identifying promising drivers that are acting in the appropriate region and whose 

impact on SLP is of the appropriate sign, a second check is to compute the correlation across 

models between the SLP or geopotential height change in a given region and the magnitude 

of the driver in the same region.  That is, one can draw a box around the region of interest 

and compute, for each model, the spatially-averaged difference between the abrupt4xCO2 

value and the piControl value of this driver.  Next, compute the analogous spatially-averaged 

difference index for SLP.  If the correlation between SLP changes and changes in the driver is 

statistically significant, and of the appropriate sign for the process in question, then this 

would strengthen the case for this mechanism.   
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This method requires having some a priori knowledge of which processes to check.  To 

identify and decompose these processes, I use a modification of the framework 

demonstrated by Fink et al (2012), originally as a means of diagnosing pressure changes in 

extratropical cyclones.  That study begins by noting that the time derivative of surface 

pressure can be written as a sum of three terms: 

𝜕𝑝𝑠𝑓𝑐

𝜕𝑡
= 𝜌𝑠𝑓𝑐

𝜕𝜙𝑝2

𝜕𝑡
+ 𝜌𝑠𝑓𝑐𝑅𝑑 ∫

𝜕𝑇𝑣

𝜕𝑡
𝑑𝑙𝑛𝑝

𝑝2

𝑝𝑠𝑓𝑐

+ 𝑔(𝐸 − 𝑃)                          (4.1) 

Here 𝑝𝑠𝑓𝑐 and 𝑝2 are the surface pressure and the pressure at the nominal top of the 

column, respectively, 𝜙𝑝2
 is the geopotential height at the top of the column, 𝜌𝑠𝑓𝑐 is the 

surface air density, 𝑅𝑑 = 287
𝐽

𝑘𝑔 𝐾
 is the specific gas constant for dry air, 𝑇𝑣 is virtual 

temperature, 𝑔 = 9.81 𝑚/𝑠2 is the acceleration due to gravity at the surface level, and 𝐸 

and 𝑃 are the evaporation and precipitation rates at the surface, respectively.  Conceptually, 

the first term on the right-hand side represents the effect that a change in geopotential 

height at the top of the column would have on pressure at the surface.  The second term 

represents the pressure change due to any change in temperature (whether diabatic or 

adiabatic) within the column, and the last term represents mass loss or gain in the column 

due to changes in water content.  This last term will generally be small compared to the 

others.  The exact decomposition of these terms will depend on the height chosen for the 

column (i.e. the choice of 𝑝2) which may be made as a matter of convenience depending on 

the process under consideration.  For modeling purposes, 𝑝2 can simply be the highest 

model level.   
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The second part of the decomposition is a representation of the integrated temperature 

tendency (dubbed 𝐼𝑇𝑇) as a sum of the following components:  

𝐼𝑇𝑇 = 𝜌𝑠𝑓𝑐𝑅𝑑 (∫ −𝑣 ⋅ ∇𝑝𝑇𝑣𝑑𝑙𝑛𝑝
𝑝2

𝑝𝑠𝑓𝑐

+ ∫ (
𝑅𝑑𝑇𝑣

𝑐𝑝𝑃
+

𝜕𝑇𝑣

𝜕𝑝
) 𝜔𝑑𝑙𝑛𝑝

𝑝2

𝑝𝑠𝑓𝑐

+ ∫
𝑇𝑣𝑄

𝑐𝑝𝑇
𝑑𝑙𝑛𝑝

𝑝2

𝑝𝑠𝑓𝑐

)     (4.2) 

Here 𝑐𝑃 = 1004
𝐽

𝑘𝑔 𝐾
 is the specific heat capacity of dry air at constant pressure, 𝜔 =

𝜕𝑝

𝜕𝑡
 is 

the vertical velocity in pressure coordinates, and 𝑄 is the rate of diabatic heating.  The first 

term on the right represents horizontal temperature advection (where “horizontal” refers to 

a fixed pressure level, not a fixed altitude), the second term represents adiabatic heating or 

cooling due to vertical motion, and the third term represents diabatic heating or cooling due 

to any source.  In the formulation of Fink et al, this equation is used with six-hourly data to 

diagnose the drivers of temperature change, 𝐼𝑇𝑇, which can then be used to diagnose the 

drivers of pressure change.  In this chapter, however, I will be using monthly data, and thus 

equation 4.2 will require some reinterpretation.  On monthly time scales, the rate of 

temperature change 𝐼𝑇𝑇 will be quite small compared to the various terms on the right-

hand side, and thus 𝐼𝑇𝑇 will be a small difference of large terms.  Hence, instead of using 

the sum of these three terms to predict 𝐼𝑇𝑇, it may be more helpful to assume the 𝐼𝑇𝑇 ≈ 0, 

and interpret this equation as a balance between the various sources of temperature change 

on the right-hand side.  This balance can be applied separately to the “before” and “after” 

conditions of the piControl and abrupt4xCO2 runs.  In this new form, the equation could still 

in principle be used to predict temperature: the diabatic heating term will include a 

contribution from emitted longwave radiation which is proportional to the fourth power of 

the air temperature, so if the other components of diabatic heating could be calculated and 
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removed, one could find the air temperature.  The key difference is that one is now inferring 

the temperature itself, rather than its rate of change.  However, I will not necessarily need to 

actually solve equation 4.2 for the temperature in this way.  The key is simply to note that if 

the temperature increases in some region, then the longwave radiation emitted by the 

atmosphere will increase along with it.  This must then be balanced by either a change in the 

other components of diabatic heating, or by the other terms from the equation.   

 

Conceptually, then, there are five potential drivers of surface pressure change to consider 

here: (1) changes in geopotential height at the top of the column, (2) changes in horizontal 

temperature advection, (3) changes in vertical motion, (4) changes in diabatic heating or 

cooling of the column, and (5) changes in mass due to precipitation and evaporation.  In 

calculations based on CMIP5 models, terms (1) and (5) are very small compared to the 

others (not shown), leaving only three primary processes to consider.  Among these three, 

midlatitude dynamics is sometime represented roughly as a balance between horizontal 

temperature advection and vertical motion, and tropical dynamics as a balance between 

vertical motion and diabatic heating (Rodwell & Hoskins, 2001).  I will examine the abrupt 

changes in these drivers using the difference between the JJA-season mean of the first 5 

years of the abrupt4xCO2 runs and the JJA-season mean of the piControl runs for the same 

models.   

 

4.3 Results 

4.3.1 Timescale Analysis 

The left panels of Figures 4.1 and 4.2 show the time series of the six subtropical high indices 

in the JJA seasons of the abrupt4xCO2 runs of CMIP5 models, with the piControl climatology 
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for the same months subtracted.  The bold black curve is the multi-model mean.  Each time 

series in these figures uses an 11-year centered running mean.  In Fig. 4.1, the most 

noticeable changes are an eastward shift and weakening of the NPSH, with the latitude 

change being quite small.  These results are consistent with those from Chapter 2, which 

used the more gradual CO2 increase of the RCP8.5 scenario.  All three NPSH indices respond 

slowly to CO2 quadrupling, and this timescale can be quantified in terms of the year in which 

the time series first exceeds 90% of its full change (defined as the years 101-150 mean 

minus the piControl mean).  This occurs in year 75 for NPSH longitude, year 49 for latitude, 

and year 73 for strength.  Note that there is a very large spread between models, especially 

apparent in the NPSH longitude.  This is also consistent with the findings of Chapter 2, which 

showed that the subtropical highs are difficult to predict and that model uncertainties are a 

large part of the reason (see the right panel of Figure 2.12).   

 

The time series of the NASH indices stand in stark contrast to those for the NPSH.  For the 

NASH, the most substantial change among the three indices is a large westward shift.  The 

most striking difference though, is that this westward shift occurs abruptly: by year 6 the 

NASH has already moved to its new position more than 2 degrees west of its original 

position, and then essentially stops moving even though the global-mean surface 

temperature continues to increase.  The NASH latitude and strength have slower responses, 

but these are relatively weak compared to either the abrupt westward shift of the NASH or 

the slow changes in the NPSH.  This striking difference in timescales between the two basins 

suggests a difference in the underlying dynamics.   
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For comparison with these results, the right-hand panels of Figures 4.1-4.2 show the 

averages of the subtropical high indices in the JJA seasons of the amip4xCO2 and amip4K 

experiments, with the amip average subtracted.  In principle, the amip4xCO2 shifts should 

correspond roughly to the fast response in the abrupt4xCO2 runs, and the amip4K shifts 

should correspond to the slow response.  The signs do in fact agree fairly well: the slow 

eastward shift of the NPSH in the abrupt4xCO2 scenario matches the eastward shift in the 

amip4K runs, for example.  The magnitudes do not agree as well.  This may reflect the fact 

that, due to differences in data availability, the left and right panels are based on 

overlapping but distinct sets of models.  (Only a relatively small subset of CMIP5 models 

performed the amip4xCO2 and amip4K runs; see Table 4.1).  The fairly large model 

uncertainty in subtropical high shifts already alluded to in Chapter 2 then results in random 

differences between the left and right panels.  Also, the amip4K runs use a uniform 4K SST 

increase everywhere, whereas the abrupt4xCO2 runs allow for both more complex spatial 

patterns of SST increase, and differing magnitudes of SST increase depending on the climate 

sensitivities of the various models.  In qualitative terms though, the amip4xCO2 and amip4K 

results roughly corroborate the earlier results from the abrupt4xCO2 scenario.   

 

4.3.2 Spatial Patterns and Potential Mechanisms 

The previous section suggests that the NPSH may respond to slow processes such as surface 

warming, and the NASH is more likely to respond to fast processes such as direct radiative 

forcing.  To further test these tentative conclusions, and to identify the particular 

mechanisms by which they influence the subtropical highs, I will now consider the spatial 

patterns in both the SLP changes and the proposed drivers.  This section summarizes 
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ongoing and unfinished work, and should be considered more hypothetical than the 

preceding chapters (and the previous section of this chapter).   

 

Figure 4.3 (top panel) shows the fast response of 1000 hPa geopotential height to CO2 

quadrupling—that is, the JJA-season average of years 1-5 in abrupt4xCO2 minus the JJA-

season average of piControl.  I have subtracted the Northern Hemisphere mean to more 

clearly show the anomalous regions.  A positive anomaly in low-level geopotential height 

(corresponding to an increase in SLP) can be seen in the Mexico-Caribbean region, and 

extending into the southwestern United States.  This is unsurprising: since the NASH shifts 

westward on this timescale, there must be either an increase in pressure on its westward 

flank or a decrease on its eastward flank, or both.  The more interesting result, however, is 

that there is a negative anomaly in geopotential height at 250 hPa above this same region 

(Figure 4.3, bottom panel).  This shows that the change in pressure is not a barotropic 

process, and suggests that the westward shift of the NASH is associated with a cold anomaly 

in the Mexico-Caribbean region.   

 

A cold anomaly does indeed exist in this region, in a relative sense.  Figure 4.4 shows the 

temperature change at 500 hPa, with the Northern Hemisphere mean subtracted.  A cold 

(blue) anomaly is clearly visible, and is centered in almost exactly the right region to account 

for the corresponding height changes.  Note that the cold anomaly exists only in the relative 

sense: the entire hemisphere does in fact warm in this experiment, but the warming is 

anomalously weak in this particular region.  Note also that while only the 500 hPa level is 

shown here, this relative cold anomaly can be seen at other levels in the troposphere.   
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To determine whether the cold anomaly is in fact linked to the geopotential height 

anomalies—as opposed to merely being spatially coincident—one can draw a box around 

the Mexico-Caribbean region (250°𝐸 − 290°𝐸, 15°𝑁 − 30°𝑁), average the geopotential 

height response and temperature response from Figures 4.3 and 4.4 within that box, and 

then compute the correlation between these two quantities across all the CMIP5 models 

used here.  In this region, the cross-model correlation between the 250 hPa height and 500 

hPa temperature responses is 𝑟 = 0.52, which is both statistically significant at the 𝑝 < 0.05 

level and of the appropriate sign (i.e. models with stronger cold anomalies also have larger 

decreases in 250 hPa height).  The 500 hPa level is a typical choice for the middle 

troposphere, but similar correlations of 0.38 ≤ 𝑟 ≤ 0.52 are found for temperatures at all 

levels from 600 hPa to 200 hPa, (and 250 hPa geopotential height in each case).  The 

correlation between the 1000 hPa height and 500 hPa temperature responses is 𝑟 = −0.20, 

which is of the expected sign, but not statistically significant (even with a one-tailed t-test).  

On the other hand, the correlations of the 1000 hPa height response with temperature 

responses are negative for temperature at almost all levels in the troposphere, suggesting 

that the relationship may be real but weak.   Hence, this test suggests that the upper-

tropospheric height anomalies are in fact linked to the temperature anomalies, while the 

link between the temperature anomalies and lower-tropospheric height is suggestive but 

not conclusive.   

 

We are now left with the question of why warming would be muted in this particular region.  

Recall that, according to equations 4.1 and 4.2, there are five terms that could drive SLP 

change, three of them via temperature changes.  These three candidate processes are 

horizontal temperature advection, adiabatic heating due to vertical motion, and diabatic 
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heating.  Using equation 4.2, I calculate the fast responses of horizonal temperature 

advection and vertical motion in the abrupt4xCO2 runs.  Neither has a spatial pattern 

consistent with the cold anomaly (not shown).  I further find that the terms from equation 

4.1 representing top-of-column geopotential height and precipitation minus evaporation are 

quite small.  The remaining term from equation 4.2 is diabatic heating.  In what follows, I 

propose several hypothesized mechanisms for the connection between carbon dioxide 

quadrupling and the cold anomaly, all of which involve changes in diabatic heating.   

 

4.3.3 Hypothesis 1 

First, I consider the possibility that the cold anomaly is caused by changes in longwave 

radiation—a component of the diabatic heating.  Diabatic heating itself is not directly 

reported in CMIP5 model outputs.  Thus, I will estimate the longwave component of diabatic 

heating based on three quantities that are reported: the outgoing longwave at the surface 

minus the sum of outgoing longwave at the top of the atmosphere and longwave down at 

the surface.  This gives the net longwave radiation absorbed by the atmosphere, which 

represents all longwave entering the atmosphere from the surface, minus all longwave 

leaving the atmosphere either toward the surface or toward space.  Equivalently, this net 

longwave represents absorption of longwave by the atmosphere minus emission from the 

atmosphere.  Note that since these quantities are only available at the surface and at the 

top of the atmosphere, this net longwave applies to the entire atmospheric column, and 

cannot be subdivided into the various pressure levels.  The result of this analysis is that, as 

seen in Figure 4.5, there is indeed a decrease in net longwave radiation absorbed by the 

atmosphere in roughly the Mexico-Caribbean region, although it is shifted somewhat to the 

east compared to the cold anomaly.  Recall that a decrease in net longwave indicates more 
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longwave radiation emitted by the atmosphere or less longwave radiation entering (or both), 

and this could cause cooling.  Note also that the reverse would not occur: cooling would not 

cause this decrease in net longwave—it would in fact have the opposite effect, so that in this 

case there is no ambiguity in the direction of causality, assuming that there is a causal link at 

all.   

 

If the change in net longwave is indeed responsible for the cold anomaly, one could then ask 

why the net longwave itself would respond so strongly in one particular region, given that 

CO2 is a well-mixed gas and that its increase—either in this idealized experiment or in the 

real atmosphere—is almost perfectly uniform across geographic regions.  One possible 

answer comes from the Stefan-Boltzmann law for a graybody approximation to the 

atmosphere:  

𝐸 = 𝜖 𝜎 𝑇4                                                                            (4.3) 

The longwave irradiance E is proportional to the emissivity 𝜖, which in turn increases with 

the concentration of CO2 and other greenhouse gases.  Note, however, that if 𝜖 increases 

uniformly everywhere, the change in E will still depend on the temperature of the base 

state:  

Δ𝐸 ≈ Δ𝜖𝜎𝑇4 + 4𝜖𝜎𝑇3Δ𝑇                                                               (4.4) 

Hence, regions of the atmosphere that are hotter in the base state will experience a larger 

increase in emitted longwave.  Absorbed longwave, on the other hand, will be proportional 

to the product of 𝜖 and the outgoing longwave radiation from the surface, which in turn will 

depend on the surface temperature.  This introduces an additional base-state dependence 

into the net longwave, but one that is easily quantifiable in terms of variables reported in 

the models.   
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This illustrates one means by which a spatially uniform increase in CO2 concentration can 

lead to a spatially nonuniform change in longwave, and then in temperature: in essence, the 

CO2 increase steepens the horizontal gradient in emitted longwave by increasing or 

decreasing longwave roughly in proportion to its base value.  This would have the opposite 

effect on temperatures, with increased diabatic cooling in the warmest regions flattening the 

temperature gradient—essentially a form of the Planck feedback.  Note that this reasoning 

applies to horizontal—not vertical—gradients of temperature and longwave.   

 

A first hypothesis then, is that the cold anomaly is driven by a negative change (more 

emission) in net longwave from the atmosphere in the Mexico-Caribbean region, with the 

longwave change itself perhaps driven by differences in the base state temperature.  The 

strengths of this hypothesis are that (1) the most striking anomalies in both net longwave 

and 500 hPa temperature anywhere in the Northern Hemisphere occur in roughly the same 

region, (2) the longwave anomaly is of the appropriate sign to cause the cold anomaly, and 

(3) if the link is real, then the likely direction of causality is fairly clear—cooling would not be 

expected to lead to an increase in emitted longwave.  On the other hand, the weaknesses of 

this hypothesis are that (1) the cold anomaly and the net longwave anomaly do not occur at 

exactly the same location, as the latter is shifted somewhat to the east, and (2) there is a 

warm anomaly in the Mediterranean region on the same time scale (Figure 4.4), but no 

corresponding positive anomaly in net radiation (Figure 4.5).  This latter point in particular 

suggests that net longwave alone is not sufficient to explain all of the rapid responses in 500 

hPa temperature across the subtropical latitudes of the Northern Hemisphere.   
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Another test of this first hypothesis is to consider the same box around the Mexico-

Caribbean region defined above, and determine whether models with larger decreases in 

net radiation also have larger decreases in 500 hPa temperature.  The resulting cross-model 

correlation is 𝑟 = −0.26, which is both statistically insignificant and of the wrong sign, thus 

failing to support the hypothesis.  Whether the hypothesis is actually incorrect, or whether 

the sample size of CMIP5 models is simply too small to detect it, is unknown.  A second test 

would be to try the same analysis using the Community Earth System Model Large Ensemble 

(CESM-LENS; NCAR, 2015; Kay et al, 2015).  This ensemble has the advantages of both a 

larger sample size (𝑁 = 40), and a smaller variance, since model uncertainty does not apply.  

Nonetheless, differences in both temperature and longwave will likely both exist simply due 

to internal variability, so the same physical processes will be operating, and the correlation 

can still be meaningfully checked.  This test would not answer any questions about model 

uncertainties or the source of the model spread in subtropical high shifts, but it could still 

give some insight into whether the mechanism proposed above is effective at all.   

 

4.3.4 Hypothesis 2 

A second hypothesis is that the temperature anomaly seen above the Mexico-Caribbean 

region in the fast response is driven by changes in latent heat release in the atmosphere due 

to changes in condensation and cloud cover.  There are in fact reductions of cloud cover, 

water vapor, and precipitation in this region, which are a better spatial match for the cold 

anomaly than is the decrease in net longwave radiation (not shown).  A reduction in cloud 

cover and the associated reduction in latent heat release could drive cooling in the 

atmosphere, but further work is needed to determine whether this is a strong enough effect 

to explain the temperature anomalies.   
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4.3.5 Hypothesis 3 

A third possibility is that the response of atmospheric temperature to carbon dioxide is 

mediated via water vapor.  This could happen in at least two ways.  First, temperature 

changes resulting from the change in radiative forcing could lead to increases or decreases in 

saturation vapor pressure in the atmosphere or in the energy flux at the surface available for 

evaporating water.  Since water vapor is itself a very important greenhouse gas, the resulting 

change in specific humidity would then represent a feedback on the original radiative 

forcing.  Second, and more directly, water vapor and carbon dioxide have overlapping 

absorption spectra.  Hence, regions of the atmosphere in which specific humidity is high in 

the base state will experience smaller changes in longwave absorptivity/emissivity with CO2 

quadrupling.  I mentioned above that a spatially uniform increase in 𝜖 can result in a 

nonuniform warming, but this process illustrates how even 𝜖 itself can change nonuniformly 

in response to a spatially uniform CO2 increase.   

 

It may be possible to test this hypothesis with an idealized model experiment in which 

specific humidity is prescribed by a control run, but the rest of the model is allowed to 

respond to greenhouse gas forcing as usual.  This “locked” experiment could then be 

contrasted with a fully-coupled experiment in which humidity is coupled to the rest of the 

model in the usual way.  The difference between the two experiments would show the 

influence of water vapor.  Several similar experiments have been performed before, using 

both cloud locking and water vapor locking.  (see Voigt & Shaw, 2015; Rädel et al, 2016; 

Ceppi & Shepherd, 2017; Grise et al, 2019b; Middlemas et al, 2019; Voigt et al, 2019, and 

references therein.)   
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It is possible that none of these hypotheses are sufficient by themselves to explain the 

abrupt effects of CO2 quadrupling on low latitudes, since each hypothesis focuses on a single 

component of diabatic heating.  While diabatic heating in general is a likely driver of the fast 

response of the subtropical highs, it may be necessary to consider the total, rather than 

these individual components.  In this case, rather than simply considering changes in 

precipitation, for example, I would need to scale such quantities so that they could each be 

expressed as energy fluxes per unit area per unit time (i.e. 𝑊/𝑚2) and added together.  

Once again, since diabatic heating is not generally reported in models, this would require 

some approximations, such as the use of precipitation rate to estimate latent heating in the 

atmosphere.  Alternatively, the total diabatic heating can be estimated as a residual of the 

thermodynamic equation after more easily-measured (and more often-reported) terms are 

eliminated (Nigam, 1994).   

 

4.4 Conclusions 

The exact chain of causality leading to the abrupt westward shift of the NASH in 

abrupt4xCO2 runs is still unknown.  One possibility is that net longwave radiation absorbed 

by the atmosphere decreases in this region, perhaps due to an anomalously large increase in 

longwave emission due to the higher base state temperature.  This negative longwave 

anomaly holds back the increase in temperature in the region, leading to a cold anomaly 

relative to the hemispheric mean.  This cold anomaly then leads to an increase in sea-level 

pressure, associated with a westward displacement of the NASH centroid.  This explanation 

leads to an interesting possibility for further research: the large differences between models 

in the NASH shifts may be partly due to differences in the climatological base states of those 
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models.  A second hypothesis is that the cold anomaly is the result of decreased latent heat 

release associated with decreased precipitation, which could in turn be driven by the 

precipitation response to land-sea temperature contrasts resulting from direct radiative 

forcing (He & Soden, 2017).  Additionally, future work is needed to explore the drivers of the 

slow NPSH changes.  These are likely associated with surface temperature changes, but the 

processes linking the surface temperature to the NPSH are worth investigating.   

 

In closing, recall from Chapter 2 that the model spread in trends of subtropical high indices is 

very large, and confounds efforts to meaningfully predict the future shifts of these features.  

The future work outlined here may offer a means of circumventing this difficulty.  If, for 

example, the shift of one of the high-pressure systems is driven by the asymmetries of the 

base-state longwave, then the most accurate predictions of those shifts will likely come from 

the models with the most accurate representations of that base state.  The latter would be 

easy to determine from observations, and this would give a new physically-motivated 

emergent constraint on modeled subtropical high trends.   
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Chapter 5: Summary and Conclusions 

 

In any attempt to explain climate change impacts by way of circulation changes, there is a 

tradeoff between the use of zonal-mean circulation features such as the Hadley cells on the 

one hand, and zonally asymmetric features such as the subtropical highs on the other.  The 

zonal-mean circulation is much easier to study, and responds to simpler, better-understood 

processes.  However, one does lose a considerable amount of locally relevant information by 

considering only the zonal mean.  The key question is whether, in a given context, one can 

afford to accept that loss and still have a reasonably accurate (if not quantitatively precise) 

representation of the phenomenon under consideration.  I have argued in Chapters 2 and 3 

that, for the phenomena considered there, the answer is no.   

 

Instead, in the Northern Hemisphere during boreal summer, shifts of the North Pacific and 

North Atlantic subtropical highs are much more useful than changes in the Hadley cell for 

explaining month-to-month variability in sea-level pressure, precipitation, surface wind, and 

marine chlorophyll.  This conclusion holds for models, reanalyses, and observations, and is 

generally insensitive to the choice of individual model.  For long-term trends, observations 

and reanalyses are not always of sufficient temporal length to give clear answers, but 

models again show that the subtropical highs explain much larger portions of the full trend 

than does the Northern Hemisphere Hadley cell.   

 

During boreal winter, the Northern Hemisphere circulation is somewhat closer to zonal 

symmetry, and the Northern Hemisphere Hadley cell is much stronger, but even then, the 
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subtropical highs typically give a much better account of SLP and precipitation variability 

(contrast Figures 2.3 and 2.4 with Figure 2.8, and note the difference in scale).   

 

The mechanisms driving subtropical high shifts are a subject of ongoing work, but one 

conclusion stands out so far: the North Pacific and North Atlantic high pressure systems 

respond to different processes, with the NPSH shifting eastward to its new position over a 

period of many decades in response to an abrupt quadrupling of atmospheric CO2, and the 

NASH shifting westward to its new position in less than five years in response to an abrupt 

quadrupling of atmospheric CO2.  These differing mechanisms further underscore the 

complexity of working with the zonally asymmetric circulation—a complexity which, judging 

from Chapters 2 and 3, is unavoidable.   

 

Future work is still needed to identify the impacts of various components of diabatic heating 

on the subtropical highs.  These components include changes in net longwave radiation 

caused directly by the increase in carbon dioxide concentration, changes in net longwave 

caused by changes in specific humidity, and changes in latent heat release.  A particularly 

intriguing line of future work would be to identify physically-motivated emergent constraints 

on subtropical high trends.  In particular, if the mechanism driving these trends depends 

strongly on some aspect of the model’s base state, then comparison of modeled base states 

with observations could potentially be a very useful constraint on predictions of subtropical 

high indices.   
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