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An Investigation into Artificial Intelligence and Automation within Penetration Testing 

and Cybersecurity 

 

Introduction  

In recent years, the cybersecurity industry has seen a massive increase in the level of 

sophistication of cybercriminals and their attacks.  As a result, organizations have started to turn 

to automation and artificial intelligence (AI) for their security solutions, and this has become a 

major development in the field of penetration testing. The goal of this paper is to investigate the 

new automated and AI-based penetration test solutions that have begun to surface in the 

penetration testing market. Specifically, it will explore the effectiveness of AI-based penetration 

tests in comparison to traditional, manual penetration tests including the technical advantages 

and drawbacks of them and the various potential concerns and questions pertaining to the 

security and ethical aspects of these tools and the organizations that use them.  

The technical/capstone project associated with this topic starts with an internship I 

completed in 2022 for a southern U.S. cybersecurity firm that involved researching various 

cybersecurity firms to look for gaps in their penetration test offerings, modern technology and 

methods within the industry, and openings in the market for this firm to exploit. It was during 

this research when I discovered that cybersecurity firms were starting to unveil penetration test 

solutions that utilized AI to automate certain components of a penetration test to even a full test. 

Although not required for my internship, I decided to further investigate these automated 

penetration test solutions to find out if they were just a fad or if AI and automation are the future 

of penetration testing. This investigation would be centered around a comparison between 

traditional manual penetration tests and the new AI-based ones, seeing if either had any 

advantages or drawbacks when compared to the other.  
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The STS topic associated with this problem surrounds various potential security and 

ethical concerns that could be associated with the incorporation of AI and automation into 

penetration testing and the cybersecurity industry in general. Security concerns such as the 

potential for these automated tools to be manipulated for malicious use and the potential for 

over-reliance on AI and a lack of human oversight will be investigated and their validity will be 

examined, as will those of potential ethical concerns and implications such as the potential for 

massive job loss of security professionals and the privacy violations that could arise from the 

increase in AI and automation.  

Literature Review   

As the existence of AI within the field of penetration is relatively new, the collection of 

scholarly literature on the topic is relatively limited. However, there are still multiple scholarly 

papers and articles that investigate current or proposed automated penetration test tools, like the 

paper by Abu-Dabaseh and Alshammari (n.d.) that gives an overview of the current state of 

automated penetration testing, including penetration testing standards as well as comparisons 

between manual and automated penetration testing. Another example is a paper by Richard 

McKinnel et al (2019), which gives a snapshot and analysis of the current state of artificial 

intelligence in penetration testing and provides analysis of further work that needs to be done.   

While sources like these were certainly helpful to this paper as they provided technical 

investigations of these automated penetration testing tools, there was no accessible literature that 

dealt with other aspects of this technology such as the ethical implications and security concerns 

that could be associated with it. This technology is still quite new, which is perhaps why these 

ethical and security concerns are not being given enough attention. There may not be enough of 

these tools to conduct in-depth research on their current or potential ethical implications or 
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security concerns because many cybersecurity firms and organizations are still developing AI-

based security solutions. As more of these products hit the market, there needs to be discussion 

about any possible effects or consequences before they’re widely used and accepted in the 

industry.  

The goals for the rest of this paper are to summarize what is known in the field about the 

technical side of this technology and to research and analyze any major potential issues or 

concerns with the security and ethics of these AI-based penetration test tools and solutions. The 

ultimate goal is that this paper will serve as a starting point for industry professionals and 

researchers to further explore and address some of the security and ethical topics that are 

discussed.  

Methodology Used  

A thorough research approach must be used to adequately answer the research question. 

To address the technical portion of the research question, the technical components of 

penetration testing and the existing differences in penetration test methodology and effectiveness 

between manual and AI-based penetration testing must be researched. To address the STS 

portion of the research question, any major potential concerns, questions, or implications that 

could be raised regarding the security and ethical sides of this technology must be researched and 

analyzed. The research approach will be qualitative with the goal of collecting and analyzing any 

data that can provide insight into the technical advantages and disadvantages, current and 

potential security concerns, and ethical implications that are associated with the current and 

future use of artificial intelligence in penetration testing.  The data that is collected will also be 

secondary, meaning that it has already been collected by other researchers and organizations. 

The data will include scholarly papers, reports, and articles related to the use of artificial 
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intelligence in penetration testing, as well as any relevant industry reports or articles. This data 

could also include works about artificial intelligence in general, with which certain aspects could 

be applied to the field of penetration testing or cybersecurity. The data will also be descriptive, 

offering a summary and analysis of the current state of AI in penetration testing.  

The research for this paper will focus on finding sources that address any of the technical, 

security, and ethical aspects and topics that relate to the research question. This will ensure that 

the research is supported by substantial evidence, offers a thorough understanding of the topic 

and aspects of the research question, and also draws attention to the need for additional research 

to be conducted by security professionals to assess the validity of the concerns and questions 

raised by the findings of this paper.  

Penetration Testing + AI Overview  

 Penetration testing is among the most popular security measures that organizations 

around the world take to protect their data, information, and systems. It refers to the process of 

identifying vulnerabilities within a system and exploiting them to understand the level of threat 

they pose and the damages that could be caused by an attack (Keshri, 2022). There are several 

types of penetration tests, or pen tests, the most prevalent being network, web and mobile 

application, security system, and social engineering pen tests. Penetration testing is a lengthy and 

arduous process that requires a great deal of attention and effort from security professionals. 

Because of this, cybersecurity firms have started to develop pen tests that use artificial 

intelligence (AI) to automate several parts of the pen test process to even fully automated tests. 

Firms are using AI to create automated vulnerability scanners, which can continuously run and 

search for vulnerabilities in an organization’s systems with little to no oversight and report any 

vulnerabilities that were found to security professionals who would then go in and attempt to 
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exploit and patch them. In fact, there are currently more than 90 of these automated vulnerability 

scanners being offered by firms and organizations in the market (OWASP, n.d.). A more recent 

development is that firms are creating fully autonomous penetration tests that use AI to perform 

every component of a full penetration test. A notable instance of this is the tool Deep Exploit, an 

open-source fully automated penetration testing tool that uses AI and Machine Learning (Son, 

2020). While the emergence of these tools is a recent development, the direction of the 

penetration testing and cybersecurity field is moving towards a more automated landscape, 

making it imperative to thoroughly investigate these new tools and methods.  

Technical Comparisons Between Manual and Automated Pen Tests  

 One critical area of focus when exploring these new forms of penetration tests is the 

technical comparisons between them and the fully manual tests performed by security 

professionals. While both methods share the same goal of identifying and exploiting 

vulnerabilities in an organization’s security infrastructure, they each have their own benefits and 

drawbacks. The technical portion of the research question and this paper surrounds an 

investigation into the various advantages and disadvantages of each type of pen test and will 

ultimately assess the prospects of automated pen tests fully taking over the penetration testing 

market.  

 As mentioned above, manual penetration tests are those that are performed entirely by 

security professionals while automated penetration tests are those that have either partially 

automated or fully automated the penetration test process. As mentioned in the paper by Abu-

Dabaseh and Alshammari, when compared through a technical lens, there are notable differences 

between these two types of tests (n.d.). Firstly, the overall testing process is significantly 

different for each type, with the manual testing process being very labor, cost-intensive, and 
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difficult to repeat, while the automated testing process is much faster, cheaper, and easier to 

repeat on an organization’s system. Another major difference can be found in the reporting and 

cleanup components of the testing process, with the manual tests requiring time and effort from 

security professionals to thoroughly report all vulnerabilities that were found and exploits that 

were completed and then more time and effort to manually undo all the system changes that 

occurred during this, while automated solutions offer customized and automated reporting and 

cleanup. Additionally, fully manual penetration tests make significant modifications to an 

organization’s systems and networks that need to be undone, while automated penetration tests 

work with those systems and networks being unchanged.  

 While the above differences certainly make the automated penetration tests seem far 

more favorable than the manual ones, there are differences between the two types of tests that 

explain why organizations still opt for manual tests. Firstly, automated solutions lack the ability 

to predict how a human hacker will attempt to access a network or system, which ultimately 

results in tests conducted by human security professionals to be better equipped at identifying 

certain types of vulnerabilities that automated solutions routinely overlook. Automated tests are 

also much less effective at identifying vulnerabilities related to social engineering, as these tend 

to deal with factors like psychology and human error. Another drawback of these automated tests 

is that they currently have a habit of producing false results in their tests. These tests have been 

known to report false positives, or warnings about vulnerabilities that either do not exist or are 

not even a vulnerability, and occasionally false negatives, or simply overlooking vulnerabilities 

that are actually there. A final key difference between manual and automated tests is that while 

automated test solutions can generate reports on the vulnerabilities that were found and exploits 
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that were conducted, they lack the ability to provide advice to an organization on next steps after 

penetration tests are performed (Nesbo, 2022).  

 While automated penetration testing tools and solutions have made significant strides in 

recent years and have already begun helping various organizations and businesses strengthen and 

maintain their cybersecurity, manual penetration testing remains a valuable part of the 

penetration testing landscape. The outlook for a primarily automated penetration testing market 

is bright, with automated tests being much less costly and labor-intensive while also rivaling 

manual tests in effectiveness. However, it is important to remember there are still many 

advantages of manual testing that automated tools cannot yet replicate. As such, organizations 

should continue to invest in both manual and automated penetration testing methods to ensure 

holistic security coverage.  

Discussion of Potential Security Concerns and Ethical Implications  

As stated above, there has been virtually no scholarly literature that addresses the topics 

of security and ethics associated with AI-based penetration testing. While analyzing the 

effectiveness of these tools is certainly important, it is also incredibly important to consider the 

security and ethical aspects of this technology. The goal of this paper is to draw more attention to 

these subjects and kickstart the research process for what is surely to become a critical research 

component of the penetration testing and overall cybersecurity field. This section will explore 

some of the potential security risks and ethical consequences and issues that are associated with 

AI-based penetration testing and will highlight the need for further investigation in these areas.  

While the outlook on AI-based penetration testing is bright, the current state of the 

technology raises many questions about the overall security of these tools and that of the 
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organizations that have begun to use them. The first topic of concern regards the potential for 

these tools to be manipulated and weaponized by cybercriminals. In her article about 

cybercriminals using AI to commit cybercrime, Jennifer Gregory writes about how 

cybercriminals are starting to develop their own AI-based tools to conduct attacks on an 

organization’s systems and networks. These attack tools could continually launch attacks on 

systems that are protected with AI-based tools, learn about how those tools are protecting the 

system, and potentially create attacks that take advantage of their behavior and develop ways to 

work around them (Gregory, 2021). This raises the level of urgency for these security tools to 

also be able to learn from the attack AI and be able to quickly predict their next attack behavior. 

Another potential security concern of these AI-based tools is that their widespread use could lead 

to an over-reliance on them and a lack of human oversight in the penetration testing process. 

While an increased adoption of automated penetration testing tools would certainly lead to less 

time, money, and effort consumed, a decrease or eventual lack of human oversight regarding 

penetration tests are a massive point of concern to security professionals. As mentioned above, 

these AI-based tools currently have a habit of producing false positives or false negatives in 

penetration test results. With fewer human eyes on the entire penetration test process, these false 

results could go unnoticed, which could potentially lead to either catastrophic security breaches 

or massive wastes of an organization’s time and capital. Additionally, a lack of human oversight 

in the penetration test process could potentially lead to decreased creativity and adaptability in 

the testing process, meaning that organizations would be increasingly reliant on the ability of 

automated tools to keep up with the evolving nature and behavior of cyber threats.  

There are also several ethical questions and concerns with the impact of artificial 

intelligence in penetration testing and the cybersecurity field that remain unexplored. The first of 
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which is the potential impact that AI-based penetration testing tools will have on employment 

within the cybersecurity field. As automated and AI-driven cybersecurity tools become 

increasingly sophisticated, they are expected to take over job roles such as Cybersecurity 

Engineers, Vulnerability Assessments, and SIEM Engineers, among others (Ijlal, 2023). AI has 

already started to replace tens of thousands of different jobs in several industries all over the 

world, but this is a new concern within the cybersecurity industry, which should be investigated 

further. Additionally, if AI starts to take over cybersecurity jobs, it could lead to a decrease in 

human knowledge and expertise in the field of cybersecurity because these tools might not be 

able to match the same level of human insight and judgement of cybersecurity professionals. 

This raises questions about the balance between technological advancement within the 

cybersecurity industry and job security for human professionals in the industry. Another ethical 

concern is also one that has been regularly discussed when talking about artificial intelligence 

but not specifically within penetration testing or cybersecurity, which is the potential for biases 

to work their way into the penetration testing process. Since these AI-based penetration testing 

tools are trained on datasets and security practices and patterns, if said data are biased in some 

way, the AI may inadvertently introduce these biases into its penetration test process. For 

example, the AI could only have been trained using certain types of vulnerabilities, which may 

leave it unable or less effective at identifying distinct types of vulnerabilities or vulnerabilities in 

several types of systems, networks, or applications. It is important to be aware of these potential 

biases and to take steps to ensure that they do not work their way into these AI-based penetration 

testing tools so that they are as effective and accurate as possible. A final major ethical question 

when it comes to AI-based penetration testing tools is about potential privacy implications and 

violations. A big issue with AI in all industries is that AI systems require large amounts of 



10 
 

personal data, and if this data falls into the wrong hands it can be used for nefarious purposes, 

such as identity theft (Van Rijmenam, 2023). This poses a huge potential concern for penetration 

testing, because as AI-based penetration testing tools become more advanced, they may be able 

to gather and analyze significant amounts of data about people and organizations, such as 

personal or confidential organizational information, which could result in potential violations of 

privacy rights.  

While AI-based penetration testing is a very promising development in the field of 

cybersecurity, there are a number of security and ethical issues and concerns that could arise and 

must be carefully considered before fully embracing its use. Although this paper does examine 

some of the main concerns that could potentially arise with AI-based penetration testing, there 

will undoubtedly be many more concerns, questions, and topics that will require equal attention 

by professionals within the field. As cybersecurity firms and organizations continue to develop 

these tools and explore their potential benefits and advantages, it is critical that they also address 

the potential risks and concerns associated with their deployment to ensure that they are used in a 

responsible manner.  

Conclusion    

The goal of this paper was to conduct research on AI-based penetration testing 

technology and solutions. This research included a technical comparison of AI-based penetration 

testing solutions and the traditional, manual penetration test methods and a discussion of various 

potential concerns, questions, and topics that relate to the security and ethical aspects of this 

technology. As this technology continues to advance and develop within the industry, special 

attention must be paid to it to prevent putting the security and privacy of people and 

organizations at risk. The research conducted for this paper and its results indicate that while 
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these tools will certainly become more effective and common in the industry, there are still 

significant security and ethical concerns and questions that need to be addressed before these 

tools become more widespread. The technical comparison between the AI-based and manual 

penetration tests showed that while the AI-based tests do have several benefits over manual tests, 

they still have various limitations such as an inability to adapt to certain systems and a habit of 

producing false test results. Additionally, there are many security concerns with this technology 

and its use, such as the potential for these tools to be manipulated or the potential for the 

cybersecurity industry to become over-reliant on them. These tools also have a number of ethical 

concerns and implications that need to be addressed, such as their impact on the employment of 

cybersecurity professionals and the potential for them to violate privacy rights of individuals and 

organizations. The lack of scholarly and industry research that addresses the security and ethical 

aspects of this technology demonstrates the urgency for which research on these topics must be 

conducted by professionals within the field of cybersecurity.  

It is recommended that future research and analysis of the security and ethical 

components of this technology be conducted by cybersecurity professionals, including the 

various potential concerns and questions that were discussed in the body of this paper. While the 

future of AI-based penetration testing is promising, it is important to acknowledge the potential 

risks and limitations of these tools. The security and ethical concerns and questions raised in this 

paper must be carefully considered and addressed to ensure the responsible and effective use of 

this technology in the future.  
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