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Abstract

A myriad of information about the physical properties of an astronomical object,

such as its composition, temperature, ionization state, velocity, redshift and more,

are embedded in its spectral lines. To obtain this information from the observed

spectrum, one needs to understand the formation of these spectral lines in the system.

In this thesis, I present the spectral line formation study of two systems by comparing

the simulated spectral line from theoretical models to the observations. In the first

part of the thesis (Chapters 1 and 2), I investigate Hα and NaD lines in the hot

Jupiter transmission spectrum, which are formed due to absorption in the planetary

upper atmosphere. In the second part (Chapter 3), I study the broadening of narrow

emission lines of interacting supernovae due to electron scattering.

When a planet transits in front of its host star, the atmosphere can absorb an extra

part of the light from the star besides the planet itself. This frequency dependent

absorption of starlight by the planet atmosphere, referred as a transmission spectrum,

provides a probe of the atmospheric composition and structure. The Hα and NaD

transmission spectra have been observed for the hot Jupiter HD 189733b, which may

play an important role in understanding the conditions in the planet’s atomic layer.

Motivated by the observations, a detailed one-dimensional hydrostatic atmosphere

model is constructed over the region dominated by atomic hydrogen, and comparison

of model transmission spectra to the data has been made. An atomic hydrogen

level population calculation and a Monte-Carlo Lyα radiation transfer simulation

are carried out to model the abundance of 2` state hydrogen. The dependence of

the transit profile on Lyman continuum (LyC) emission and metal abundances is

considered. The atmospheric temperature of the model is compared to previous

temperature measurements from the Na line profile.
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Interacting supernovae, including type IIn and Ia-CSM, are supernovae that show

evidence of strong shock interaction between their ejecta and pre-existing circumstel-

lar material (CSM), which may be ejected from the unstable progenitor star before

the explosion. After the supernova shock wave has broken out of the progenitor star,

the ionizing radiation from the shock region is able to ionize the surroundings. The

CSM can have substantial optical depth to electron scattering and the continuum

photosphere is in the unshocked CSM due to the electron scattering opacity. The

iconic feature of the interacting supernovae are the broad wings (1000’s of km s−1)

on narrow emission lines. To explain the line formation of this feature, we adopt the

idea that the narrow emissions are created in the preshock ionized CSM by recombi-

nation cascades, and the line profiles are broadened by the electron scattering for the

photons that make their way out. A Monte-Carlo simulation has been done to sim-

ulate this electron scattering process in a series of possible CSM configurations. The

dependence of the line profile on the optical depth, thickness, density distribution,

expansion velocity, and continuum absorption has been examined. The scattering

model has been applied to a number of supernovae, including Type IIn and Type

Ia-CSM events.
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Chapter 1

Introduction to the Atmosphere of

HD 189733b

1.1 Study of the Atmosphere of an Exoplanet Us-

ing the Transmission Spectrum of Atomic Res-

onance Lines

There are nearly 3000 confirmed detections of planets orbiting other stars, and more

than 2000 additional candidates have been identified1. Figure 1.1 shows the minimum

planet mass, M sin(i), against the orbital semi-major axis of planets which have a

mass measurement as of Feb. 21, 2016. The discovered exoplanets and exoplanetary

systems have a wide diversity in the parameter space, largely unexpected from the

observation of our own solar system.

The ultimate goal of the study of exoplanets is to answer the ancient question,

“Are we alone?” An understanding of the exoplanet atmosphere is crucial for inves-

1http://exoplanets.org/
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Fig. 1.1.— Minimum mass, M sin(i), vs semi-major axis for confirmed exoplanets2.
The hot Jupiter HD 189733b is marked with the small red circle.

tigating the habitability of a planet. Almost all of the information about planetary

atmosphere temperature and chemical abundance comes from atmospheric photom-

etry or spectroscopy (Seager 2010). Understanding a planet’s atmosphere is also a

necessary condition for understanding its formation, structure, and evolution (Bur-

rows 2014b).

The most straightforward way to pursue this question is by taking an image of the

exoplanet, so-called direct imaging, as is used to study the planets in the solar system.

Because of the close distance and extremely large brightness contrast between the

planet and its host star, the light of the planet and star cannot be separately resolved

using current technology, except for a few dozen young giant planets at wide orbital

distance which have been imaged directly (Bowler 2016).

So far, the most effective method of characterizing exoplanet atmosphere is using

2http://exoplanets.org/
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the transit method, which has been described as the “royal road” of exoplanetary

science (Winn 2010). A transit is when a small celestial body passes in front of a

larger body and obscures the light of the larger body. An exoplanet transit can be

observed if the orbit is viewed edge-on. The majority of the exoplanets discovered

so far are found by the Kepler Mission, looking for the dimming of the star’s light

caused by the exoplanet transit.

A planet with a shorter orbital period is easier to detect with the transit method.

It is not only because it transits more frequently, but also because its closer distance

to the star leads to a larger transit probability. A larger planet radius compared to

the host star can obscure a larger area of the star and creates a larger dimming of the

stellar brightness. Thus, a giant planet, which usually means a more massive planet,

is also preferred for the transit method.

Hot Jupiters are a category of discovered exotic worlds that very different from

any planets in the Solar System. These are giant planets like Jupiter but much

hotter, with M sin(i) & 0.5MJup and orbital period P . 10 days, shown in the upper

left corner of the Figure 1.1. For a solar mass host star, P = 10 days corresponds

to an semi-major axis a = 0.09 AU. Therefore, hot Jupiters are the planets that

are easiest to be detected and to have a mass measurement using the radial-velocity

method. Although hot Jupiters are not as common, relative to smaller or more distant

planets, as they look in the plot because of these selection effects, a couple of hundreds

discovered hot Jupiters indicate that they are not oddballs.

The higher signal to noise transit detections of nearby hot Jupiters provide the

opportunity to measure the transit depth as a function of wavelength, also known

as the transmission spectrum, which can be used to probe its atmosphere. The

atmosphere of the Earth is the optically thin gas above the solid surface. However,
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the solid core of a gas giant is embedded deeply inside and cannot be observed. Thus,

the atmosphere of a gas giant stands for the layer above the planet surface at a radius

Rp, which is defined by the broadband optical transit radius (Burrows 2014b).

Figures 1.2 and 1.3 illustrate the concept of the transmission spectrum. The stellar

beams pointed at the Earth probe the transiting planet’s atmosphere transversely

along a chord perpendicular to the impact radius (Figure 1.3). Besides the opaque

planet, the atmosphere blocks a fraction of 1−e−τν of the stellar intensity, where τν is

the optical depth at frequency ν along the chord associated with the impact parameter

b. Because the opacity of molecules and atoms in a planet’s atmosphere is a function of

wavelength, which contributes extra obscuration to the stellar light, the transmission

spectrum can be used to characterize the atmosphere near the planet’s terminator.

The ability to detect a planet’s atmosphere using the transmission spectrum is shown

by Charbonneau et al. (2002), who were the first to successfully use this technique

with the 4σ measurement of atomic sodium in the atmosphere of a nearby hot Jupiter

HD 209458b.

RpRν

R?

Fig. 1.2.— Illustration of the transmission spectrum. The yellow block in the back-
ground indicates the surface of the host star with radius R?. The center black circle
with radius Rp shows the opaque body of a transiting planet. The surrounding shad-
ing annulus shows the atmosphere of the planet, which absorbs the stellar light during
transit in a frequency-dependent manner. The yellow dash circle indicates the appar-
ent size of the planet at a certain frequency.
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For a planet at distance d from the observer, with uniform intensity Iν over the

stellar disk, the measured flux is

Fν =
2πIν
d2

∫ R?

0

e−τν(b)bdb. (1.1)

The optical depth can be divided into a continuum part, τc(b), which is independent

of frequency over the line, and the line opacity part due to atomic or molecular

absorption lines,

τl,ν(b) = 2

∫ √R2
top−b2

0

nσνds, (1.2)

where s is the line of sight distance and σν is the line absorption cross section. The

continuum absorption is then complete for b < Rp and zero for b > Rp. The continuum

integral then becomes as

F (c)
ν =

2πIν
d2

∫ R?

0

e−τcbdb = Iν
π(R2

? −R2
p)

d2
. (1.3)

b

τ

Fig. 1.3.— Illustration of transmission spectrum view from the side. The stellar
beams with impact parameter b, pointed at the observer in the left, probe the tran-
siting planet’s atmosphere along a chord perpendicular to the impact parameter, b.
The sizes of the planet, star, and orbital separation are not to scale.
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The difference in flux due to total opacity and continuum opacity is then

∆Fν ≡ Fν − F (c)
ν =

2πIν
d2

∫ R?

0

b
(
e−τc(b)−τl,ν(b) − e−τc(b)

)
bdb. (1.4)

The contribution from both terms is zero for b < Rp due to the continuum opacity,

and there is no continuum absorption outside that range, and so this expression can

be rewritten

∆Fν =
2πIν
d2

∫ R?

Rp

(
e−τl,ν(b) − 1

)
bdb. (1.5)

Equivalent to the transmission spectrum defined in the observations (e.g., Cauley

et al. 2015), the fractional change in flux, relative to the continuum integral at the

same frequency, is then

∆F

F
(ν) ≡ ∆Fν

F
(c)
ν

≡ −R
2
ν −R2

p

R2
? −R2

p

=
2

R2
? −R2

p

∫ R?

Rp

(
e−τl,ν(b) − 1

)
bdb. (1.6)

The ratio ∆F/F will be referred to as the model transmission spectrum (Huang et al.

Submitted).

Equation 1.6 also defines the apparent radius of the planet Rν , which is the radius

of an opaque disk that can block the same amount of light at given frequency as the

planet. The apparent radius is indicated as the dash yellow circle in Figure 1.2. The

same effect may also be referred as the radius spectrum, which shows the apparent

radius of the planet against wavelength.

From Equation 1.6, one can get an equivalent definition of Rν ,

R2
ν ≡ R2

p + 2

∫ R?

Rp

(1− e−τl,ν(b))bdb, (1.7)
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which can be calculated from theoretical model.

The magnitude of the stellar brightness variation associated with the atmosphere

absorption is smaller than the transit depth by a factor of around 2H/Rp, where H =

kT/µg is the atmosphere scale height. The absorption of higher ionizing EUV and X-

ray flux from the host star due to small separation can heat the upper atmosphere of

hot Jupiter to a higher temperature and inflates those layers. This ratio of 2H/Rp can

be ∼ 0.01 to 0.1 for hot Jupiter. The small brightness variation makes it challenging

to determine a transmission spectrum even for hot Jupiters (Burrows 2014a).

Hot Jupiters are subjected to strong ionizing radiation and stellar wind fluxes

because of their close distance. The temperature of the upper atmospheres, where

the majority of the stellar extreme ultraviolet (EUV) radiation energy is absorbed,

increases outward (referred as a “thermal inversion”) and can be heated to over 10,000

K (Yelle 2004). This “thermosphere” is analogous to the same region of Earth’s upper

atmosphere. The scale heights of the dramatically inflated and fully ionized upper

atmospheres can approach 5% of the planetary radius. According to Equation 1.2,

these less dense layers can only be optically thick and be observed at frequencies which

σν are extremely large. Therefore, in the high-resolution transmission spectrum, one

can find deep absorption features, created by the upper atmosphere of those close-in

planets, at the line core of several atomic resonant lines, such as H Lyα, Hα, Na

and K doublets. In contrast, most of the observational effort has concentrated on

the broadband optical/infrared transmission spectrum (e.g., Pont et al. 2013), which

probes the lower atmosphere at mbar-bar pressures.

Studies of the optical and near-infrared broadband transmission spectra have re-

vealed that many hot Jupiters have featureless spectra with strong Rayleigh scattering

slopes (λ−4) toward short wavelengths, which indicates that the Rayleigh scattering
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by molecules or haze particles dominate the opacity near the planet surface (Pont

et al. 2013; Sing et al. 2016). Depending on the species that is responsible for the

Rayleigh scattering assumed in the model, the exact pressure of planet extinction

surface Rp varies from a few µbar to hundreds mbar (Lecavelier Des Etangs et al.

2008). With the increase of the altitude, the atmosphere gradually switches from

molecule dominated gas near the surface to an atom dominate layer and eventually

becomes ionized.

The much weaker than predicted absorption features of water and other molecules

in the observed near-infrared spectra has been attributed to the presence of high-

altitude clouds and haze layers that effectively obscure absorption features by making

the lower atmosphere opaque (Deming et al. 2013; Kreidberg et al. 2014). In these

cases, only species that have significant absorption in the uppermost layers of the

atmosphere, such as atomic resonant lines, can be observed.

As the hot gas in the upper thermosphere is more weakly bound to the planet,

it’s been shown both theoretically (e.g., Yelle 2004; Murray-Clay et al. 2009) and

observationally (e.g., Vidal-Madjar et al. 2003; Lecavelier Des Etangs et al. 2010) that

the heated gas in this upper atmosphere can escape from the planet. Since the first

discoveries of hot Jupiter, the evaporation of their atmosphere has been of interest.

Furthermore, Miguel et al. (2015) showed that the Lyα radiation changes atmospheric

chemistry in the molecular layer significantly, especially the photolysis of water. Thus,

a model of the upper atmosphere is required to determine the incoming radiation

and set the upper boundary condition in the study of lower part of the planetary

atmosphere. Therefore, the atomic resonance lines in the hot Jupiter transmission

spectrum are an important probe to understand these exotic worlds.
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1.2 Observations of the Upper Atmosphere of HD

189733b

The hot Jupiter HD 189733b was discovered orbiting the star HD 189733A using the

transit method by Bouchy et al. (2005). HD 189733A is a K2V main-sequence star,

with a red dwarf companion at a distance over 200 AU. The orbital and physical

parameters of HD 189733 and HD 189733b are listed in Table 1.1. Being the closest

transiting hot Jupiter to Earth, HD 189733b is a subject for extensive atmospheric

examination, through high- and low-resolution instruments, both from ground and

space.

The first HD 189733b atmosphere detection was claimed by Redfield et al. (2008)

using the Hobby-Eberly Telescope (HET) High Resolution Spectrograph (HRS), which

detects the NaD absorption by the atmosphere. This is also the first ground-based

detection of an exoplanetary atmosphere.

Most of the spectra-photometric measurements of exoplanet atmospheres have

been performed through space-based observations. Because of the added compli-

Table 1.1: Adopted values for the orbital and physical parameters of HD 189733 and
HD 189733b

Star mass M? = 1.60× 1033 g
Star radius R? = 5.60× 1010 cm

Star distance d = 19.45 pc
Semi-major axis a = 0.031 AU

Planet mass Mp = 2.17× 1030 g
Planet radius Rp = 8.137× 109 cm

Planet surface gravity gp = GMp/R
2
p = 2.2× 103 cm s−2

Note. — Source: exoplanets.org
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cations posed by the Earth’s atmosphere, ground-based observations cannot obtain

absolute photometry without a reference star. To solve this problem, instead of the

absolute flux Fν or F
(out)
ν /F

(in)
ν , a normalized transit spectra ∆F/F is considered

(see Equation 1.1 and 1.6), which removes the transit depth due to the planet’s disk

and only allows relative measurement of a planet’s atmospheric absorption (Redfield

et al. 2008). Although ground-based telescopes have much larger systematic errors

and require a telluric subtraction, a larger aperture, high-resolution spectroscopy,

and observing multiple transits can provide a higher spectral resolution transmission

spectrum and make a valuable contribution to the understanding of the planetary

upper atmosphere.

Following the first detection, the Na transmission spectrum has been observed

many times with different strategies. Based on the result of Redfield et al. (2008),

Jensen et al. (2011) made more observations with the same instrument. Using over

200 spectra taken both in transit and out of transit performed across transits in two

years, they measured a (5.26±1.69)×10−4 absorption depth with a 12 Å bandwidth,

or a maximum∼ 0.9% absorption depth with 0.2 Å bin width, caused by the planetary

atmosphere only.

Czesla et al. (2015), Cauley et al. (2016), and Barnes et al. (2016) confirmed the

Na detection. Because Czesla et al. (2015) and Barnes et al. (2016) didn’t make

a transmission spectrum, and large positive peaks appear in the NaD transmission

spectra of Redfield et al. (2008), Jensen et al. (2011), and Cauley et al. (2016), which

is unphysical, these Na observations are not included in this study.

Huitson et al. (2012) observed seven transits using Space Telescope Imaging Spec-

trograph (STIS) G750M grating onboard the Hubble Space Telescope (HST) covering

a wavelength range of 5808 − 6380 Å, and three of these transits collected data of
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high quality. The obtained high signal-to-noise ratio (S/N) medium-resolution NaD

transmission spectra, shown as the red curve in the Figure 1.4. They constructed

a vertical temperature profile of the upper atmosphere based on the measured the

spectral profile, which shows the temperature rises with altitude.

Wyttenbach et al. (2015) analyzed the archival spectra of three transits observed

by High-Accuracy Radial-velocity Planet Searcher (HARPS) echelle spectrograph on

the ESO 3.6 m telescope. The very high spectral resolution (R ∼ 115000) covers

the wavelength region between 380 nm and 690 nm. Shown as the black crosses in

Figure 1.4, the reduced NaD transmission spectrum has high resolution and S/N. The

maximum absorption depth with 0.2 Å bin width is about 0.95%, consistent with the

result in Jensen et al. (2011). The resolved Na line core shows that the atmosphere

temperature keeps increasing above the atmosphere layer studied by Huitson et al.

(2012).

Besides NaD, Hα is another strong resonant line in the optical band, which is

possible to observe with ground-based telescopes. Among detected transitions, Hα

is a sensitive probe of the planet’s upper atmosphere because the excitation and de-

excitation processes for H(2`), the absorber of Hα, are strongly dependent on the local

particle densities, temperature, and radiation field. Fortney et al. (2010) modeled the

HD 189733b transmission spectrum assuming thermal chemical equilibrium. They did

not predict any Hα absorption because hydrogen can hardly be excited in chemical

equilibrium at the temperature of the atmosphere.

Jensen et al. (2012) reduced the Hα section of the HET/HRS transmission spectra

(Jensen et al. 2011), and showed a maximum ∼ 2% transit depth caused by the

planetary atmosphere. As followup, using the High Resolution Echelle Spectrometer

(HiRES) on Keck I, Cauley et al. (2015) and Cauley et al. (2016) obtained the Hα
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Fig. 1.4.— Observed NaD doublet transmission spectra by Huitson et al. (2012) (in
red) and by Wyttenbach et al. (2015) (in black). A 5× binning and 10 km s−1 shift
to the red have applied to the spectrum of Wyttenbach et al. (2015), as suggested in
their paper.

transmission spectra of three more transits, shown in Figure 1.5. Cauley et al. (2015)

measured a maximum transit depth ∼ 0.9% by the planetary atmosphere, and Cauley

et al. (2016) measured ∼ 1.7%.

Both the Hα transmission spectrum observed by Cauley et al. (2015, 2016) and the

NaD transmission spectrum presented by Wyttenbach et al. (2015) have the spectral

resolution to resolve the line core. The similar line center transit depths may indicate

that the line core absorption features of both species are mostly contributed by the

same region in the atmosphere.

Hβ and Hγ transmission spectra were also reported by Cauley et al. (2015, 2016).
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The results of Jensen et al. (2012) are not included in the study since these observa-

tions were not performed across a single transit.

)ÅWavelength (
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∆ 

0.02−

0.015−

0.01−

0.005−

0

0.005

Cauley et al. 2015

Cauley et al. 2016

Fig. 1.5.— Observed Hα transmission spectra by Cauley et al. (2015) (in red open
circle) and by Cauley et al. (2016) (in black filled square).

Barnes et al. (2016) used archival HARPS data to measure in-transit Hα transmis-

sion spectra. Based on the velocity maps of the absorption signatures, they concluded

that the transit signatures measured in the chromospherically sensitive lines, in par-

ticular Hα and the Ca II H and K lines, are the result of the contrast effect of stellar

active regions, rather than absorption by planetary material. Cauley et al. (2017)

reanalyzed the seven full Hα transit observations of HARPS and HiRES, and find

that the transit signal is unlikely to be caused by the stellar active region alone. The

planet must consistently transit active latitudes with very strong facular and plage

emission regions in order to reproduce the observed line strengths.
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The abundant ground state neutral hydrogen, Lyα has been an important tool in

probing the planetary upper atmosphere. Transits can provide important clues to-

ward understanding mass loss from exoplanets, which can carry a significant amount

of gas to a few planetary radii. Although the transit signal near the Lyα line center is

strongly contaminated by the interstellar hydrogen absorption and geocoronal emis-

sion, the atmosphere absorption can generate an observable decrease of flux in the

Lyα line wing. In the Lyα transmission spectrum of another hot Jupiter HD 209458b,

Vidal-Madjar et al. (2003) detected a large transit depth at a high velocity in the line

wing. This absorption was interpreted as the neutral hydrogen in the planetary upper

atmosphere, the Lyα absorber, which is escaping at a very high velocity. This was

the first claim of detection of atmospheric escape from an exoplanet.

The host star HD 189733 emits one of the highest Lyα flux ever measured for tran-

sit observations except for 55 Cnc (Ehrenreich et al. 2012), which makes HD 189733b a

particularly good candidate to study atmospheric evaporation. Lecavelier Des Etangs

et al. (2010) made a 3.5σ planetary atmosphere Lyα absorption detection by low-

resolution spectrograph using the Advanced Camera for Surveys (ACS) instrument

onboard the HST and integrated over the entire Lyα feature.

Lecavelier des Etangs et al. (2012) observed two transits on 6 April 2010 and 7

September 2011 with the higher resolution STIS G140M grating onboard the HST.

Disappointingly, no significant Lyα atmosphere absorption detected in the first tran-

sit. While in contrast, an excess absorption by the atmosphere was detected in the

second observation with a level consistent with Lecavelier Des Etangs et al. (2010).

Bourrier et al. (2013) reanalyzed the second transit and showed a 12.3± 3.7% (3.3σ)

total absorption depth (including the planetary disk occultation) due to the atmo-

spheric hydrogen on the blue wing, and a 5.5 ± 2.7% (2.0σ) absorption on the red
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wing. This may imply a strong temporal variation in the physical condition of the

planetary upper atmosphere.

Contemporaneous observations of the second transit in X-ray (0.3 - 3 keV) was

made with the X-ray telescope (XRT) of the Swift spacecraft. They measured an

averaged X-ray flux of 3.6 × 10−13 ergs−1cm−2 in the energy band. The observation

accuracy is not enough to detect the planet transit in the X-ray, but a significant

stellar X-ray variability was shown. Most notably, a stellar flare event with tripled

X-ray flux has been detected.

To reach a much better accuracy, Poppenhaeger et al. (2013) observed a series of

X-ray transits using Chandra ACIS-S. Due to the very large absorption cross section of

metals at X-ray wavelength, the atmosphere becomes optically thick with a relatively

small amount of metal atoms. Because the stellar flux at this wavelength is highly

concentrated in the active regions and vary strongly with time, the transit light curves

are unpredictable and do not at all resemble the “canonical” photospheric transit light

curves. Therefore, although the transit depth of a hot Jupiter may be large at X-ray

wavelengths, one would have severe difficulties in the interpretation of the resulting

light curve, for any given single transit light curve (Schmitt 2017).

Poppenhaeger et al. (2013) detected a 6% - 8% X-ray total transit depth, which

is substantially larger than the 2.41% broadband optical transit depth. If confirmed,

this result indicates that a considerable amount of metal atoms exist up to a height

at least 0.5 planet radius above the planet surface. So far, this is the only atmosphere

transit detection of any exoplanetary system in X-rays. Additional observations will

be necessary to fully exclude the possibility that coronal inhomogeneities influence

the result.

In addition, a detection of O I 1306 has been made by Ben-Jaffel & Ballester
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(2013). Pont et al. (2008, 2013) claimed a trace of potassium absorption using

HST/ACS, which is in contrast to the findings of Jensen et al. (2011) who did not

detect potassium using high-resolution spectroscopy. Cauley et al. (2016) measured

a marginal amount of Mg I 5184. Barnes et al. (2016) and Czesla et al. (2015) also

claimed a possible detection of Ca II H & K lines.

1.3 Project Overview

Despite numerous observations, the only previous models of the Hα transmission

spectrum was by Christie et al. (2013), who constructed a hydrostatic atmosphere

model. In that work, a detailed treatment of Lyα radiation transfer was not included,

and hence the role of Lyα excitation deep in the atmosphere was not appreciated.

Christie et al. (2013) showed that if collisional excitation dominates, it would lead to

a fairly constant H(2s) density within the atomic layer, because of the combination

of increasing temperature and decreasing H(1s) density with radius. In attempting

to improve on their model, it was found that Lyα, especially from recombinations

occurring within the atmosphere, could give a radiative excitation rate to H(2p) much

larger than the collisional excitation rate, and that this excitation could occur deeper

in the atmosphere where the H(1s) density is higher, even though the temperature

is much lower there. This key insight motivated the detailed Lyα radiative transfer

treatment in the present work.

As mentioned in the section 1.2, the line core absorption features of HD 189733b

Hα and NaD may be mostly contributed by the same region in the atmosphere. This

fact provides an extra constraint on the atmosphere model. And an atmosphere

model of this region that can explain both absorption features can largely improve

the knowledge about exoplanet upper atmosphere.
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Since the temperature of the molecular layer is below 3000 K, and the molecular

hydrogen has a large absorption cross section to Lyα photon (Black & van Dishoeck

1987), both the collisional excitation rate and radiative excitation rate are too small

to create enough H(2`) to absorb the Hα in the molecular layer. These results suggest

that the absorption features of both Hα and Na near line center are tracing the atomic

layer in the HD 189733b atmosphere.

As this work shows, the temperature, and hence scale height, in the region optically

thick to Hα is (roughly) set by a balance of photoelectric heating and line cooling by

metal species, mainly Mg I and Na I. If only photoelectric heating and line cooling

from hydrogen were included, the atmosphere would be hotter by ' 2000 − 3000 K

(Christie et al. 2013), giving transit depths far too large in comparison to observations.

Furthermore, several studies (Garćıa Muñoz 2007; Koskinen et al. 2013a; Lavvas

et al. 2014) suggested that the transition from atomic to molecule hydrogen occurs at

pressures P ' 10 µbar. These studies included detailed heating and cooling physics in

the molecular layer. But transmission spectra for the Na D doublet and Mg lines may

in principle provide further constraints on atmosphere models around this transition

altitude. In addition, the atmospheric temperature of HD 189733b derived from the

Na doublet transmission spectrum by Huitson et al. (2012) and Wyttenbach et al.

(2015) is significantly lower than the modeled upper atmosphere temperature found

in Salz et al. (2016) and Christie et al. (2013). A model of the Na transmission

spectrum is required to understand these contradictory results.

Based on the path of Christie et al. (2013), in this work, a detailed one-dimensional

hydrostatic atmosphere is constructed over the pressure range P = 10−4 − 10µbar,

encompassing the region dominated by atomic hydrogen. The atomic hydrogen level

population is computed including both collisional and radiative transition rates. Ion-
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ization equilibrium and balance of heating and cooling processes are enforced at each

level of the atmosphere. Metal species with solar abundance are included. Photo-

electric heating is included using a synthetic spectrum for HD 189733, and secondary

electron ionization and excitation are included. The Lyα radiation intensity is com-

puted using a Monte-Carlo code which includes resonant scattering, as well as photon

destruction by true absorption, photoionization from the n = 2 state, and collisional

de-excitation. Both the incident stellar Lyα and internal sources due to recombina-

tion cascade and collisional excitation are included. The transmission spectrum of Hα

and NaD are calculated based on the simulated atmosphere model. The dependence

of the transit profile on Lyman continuum (LyC) and metal abundances are consid-

ered. The discrepancy in the upper atmosphere temperature between theoretical and

observational is investigated.
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Chapter 2

Hα and NaD Transmission

Spectrum of HD 189733b

This chapter is based on the submitted paper, Huang et al. (Submitted).

2.1 Analytic Estimates

Observations of the Hα transmission spectrum for HD 189733b show a ∼ 1% line

center transit depth, and a half-width of ∼ 0.4 Å (e.g. Cauley et al. (2015)). Wytten-

bach et al. (2015) measured a nearly ∼ 1% transit depth for both NaD lines, among

which the Na I 5890 Å is slightly deeper. This section contains analytic estimates

for the conditions in the atmosphere required to generate the observed Hα and NaD

absorption lines.

The outermost reaches of HD 189733b’s atmosphere are highly ionized by stellar

photons. Moving inward, the radiative recombination rate eventually increases to the

point that the atmosphere is dominated by atomic hydrogen, at a pressure level P '

10−3 µbar. The temperature near the transition from ionized to atomic is regulated
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to be near T ' 10, 000 K, which is far too hot for molecular hydrogen to form,

and hence there must be a layer of atomic hydrogen extending over the temperature

range T ' 2, 500 − 10, 000 K. In the hydrostatic model presented in this paper,

the temperature in the atomic layer is set by a balance of photoelectric heating and

atomic line cooling, for which H2 will dominate at P & 10µ bar. In terms of size, the

atomic hydrogen layer extends over ∼ 10 pressure scale heights, has a mean molecular

weight µ ' 1.3 and mean temperature T ' 5, 000 K. As compared to the underlying

molecular layer, with mean molecular weight µ ' 2.3 and temperature T ' 1, 000 K,

the scale height in the atomic layer is larger by a factor of ∼ 10 compared to the

molecular layer, and hence can give rise to absorption to much larger altitudes.

The origin of the H(2`) population requires a detailed level population calculation.

In the present model of the atomic layer, it is found that radiative excitation by Lyα

creates a nearly constant H(2`) density over ∼ 6 pressure scale heights near the base

of the atomic layer. This is the cause of the Hα absorption. The underlying molecular

layer is expected to be optically thin to Hα for two reasons. First, the density of

atomic hydrogen drops rapidly into the molecular layer (e.g. Lavvas et al. 2014), as

compared to the base of the atomic layer, due to the much lower temperature there.

Second, the mean free path to true absorption of Lyα by H2 (Black & van Dishoeck

1987) rapidly decreases as the H2 density increases, and hence the Lyα intensity

is expected to drop rapidly in the molecular layer, with an associated decrease in

excitation to the n=2 state.

The measured line center transit depth ∆F/F ∼ 1% requires a certain area to be

optically thick. The scale height in the atomic layer is

H =
kBT

µmpg
= 1500 km

(
T

5000 K

)
, (2.1)
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where the mean molecular weight has been assumed to be µ = 1.3. If N scale heights

are optically thick, as compared to the neighboring continuum radiation, this gives

an extra absorption depth

∆F

F
' N

2πRpH

πR2
?

= 8× 10−4N

(
T

5000 K

)
= 0.5%

(
N

6

)(
T

5000 K

)
. (2.2)

Hence the measured line center depth can only be explained by a layer extending

many pressure scale heights, and with high temperature T & 5, 000 K.

The line center optical depth must be greater than unity over the above annulus.

As will be shown, n2` is nearly constant over a large pressure range. Then for an

effective path length 2
√

2NRpH ' 7 × 109 cm (N/6)1/2(T/5, 000K)1/2 and Hα line

center cross section σ0 = 5 × 10−13 cm2 (5, 000K/T)1/2, the maximum line center

optical depth is

τ0 ' 35×
( n2`

104 cm−3

)
(2.3)

for the fiducial value n2` = 104 cm−3.

The line width is mainly set by the temperature and the maximum line center

optical depth. For sightlines optically thick to Hα at a line center, the optical depth

at distance x = (ν − ν0)/∆νD from line center is τ(x) = τ0 exp(−x2), when Doppler

broadening dominates. All frequencies out to x '
√

ln(τ0) are then optically thick.

In velocity units, the line width is then

∆v =

(
2kBT

mp

)1/2

(ln τ0)
1/2 = 9.1 km s−1 (ln τ0)

1/2 (2.4)
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or in wavelength units

∆λ = 0.2 Å (ln τ0)
1/2 . (2.5)

Since τ0 � 1 for Hα over a large region, the width will be larger than the thermal

width.

If Lyα excitation is balanced by radiative de-excitation, and `-mixing populates

the 2s state, the abundances relative to the ground state are

n2p

n1s

' 3
n2s

n1s

=
J12B12

A21

' 10−8
(

J12
10−9 erg cm−2 s−1 Hz−1

)
, (2.6)

where A21 and B12 are the Einstein A and B (absorption) coefficient respectively,

following the definition in Rybicki & Lightman (1979). The peak Lyα intensity J12 '

0.1FLyC/∆νD ' 10−8 erg cm−2 s−1 Hz−1 is found near the peak in photoionization of

H(1s) near P ' 10−3 µbar. Here, FLyC ' 104 erg cm−2 s−1 is the LyC flux deposited

in that region, and it is assumed that each ionization is balanced by a recombination

producing a Lyα photon. While the ratio of excited state to ground state is high near

the peak in Lyα, the H(1s) density there is too small for significant H(2`) density.

The key question for the H(2`) population is how fast the Lyα intensity decreases

moving deeper into the atmosphere. If Lyα intensity does not drop off too fast, the

rapid increase in H(1s) density with depth will lead to higher H(2`) density deeper

in the atmosphere. One can imagine two limits to answer this question. In the first

limit, there is a shallow source of Lyα at optical depth τs and the intensity Jν(x, τ)

is desired at τ � τs. An analytic solution based on the Fokker-Planck equation given
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in Harrington (1973) is

Jν(x, τ) ' 0.1

(
F0

∆νD

)(τs
τ

)
. (2.7)

This expression is valid in the plateau of the intensity near line center. Since Lyα

optical depth τ ∝ n1s, this scaling for Jν would give n2` ∝ n1sJν ' constant with

depth. The second limit to imagine is where radiation is emitted and absorbed locally,

which is appropriate deep in the atmosphere where τ ∼ 108 scatterings are required to

escape the atmosphere. For a constant, frequency-integrated source function S, and

true absorption by metal species, the frequency-integrated photon energy equation

becomes S ' nmσmJ , where J is the frequency-integrated intensity, nm is the metal

number density and σm is the metal photoionization cross section at Lyα. For a

constant mixing ratio, nm ∝ n1s, and again n2` ' constant. While the scaling found

by these two estimates, constant 2` density, is the same, it is found that the local

balance of sources and sinks is the applicable limit in the present atmosphere model.

Up to this point, the estimates have been concerned with the Hα transmission line,

however, the center of each line in the Na doublet may also be formed in the atomic

layer. Because the cross section of Na I 5890 is larger than Na I 5896 by a factor of 2,

the difference in transit radius between the two resolved line centers corresponds to

ln(2)H, assuming a constant Na I number fraction. Keeping in mind the error bars

in the measurement, according to Wyttenbach et al. (2015), the difference in transit

radius between the NaD lines is ∼ 3000 km, which gives a local scale height H '

4300 km. Plugging in the transit radius R(Na) = 9.4×109 cm to compute the gravity,

assuming µ = 1.3, the temperature derived from the line centers is T ' 11, 000 K.

In order to explain this scale height with a molecular gas, the temperature has to be

higher by a factor of 2. But this high temperature is inconsistent with the gas being
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in molecular form.

2.2 Hydrogen Level Population

Balmer line photons are absorbed by the 2` excited states of H. Due to ionization

and the subsequent recombination cascades, and a radiation excitation temperature

different from the gas temperature, the level populations are not set by the Boltz-

mann distribution at the local gas temperature. Therefore, a study of the H level

population over the range of densities, temperatures, and intensities found in hot

Jupiter atmosphere is required. The following processes are considered.

1. Hydrogen radiative (de-)excitation of all possible electric dipole transitions be-

tween multiplets up to n = 6 (Wiese & Fuhr 2009);

2. Electron collisional (de-)excitation for transitions from 1s to each sub-state ` up

to n = 5, from 2s to each sub-state ` up to n=5, and from 2p to each sub-state

` up to n=3 (CHIANTI database, Dere et al. (1997); Del Zanna et al. (2015));

3. Electron collisional `-mixing between 2s and 2p (Seaton 1955);

4. Proton collisional `-mixing between 2s and 2p (Seaton 1955), and `-mixing for

levels 3 ≤ n ≤ 6 (Vrinceanu et al. 2012);

5. Electron collisional ionization and three-body recombination for each sub-state

` up to n=4 and total (`-unresolved) rates for n =5 and 6 (Janev et al. 2003).

The cross sections are assumed to be equal for all sub-states in the same level

for n =5 and 6;

6. Photoionization of each sub-state ` up to n=6 (Team 1995). The corresponding

recombination rate can be calculated using the Milne relation.
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Fig. 2.1.— Stellar photon number flux spectrum (Fλ/(hν)) of HD 189733 against
wavelength (λ) used in the model at distance of HD 189733b. Blackbody spectra at
two temperatures are shown for comparison.

The employed stellar flux (Fλ, see Figure 2.1) is a combination of the synthetic

spectrum for λ < 1200 Å (X-exoplanets Archive at the CAB, Sanz-Forcada et al.

2011) and the quiet solar spectrum for λ ≥ 1200 Å (LASP Interactive Solar Irradiance

Data Center, Lindholm et al. 2011). It is normalized to the distance a = 0.031 AU of

HD 189733b from its parent star. The stellar flux attenuation due to bound-bound

transitions is not included in this calculation because it is relatively unimportant

in setting the level populations, and performing radiation transfer calculations in

addition to Lyα would greatly complicate the analysis. Bound-bound transitions due

to Lyβ, Lyγ etc. are ignored as it is assumed that these photons rapidly down-convert

into a Lyα photon and lower series photons at the large optical depths of interest for

these lines.
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The level population is determined by the kinetic equilibrium between production

and loss processes. The equation of rate equilibrium for the state j is

αjnenp + βjn
2
enp +

∑
k

C
(e)
k→jnenk +

∑
k

C
(p)
k→jnpnk +

∑
k>j

Ak→jnk +
∑
k<j

Bk→jJ̄k→jnk

=
(

Γj +
∑
k

C
(e)
j→kne +

∑
k

C
(p)
j→knp + C

(e)
j→∞ne +

∑
k>j

Bj→kJ̄j→k +
∑
k<j

Aj→k

)
nj,

(2.8)

where αj and βj denote radiative and three-body recombination rate coefficients for

state j, respectively. Case B recombination with α1s ≡ 0 is employed. The nk is

the number density of hydrogen in sub-state k. The inequality k > j denotes a

downward transition from a state with principle quantum number of state k larger

than that of state j. The rate coefficients C
(e/p)
j→k are for electron/proton impacts

causing a transition from state j to state k, and the state ∞ represents ionization.

The rate for proton collisions is only included for the `-mixing transitions at fixed

principal quantum number. The spontaneous radiative decay rates are Aj→k. The

photoionization rate from state j is denoted Γj, and attenuation from the overlying

gas is included in the ground state photoionization calculation. The optical depth for

ionizing photons is computed as

τatt,ν = σ1s(ν)N1s +
∑
m

σm(ν)Nm, (2.9)

where Nk(r) =
∫∞
r

dr′nk(r
′) is the column of species k above the layer under consid-

eration. The sum over the subscript m stands for all metal species considered. As

discussed in Section 2.3, this is m =neutral and first ionized C, O, Mg, Si, and S, and

neutral Na and K. Including the attenuation factor e−τatt,ν , the photoionization rate
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is

Γj,pi =

∫ ∞
νj,th

σj,pi(ν)
Fν
hν
e−τatt,νdν, (2.10)

where νth is the corresponding photoionization threshold frequency. The photoion-

ization rates and photoelectric heating rates (see Equation 2.28 and 2.31) at τatt = 0

are listed in Table 2.1.

The H(1s) state can also undergo “secondary ionization” by photoelectrons gen-

erated when a photon with much higher energy than the ionization threshold ionizes

a hydrogen or metal atom. If ne/n1s is small, photoelectrons can cause H(1s) col-

lisional ionization and excitation before sharing their energy with other electrons

through Coulomb collisions, which would increase the photoionization rate and re-

duce the photoelectron heating efficiency. Different from the treatment of constant

efficiency applied in Yelle (2004) and Murray-Clay et al. (2009), or the ionization

fraction xe = ne/n1s independent efficiency applied in Koskinen et al. (2013a), an

efficiency dependent on local xe and photoelectron energy E = h(ν − νth) is used

here. Given the incoming photon frequency ν and ionization threshold energy Eth,

Draine (2011) gives the number of secondary ionizations per ionizing photon, in the

case of E > 50 eV and xe < 1.2, to be

ke(E) =

(
E − 15 eV

35 eV

)(
1− xe/1.2

1 + 18x0.8e / ln(E/35 eV)

)
. (2.11)

After correcting for the secondary ionizations, the form for the H(1s) ionization rate

which is used in the rate equations becomes

Γ1s = Γ1st
1s + Γ2nd

1s

=

∫ ∞
νth

σ1s(ν)(1 + ke)
Fν
hν
e−τatt,νdν, (2.12)
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where Γ1st
1s and Γ2nd

1s stand for primary and secondary photoionization rate from H(1s)

respectively. Secondary photoionization becomes an important consideration at pres-

sures P & 0.1µbar, where the initially more abundant lower energy photons have

already been absorbed higher in the atmosphere, and the dominant photons being

absorbed can induce at least one secondary ionization on average.

Lastly, the bound-bound radiative excitation rates are given by

Bl→uJ̄l→u =
gu
gl

c2Au→l
2hν3

∫
dνJνφ(ν), (2.13)

where J̄l→u is line profile weighted mean intensity and φ(ν) is the Voigt profile.

Equation 2.8 is evaluated for all 0 ≤ ` ≤ n−1 and 1 ≤ n ≤ 6, resulting in a linear

system of 21 equations in total for the number density of each (n, `) state, nn`. The

quantities ne, np, and T are treated as given parameters in the equations. The linear

system is solving using Gauss-Jordan elimination (Press et al. 2007).

The rates of important processes related to the 2p state population are listed in

Table 2.2. The rates related to higher excited states are not listed in the table because

they cannot have a large net effect on 2p in steady state, unless the higher state itself

has a large source or sink, which is not the case. The stellar Lyα mean intensity

(see Section 2.4) is applied for the estimate. The table shows that all other rates

except the `-mixing rates between 2s and 2p are negligible compared to the radiative

rates between 2p and 1s. The proton collisional `-mixing rate is much larger than the

electron rate. The `-mixing rates between 2s and 2p nearly cancel each other and 2`

states are in collisional equilibrium due to the large `-mixing rates at the densities of

interest. Thus, A2p→1sn2p and B1s→2pJ̄Lyαn1s completely dominate the 2p generation

and destruction rate, and the n=2 state number densities are simply set by J̄Lyα, so
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Table 2.1: Photoionization rates and photoelectric heating rates

Species Γpi (s−1) Qpi (erg s−1)
H(1s) 3.73× 10−4 2.72× 10−15

H(2s) 86.5108 5.12× 10−11

H(2p) 72.1913 3.97× 10−11

O I 1.47× 10−3 4.26× 10−14

O II 6.03× 10−4 1.33× 10−14

C I 3.70× 10−3 3.04× 10−14

C II 2.61× 10−4 8.21× 10−15

Mg I 5.21× 10−4 2.26× 10−14

Mg II 1.32× 10−4 1.28× 10−14

Si I 1.56× 10−2 6.41× 10−14

Si II 1.08× 10−4 8.34× 10−15

S I 8.72× 10−3 6.76× 10−14

S II 1.36× 10−4 8.61× 10−15

Na I 3.66× 10−3 4.68× 10−14

K I 1.43× 10−2 3.08× 10−14

Note. — Atmospheric attenuation, secondary ionization effect and the contribution by Lyα
photon are not included.

Table 2.2: Rate which may be important to n2p population and de-population

Process Rates (cm−3s−1)
Radiative excitation 1s→ 2p 1.7× 1011(n1s/1010 cm−3)
Collisional excitation 1s→ 2p 8.4× 104(nen1s/1019 cm−6)
Radiative recombination to 2p 6.2× 104(nenp/1018 cm−6)
Spontaneous decay 2p→ 1s 6.3× 1011(n2p/103 cm−3)
p collisional `-mixing 2p→ 2s 1.9× 108(n2pnp/1012 cm−6)

Photoionization from 2p 7.2× 104(n2p/103 cm−3)
Collisional de-excitation 2p→ 1s 7.4× 103(n2pne/1012 cm−6)

Collisional ionization from 2p 7.4× 102(n2pne/1012 cm−6)

Note. — In the table, J̄Lyα = 2 × 10−9 erg cm−2 s−1 Hz−1 and T=8000 K are applied. The
reference numbers are n1s = 1010 cm−3, ne = np = 109 cm−3 and n2p = 103 cm−3.
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we have,

n2p ≈ 3n2s ≈ n1s
gu
gl

c2J̄Lyα
2hν3

. (2.14)

In Section 2.5, it will be shown that this is a good approximation for the whole

simulation region. To obtain the intensity of Lyα, a resonant scattering study of Lyα

photon will be discussed in Section 2.4.

2.3 The Atmosphere Model

2.3.1 Basic Structure

Following Christie et al. (2013), a spherically-symmetric, hydrostatic atmosphere

model is constructed for the region composed of ionized and atomic gas sitting above

the molecular atmosphere. The transit radius measured in broadband optical wave-

lengths is Rp, and the base of the atomic layer is at radius Rb > Rp. The thickness of

the molecular layer below the atomic layer is then Rb −Rp. Assuming an isothermal

molecular layer with equilibrium temperature T = Teq = 1140 K (Wyttenbach et al.

2015), the thickness is

Rb −Rp ≈
kBTeqR

2
p

µmHGMp

ln

(
Pp
Pb

)
, (2.15)

where µ ≈ 2.3 is the mean molecular weight, Pp = 1 bar is the pressure of the optical

photosphere suggested by Sharp & Burrows (2007). It is assumed that the pressure

at the base of the atomic layer is Pb = 10µbar. It will be shown that the temperature

in the atomic layer becomes small enough for molecular hydrogen to dominate there,

for the assumptions used here.
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2.3.2 Differential Equations

Given the temperature and number density of each species at one level in the at-

mosphere, the equation of hydrostatic balance and equations for the column of each

species must be integrated inward to find pressure and columns at the next step

inward. The hydrostatic balance equation is

dP

dr
= −ρGMp

r2
(2.16)

and the columns are integrated as

dNi

dr
= −ni. (2.17)

The subscript i stands for each species, including H(1s) and the individual neutral

and first ionized metal element considered. The ideal gas law for the gas pressure is

P = (ne + (np + nH)(1 + fz + fHe))kBT, (2.18)

where fz =
∑
fm is the sum of metal species relative number density abundance to

hydrogen, and fHe is the fraction of He by number assuming solar abundance (Asplund

et al. 2009). Ionization of He is ignored in this paper. The gas density is written

ρ = (np + nH)(1 + 4fHe +
∑

mmfm)mp, (2.19)

where mm is the metal atomic mass in atomic units.

The pressure and the column density are integrated inward, with a starting value

Ptop = 5 × 10−5µbar on the outside, where the atmosphere above becomes optically

thin to Lyα. The starting value of each Ni = 0. The solution is integrated inward
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from a starting radius Rtop and pressure Ptop, until the base radius Rb is reached.

The boundary condition imposed there is that P = Pb. This boundary condition is

satisfied in practice by varying the starting radius Rtop until P (Rb) = Pb, the desired

value, using Brent’s method (Press et al. 2007).

The hydrostatic model will be inaccurate near the outer boundary, as a number

of physical effects have been neglected, such as: outflowing gas from the planet, in-

teraction with the stellar wind, strong magnetic forces, radiation pressure, and stellar

tidal forces. The region where these effects may be appreciable will be estimated

in Section 2.7.1. However, in the region where this model shows the dominant ab-

sorption by H(2`), the density is so high that these effects are negligible. Hence the

hydrostatic model is sufficient for the purposes of this study.

2.3.3 Ionization State and Temperature

At each level of the atmosphere, the pressure P and columns Ni are given by the

boundary conditions or the integration of Equations 2.16 and 2.17. The tempera-

ture and particle densities must then be updated to continue the integration. Since

the gas is not in local thermodynamic equilibrium (LTE), these quantities must be

determined by solving rate equilibrium equations for ionization/recombination, heat-

ing/cooling, a charge balance equation, and the equation of state. The equations used

are as following. Terms related to metal species will be discussed in more detail in

Section 2.3.4.

The charge balance equation is

np +
∑

nM II
+ 2

∑
nM III

= ne, (2.20)

where nM II
and nM III

are the number density of first ionized and second ionized metal
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species respectively. Higher ionization states are ignored as their abundance would

be negligible for the given ionizing flux and particle densities.

The hydrogen ionization and recombination balance equation is

(αBne + k
(O)
ion nOI)np =n1s(Γ1s + C

(e)
1s→∞ne + k(O)

rec nOII)

+ C
(e)
2→∞nen2 + Γ2pn2p + Γ2sn2s +

∑
m

Γ2nd
m nm, (2.21)

where αB is the case B recombination rate, k
(O)
ion and k

(O)
rec are the rates of oxygen

ionize and recombine through charge exchange with hydrogen respectively. The n=2

state has separate contributions from H(2s) and H(2p) as

C
(e)
2→knen2 = C

(e)
2s→knen2s + C

(e)
2p→knen2p. (2.22)

The last term in Equation 2.21 represents ionization from the H(1s) state due to

photoelectrons created by metal ionization. Hence high energy photoelectrons created

through ionization of metal species can have the same secondary ionization effect as

Equation 2.11. The secondary ionization rate due to metal species is then

Γ2nd
m =

∫ ∞
νth

σm,pi(ν)ke
Fν
hν
e−τatt,νdν, (2.23)

where σm,pi(ν) is the metal photoionization cross section. When evaluating the excited

state H abundance in Equation 2.21, the approximation in Equation 2.14 is applied.
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The heating and cooling balance equation is

[(
13.6 eVC

(e)
1s→∞ + 10.2 eVC

(e)
1s→2

)
n1s + 3.4 eVC

(e)
2→∞n2 +

∑
m

Λmnm

+ Λffnp + 〈Err〉αBnp + kBT
∑
m

αmn
ion
m

]
ne (2.24)

= n1sQ1s(N1s) +Q2pn2p +Q2sn2s + 10.2 eV nen2C
(e)
2→1 +

∑
m

Qmnm,

where Λ stands for cooling function. Osterbrock & Ferland (2006) give the free free

cooling rate

Λff = 1.85× 10−27 T 1/2( erg cm−3 s−1), (2.25)

where T is in units of Kelvin. The mean kinetic energy of the recombining electrons

is (Draine 2011)

〈Err〉 = [0.684− 0.0416 ln(T4)]kBT, (2.26)

where T4 = T/104 K. In Equation 2.24, the symbol Q represents the photoelectric

heating rate, per photoionization, corrected for the secondary ionization effect. Dal-

garno et al. (1999) find that secondary electrons give rise to roughly the same number

of ionizations as 1s→2p excitations, so the heat deposited into the atmosphere by one

photoelectron with energy E is taken to be

η(E) = E − (13.6eV + 10.2eV)ke, (2.27)

where the second term represents the energy lost by the photoelectron to ionizations

and Lyα excitations. Thus, the net photoelectric heating rate is

Q =

∫ ∞
νth

ησpi(ν)
Fν
hν
e−τatt,νdν. (2.28)
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Given P and the columns Ni, Equations 2.18, 2.20, 2.21, and 2.24 give four al-

gebraic equations to solve for T , ne, np, and n1s at this level in the atmosphere. A

globally convergent Newton’s method (Press et al. 2007) is applied to solve the set of

equations.

2.3.4 Radiative Cooling Due to Metal Species

Although H and He are by far the most abundant elements, their electron-impact

line cooling rates are heavily suppressed at temperatures T . 104 K due to the high

excitation energies. Metal line cooling due to electron impact followed by radiative

de-excitation is an important coolant, especially near the base of the atmosphere at

T . 8000 K. The ionization/recombination rate equilibrium equation is included to

determine the relative abundance of each ionization state. Transitions yielding large

cooling rates are chosen from abundant elements, and by striking a balance between

low excitation energies, ∆E, and large radiative decay rate Aul. Solar abundance

is assumed (Asplund et al. 2009). The elements considered are O, C, Mg, Si, S,

Na, and K. Although Mg was not a priori expected to be abundant in the upper

atmosphere due to condensation (Visscher et al. 2010; Koskinen et al. 2013b), Mg I is

in fact detected in HD 209458b (Vidal-Madjar et al. 2013) and marginally detected

in HD 189733b (Cauley et al. 2016).

The abundance of each ionization state is set by solving for rate equilibrium be-

tween ionization and recombination. Only neutral, first, and second-ionized atoms

are included.

As a special case, rather than photoionization, collisional, and radiative recombi-

nation, the ionization state of oxygen is determined by charge exchange with hydro-

gen. Considering that nH & 105 cm−3 everywhere in the model, the charge exchange
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rates in the high-density limit in Draine (2011) are applied. The energy differences

between three fine-structure levels of neutral oxygen are ignored because they are

much smaller than kBT .

The rate equilibrium equations are

(ΓM I
+ C

(e)
M I,∞ne + k

(O)
ion np)nM I

= (αM II
ne + k(O)

rec n1s)nM II

ΓM II
nM II

= αM III
nenM III

(2.29)

nM I
+ nM II

+ nM III
= (nH + np)fm,

where C
(e)
M I,∞ is the electron collisional ionization rate, which is only considered for Na

and K atoms. The collisional ionization of other metal species are ignored because of

the much higher ionization potential. The secondary ionization states of Na and K

are ignored. The photoionization rates of all species from Verner et al. (1995, 1996).

The Na and K collisional ionization rates are given by Lennon et al. (1988).

The rates of Pequignot et al. (1991) are used to describe the recombination of C

and O, of Shull & van Steenberg (1982) for that of Mg, Si, and S, of Verner & Ferland

(1996) and Landini & Fossi (1991) for that of Na and K respectively.

Because the ionization potentials of Mg I, Si I, Na I, and K I are smaller than the

Lyα energy, both continuum and Lyα photons contribute to their photoionization

and photoelectric heating rates. The metal species photoionization rate is

Γm,pi =

∫ ∞
νth

σm,pi(ν)
Fν
hν
e−τatt,νdν +

4πσm,pi(νLyα)

hνLyα

∫
Jνdν, (2.30)

and the metal species photoelectric heating rate

Qm,pi =

∫ ∞
νth

ησm,pi(ν)
Fν
hν
e−τatt,νdν + 4πσm,pi(νLyα)

νLyα − νth
νLyα

∫
Jνdν, (2.31)
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where σm,pi(νLyα) is only nonzero for Mg I, Si I, Na I, and K I. The mean intensity

Jν in these formulas denotes the intensity in the vicinity of the Lyα line, found as a

result of the resonant scattering calculation in Section 2.4.

The metal line cooling rates require a model for the excited state densities. For a

two-level system, rate equilibrium between upward and downward rates gives

nl(neC
(e)
lu +BluJ̄lu) = nu(Aul + neC

(e)
ul ). (2.32)

Stimulated emission is ignored due to dilution of the stellar flux. Collisional excitation

is a sink of thermal translation energy while collisional de-excitation is a source. Thus

the cooling rate of this two levels system is

∆E ne(C
(e)
lu nl − C

(e)
ul nu) = nenl ∆E C

(e)
lu

(
Aul −BluJ̄lu(nl/nu)eq

Aul + neC
(e)
ul

)
≡ Λnenl, (2.33)

where (nl/nu)eq = gl/gu exp(∆E/(kBT )), and the last equality defines Λ(T ), the

cooling function. Permitted transitions in the optical and near UV bands are always

associated with strong absorption features in the stellar spectrum, which lead to a very

small radiative excitation rate BluJ̄lu(nl/nu)eq for the transitions used. In the case of

forbidden transitions, to compensate for the small Aul, only small ∆E transitions give

rise to significant cooling. At the long wavelength end, the dilution of radiation flux

due to the solid angle of the star overcomes the effect of higher brightness temperature

of the star. As a result, radiative excitation is negligible in Equation 2.33 for both

permitted and forbidden transitions.

For forbidden transitions, the electron number density ne is much larger than

the critical density ncrit above which collisional de-excitation dominates radiative de-

excitation. In this limit, the level population is given by the Boltzmann distribution,
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and the cooling rate becomes

Λnenl = ∆EnlAul

(
nu
nl

)
eq

, (2.34)

which is independent of ne and collisional rates.

The emitted metal line photons are assumed to escape freely from the atmosphere.

In reality, the atmosphere may be optically thick to permitted emissions near the base

of the atomic layer.

The major cooling processes are listed in Table 2.3, while Table 2.4 in the appendix

contains addition transitions from O, C, S, and Si lines which are included in the

model but only have a minor effect on the temperature. The lower state of some

transitions may not be the ground state. In this case, the lower state is assumed

to reach collisional equilibrium with ground state in the cooling rate calculation.

Table 2.4 contains the transitions from O, C, S, and Si lines, which are included in

the model as cooling processes but only have a minor effect on the temperature.

Mg I 5184 Å is another line that may contribute to cooling. The lower state of this

transition is not the ground state, and the upper state is associated with the ground

state of the strong resonance line Mg I 2852 Å. A Mg level population calculation and

Mg I 2852 Å radiation transfer study are required to accurately model the cooling

effect, which is beyond the scope of this work. Mg I 5184 Å is not included in this

work as a result.

2.3.5 Molecular Hydrogen

Near the base of the atomic layer, where the temperature drops below T ∼ 2000 −

3000 K, it is expected that the density of molecules will increase rapidly and come

to dominate over the atomic species. This is the base of the atomic layer and the
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top of the molecular layer. The atomic-to-molecular transition is not self-consistently

modeled in this work, as the rate equations to determine molecular densities (e.g.

Yelle 2004; Garćıa Muñoz 2007), and the strong effect of molecular coolants from e.g.

H2O rotation-vibration bands, are not taken into account.

Although the details of molecule formation are beyond the scope of this paper,

a rough estimate of the H2 number density is made to verify that the temperature

does indeed become low enough to form molecules as the base is approached. Lenzuni

et al. (1991) noted that for a wide range of radiation intensity, that dissociation of

H2 is due to collisional processes, rather than photo-dissociation. Yelle (2004) found

the same result for a model for the thermosphere of HD 209458b. In this limit, an

estimate of the H2 density can be found using the Saha equation. Applying the H2

partition function from Borysow et al. (1989), the H2 number density, nH2 can be

computed from the atomic hydrogen density, nH, and the temperature T .

The buildup of a significant column of H2 will shield the lower atmosphere from

stellar UV, and allow the formation of other molecules, e.g. CO and H2O which may

be important coolants. Another effect more relevant to this work is that H2 may act

as a strong absorber of Lyα photons, effectively setting a lower boundary to the region

of the atmosphere that may have a large Lyα intensity. Black & van Dishoeck (1987)

discussed numerous “accidental resonances” between Lyα and electronic transitions

in H2. The strongest of these can have oscillator strength f ∼ 10−2, implying that a

column NH2 ' 1014 cm−2 is required to give unit optical depth for these transitions.

For a scale height H ' 108 cm, this gives a critical number density nH2 ' 106 cm−3

for true absorption optical depth unity over a scale height. In practice, Lyα photons

near the optically-thick base of the atomic layer would require a large number of

scatterings to escape the atmosphere, implying a total distance traversed even larger
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than a scale height. This will effectively set an absorbing lower boundary for the

atomic layer in the radiation transfer described in Section 2.4.

2.4 Lyα Radiation Transfer

Lyα photons can excite hydrogen from the 1s to the 2p state, providing a population

of absorbers that may be detected in Balmer line transmission spectra. Lyα may also

play a role in the heating/cooling and ionization/recombination balance, so a detailed

Lyα radiation transfer calculation is crucial.

Two sources of Lyα are included in the model, the stellar Lyα incident through the

top of the planet’s atmosphere, and also Lyα generated within the planet’s atmosphere

by electron impact excitation or a recombination cascade. The results of particle

densities and temperature versus radius from the hydrostatic model in Section 2.3 are

used to specify the Lyα source function, as well as the mean free paths to scattering

and true absorption. In the transfer calculation it is convenient to use Lyα line

center optical depth, τ , as the vertical coordinate. A plot of pressure P and radius

r versus τ will be shown in Figure 2.3. A major simplifying assumption is to use

plane-parallel geometry, so that mean intensity Jν(r) is tabulated as a function of

altitude. The radius in the hydrostatic model varies by a factor of 2 from base to top,

and by a factor of ' 20% near the base of the layer where the Hα line is formed. The

plane-parallel assumption simplifies the calculation, and is consistent with uniform

irradiation assumed in the hydrostatic model.

At the outer boundary (τ = 0), the unpolarized stellar Lyα intensity enters the

slab vertically. The line is parameterized by a double Gaussian line profile with

width (in velocity units) σ = 49 km s−1 and centers at µ = ±74 km s−1 (Gladstone

1988; Curdt et al. 2010; Tian et al. 2009). The integrated line flux at the top of
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the HD 189733b’s atmosphere is F0 = 2.0 × 104 erg cm−2 s−1 (Linsky et al. 2013).

Outgoing photons can escape from the top boundary freely.

An absorption bottom boundary is applied at the base of the slab, which repre-

sents the base of the atomic layer. Physically, this boundary condition is imposed

to represent the short mean free path to true absorption of Lyα on H2 (Shull 1978;

Black & van Dishoeck 1987) and H2O (Miguel et al. 2015). Since nH2 increases inward

much faster than nH, the mean free path to resonant scattering will become longer

than that to true absorption in the molecular layer, greatly decreasing the Lyα in-

tensity compared to the atomic layer. As will be shown, even in the atomic layer, the

intensity falls rapidly toward the base.

Lyα generated inside the atmosphere by collisional excitation or a recombination

cascade is assumed to be unpolarized and have an initial frequency distribution given

by a Gaussian distribution with the Doppler width set by the local temperature. In

practice, this initial distribution is much narrower than the resultant mean intensity,

so it is the same effect as initializing photons at line center. The source function

inside the atmosphere is

Sν =
10.2 eV

4π

(
αBnpne + C

(e)
1s→2n1sne + Γ2nd

1s n1s +
∑
m

Γ2nd
m nm

)
φν , (2.35)

where φν is the Doppler profile evaluated at the local temperature. The first term in

Equation 2.35 represents recombinations, each of which is assumed to produce one

Lyα photon. The following three terms represent collisional excitation by thermal

electrons, photoelectrons from ionizing H(1s), and photoelectrons generated from

ionizing metals. Recombination and collisional excitation to H(2s) are also included

because H(2s) and H(2p) are well coupled by the `-mixing.

The line center optical depth to scattering reaches values as large as τ ' 108
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near the base of the model, and photons will scatter ∼ τ times before exiting the

atmosphere (Harrington 1973) if no other process intervenes. Lyα photons can leave

this scattering cycle by two categories of processes. First, the radiative excitation

may not be followed by radiative de-excitation of a Lyα photon some fraction ε of

the time. The dominant processes are: photoionization from the n=2 state by stellar

Balmer continuum emission; collisional de-excitation; and two photon decay from

2s→1s. The former two processes also contribute to ionizing and heating rates. The

second kind of process is “true absorption”, in which a Lyα photon is absorbed by

some other species besides H(1s), for example by photoionizing an atom with low

ionization potential less than 10.2eV.

Lyα photons can also leave this scattering cycle by the `-mixing or radiative

excitation processes from the 2p state. Because it will be followed by the reverse

process immediately, these processes are equivalent to Lyα photon redistribution that

put the line wing photons frequently back to the line center and stop the photons

from escaping. These processes are not included in this model because a careful

consideration required the Hα mean intensity in the atmosphere, which is not available

right now.

The plane-parallel transfer equation including resonant scattering, true absorp-

tion, the source function for photon creation, and excitation followed by de-excitation

a fraction 1− ε of the time is

µ
dIν(z,n)

dz
=− (αsc + αabs)Iν(z,n) + Sν(z)

+ (1− ε)4παsc

φν

∫
R(ν,n; ν ′,n′)Iν′(z,n

′)dΩ′dν ′, (2.36)

where µ = cos θ, φν is the Voigt line profile, αsc is resonant scattering coefficient, αabs

is true absorption coefficient, and R is the Hummer (1962) case II-B redistribution
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function, with dipole angular dependence. The redistribution function R gives the

probability that the photon is scattered from incident frequency ν ′ and direction n′ to

frequency ν and direction n. Case II-B redistribution assumes that, in the rest frame

of the atom, the line profile for absorption of the photon (excitation) is a Lorentzian

profile, and that in the rest frame the outgoing photon has the same energy as the

ingoing photon. Hummer (1962) presents formulae for the resulting redistribution

function thermally averaged over a Boltzmann distribution of atom velocities. Case

II-B with dipole angular dependence results for resonant scattering when the initial

and final states are the H(1s) state, and the finite lifetime of the intermediate H(2p)

state is included. Fine structure splitting of the excited state is ignored. This is

a good approximation in the present application where the mean intensity is much

broader than the fine structure separation of the J = 1/2 and 3/2 states.

The transfer equation is solved numerically with the Monte Carlo method (e.g.

Whitney 2011). First, unpolarized photon packets are initialized at a point randomly

generated from the source function (see Equation 2.35) and with a randomly chosen

direction. Second, the optical depth τ that the photon will travel through before it

is scattered or absorbed is randomly generated with a probability density e−τ . The

spatial location of the scattering or “true absorption” at optical depth τ from the point

of emission is then determined with the knowledge of the densities and temperature,

and cross sections of nH, nMgI, nSiI, nNaI, nKI. The Lucy method (Lucy 1999) is used to

tabulate intensity and flux from the motion of the photon packets. This was crucial in

optically thick regions, and worked much better than accumulating photon statistics

only when they pass through the face of a cell. Based on the radiative excitation

and absorption optical depth, the rejection method is used to determine whether the

photon is absorbed. Whether the H(2p) emits another Lyα photon is determined by
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comparing a random number with 1−ε. Third, at each scattering, the outgoing photon

direction is chosen including polarization accumulated during prior scatterings. The

Stokes matrix for Rayleigh scattering is used. However, rather than using the Stokes

matrix in scattering-plane coordinates, as discussed in Chandrasekhar (1960), a

scattering matrix was derived in terms of the incoming and outgoing photon direction

without reference to the scattering plane, which was found to be more convenient

for numerical calculations. Then, the velocity of scatterers along the direction of

the incident photon is randomly generated by the method described in Zheng &

Miralda-Escudé (2002), with small modifications to improve the efficiency. Recoil is

included in computing the new frequency of the photon after scattering. The process

of propagation and scattering is repeated until the photon escapes the modeled system

or leaves the scattering cycle.

By knowing the n1s from the hydrostatic atmosphere model and J̄Lyα from the

Lyα radiation transfer calculation, the n2` population is given by Equation 2.14. Note

that the ionization, heating, and cooling rates in the atmosphere depend on the n2`

and Lyα mean intensity. Therefore, the hydrostatic model and radiation transfer

calculation are performed iteratively, until the n2` converged, which takes typically

∼ 6 iterations.

2.5 Fiducial Atmosphere Model

In this section, results are presented for the fiducial model with solar abundance

for all species and extreme ultraviolet (EUV) and X-ray flux set by the day-side

value. The Lyα mean intensity spectrum in the atmosphere is shown in Figure 2.2.

Temperature versus height for the fiducial model is shown in Figure 2.3. The heating

and cooling rates per unit volume are given in Figure 2.4, and the number densities of
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Fig. 2.2.— Lyα mean intensity spectrum (Jν) at six different depths in the atmo-
sphere. At line center the spectrum is flat, much wider than the thermal line width,
and becomes broader with depth. The intensity decreases rapidly on the line wing.
The fluctuations in the spectra are due to the statistical noise in the Monte Carlo
simulation.

each species are given in Figure 2.5. Figure 2.6 shows the Lyα photon sources, sinks,

and H ionization rates per unit volume. Line profile weighted Lyα mean intensity

J̄Lyα of the fiducial model are given in Figure 2.7.

Figure 2.2 shows the Lyα mean intensity at four different depths in the atmo-

sphere. The line center of the resonant scattering spectrum has a flat part with width

∼ (aτ)1/3νD (Harrington 1973). The dip at line center near the surface arises because

the photons have to diffuse away from line center in order to escape from the slab, due

to the extremely short mean free path at line center. The mean intensity near line

center has a peak around τ ∼ 104, where the H(1s) photoionization, as well as the
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Fig. 2.3.— Temperature (T ) and Lyα line center optical depth (τ) versus pressure
(P , bottom axis) and radius (r, top axis).

subsequent recombination, which is the major Lyα photon source, is the strongest.

The spectrum decreases rapidly on the line wing. The fluctuations in the spectra are

due to the statistical noise in the Monte Carlo simulation. Since the number densi-

ties of H(2`) are proportional to the J̄Lyα, this fluctuation also appears in the H(2`)

number densities curve, and other curves such as heating rates.

At the top of the model, for pressures P < 10−3 µbar, the gas is fully ionized

and the contribution to the number density of electrons by metal species is negligible.

The photoionization cross section from H(1s) near the Lyman edge is 6.3×10−18 cm2.

Since the scale height is less than 109 cm, the gas is optically thin to LyC photons.
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The combination of large Lyα intensity J̄Lyα ∝ P−1 and increasing H(1s) density with
depth give rise to a nearly flat H(2`) density around 104 cm−3 over two decades in
pressure near the base of thermosphere. The number densities of Na I and H(2`) are
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center optical depths of Hα and NaD are near unity (see Figure 2.10).
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In this region n1s ≈ n2
eαB/Γ1s ∝ P 2. The gas temperature is set by the balance of

H(1s) photoelectric heating and strong line cooling by Mg and Lyα. The cooling rate

nMgneΛMg ≈ n1sQ1s ∝ P 2. So the gas temperature is regulated to T ∝ 1/ logP near

temperatures T = 9, 000− 13, 000 K, shown in Figure 2.3.

Note that the ionized region of the hydrostatic model at P . 3× 10−4 µbar may

have an unphysically high temperature, as the inclusion of a hydrodynamic outflow

and adiabatic cooling may be important in this region, as in the well-studied case of

HD 209458b (e.g. Yelle 2004). However, inspection of Figure 2.5 shows that the H(2`)

and Na I densities are negligible in this region, and hence errors in the temperature

profile there will not affect the Hα and Na transit depth.

H(1s) is the main absorber of the stellar LyC flux over the majority of the energy

range. Besides H(1s), the 2s-shell of O I absorbs most photons with energy above

538 eV, and C and Si are the main absorbers of the photons below 13.6 eV in the

atomic layer. Photoelectric heating from ionization of H(1s) contributes the large

peak in Figure 2.4 over the pressure range P = 10−3 − 10−1 µbar. Below that,

it continues to be an important source of heating, with absorption of successively

higher energy photons with depth, and ionization by secondary electrons becoming

important. There is a narrow region near P = 0.1 − 1µbar where heating due to

electron impact de-excitation of H(2`) dominates. Ultimately the heating in this

region is due to the Lyα radiation, which excites the atoms to the n=2 state. Near

the base, at P = 1 − 10µbar, metal photoelectric heating from ionization of Si, O,

and C dominates the heating. Mg line cooling is dominant over the entire model,

with Lyα making an important contribution at P < 10−2 µbar, and Na line cooling

below P = 1µbar.

Hence near the base of the model, both heating and cooling are controlled by metal
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species, and the temperature is not sensitive to an overall shift in metallicity. Above

P = 1µbar, the temperature is sensitive to metallicity, and eliminating a single im-

portant coolant could make a difference, with Mg and Na-poor atmospheres expected

to be hotter and more extended. Since this region is important for the Hα and Na

transmission spectrum, the temperature, with it’s dependence on the metallicity, may

be an important parameter in understanding the transmission spectrum.

Lyα line center optical depth versus height for the fiducial model is also shown

in Figure 2.3. Near the base of the atomic layer, τ ∝ P ∝ n(H(1s)), since ground

state hydrogen is the dominant species. However, above P = 2×10−3 µbar, hydrogen

is predominantly ionized, and the optical depth decreases outward roughly as τ ∝

n(H(1s)) ∝ n2
p ∝ P 2 in ionization equilibrium. At the outer boundary of the model,

τ drops abruptly to zero due to the τ = 0 boundary condition there.

The most abundant species in Figure 2.5 are electrons and protons above P =

3× 10−3 µbar, and H(1s) below. Recall that ionization of He is ignored in this paper,

and that He is assumed to be neutral and have solar abundance. The electron number

density stays roughly constant in the deeper part of the atomic layer because both the

ionization and the recombination rates are insensitive to altitude and temperature.

The ionization is dominated by the photoionization from H(2`) in this region and a

flat H(2`) number densities lead to a flat ionization rate (see Figure 2.6). From the

near equality ne ' np, ionization of hydrogen supplies most of the electrons down

to 1µbar, and first ionized Mg and Si are important below. The ionization state

of O closely follows that of H because of the very large O and H charge exchange

rate. The atmosphere becomes opaque to the stellar flux above 10.4 eV due to the

absorption by S I and C I. The atmosphere is transparent to stellar flux below the

S I ionization threshold throughout the model, which keeps metal species with lower
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ionization energy mostly ionized. The Mg switches to neutral because its especially

small ionization cross section near the ionization threshold. The ionization of Na I

and K I is dominated by collisional ionization at the level above 0.1 µbar. The Na

reaches 50% ionized at ∼ 1 mbar.

Near the base of the model, the density of H2 rises rapidly, and is only slightly less

abundant than H(1s). In a more complete model it is expected that the inclusion of

strong molecular cooling due to e.g. H+
3 and H2O would cause the temperature near

the base to be even lower and nH2 to be even larger.

The combination of large Lyα intensity J̄Lyα ∝ P−1 (see Figure 2.7) and increasing

H(1s) density with depth gives rise to a nearly flat H(2`) densities around 104 cm−3

over two decades in pressure near the base of atomic layer.

The number densities of Na I and H(2`) are similar in the pressure region between

10−2µbar and 10−1µbar. In Section 2.6, it will be shown that τ ∼ 1 for NaD and

Hα in this pressure region. This leads to similar transit depths for the Hα and NaD

transmission lines, in agreement with the observations of Cauley et al. (2016) and

Wyttenbach et al. (2015).

Shown in Figure 2.6, the photoionization rate from H(1s) dominates the H ion-

ization rate in the top layer of the atmosphere, and becomes constant after the atmo-

sphere becomes optically thick to the LyC photons. The photoionization from H(2`)

takes over for the region P > 10−2 µbar. The rate of charge exchange between O and

H can be very high, but they almost cancel each other and leave a small net effect.

The collisional ionization by secondary e generated by the photoionization of metals

(
∑

m Γ2nd
m nm) becomes large at P > 1 µbar.

The H radiative recombination cascade process dominates the Lyα photon pro-

duction throughout the simulation domain. The radiative decay after a thermal e
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collisional excitation from 1s state has a narrow peak in creating Lyα photon near

10−2 µbar. The collisional excitation by e generated by the photoionization of H(1s)

(Γ2nd
1s n1s) and metals (

∑
m Γ2nd

m nm) becomes important in creating Lyα photons near

the base of the atomic layer.

The stellar Lyα photons incident through the surface and the photons generated

above 10−2 µbar can mostly escape through the top boundary. In contrast, the

photons emitted below 0.1 µbar are mostly absorbed during the resonant scattering

processes due to the high optical depth. The Lyα flux at the bottom boundary is

about 10 erg cm−2 s−1.

The total LyC flux absorbed inside the simulation domain, is FLyC = 1.4 ×

104 erg cm−2 s−1. Besides the 2.0 × 104 erg cm−2 s−1 stellar Lyα flux that mostly

reflects back out, a net 3.7× 103 erg cm−2 s−1 flux leaving the atmosphere originated

from the Lyα emission inside the atmosphere. In comparison, integrating the source

function in Equation 2.35 over height, solid angle and frequency, the total column

Lyα internal emission is 1.3× 104 erg cm−2 s−1. The large internal Lyα emission rate

is because the Lyα photons generated deep in the atmosphere are absorbed locally,

rather than the heating efficiency is very high.

The local balance of sources and sinks in region below 0.2 µbar, as well as the

small flux hitting the bottom boundary, imply that the Lyα photons in this region

reach local equilibrium between sources and sinks. Because the photoionization of an

H(2`) is followed by a radiative recombination cascade, emitting another Lyα photon,

these two processes taken together can be thought of not as sources or sinks, but as

a redistribution in photon energy. The absorption of a photon on the wing, and its

subsequent re-emission at line center make it harder for the photon to escape the

atmosphere. The most important remaining “real” photon sources are excitation by
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secondary e, and radiative recombination cascade of a p which was collisionally ionized

by high energy photoelectron. The “real” photon sinks are collisional de-excitation,

photoionization of metals by Lyα, and 2 photon decay.

A breakdown of line profile weighted mean intensity, J̄Lyα, in terms of the different

sources is given in Figure 2.7. The external Lyα directly from star dominates above

0.05 µbar and the large intensity stays roughly constant. Because the incident stellar

Lyα is peaked at the frequency that is more than 5 Doppler widths away from the line

center, the cross section to these photons in the Lorentzian wing is about 105 smaller

than the cross section in the line center. Most stellar Lyα photons can directly

penetrate to the P ∼ 10−2µbar level, which leads to a roughly constant intensity

above this layer. Radiative recombination cascades are more important below that,

with secondary e excitation becoming the second largest source deeper than 1 µbar.

The Lyα mean intensity near the base can be estimated by assuming a local

balance of frequency-integrated sources and sinks, giving J ' SL. Here J is the

frequency integrated mean intensity, S is the frequency integrated source function,

and L is the total path length traversed by the photon before it is destroyed. The

photon source is insensitive to altitude as shown in Figure 2.6. For a sink given by

true absorption due to photoionization of metals, the mean intensity is

J ' SL =
S

nmσm,pi(νLyα)
. (2.37)

The photoionization cross section of metals by Lyα photons, σm,pi(νLyα), is indepen-

dent of altitude and frequency. The number densities of Mg I, Si I, Na I, and K I scale

proportional or slightly steeper than P . As a result, the J ∝ P−1. Next consider
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collisional de-excitation and 2 photon decay, for which

J ' Sε−1lmfp

= S

(
3A2p→1s

4neC2→1s(T ) + A2s→1s

)(
1

n1sσ1s(ν0)

)
, (2.38)

where ε is the probability of excitation not followed by de-excitation, and lmfp is the

line center mean free path. Because ne, C2→1s(T ) are insensitive to altitude, J ∝ P−1

in this case also.

To show the reliability of the approximations given in Equation 2.14, which are

used in the hydrostatic model, the results for the H(1s) number density and tem-

perature were plugged back to the full hydrogen level population code described in

Section 2.2. Figure 2.8 compares the approximate result and the full calculation for

the ne, n2s, and n2p. The approximation holds for the whole simulation region. The

n2s and n2p obtained from both methods are almost identical except the approximate

method slightly underestimates the n2s at the very top of the atmosphere, due to

the fact that the contribution from collisional excitation is not completely negligible

there. The ne obtained from the hydrogen level population calculation is slightly

larger, because recombinations are only included up to n = 6 there, while the case B

recombination rate is summed over all levels.

The number density of H(n = 3) obtained from the level population is also shown

in the Figure 2.8. Because an optically thin stellar Hα intensity is applied and Lyβ

radiation transfer is not carefully considered, the number density of H(n = 3) shown

here is only a roughly estimate. Nevertheless, the low number density indicates that

the Paschen series absorption features are unlikely to be observed.
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the difference between recombination of an O II and ionization an O I by charge
exchange with H (k

(O)
rec nOIIn1s − k

(O)
ion nOInp). The photoionization of metals listed

here stands for the H collisional ionization by e generated by the photoionization of
metals (

∑
m Γ2nd

m nm).
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2.6 Transmission Spectrum

2.6.1 Hα Transmission Spectrum

From the discussion in Section 2.4, the Lyα intensity is small in the molecular layer

at r < Rb. As a result, the H(2`) density there is small, and the region between Rp

and Rb is transparent to Hα.

Figure 2.9 shows the model Hα transmission spectrum and the data from Cauley

et al. (2015, 2016). The fiducial model discussed in Section 2.5 is given by the black

line labeled “ξ = 1, Pb = 10µbar”. Given the noise in the data, the fiducial model
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is in broad agreement for both the line center absorption depth and the line width.

The wavelengths have been corrected for the index of refraction of air at “standard

condition”, nHα = 1.0002762, according to Cox (2000). The plot also shows the effect

of a different LyC flux, as denoted by lines with a different value of the factor ξ and

the metallicity, which will be discussed in the Section 2.6.4 and 2.6.5, respectively.

The base pressure, Pb, is not self-consistently determined in this study. In order to

investigate the dependence of the transmission spectrum on this parameter, the blue

solid line labeled “ξ = 1, Pb = 1µbar” shows a model with the base of the atomic layer

at Pb = 1 µbar. The line center transit depth is smaller by ' 20% for Pb = 1 µbar.
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Fig. 2.9.— Hα transmission spectrum. The black solid line shows the transmission
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layer base pressure Pb = 1 µbar. Black and red dashed lines show the model with
stellar LyC multiplier factor ξ = 1/4 and ξ = 4 respectively. The red solid line shows
the model without Mg. Circles in the plot are observational data from Cauley et al.
(2015, 2016).

Changing this boundary causes only small changes the atmosphere properties, so the

Hα becomes optically thick at roughly the same pressure. However, because the scale

height between 1 µbar and 10 µbar significantly decreases after switching to lower

temperature and larger mean molecular weight, the radius in the atomic layer that

corresponds to the same pressure becomes smaller, which leads to a smaller transit

depth. Although we do not expect the transition from atomic layer to molecular layer

to be as high up as 1 µbar based on Figure 2.5, a more physical molecular model is

required to produce a more precise transmission spectrum.
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Figure 2.10 shows the line center optical depth of the fiducial model versus impact

parameter b. The Hα line center optical depth reaches the maximum value ∼ 40

for b = Rb, the base of the atomic layer. Although the optical depth of Hα slightly

decreases inward, due to the (assumed) transparent molecular layer, the optical depth

is still much larger than 1 all the way to the continuum radius b = Rp. Lecavelier

Des Etangs et al. (2008) showed that the optical depth at the effective radius is

τeq ' 0.561, and is not sensitive to the details of the atmospheric structure. In the

1With the approximation of the uniform mixing ratio and isothermal thin atmosphere, the integral

in Equation 1.5 may be expanded in a series as
∫∞
0

du
(

1− e−βe−u
)
' ln(β) + γ +O(β−2), where

γ ' 0.577 is the Euler-Mascheroni constant and β ' n(Rp)σ
√

2πRpH. This formula is valid for
β � 1. This expansion then gives τeq = e−γ ' 0.561, in good agreement with Lecavelier Des Etangs
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fiducial model, the effective radius is 9.87× 109 cm, corresponding to an Hα optical

depth τ = 0.54 and pressure P = 5.1× 10−3 µbar. The optical depth drops to below

∼ 10−2 at a pressure 10−3 µbar, which means the contribution to Hα absorption from

the atmosphere above this level is small.

To indicate the vertical distribution of Hα and NaD absorption by the atmosphere,

Figure 2.11 shows the equivalent width contributed by an annulus of atmosphere with

et al. (2008).
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radius b, defined as

dWλ

db
=

2b

R2
? −R2

p

∫ (
1− e−τl,ν(b)

)
dλ. (2.39)

For impact parameters in the range Rp < b < Rb, which go through the molecular

layer, the Hα line center optical depth is ' 40, and the absorption in the Lorentzian

damping wing is negligible. Therefore, the base of the atomic layer is in the flat

portion of the curve of growth (Draine 2011). The contribution to the equivalent

width decreases slowly inward in this part of the atmosphere because of the smaller

annulus radius and the lower temperature. It is also shown that the Hα absorption

is dominated by impact parameters below P ∼ 5× 10−3 µbar, where the line center

optical depth is larger than 0.5.

2.6.2 NaD Transmission Spectrum

Unlike Hα, the NaD doublet lines are absorbed by ground state Na, which has high

density deep in the atmosphere. The molecular layer is not treated in detail here,

rather a simple model with constant (solar abundance) mixing ratio and temperature

T = 1140 K is used. For simplicity, Na is assumed to be neutral in the molecular

layer, even though Na I is expected to have slightly smaller abundance than Na II

until ∼ mbar pressure. Similar to Lyα, NaD photons undergo a resonant scattering

process in the atmosphere, at least at pressures sufficiently low that collisional de-

excitation and collisional broadening are negligible. An accurate model of the NaD

transmission spectrum requires treatment of resonant scattering by Na I, as well as

true absorption and emission by the atmosphere, which is beyond the scope of this

paper. Instead, as was done for Hα in this work, a simple e−τl,ν(b) absorption will

be used to compute the transmission spectrum. Because the line wings of the NaD
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doublet are overlapping, τl,ν(b) uses the sum of the cross sections for each line of the

doublet, evaluated at frequency ν.

Figure 2.10 shows that the optical depths of the NaD doublet lines reach τ ∼ 0.5

at P ∼ 10−2 µbar, comparable to that of Hα, agreeing with the inference made

previously based on the similar transit depth of Hα and NaD. At this altitude, the

temperature is ∼ 8000 K, comparable to the analytic estimate using the difference

between the NaD doublet transit depths discussed in Section 2.1. The optical depth of

the NaD doublet become much larger than unity below 1 µbar. Thus NaD absorption
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Fig. 2.13.— Comparison of the NaD doublet transmission spectrum observed by
Wyttenbach et al. (2015) binned by 5×, to the calculated transmission spectrum of
the fiducial model, as well as models with different atomic layer base pressures Pb,
LyC boost factor ξ and metallicity. Note the break in the x-axis. The spectra of
the three models with Pb = 10 µbar and solar abundance are nearly overlap on each
other.

by the atmosphere near the base of the atomic layer is in the damped portion of the

curve of growth, which explains the large contribution to the equivalent width shown

in Figure 2.11. However, because of the slow transit depth variation with frequency

on the damping wing, it is difficult to distinguish the NaD damping wings from

possible additional sources of continuum opacity due to the observational error bars.

The presence of clouds or hazes would further complicate the detection of this lower

portion of the atmosphere, in spite of its large equivalent width contribution.

Figure 2.12 compares the observed NaD transmission spectrum from Huitson et al.
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(2012) and the fiducial model. The wavelength has been corrected for the index of

refraction of air, nNaD = 1.0002771 according to Cox (2000). The spectral resolution

of the Space Telescope Imaging Spectrograph (STIS) G750M grating aboard the HST

used in this observation is ∼ 6 times broader than the full width at half maximum

(FWHM) of each line in the NaD doublet. Two methods are used to compare the

model spectrum with the low spectral resolution observation. The first method is

described in Huitson et al. (2012), and is shown as a black histogram. The model

spectrum is binned to the STIS instrument resolution, 2 pixels, since the G750M

grating gives a resolution ∼2 pixels at 5893 Å. Care is required since the absorption

depth of the binned spectrum near each line center depends on the wavelength range

used for binning. In view of this, the second method, shown as a blue solid curve,

convolves the model spectrum with a Gaussian profile with FWHM matching the

instrument resolution (2 pixel widths). For both methods, to imitate the process of

normalization to the continuum outside the regions of interest which been done in

observational data reducing, the Na absorption depth at 5912 Å is subtracted out

and treated as the continuum.

Figure 2.13 compares the high resolution NaD transmission spectrum observed by

Wyttenbach et al. (2015) with the fiducial model, as well as models with different

atomic layer base pressures Pb, ξ and metallicity, equivalent to the models shown in

Figure 2.9. In comparing to the Hα transmission spectrum, recall that the line width

of Na is narrower as compared to Hα due to the larger mean atomic weight of Na.

To reduce the noise, the data plotted are binned by 5×. The resulting 0.05 Å bin

width is equal to the FWHM of the average spectrograph line spread function, and is

∼ 3 times narrower than the NaD FWHM. On top of the 2.3 km s−1 shift to the red

which accounts for the systemic velocity, the data were shifted by 10 km s−1 to the red
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to cancel the observed blueshift from an unknown source described in Wyttenbach

et al. (2015). Similar to the treatment in Figure 2.12, the correction from the index

of refraction and continuum flux are made to the simulated spectrum. No binning or

convolving is required because the spectral features are well resolved.

The line center absorption depths generated by the models agree with the NaD

spectrum in both observations roughly to the level of the observational error bars.

Note that there is a strong absorption feature on the red side of the line center which

cannot be explained by the model.

2.6.3 Retrieval of the Temperature Profile from NaD Trans-

mission Spectra

To measure the temperature versus altitude profile from the NaD transmission spec-

trum, r(λ), Lecavelier Des Etangs et al. (2008) applied the analytic model

r(λ) = H ln(σ(λ)) + constant, (2.40)

which is derived for a plane-parallel isothermal atmosphere with uniform mixing ratio

of Na I and scale height H = kBT/µmpg. Here σ(λ) is the summed cross section

from each line of the NaD doublet, and a Voigt profile at the local temperature

is used. The wavelength-independent constant term is determined by the radius at

continuum wavelengths. If the temperature and abundance vary slowly with altitude,

an approximate scale height H of the atmosphere at a certain radius can be derived

from H = (dr/dλ)/(d lnσ/dλ). Then, applying a mean molecular weight µ, the local

temperature T (r) at r(λ) can be computed from the fitted value of H.

Methods similar to this were applied by Huitson et al. (2012) and Wyttenbach
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et al. (2015) to measure the upper atmosphere temperature from their observed Na

transmission spectra. The atmosphere was assumed to be molecular with µ = 2.3 in

both studies. To decrease the uncertainty of the temperature measurement due to

noise in the observed r(λ) profile, Huitson et al. (2012) broke the spectrum into small

wavelength intervals, and fit r(λ) in each interval by varying H and the constant.

Wyttenbach et al. (2015) also broke the spectrum into intervals, and fit for H in each

spectral region, but with a fixed value for the constant term in Equation 2.40 in each

interval. As a result, if connecting the fitting curves from separate wavelength ranges

together, the joined curve is not continuous in both the slope and value of the transit

depth at the boundary between adjacent wavelength ranges.

The measured temperatures near line center in both studies are more than a factor

of 2 lower than the model temperature here (see Figure 2.15) over the relevant region

of the atmosphere. This is in spite of their using a mean molecular weight µ = 2.3,

which assumes molecular hydrogen, while here the mean molecular weight in the

atomic layer is closer to µ ' 1.3, smaller by a factor of 2. Such a large difference in

temperature cannot be explained by the abundance variations due to ionization seen

in Figure 2.5.

One indication that higher temperatures than found in Huitson et al. (2012) and

Wyttenbach et al. (2015) are required comes from the inferred range of density be-

tween line center and line wing. A lower temperature means a larger density difference

between the base of the atmosphere, where the continuum forms, and higher altitudes

where the line center forms. An underestimate of this density decrease can be found

by using the highest fitted temperature used in Wyttenbach et al. (2015), T = 3270 K,

and mean molecular weight µ = 2.3. Assuming the pressure is large, 1 bar at the con-

tinuum altitude, also errs on the side of high density higher in the atmosphere. With
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Fig. 2.14.— Comparison of the fiducial model transmission spectrum and two different
fits at a single point (circled) using the isothermal transit radius approximation in
Equation 2.40. The black line shows the transit radius of the Na I 5890 line for the
fiducial “ξ = 1, Pb = 10µ bar” model (see Figures 2.12 and 2.13). The red curve is
chosen to agree with the value of the transit radius at r(λ) = 1.057Rp, and with the
continuum r(λ) on the line wing. This requires a temperature T = 2830 K, assuming
µ = 2.3. The blue curve is chosen to have the same slope as the black curve at the
circled point, which requires T = 6010 K for µ = 2.3.

these two assumptions, an isothermal atmosphere gives the pressure 5 × 10−5 µbar

at the line center altitude 1.27× 104 km. To be optically thick to the Na I 5890 line,

the ground state density must be nNaI & (σNaD2

√
2πrH)−1 ' 102 cm−3, where σNaD2

is the line center cross section of Na I 5890. This requires a ∼ 10−6 mixing ratio of

Na I, which means Na has to be mostly neutral at this altitude if the atmosphere is

in solar abundance. However, because the atmosphere is optically thin to the stel-
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Fig. 2.15.— Retrieved temperature profile using two different fitting strategies shown
in Figure 2.14. Temperature profile fitted from the observed NaD transmission spec-
trum obtained by Wyttenbach et al. (2015) is shown with red circles.

lar flux at this pressure, Na is significantly ionized (see the left hand side of Figure

2.5). Therefore, the highest temperature measured in Wyttenbach et al. (2015) may

underestimate the line center temperature formed high in the atmosphere.

For sufficiently high spectral resolution data, r(λ), with high signal to noise for

each data point, and for an atmosphere which is nearly isothermal and with small

abundance gradients, the temperature of the atmosphere will be accurately recovered

using Equation 2.40 in the plane-parallel limit. However, in an atmosphere where

temperature increases upward rapidly, this method tends to underestimate the tem-

perature (Wyttenbach et al. 2015). The problem is exacerbated when the opacity is
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provided by the line’s Doppler core at the altitudes of interest.

To better understand the retrieval of a temperature profile for the non-isothermal,

non-constant abundance case, an example is given here to fit the fiducial model r(λ)

(see Figures 2.12 and 2.13) with the isothermal profile in Equation 2.40. This elim-

inates measurement errors in the data, and a fine enough grid of points is used so

that numerical error is negligible. The black curve in Figure 2.14 shows the fiducial

model for the Na I 5890 absorption profile, the same as in Figure 2.13. Two methods

are used to fit Equation 2.40 to the fiducial model. “Method 1” is equivalent to that

in Wyttenbach et al. (2015). The constant term in Equation 2.40 is chosen in order

that the absorption depth is 0 at 5912 Å, on the line wing. The temperature T (r)

at each radius r(λ) is determined by matching the value of the transit radius using

Equation 2.40 to the fiducial model. A mean molecular weight µ = 2.3 is used, as

in Wyttenbach et al. (2015). Figure 2.14 shows an example of a Method 1 fit with

T = 2830 K, which matches the value of the absorption depth at R = 1.057Rp. When

the value is fitted, the slope will be smaller than that of the fiducial model. “Method

2” is equivalent to that in Huitson et al. (2012). By adjusting H and the constant

term at each r(λ), Equation 2.40 is used to match the slope of the fiducial model

transit radius. Again µ = 2.3 is used. Figure 2.14 shows an example of a Method 2

fit with T = 6010 that is tangent to the fiducial model r(λ) curve at R = 1.057Rp.

The retrieved temperature profiles for Method 1 and Method 2 are compared to

the fiducial model temperature profile in Figure 2.15. For comparison, the Method

2 temperature profile estimated from the data by Wyttenbach et al. (2015) is shown

as the points with error bars. Given that there is no numerical noise in this example,

as the isothermal r(λ) is fit to a theoretical model, the disagreement between the

Method 1 and Method 2 fits and the true temperature profile is quite large. The



70

disagreement would be even larger if the more appropriate µ ' 1.3 was used near

line center. Method 1 can reasonably retrieve the temperature in the molecular

layer, where the fiducial model temperature is constant and µ = 2.3. However, the

retrieved temperature in the atomic layer is lower than the fiducial model where the

temperature increases outward. Although the retrieved temperature is still higher

than the points from Wyttenbach et al. (2015), this example partially explains the

lower inferred temperature in that work as compared to the fiducial model in this

work.

In the Doppler core, Equation 2.40 gives

r(λ)− r(λ0) = −H
(

∆ν

∆νD

)2

= −6000 km

(
∆λ

0.1 Å

)2

, (2.41)

independent of temperature. By contrast, the fiducial model r(λ) is steeper than

Equation 2.41 because the absorption by a higher and hotter atmosphere layer pro-

duces a broader absorption than if the temperature is constant. This effect leads

to an overestimate in temperature at the base of the atomic layer. Because of the

combination of these two effects, the slope of a section of the fiducial model is too

steep and Equation 2.40 cannot produce such a steep slope for any temperature. Near

the line core, the slope of r(λ) for the fiducial model also depends on the Na I abun-

dance gradient. Collisional ionization by thermal electrons and Lyα photoionization

decrease the Na ionization fraction at level above 0.1 µbar (see Figure 2.5), which

can decrease the slope near the line center.

These results suggest that the isothermal model may not accurately retrieve a

rapidly rising temperature profile. In comparison, fitting the whole wavelength range

with an atmosphere model contains several isothermal layers, or a single layer with a

continuous temperature profile may better constrain the atmosphere temperature.
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2.6.4 Impact of LyC Flux on Transit Depth

HD 189733 is known to be an active star (Boisse et al. 2009; Pillitteri et al. 2014,

2015). To show the dependence of the transmission spectrum on the stellar EUV/X-

ray flux, two more models with an extra LyC flux multiplier factor ξ = 1/4 and ξ = 4

are applied. Figure 2.9 shows that a stronger LyC flux will make the Hα transit depth

deeper. This is consistent with the conclusion in Cauley et al. (2017) that the Hα

transit showing the largest absorption value occurs when the star is the most active.

In comparison, Figure 2.13 shows that LyC flux has no effect on the NaD transmission

spectrum. The fact that the maximum transit depth suggested by Wyttenbach et al.

(2015) and Cauley et al. (2016) for NaD are similar when binned to the same 0.2 Å

resolution agrees with Figure 2.13.

The reason of this difference is that the NaD transmission spectrum only depends

on the temperature or scale height of the atmosphere below 10−2 µbar, which is

mostly heated by photoelectric heating of metals by photons with energy less than

13.6 eV and not sensitive to the LyC flux. In contrast, Hα not only depends on the

atmosphere temperature, but also on the Lyα intensity in this region, which is larger

for a strong LyC flux environment. The Hα transmission spectrum also becomes

slightly broader in the strong LyC flux case, because the Hα becomes optically thick

at higher and hotter part of the atmosphere in this case. Comparing the variability

of the transit depths of the Hα and NaD lines is a possible method to break the

degeneracy between the transit depth variability due to blocking an active region on

the star surface and the change in the atmosphere due to stellar activity.
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2.6.5 Impact of Metallicity on Transit Depth

The metallicity is crucial in the model presented in this paper, but its value is uncer-

tain. Since Mg is the dominant coolant in the model, an atmosphere with no Mg is

calculated to assess the effect of metallicity on the transmission spectrum. Because

the atmosphere is warmer and more extended without Mg cooling, a deeper Hα and

NaD transit depth result, as shown in Figures 2.9 and 2.13. The relatively large

transit depth difference between two models with and without Mg indicates that a

high precision Hα and NaD transmission spectrum measurement can constrain the

metallicity in the upper atmosphere.

2.7 Discussion

2.7.1 Other Possible Cooling Mechanisms

Adiabatic cooling is another potential cooling mechanism discussed in the literature.

Koskinen et al. (2013a) constructed an atmosphere model for a similar hot Jupiter HD

209458b. In their model, the stellar heating is mainly balanced by adiabatic cooling.

Compared with HD 189733b system, the LyC flux of HD 209458 is weaker and the

orbit of HD 209458b is further away from the star. They also introduced a factor of

1/4 reduction on stellar flux to account for uniform day-night heat redistribution. As

a result of these differences, the heating rate of Koskinen et al. (2013a) HD 209458b

atmosphere model is more than 20 times smaller than the rate in our HD 189733b

model. On the other hand, the adiabatic cooling does not differ much in two sys-

tems because of the similar mass loss rate (Murray-Clay et al. 2009). Therefore, the

adiabatic cooling is unlikely to be the answer in the case of HD 189733b.

The effect of the adiabatic cooling of the model here can be estimated with an
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assumed mass loss rate. Including the adiabatic cooling in the pressure coordinate

system according to Bildsten (1998), the entropy equation takes the following form,

∑
H −

∑
C = −Cp

Ṁρgp
4πR2

p

dT

dP
+
CpṀTρgp

4πR2
pP
∇ad, (2.42)

where
∑
H and

∑
C stand for the sum of heating and cooling rates respectively as

shown in the right and left hand side of Equation 2.24, ∇ad = (d lnT/d lnP )S is the

adiabatic temperature gradient at constant entropy, Ṁ is the mass lost rate, and Cp

is the specific heat per unit mass at constant pressure. In the fiducial model, the

temperature gradient is about dT/dr = 7× 10−7 K cm−1 at the radius that 13.6 eV

photon becomes optically thick, where most LyC photons get absorbed. Applying the

mass-loss rate Ṁ = 4×109 g s−1 suggested by Salz et al. (2016) using a hydrodynamic

escaping atmosphere model, the adiabatic cooling rate is 1.1×10−8 erg cm−3 s−1 and

the second term in the Equation 2.42 is the dominant source. Comparing to the

heating and cooling rates shown in Figure 2.4, the adiabatic cooling is more than

two orders of magnitude smaller in the region where Hα mostly absorbed, and may

only become important in the region above P ∼ 3 × 10−4 µbar. The mass-loss rate

may be model dependent. An upper bound for the mass loss rate can be found using

the energy-limited escape rate (Murray-Clay et al. 2009), which assumes all LyC flux

converts to unbinding the atmosphere. The LyC flux FLyC = 1.4× 104 erg cm−2 s−1

corresponds to the energy-limited mass-loss rate Ṁ = 1.6× 1011 g s−1. In this case,

the adiabatic cooling rate is 4×10−7 erg cm−3 s−1 and still has a less than 10% effect

in the region mainly concerned.
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2.7.2 Comparing with Other Hot Jupiter Upper Atmosphere

Models

Christie et al. (2013) The present study agrees with the conclusion in Christie

et al. (2013) that the 2p occupation is set by radiative excitation and de-excitation,

and as an improvement, we include a Lyα radiation transfer inside the atmosphere

instead of applying a constant solar Lyα intensity. Because of the ∼ 30 times stronger

stellar Lyα intensity of HD 189733 comparing to the Sun and considering the Lyα

photons generated inside the atmosphere due to collisional excitation and recombina-

tion cascades, the Lyα mean intensity should be ∼ 100 times larger for the majority

of the atomic layer. In addition, because Christie et al. (2013) underestimates the

n2p by a factor of 20 due to a math error, the n2p should be significantly larger in the

whole simulation domain, and thus the atmosphere is optically thick to Hα mainly

due to the absorption of H(2p). The observed Hα absorption width agrees well with

an optically thick atmosphere model.

Because of the much larger n2`, the photoionization of H(2`) is larger compared

to photoionization of the ground state in the atomic layer. Hence the ne and np in

this work is ∼ 10 times larger.

Considering the proton collisional `-mixing process with rate ∼ 10 times larger

than electron collisional process, as well as the large H(2p) population, the creation

of 2s hydrogen is dominated by `-mixing rather than collisional excitation considered

in Christie et al. (2013). As a result, 2s and 2p reach collisional equilibrium.

In addition, it is shown that the metal lines are crucial in cooling the atmosphere.

Assuming solar abundance, lines of Mg and Na can cool the atomic layer by ' 2000−

3000 K.
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Menager et al. (2013) Menager et al. (2013) investigate the Lyα emission and re-

flection by the atmosphere of HD 189733b. The temperature and electron, hydrogen,

and helium number density profiles of HD 189733b from the Koskinen et al. (2011)

unpublished model were applied. The temperature, ne, np, and nH are in broad agree-

ment with the profiles presented in this paper in the corresponding pressure range.

According to a similar model of HD 209458b presented in Koskinen et al. (2013a),

it should be a one-dimensional hydrodynamic model of the upper atmosphere con-

sidering hydrogen and helium constructed on top of a full photochemical model of

the lower atmosphere. They chose the average solar flux as their stellar spectrum,

which is ∼ 10 times smaller than the synthetic spectrum from X-exoplanets used in

the present model in EUV/X-ray. Different from the photoelectron heating efficiency

η(E) calculated at the fixed ionization fraction xe = 0.1 throughout the model, or a

constant η applied in the Koskinen et al. (2013a), a η based on the local xe is used

in this work.

The temperature in the HD 189733b model of Koskinen et al. (2011) reachs a

peak of about 13000 K at a pressure of 3× 10−4 µbar. The adiabatic cooling lowers

the temperature at higher altitude. Their temperature at pressure range 10−3 to 1

µbar is higher by about 3000 K. Two possible reasons of this difference are Koskinen

et al. (2013a) do not consider metal lines cooling, which are the dominant cooling

mechanisms in our model, and conduction is not included in this work, which is

a net heating in this pressure range according to their result. Their temperature

decreases much faster with pressure above 1 µbar comparing to Figure 2.3. The lack

of molecular cooling in this work is the possible reason. Their ne decreases slowly

with pressure in the atomic layer and is ∼ 10 times smaller at 10 µbar compared to

this work. This difference is the result of missing the photoionization from H(2s),
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which is the dominant ionization mechanism in this region.

In the Lyα radiation transfer simulation of Menager et al. (2013), the Lyα photons

emitted by the star and by the planetary atmosphere are considered. However, when

considering the Lyα photon emitted by the planetary atmosphere, the Lyα photon

created through recombination cascades is not included. In order to calculate the

Lyα thermal excitation in the atmosphere, the number densities of 2s and 2p states

hydrogen are modeled with a level population study. In the 2p state level equation,

Lyα excitation, which completely dominates the 2p state, is not included. In addition,

because the p collisional `-mixing process is missing in their model, the 2` state

number densities result shown are affected.

Menager et al. (2013) claimed that the thermal emission of HD 189733b con-

tributes to 6% of the total intensity of the Lyα line. In the fiducial model of this work,

this ratio is 3.7×103 erg cm−2 s−1/(2.0×104 erg cm−2 s−1+3.7×103 erg cm−2 s−1) =

16%. This ratio strongly depends on the metallicity as well as the stellar LyC to Lyα

flux ratio.

2.8 Conclusion

A detailed one-dimensional hydrostatic atmosphere model is constructed over the

region dominated by atomic hydrogen and comparison of model transmission spectra

to the data has been made. An atomic hydrogen level population calculation and

a Monte-Carlo Lyα radiation transfer are done to model the abundance of 2` state

hydrogen. The model transmission spectra are in broad agreement with the HD

189733b data for both the line center absorption depth and the line width, although

the comparison is complicated by the observed variability.

The Lyα radiation transfer shows that the Lyα has a very broad line width with
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a flat top due to the resonant scattering process. The line profile weighted mean

intensity J̄Lyα is large and roughly constant down to the P = 0.1 µbar level of the

atmosphere. Lyα photons created inside the atmosphere and incident from the star

are both important. The Lyα source function extends deep into the atmosphere due

to ionization from progressively higher energy stellar LyC photons. The stellar Lyα

photon can penetrate into very large line center optical depth because the stellar Lyα

intensity is much boarder than the Doppler width inside the atmosphere. The stellar

Lyα photons incident through the surface and the photons generated above 10−2 µbar

can mostly escape through the top boundary. In contrast, the photons emitted below

0.1 µbar are mostly absorbed during the resonant scattering processes due to the high

optical depth. For P & 0.1 µbar, J̄Lyα ∝ P−1.

The n2p is determined by the radiative rates between 1s and 2p throughout the

simulation domain because of the large Lyα intensity. The 2s and 2p states reach

collisional equilibrium by the large p collisional `-mixing rate, which was overlooked

in this context. The combination of the decreasing Lyα excitation rates and the

increasing hydrogen density gives rise to a nearly flat n2` over two decades in pressure.

This layer is optically thick to Hα, and the temperature is in the range T ' 3000−

8500 K. Both Hα and NaD are optically thick up to the altitude with P ∼ 10−2 µbar,

which corresponds to the atomic layer of the atmosphere. Assuming solar abundance,

radiative cooling due to metal species dominates over the entire model, with Mg and

Na being the two most important species.

Additional models computed for a range of the stellar LyC flux find transit depth

of Hα changes with LyC level, suggesting that the variability in Hα transit depth

may be due to variability in the stellar LyC. In contrast, the Na absorption profile is

insensitive to the LyC level. Since metal lines provide the dominant cooling of this
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part of the atmosphere, the atmosphere structure is sensitive to the density of species

such as Mg and Na, which may themselves be constrained by observations. Lastly,

since the Hα and NaD lines have comparable absorption depths for the same spectral

resolution, we argue that the center of the NaD lines are also formed in the atomic

layer where the Hα line is formed.

The present model is in agreement with the observed NaD transmission spec-

trum by Huitson et al. (2012) and Wyttenbach et al. (2015), although the inferred

atmospheric temperature is significantly larger than that found assuming an isother-

mal profile and molecular composition. It is shown that the temperature achieved

by fitting each wavelength interval in the observed transmission spectrum with an

isothermal atmosphere model may not accurately retrieve the original temperature

profile, if the temperature increases rapidly with the altitude.
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Chapter 3

Electron Scattering Wings on

Lines in Interacting Supernovae

This chapter is based on the paper draft, Huang & Chevalier (In preperation).

3.1 Introduction

The effects of electron scattering on emission lines have been discussed in various

contexts. One is an explanation for the broad emission lines observed in Seyfert

galaxies (Weymann 1970; Laor 2006), although this is not currently the preferred

explanation for broad lines. In an expanding medium, electron scattering is expected

to produce to produce a wing on the red side of an emission line. Auer & van

Blerkom (1972) noted the possible relevance of this process to Wolf-Rayet stars and

Seyfert galaxies (see also Hillier 1991). In the context of supernovae, Fransson &

Chevalier (1989) examined the effect of electron scattering on lines formed in the

freely expanding ejecta during the nebular phase. As above, scattering in the radially

expanding gas gives a red wing to the line. In the case where the thermal velocities
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of electrons dominate, the scattering primarily has a symmetric broadening effect

about zero velocity. This is the case studied by Chugai (2001) for application to early

spectra of the Type IIn supernova SN 1998S. In this scenario, after the supernova

shock wave has broken out of the progenitor star and ionizing radiation from the

shock region is able to ionize the surroundings, the circumstellar medium around the

supernova shock has substantial optical depth to electron scattering. This situation

can occur in a supernova with a dense circumstellar medium because a viscous shock

is expected to form when the optical depth to the shock is ∼ c/vs, where c is the

speed of light and vs is the shock velocity (e.g., Chevalier & Irwin 2011; Katz et al.

2011).

The observational signature of electron scattering is broad wings (1000’s of km

s−1) on a narrow line feature with velocities that are characteristic of the circum-

stellar medium. Electron scattering line profiles have been calculated and applied

to a number of observed supernovae, including SN 1998S (Chugai 2001), SN 2005gj

(Aldering et al. 2006), SN 2011ht (Humphreys et al. 2012), and SN 2010jl (Fransson

et al. 2014; Borish et al. 2015; Dessart et al. 2015). In addition, electron scattering

has been mentioned as probably important for other supernovae, such as SN 2008am

(Chatzopoulos et al. 2011). Supernovae with narrow spectral lines that have electron

scattering wings are naturally classified as Type IIn (narrow line). However, electron

scattering is probably not a factor in all Type IIn supernovae because they have a

range of circumstellar densities, and at late times the electron scattering optical depth

is expected to become small as the supernova shock wave sweeps up the scattering

circumstellar gas. The mass motions then become the dominant factor in the line

profiles.

Our primary aim here is to treat the line wings outside of the unscattered line
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emission. We assume that the gas is optically thin in the unscattered line, as did Auer

& van Blerkom (1972) and Chugai (2001), recognizing that there may be significant

optical depth in the line, especially for Hα. Calculations including these effects were

carried out for Wolf-Rayet stars (Hillier 1991), SN 1994W (Dessart et al. 2009, 2016)

and SN 2010jl (Dessart et al. 2015). This calculation requires the treatment of the

non-equilibrium level populations in the radiation field of the object. There is con-

siderable uncertainty in these quantities for supernovae. The physics of the scattered

line wings is relatively straightforward and is the case studied here. The aim is to find

diagnostics provided by observations of the broad line component that are relatively

model independent.

Although electron scattering has frequently been invoked for broad lines in inter-

acting supernovae, there has not been a systematic investigation of the line properties.

We investigate here the dependence of the line profiles on various parameters, includ-

ing the optical depth, the density distribution of the circumstellar gas, and the velocity

profile of the circumstellar gas. These properties provide potential diagnostics of the

supernova interaction. The basic theory and results are presented in Section 3.2.2.

Applications to observed supernovae are in Section 3.2.3. The results are discussed

in Section 3.4.

3.2 Scattering in a Circumstellar Medium

As in many previous treatments of electron scattering, we used a Monte Carlo scheme

to calculate the effects of scattering. Because our primary application is to the optical

spectra of Type IIn supernovae, we assume scattering in the Thomson limit, using

the Thomson scattering differential cross section relation for each photon scattering.

The effect of polarization is ignored; our models are spherically symmetric. To make
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the simulation more efficient, statistical weights were assigned to the photons as

described in section 9.3 of Pozdnyakov et al. (1983). The simulations were carried

out in spherical symmetry, with the scattering medium between an inner radius R1

and an outer radius R2 (Fig. 3.1). The optical depth τ through the medium is along

the radial direction. A test of the code was provided by the analytical solution of

Weymann (1970); we found good agreement of the Monte Carlo calculations with this

solution.

Inner boundary (R1)

Outer boundary (R2)

Optical
depth τ

a)

b)

c)

Pre-shock
medium

Fig. 3.1.— Illustration of the scattering region, which extends from R1 (inner bound-
ary) to R2 (outer). A photon generated in the wind gas can a) be absorbed by the
inner boundary, b) escape the medium from the outer boundary without any scatter-
ing, contributing to the narrow component of the spectrum, and c) escape from the
outer boundary after scattering a certain number of times, contributing to the broad
component.
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3.2.1 The Single Scattering Limit

As an initial case, we calculated the situation where there is only single scattering by

a thermal distribution of electrons. This case depends only on the broadening by ther-

mal electrons and does not depend on the parameters for the circumstellar gas other

than the temperature. In a realistic situation, the broad line profile should approach

this case in the low optical depth limit. Fig. 3.2 shows the resulting distribution of

scattered photons for an assumed electron gas temperature of 20,000 K. It can be

seen that the profile over the first factor ∼ 4 in flux is approximately exponential and

steepens from an exponential beyond that. The full width at half maximum (FWHM)

of the line can be expressed as ∆v = 913(T/20, 000 K)1/2 km s−1. To obtain a robust

measurement of the FWHM, we fit an exponential to a ∼ 100 km s−1 region near

the profile peak and at the half maximum bin. This method helped to account for

fluctuations in the Monte Carlo results. For comparison, the mean thermal velocity

of an electron at 20,000 K is 954 km s−1. The line profile compares well with the

single scattering result shown in Fig. 2 of Sunyaev (1980), whose result has some

asymmetry because 5.1 keV photons are considered and the situation is not fully in

the Thomson limit. In the following discussion, we bin non-scattered and scattered

photons (narrow and broad component) separately in order to measure a well defined

FWHM of the broad component.

3.2.2 Stationary Circumstellar Medium

Our aim is to present physically plausible situations where electron scattering plays

a role. We begin by treating simpler situations and proceed to more complex ones.

The initial case is an ionized wind with density profile ρw ∝ r−2, as expected for a

steady wind. The wind velocity is assumed to be negligible so the circumstellar gas is
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Fig. 3.2.— Line profile for single scattering by thermal electrons with T = 20, 000 K.

effectively stationary. The inner boundary is assumed to be an absorbing sphere; this

might be a shocked shell that is not radiating. Most of the contribution to the optical

depth and emissivity comes from close to the inner boundary for this density profile.

We assume that the wind gas is responsible for both the emission of line photons and

the subsequent scattering of these photons. The line emissivity is taken to be ∝ n2,

where n is the gas density. Under these conditions, the broad component of the line

profile depends only on the optical depth to the absorbing sphere, τ , and the radial

extent of the scattering electrons.

Fig. 3.3 shows the resulting line profiles for different values of τ . The ratio R2/R1

is 103. As expected, higher optical depths lead to multiple scattering and a broader

broad component than is obtained in the single scattering case. There is also a
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narrow component that is made up of line photons that escape without scattering.

To characterize the width of the approximately exponential scattering wing, the full

width at half maximum (FWHM) of the broad (scattered) component is used here.

Fig. 3.4 shows the normalized line shapes such that the line profiles have the same

FWHM. It can be seen that the line profile shapes are similar over the top part of

the profile, but that the line wings are relatively stronger at high τ . At low τ , the

line profile drops more rapidly than an exponential out in the wings, while at high

τ , the profile drops less rapidly than an exponential. At τ ≈ 10, the profile remains

exponential far out in the wings. The results are shown for a particular temperature

T , but the electron thermal velocity is ∝ T 1/2, so that the FWHM ∝ T 1/2. The

FWHM of the broad component is shown in Fig. 3.5 as a function of τ . At low

optical depth, the FWHM approaches the single scattering value.

One parameter is the radial extent of scattering electrons. Fig. 3.6 shows the

line profiles resulting from a number of different extents. The profile is expected to

depend only on the ratio η = R2/R1. It can be seen that, provided that R2/R1 & 20,

the line profile depends weakly on the radius ratio. This conclusion also holds for

other power law density profiles except a negative power law index ∼ −1 (see below

for more discussion). Fig. 3.6 also shows that the line formed over a narrow radial

region, which approximates a planar scattering layer, gives a broader line than in the

case of a large radial extent. The result can be understood in that a photon escaping

from the vicinity of a spherical region inner boundary sees a similar optical depth

in various directions while, in the planar case, the optical depth seen by photons

is generally higher than that along a line perpendicular to the planar surface. The

planar case thus leads to a higher mean optical depth and broader lines.

Fig. 3.3 shows the presence of the narrow component mentioned above. The ratio
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Fig. 3.3.— Line profile results plotted on a log scale, for a circumstellar medium with
T = 20, 000 K, n ∝ r−2, R2/R1 = 103, and a static medium. The optical depths
τ = 1, 5, 10, 20 are shown.

of narrow to broad component depends on the escape probability of the photons

and is shown in Fig. 3.7. We also give the approximate expression for the escape

probability [1−exp(−τ)]/τ ; it can be seen that the accurate value is somewhat below

this estimate. The approximate expression is only accurate under the assumption

that the photons are confined to move in the radial direction. An assumption made

in these simulations is that the narrow line component is optically thin to the emission.

In Type IIn supernovae, the narrow Hα component frequently shows optical depth

effects, i.e. a P Cygni line profile (e.g., Kiewe et al. 2012), so the present considerations

do not apply. However, the results for the narrow line are potentially applicable to

higher level H lines and other lines with lower optical depth.
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Fig. 3.4.— Normalized line shape, with the lines folded about 0 velocity. An n ∝ r−2

density profile is assumed and R2/R1 = 103. The x-axis, σ, is the line half width in
units of the half width half maximum, and the y-axis is normalized by the peak of
the broad component.

We have assumed a density profile that is appropriate to a steady wind from

the progenitor star. However, the mass loss processes that give rise to the dense

circumstellar medium around a Type IIn supernova are not understood and are likely

to be complex. In order to check the sensitivity to the density profile, we undertook

simulations with a density profile ρ ∝ r−s, with s in the range 0−3.7 and τ = 5. The

FWHM and narrow to total line ratio are shown as a function of s in Figs. 3.8 and 3.9.

It can be seen that, for the narrowest scattering layer, there is the least dependence

on s. In the limit that the layer is geometrically thin, the results are expected to

be independent of s. For s = 2, already discussed, the insensitivity of the results to
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Fig. 3.5.— Relation of FWHM vs. τ , assuming T = 20, 000K, n ∝ r−2, r−1, r0, and
two different radial extents η = R2/R1. For comparison, the FWHM of the single
scattering case, 913 km s−1, is shown as black star.

the radial extent is clear; most of the contribution to scattering comes from layers

that are close to R1. The same is true for s > 2. On the other hand, for a radially

extended region with s = 0, most of the scattering occurs in layers close to R2. The

results do not depend significantly on the position of R1 provided that the region is

radially extended. In comparing line profiles for the s = 0 case and the s = 2 steady

wind case, we find that the FWHM approximately agrees for the two cases, but that

the outer wings of the line profiles are elevated in the constant density case.

It can be seen in Figs. 3.8 and 3.9 that there are significant deviations from the

standard results between s = 0 and 2, which we interpret as follows. The production

of photons in a given logarithmic radial range is Ṅ ∝ 4πR2∆Rε, where ∆R ∝ R

and ε ∝ n2 is the gas emissivity, so that Ṅ ∝ R3−2s. Thus for s < 1.5, most of the
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Fig. 3.6.— The line profile for a series of outer to inner radius ratios (η = R2/R1)
assuming an n ∝ r−2 medium.

photons are produced at large radii, while for s > 1.5, they are produced at small

radii. For the optical depth τ ∼
∫
ρκdr, s = 1 is a critical value above which most of

the optical depth is contributed at small radii and below which most is contributed

at large radii. The result is that for s > 1.5 both the photon production and the

optical depth effects occur at small radii, while for s < 1, they both occur at large

radii. In the range 1 < s < 1.5, most of the photons are produced at large radii,

but the electron scattering optical depth occurs at small radii. The result is that the

photons can escape more easily without scattering, as is shown in Fig. 3.8. At the

same time, the rapid escape of photons leads to a narrower FWHM (Fig. 3.9).
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Fig. 3.7.— Relation of narrow to total line ratio vs. τ , assuming T = 20, 000K,
n ∝ r−2, r−1, r0, and two different radial extents (η = R2/R1). The dashed line shows
the relation given by the simple analytic formula.

3.2.3 Presupernova Mass Loss Velocity

Up to this point, we have assumed that the scattering medium is stationary so that

the line broadening is entirely due to the thermal velocities of electrons. In the actual

case, the mass loss gas is expected to have some outflow velocity, vw, from the parent

star. In Fig. 3.10, we show the line profiles for various values of vw for the standard

case with τ = 5, s = 2, R2/R1 = 10, and T = 20, 000 K. It can be seen that even for

vw = 200 km s−1 there is a some asymmetry introduced into the broad line profile,

even though the thermal velocity of the electrons is 954 km s−1. We attribute the

effect to the fact that the wind velocity gives a systematic redshift to the scattering

photons, while the thermal velocities are equally positive and negative resulting in
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Fig. 3.8.— Narrow to total line ratio vs. the power law of the density profile for 3
different sets of radial ranges (η = R2/R1), assuming τ = 5 and T = 20, 000 K. Here,
η is the ratio of outer radius to inner radius for the scattering region.

a diffusion in frequency. The systematic redshift is due to the spherical divergence

of the flow. In the radial direction, velocity is constant, so there is no systematic

change in photon energy. For scattering in a nonradial direction, there is a velocity

component away from the photon source that gives a systematic redshift. A similar

situation occurs for electron scattering in the winds of Wolf-Rayet stars, although in

this case there may be a region where the wind accelerates in the radial direction to

its final velocity (Hillier 1991); the acceleration is expected to give rise to a systematic

redshift of scattering photons. As can be seen in Fig. 3 of Hillier (1991), the red wing

of the scattered component is considerably stronger than the blue wing.

In the present case, there is no velocity gradient in the radial direction, so that

scattering away from a radial line is important for causing an asymmetry. In addition,
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Fig. 3.9.— Same as Fig. 3.8 but for the FWHM.

scattering at a great distance from the photon source gives rise to a greater velocity

difference and redshift. Thus the case of n ∝ r−2 in an extended scattering region is

especially favorable for producing an asymmetry. In addition, photons are emitted

at a deeper optical depth on average for a thicker scattering region, which could also

contribute to the asymmetric profile. If the scattering layer is narrow, the photons do

not move far in angle before escaping and thus the asymmetry is small. For the case

studied by Chugai (2001), R1 = 4 × 1014 cm and R2 = 9 × 1014 cm, so the narrow

scattering region gives rise to a negligible asymmetry; the wind velocity was taken to

be 40 km s−1. The asymmetry of the narrow peak weakens with increasing thickness

of scattering layer because fewer non-scattered (and redshifted) photons are absorbed

by the inner boundary.

We considered the effect of the density power law index for the scattering gas (ρ ∝
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Fig. 3.10.— Line profiles for n ∝ r−2, τ = 5, R2/R1 = 10, T = 20, 000, and various
values of the wind velocity vw, with constant outflow velocity.

r−2, r−1, r0). For the broad component, the degree of asymmetry is comparable for

the 3 density profiles. The far blue wing becomes stronger for a flatter density profile.

For the uniform density case, most photons are created near the outer boundary.

Because of the density profile, even photons that escape horizontally must penetrate

a large optical depth, so there are fewer narrow line photons at zero velocity.

We investigated variations in the optical depth. To compare the asymmetry of

the profile with different optical depths, different temperatures were chosen in order

for the broad components to have the same width. The value of vw was also scaled

with
√
T correspondingly. If the medium is thick, the asymmetry is insensitive to

the optical depth. However, if the medium is thin, for a larger optical depth, the

asymmetry is slightly smaller because the photon cannot travel far in angle between
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two scatterings.

We also considered the line profiles in the linear velocity profile case where vw =

vb(r/R2), as might occur in explosive mass loss. Here, vb corresponds to the velocity

at the outer boundary. This explosive mass loss scenario has been suggested for SN

2006gy (Smith et al. 2010). The profile is similar to a thin layer constant wind velocity

case with a smaller optical depth. This is because the profile is dominated by the

medium with the largest velocity which is in a relatively thin layer near the outer

boundary. Except for the shape of the narrow component, the profile is insensitive

to the thickness of the layer.

Because a thinner medium leads to a smaller asymmetry for the same expansion

velocity, a larger wind velocity is required in fitting the same spectrum. As a result,

the profile of a thinner medium shifts to the blue more than a thicker medium which

has the same asymmetry. The sharp jump at the blue edge of the narrow component

would be smeared out by the Gaussian convolution in an actual observed profile.

If the scattering medium is stationary, the top of the broad component has a sharp

tip, like the shape shown in the single scattering profile (Fig. 3.2). When scattered by

an expending medium, the broad component has a rounded top instead, shown as the

red dotted line in Fig. 3.13. The rounded top becomes wider and lower as the wind

velocity increases. Because the width of the rounded top is always narrower than

the narrow component, it does not show up in the overall spectrum. However, when

evaluating the FWHM of the broad component, which depends on the maximum value

of the broad component; a larger wind velocity leads to a larger FWHM measurement.
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3.2.4 Radiative Acceleration of Circumstellar Gas

When a shock wave breaks out of the progenitor star, the radiation dominated shock

transition becomes broad as the radiation is able to diffuse away from the star. The

strong radiation field is expected to accelerate the circumstellar medium with a ve-

locity profile ∝ r−2 because of the spherically diverging radiation flux. Chugai (2001)

used a velocity profile

v(r) = vw + vsh

(
R1

r

)2

, (3.1)

where vw is the velocity of the presupernova wind and vsh is the velocity from accel-

eration at the inner boundary R1.

Some insight into the effect of vsh can be obtained from examination of the τ = 1

case. Fig. 3.11 shows the profile with η = 10 and T = 125, 000 K. The reason for

choosing this unphysically high temperature is to match its width with the larger

optical depth case shown in Fig. 3.10. The line profile is substantially affected out to

vsh, especially on the blue side because of occultation effects on the red side (see the

vsh = 2000 km s−1 case). An inflection appears at the connection point between the

region dominated by the narrow component and by the broad component. As noted by

Chugai (2001), the effects become especially significant for vsh > 1000 km s−1. In the

velocity range |v| < vsh, the main contribution is from unscattered photons and there

is an asymmetry to the blue. For |v| > vsh, the flux is dominated by scattered photons,

whose properties are primarily determined by the thermal velocities of electrons. If

the optical depth τ > 2, the narrow component smoothly transitions to the broad

component and the inflection point disappears because the broad component takes

over at a smaller |v|.

A larger vsh can tilt the narrow component to the red, because most unscattered

photons are emitted in a small optical depth region that is close to the outer boundary
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Fig. 3.11.— Line profiles for n ∝ r−2, τ = 1, R2/R1 = 10, T = 125, 000, and various
values of the preshock velocity vsh determined by radiative acceleration of the gas.
The wind velocity vw = 0.

where the expansion velocity is small. This effect is less dramatic if the optical depth

is small or the radius ratio is small.

For a geometrically thin layer, all the gas is fast moving, so the non-scattered

component is broad. For a thick layer, the outer part of the medium is almost static

so the narrow component has a sharp peak (Fig. 3.11). Especially when τ > 1, few

photons near the inner boundary can escape without scattering. The geometrical

thickness has a small effect on the broad profile for a thick layer (η & 3). On the

one hand, the outer part of the thick layer moves very slowly; on the other, a thick

layer leads to a stronger spherical divergence effect and more photons are emitted at

a deeper optical depth. These two effects basically cancel each other.

For a thick layer with uniform density or an r−1 density profile, most photons are
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emitted in the outer part of the medium, where the velocity is small if there is no

wind velocity. All the profiles are the same. If the medium is not extremely thick

(e.g., R2/R1 = 10), both blue and red line wings can be stronger, as in the case of a

r−2 density profile.

3.2.5 Effects of Continuum Absorption

The calculations in the previous section assume only scattering, with no absorption.

In order to estimate the effect of absorption, we introduced an absorption probability

parameter that is defined as the probability that a photon is absorbed for each collision

event. Fig. 3.12 shows that the effect of continuum absorption is very similar to a

smaller optical depth with no absorption. We note that continuum absorption does

not give rise to a weakening of red emission, as typically occurs in the supernova case

because of absorption of emission from the receding part of the explosion. Here, the

line broadening is due to the thermal velocities of the electrons and not to the overall

expansion.

In the absence of dust, the relevant absorption processes are free-free and bound-

free absorption. As discussed by Chugai (2001), both of these are expected to be

small for the physical conditions of interest.

In principle, dust is also a possible source of continuum absorption and has been

suggested as the source of an asymmetric broad line in SN 2010jl (Smith et al. 2012;

Gall et al. 2014). As discussed above, this would require that the explosive motions

play a role in the line broadening. In addition, at early times the radiation and gas

temperatures remain > 5000 K so that the conditions are not appropriate for the

formation of dust. Fransson et al. (2014) have discussed the issues with inferring the

presence of dust in the supernova.
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Fig. 3.12.— The variation of the line profile with continuum absorption, assuming
τ=5, T = 20, 000 K, n ∝ r−2, and a stationary circumstellar medium. The line profile
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3.3 Comparison with Observations

The models calculated here were compared to observed supernova line profiles, which

were downloaded from the WISeREP repository of supernova spectra (Yaron & Gal-

Yam 2012). Spectra of Type IIn supernovae were chosen that had a well-observed H

line. The supernova spectra that were used are listed in Table 3.1 and are shown in

Figs. 3.13 – 3.23. The ages given in Table 3.1 are from the time of discovery. We

chose the H lines which have the best data available and a smooth continuum. There

can be interference on the red side of the line with the He I λ6678 line, which is

at a wavelength corresponding to ∼ 5300 km s−1 relative to Hα. The [N II] λ6611

and [N II] λ6482 emission lines may also present on the red and blue side of the Hα
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respectively, corresponding to ∼ 2200 km s−1 and ∼ 3700 km s−1 relative to Hα; the

[N II] lines are probably from the host galaxy. The references in Table 3.1 are to the

papers that presented the spectra we are using. Where possible, we use the blackbody

temperature estimates at those times to determine the background emission.

An issue with modeling the Hα line is that it commonly shows a narrow P Cygni

line profile in the spectra of Type IIn SNe, showing that there are line optical depth

effects in the narrow line. Our models assume an optically thin medium and thus

are primarily directed at the broad (scattered) line component. We have chosen

supernovae in which the Hα line shows distinct broad and narrow components.

The models were calculated as follows. The scattering occurs in the circumstellar

medium outside of the supernova shock wave. The gas is thus heated and ionized

by the energetic radiation from the postshock region. We considered a spherically

symmetric isothermal circumstellar medium with a r−2 density profile and a velocity

profile described by Equation (3.1). We preferred a uniform expanding velocity, or

vsh ≈ 0 in the fits, especially for the spectra at late time, because radiative acceleration

is important around the time of shock breakout, which occurs at an early phase. The

Hα photons are emitted by the same medium due to radiative recombination, so the

emissivity is proportional to the density squared.

The fitting parameters considered were gas temperature T , τ , η, vw, vsh and

redshift z. The calculated emission lines were convolved with Gaussian profiles with

FWHM equal to the spectral resolution. The preferred fitting parameters are listed

in Table 3.2. The listed FWHMs are the measured values for the broad components

of the comparison models. Because the maximum value of the broad component is

extrapolated from the line wing following the curvature of the comparison model, the

measured value is model dependent. The uncertainty in the FWHM is estimated to
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be about of 200 km s−1.

The two main model parameters determining the width of the broad component

are the electron scattering optical depth τ and the temperature T of the gas. The

line profile by itself cannot be used to determine τ because sensitivity to τ generally

occurs far out in the wings where the signal-to-noise ratio of the data is low and

the uncertain continuum level plays a role. If the line is optically thin, there is a

clear mapping from the model τ and T to the observed line width and the ratio of

narrow to broad line flux. As noted abovee, Hα frequently has a P-Cygni profile,

which indicates the line formation region is not optically thin and affects the narrow

line flux. Therefore, the fitting was focused on the broad component, and τ can only

be loosely constrained by the physical requirements on the gas temperature. For

the level of ionization indicated in SNe IIn, a gas temperature ∼ 10, 000 − 20, 000

K is expected (Kallman & McCray 1982). Our method depends on being able to

separate the broad component from the narrow component of Hα. We found that

by plotting the line flux on a logarithmic scale, it was generally possible to separate

these components because of an inflection at the transition point in the line profiles.

The inflection did not stand out on a linear scale. We plot the spectra here on a log

scale.

The thickness of the medium η, expanding wind velocity vw and vsh determine the

asymmetry of the broad component, the shift in the peak of the line and the shape of

the narrow component. The value of vw suggested by the P-Cygni profile, if available,

was used in the fits. We examine some implications of this assumption.

In addition to the scattering calculation, a critical part of the fitting procedure is

choosing the continuum level because it is crucial for determining the outer wings of

the line. When possible, our fits extend out to a wavelength region where the scattered
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line does not appear to be playing a role. The observed spectra were corrected for the

reddening listed in Table 3.1, where the ratio of total to selective extinction RV = 3.1.

The continuum is fit by a blackbody spectrum. In many cases, the full continuum

cannot be represented by a single blackbody continuum. In those cases, a blackbody

that matches the continuum near the line was subtracted.

Another parameter of the models is the redshift z. Because of the effect of the

expanding medium, the redshift of the supernova cannot simply be determined by

the peak of the narrow component. If the redshift of the supernova is available, e.g.

SN 1998S, this redshift is chosen. In most cases, only the redshifts of the host galaxy

are available, which can only loosely constrain the redshift of the supernova. Then z

was set by the broad component of the spectrum.

3.3.1 SN 1998S

SN 1998S was discovered on 1998 March 2.7, which was probably within a few days

of the explosion (Fassia et al. 2001). Spectra taken between March 4 and March

7 (Shivvers et al. 2015; Leonard et al. 2000; Fassia et al. 2001) showed evidence

for a narrow Hα line with broad wings (Figs. 3.13 and 3.14). We present spectra

from March 4 and 5 separately because there was significant evolution of the broad

component over that time. For Table 3.1, we took the redshift z at the position of

the supernova from Shivvers et al. (2015) because of the high spectral resolution in

their observation. The reddening and blackbody temperature are from Fassia et al.

(2001). The narrow component in the spectra implied a wind velocity of 40 km s−1

(Fassia et al. 2001; Shivvers et al. 2015).

Chugai (2001) developed an electron scattering model for the broad line compo-

nent in SN 1998S. He fit the Hα line in the spectrum from 1998 March 6 (Fassia et al.
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2001). In his Model A, Chugai (2001) took an electron temperature of 21, 700 K, as

determined from the shape of the optical continuum. The corresponding scattering

optical depth was 3.4. The model has an outer to inner radius ratio of ∼ 2 for the

dense scattering region. The limited extent of the dense region is indicated by the

light curve of the supernova.

Shivvers et al. (2015) present a high resolution (0.2 Å) spectrum of SN 1998S

for 1998 March 4. Their Fig. 7 shows the Hα, Hβ and Hγ lines, described by the

sum of a narrow Gaussian and a broad modified Lorentzian, where the exponent is

allowed to deviate from 2.0. In Fig. 3.13, we model the high resolution observation

from 1998 March 4, within 2 days of discovery (Shivvers et al. 2015); note that there

are some gaps in the echelle spectrum where a straight line joins the data points.

The model parameters are in Table 3.2. The electron scattering model gives a good

fit to the observed spectrum. A modified Lorentzian profile with an exponent 2.5 is

also shown. The modified Lorentzian roughly agrees with the observed profile out to

2500 km s−1 in the line wing, but it bends up further out the line wing, which is not

seen in the observed spectrum, and there is a significant difference with the broad

electron scattering case at v = 0. The observed line profile is symmetric, implying

that enhanced red emission due to a wind is not present. This can be attributed to 2

factors: the wind velocity, 40 km s−1, is much smaller than the thermal velocities of

electrons and the extent of the scattering region is relatively small.

In Fig. 3.14, we show fits to the spectra on 1998 March 6 (Leonard et al. 2000)

and on 1998 March 6 (Fassia et al. 2001). The latter one is that used by Chugai

(2001), The signal-to-noise ratio is higher in the Keck LRIS spectrum with a spectral

resolution of ∼ 8 Å (Leonard et al. 2000). The FWHM of the Gaussian smooth

function (σ = 110 km s−1) is consistent with the spectral resolution of the observation.



105

v (1000 km/s)
4− 3− 2− 1− 0 1 2 3 4

λ
 S

ca
le

d 
F

1

10

210

data

Electron scattering
Scattered component

Modified Lorentzian

Fig. 3.13.— Comparison of the Monte Carlo electron scattering model result and
a modified Lorentzian profile with the SN 1998S Hα emission line on 1998 March 4
(Shivvers et al. 2015). The narrow lines near +2200 km s−1 and −3700 km s−1 are
due to [N II] λ6611 and [N II] λ6482. See the text and Table 3.2 for details.

The figures show that the electron scattering model accounts well for the line

profile, as deduced by Chugai (2001). The profiles show the approximate exponential

shape that is characteristic of electron scattering, as discussed in Section 2. The

results of the fitting are in Table 3.2. Most notable is the large increase in the

FWHM of the broad Hα component from day 2 to day 4, which requires an increase in

scattering optical depth and/or an increase in electron temperature. Rapid evolution

is also present in the He I λ6678 line; no broad component is present on March 4,

but it is present on March 6 (Figs. 3.13 and 3.14). Shivvers et al. (2015) note that

the He I lines show no trace of broad wings on March 4 although they are as strong
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Fig. 3.14.— Comparison of the electron scattering model result with the SN 1998S
Hα emission line on 1998 March 6 (Leonard et al. 2000). The He I λ6678 line is
present, with a broad component.

as the He II line, which does show a broad feature.

Fig. 3.14 shows that the blue wing is somewhat higher in the Leonard et al. (2000)

spectrum than in the Fassia et al. (2001) spectrum, although the spectra are close in

time. A possibility is that the line profile showed rapid evolution. We found that the

excess blue emission could not be fitted in the context of an electron scattering model.

As a possible source of the emission, we note that some Hα photons from the Hα shock

region of the supernova may be able to escape through the circumstellar envelope. At

later times, there is shock emission extending to the blue by & 4, 000 km s−1 (Fassia

et al. 2001).
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3.3.2 SN 2005cl, SN 2005db, and SN 2012bq

These events have some properties in common: high FWHM, high wind velocity

from P Cygni line, and relatively high redshift. The Type IIn supernovae SN 2005cl

and SN 2005db were observed as part of the Caltech Core Collapse supernova Project

(CCCP), which followed up on every core collapse supernova observable from Palomar

Observatory during the time of the project (Kiewe et al. 2012). The observed events

may thus be typical of Type IIn supernovae. We include SN 2012bq in this group

because it has similar properties.

A spectrum of SN 2005cl obtained on 2005 July 16, 44 days after discovery (Kiewe

et al. 2012), is shown in Fig. 3.15. The spectrum shows a P Cygni profile in the narrow

Hα line, which Kiewe et al. (2012) take to indicate an unshocked wind velocity of

1318± 223 km s−1. Two models for SN 2005cl were developed and are shown in Fig.

3.15. The first one was intended to fit the whole spactrum, including the narrow Hα

component. An acceptable fit is obtained but the electron temperature of 80,000 K

is unreasonably high, so we also give a fit with a cool electron temperature. In that

case, the narrow component is not well fit, but our model is not intended to fit the

narrow component. Also, the electron scattering optical depth is high, ∼ 5.

A spectrum of SN 2005db was obtained on 2005 Aug 14, 36 days after discovery

(Kiewe et al. 2012), see Fig. 3.16. The spectral resolution was ∼ 5 Å. The spectrum

shows a P Cygni profile in the Hα line, which Kiewe et al. (2012) take to indicate

an unshocked wind velocity of 1113 ± 65 km s−1. For SN 2005db, the observed

profile does not show a clear turning point at the joint of narrow component and

broad component, which introduces some uncertainty into our modeling. SN 2012bq

was discovered on 2012 March 30 (Drake et al. 2012). It was studied as part of

the PESSTO project SSDR1 (Spectroscopic Survey Data Release 1) and is listed in
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Fig. 3.15.— Comparison of the electron scattering model result with the SN 2005cl
Hα emission line on 2005 July 16 (Kiewe et al. 2012). The parameters for the two
models are given in Table 3.2.

WISeREP also as LSQ12bry. The observation in Fig. 3.17 is from 2012 Apr 11 with

the NNT 3.58 m telescope, ∼ 18 Å resolution.

The situation is similar for these 3 supernovae. To have a reasonable electron

temperature, the narrow component is poorly fit and the value of τ ∼ 5 − 6. In all

3 cases, there is some asymmetry of the broad component, with stronger emission on

the red side. As discussed in Section 3.2.3, the asymmetry can be due to scattering

in the outflowing wind. In all 3 supernovae there is evidence for a wind with speed

∼ 1000 km s−1, which is consistent with what is needed to fit the observations. While

there is asymmetry, the line shape of the broad component is still exponential.

A possible problem with this scenario is that of the 4 Type IIn supernovae that
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Fig. 3.16.— Comparison of the electron scattering model result with the SN2005db
Hα emission line on 2005 August 14 (Kiewe et al. 2012). The parameters for the two
models are given in Table 3.2.

Kiewe et al. (2012) observed, one of them, SN 2005cp, had emission that skewed the

line profile to the blue, inconsistent with scattering in an outflowing wind. However,

the emission is to the blue and the line profile is not consistent with an exponential.

In this case, we conjecture that blue emission is due to the systematic Doppler shift

of the emission. We did not model spectra of the fourth Type II supernova observed

by Kiewe et al. (2012), SN 2005bx, because of the poor signal-to-noise.

3.3.3 SN 2005gj, SN 2008J, and SN 2008cg

The supernovae SNe 2005gj, 2008J, and 2008cg belong to the class of Type Ia-CSM

supernovae, which show clear features of a Type Ia spectrum, as well as IIn charac-
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Fig. 3.17.— Comparison of the electron scattering model result with the SN 2012bq
Hα emission line on 2012 April 12 (see text for details). The parameters for the model
are given in Table 3.2

teristics (Hamuy et al. 2003; Silverman et al. 2013). The Type Ia features typically

grow stronger with age of the supernova.

SN 2005gj was discovered on 2005 September 26 when it had an estimated age

of 4 days since explosion (Aldering et al. 2006). Aldering et al. (2006) show fits of

an electron scattering model to spectra on days 11, 64, and 71 after the explosion

date; the fits are reasonable. Fig. 3.18 shows a spectrum taken with Keck II on 2005

December 2 with a resolution of ∼ 3 Å (Silverman et al. 2013); the age is 67 days after

discovery, or 71 days after explosion. The spectrum at that time shows a very broad

feature roughly centered on Hα that cannot be explained with the electron scattering

model. Fig. 7 of Aldering et al. (2006) makes clear that the feature is connected with
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a SN 1991T-type spectrum, a luminous subclass of Type Ia supernovae. Fig. 3.18

shows a comparison with our Monte Carlo electron scattering model. In addition to

the blackbody spectrum, a Gaussian modeling the Type Ia feature near the Hα line

has been subtracted off. Check The model parameters are in Table 3.2. The wind

velocity from the P Cygni feature is estimated to be ∼ 300 km s−1 (Aldering et al.

2006; Prieto et al. 2007), and we used that value in our model. There is a small

asymmetry in the observed broad line profile that is captured by the model with a

wind velocity.
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Fig. 3.18.— Comparison of the electron scattering model result with the SN 2005gj
Hα emission line on 2005 December 2 (Silverman et al. 2013).

The spectrum of SN 2008J in Fig. 3.19 is from 2008 January 17, which is 2 days

after the discovery of the supernova and 5.8 days before maximum B light (Taddia

et al. 2012). The spectral resolution is ∼ 6 − 9 Å. Taddia et al. (2012) find that
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the SN Ia features that appear are of the SN 1991T - type, as in SN 2005gj. The

spectrum here is early, which is presumably why it gives a reasonable fit without an

additional Gaussian feature; the features due to a Type Ia have not yet had time to

grow. Any asymmetry in the line is small and our model has a small wind velocity.
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Fig. 3.19.— Comparison of the electron scattering model result with the SN 2008J
Hα emission line on 2008 January 17 (Taddia et al. 2012).

Fig. 3.20 shows a spectrum of SN 2008cg taken at the Lick 3m telescope on 2008

May 8, which Silverman et al. (2013) estimate to be 9 days after maximum light,

or 3 days from discovery. The supernova is identified by Silverman et al. (2013) as

Type Ia-CSM. This is not so clear from the early spectrum, but at later times the

evidence seems quite clear. Silverman et al. (2013) note that initially the spectrum

of SN 2008cg resembles a normal Type IIn event but after about 2 months, it closely

resembles SN 2005gj.
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Fig. 3.20.— Comparison of the electron scattering model result with the SN 2008cg
Hα emission line on 2008 May 5 (Silverman et al. 2013).

We thus find that SNe Ia-CSM have Hα line wings that can be fit by an electron

scattering profile. The line profiles are either symmetric or show a small asymmetry

to the red, and are superposed on broad Type Ia supernova features that grow in

strength with age. Silverman et al. (2013) find that the Hα lines in most SNe Ia-

CSM show a deficit in the red wing starting at ∼ 75− 100 days after maximum light,

later than the ages of the spectra considered here. This development is commonly

attributed to the formation of dust which absorbs emission from gas moving away

on the far side of the supernova. This interpretation is not compatible with line

formation by electron scattering by thermal electrons, so the supernovae would have

to begin a new phase of evolution.
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3.3.4 SN 2009ip

SN 2009ip is a massive star that underwent an unusual period of bursting activity

covering years (Mauerhan et al. 2013; Margutti et al. 2014). There was an out-

burst in 2012 September, known as the 2012b event, in which it reached an absolute

magnitude of −18 and showed emission line velocities of ∼ 104 km s−1, which are

characteristic of supernovae. Smith et al. (2014) find that persistent broad emission

lines in the spectrum require an ejecta mass and kinetic energy that are characteristic

of supernovae. However, Fraser et al. (2015) find no conclusive evidence for a core

collapse supernova from the time of the outburst to 820 days later. Fig. 3.21 is from

the Multiple Mirrowr Telescope (MMT), with spectral resolution R=5000 on 2012

Oct 14 (Margutti et al. 2014).

The emergence of the Hα line was presumably related to ionizing radiation related

to shock interactions in the circumstellar medium. We were unable to fit the wings on

the Hαline with an electron scattering model. The excess in the line wing cannot be

explained by an uncertainty of a blackbody background. The line wings do not have

the approximately exponential profile expected for electron scattering. In addition,

there is no inflection observed between the line core and line wing as expected in

the electron scattering model, even though the narrow component is well resolved.

However, the entire line profile is close to a modified Lorentzian profile although there

is no physical rationale for this profile. A modified Lorentzian profile with a power

law index 1.2 is shown in blue dotted line in Fig. 3.21.

3.3.5 SN 2010jl

SN 2010jl was an especially well observed Type IIn supernova, showing line profiles

that are in agreement with electron scattering (Fransson et al. 2014; Borish et al.
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Fig. 3.21.— Comparison of the electron scattering model result and the modified
Lorentzian with the SN 2009ip Hα emission line on 2009 October 14 (Margutti et al.
2014).

2015). The Paβ line has a smoother background continuum than the Hα line, and

the P-Cygni feature present in Hα does not show up in the narrow component of Paβ.

We thus chose the Paβ line to model in this case.

Fig. 3.22 shows the Paβ line. The narrow Hα line observed in SN 2010jl indicates

vw = 100 km s−1 (Fransson et al. 2014). This small wind velocity is consistent with

the observed approximately symmetric scattering wings.

Fransson et al. (2014) and Borish et al. (2015) show that the broad component

of Balmer lines shifts to the blue, but the narrow lines do not shift in the later time

spectrum. It is plausible that the scattering region is distinct from the narrow line

production. The evolution suggests that mass motions come to play a role in the line
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Fig. 3.22.— Comparison of the electron scattering model result with the SN 2010jl
Paβ emission line on 2010 November 15 (Borish et al. 2015).

formation (e.g., Dessart et al. 2015).

3.3.6 SN 2011ht

We modeled an Hα spectrum obtained on 2011 Nov 11 from the Apache Point Obser-

vatory (APO) 3.5 m (Roming et al. 2012), which was the earliest spectrum available.

Discovery was on 2011 Sept 29, so this is moderately late. Humphreys et al. (2012)

suggested that this may not be a supernova, but rather a giant eruption event, because

the kinetic energy of its ejecta seems much less than a regular supernova.

The Balmer emission lines show very broad wings with asymmetry to the red,

which is a classic electron scattering signature. Later higher resolution spectra showed
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clear evidence for P Cygni line and a wind velocity of 600 km s−1 (Humphreys et al.

2012).

Fig. 3.23 shows a fit with vw = 600 km s−1 that in good agreement with the ob-

served asymmetry. The spectrum from WISeREP has been corrected for the galactic

redshift of 0.0036. An extra redshift of 0.0005 was applied in the fitting. The SN

2011ht spectrum has two strong and very broad He I emission lines at 5876 Å and

7065 Å (Humphreys et al. 2012), suggesting that the excess on the red wing from

3000 km s−1 to 7000 km s−1 is likely to be a broad He I 6678 feature.
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Fig. 3.23.— Comparison of the electron scattering model result with the SN 2011ht
Hα emission line on 2011 November 11 (Roming et al. 2012).
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3.4 Discussion and Conclusions

The comparison of the electron scattering model with observations shows that scat-

tering provides a plausible explanation for the line profile wings in many supernovae

designated as Type IIn. It has been noted on occasion that a Lorentzian or modified

Lorentzian profile gives a good approximation to the profiles observed in SNe IIn

(Leonard et al. 2000; Shivvers et al. 2015), but there is no physical reason to expect

such a profile. There has also been fitting by multiple Gaussians (e.g., Kiewe et al.

2012), but again there is not a clear physical explanation for such a profile.

An expectation of the electron scattering model is that there should be enhanced

emission on the red side of the line if the scattering occurs in an extended surrounding

medium with an outflow velocity. This feature is generally not observed. In the case

of SN 1998S, there is evidence for dense mass loss occurring a short time before

the explosion (Chugai 2001) and, thus, a limited extent scattering region which is

consistent with the symmetry of the Hα line. The lines observed in SNe Ia-CSM are

also symmetric over the first 2 months but, in this case, the supernova light curves

do not indicate a late mass loss phase. The observations imply that the scattering

remains in a fairly narrow region, although it is expanding outward with time. In

the case of the SN 2005cl group of objects, there is an asymmetry with stronger

emission to the red and these cases can be modeled with an outflowing scattering

region. The observation of the asymmetry may be related to the high circumstellar

outflow velocities found in these objects through their P Cygni profiles (Kiewe et al.

2012).

To a first approximation, the line profile resulting from electron scattering has

an exponential shape. At low optical depths, the line profile has a concave shape,

while at high optical depth it is convex. However, the differences only become clear
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far out in the wings, where it is not possible to obtain accurate observational data.

The observed line profile shapes are not able to determine the value of τ , so in the

models there is a degeneracy in τ and T in fitting the observed line width. If the line

formation were optically thin in the line, the ratio of narrow line component to broad

would break the degeneracy; however, the common observation of P Cygni features

in the narrow line and the narrow line shape show that is not the case. In the models

we present here, we made the assumption that the narrow to broad line ratio equals

the optically thin ratio. Most of the model fits have T is the 5000− 20, 000 K range,

which is close to the temperatures expected in the photoionized gas and implies that

the narrow to broad line ratio is not far from the optically thin case. However, models

of the supernovae SN 2005cl, SN 2005db, and SN 2012bq yield a high temperature

and relatively low optical depth. The implication is that the narrow to broad ratio is

higher than it would be in the optically thin limit.

The determination of the outer wings of the lines depends sensitively on the as-

sumed continuum. We have found that it is necessary to cover a broad wavelength

range to obtain a reliable continuum fit. In the case of the SNe-CSM, there is structure

in the continuum due to the underlying Type Ia spectrum that leads to uncertainty

in the continuum fit. The strength of the feature near Hα grows with age.
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Table 3.1: Supernova observational parameters

SN Date of Age Redshift Resolution Tb E(B − V ) Ref.
Observation (days) z (Å) (K)

1998S
1998 Mar 4 1.9

0.00286
0.2 28,000

0.23
(1)

1998 Mar 6 4 8 28,000 (2),(3)
2005cl 2005 Jul 16 44 0.0259 5 19,000 0.4 (4)
2005db 2005 Aug 14 36 0.0151 5 6200 0.3 (4)
2012bq 2012 Apr 12 13 0.0415 18 12,000 0.2 (5)
2005gj 2005 Dec 2 71 0.0616 3 10,000 0.4 (6)
2008J 2008 Jan 17 2 0.0159 7 10,000 0.8 (7)
2008cg 2008 May 5 3 0.0362 11.6 9000 0.2 (6)
2009ip 2012 Oct 14 21 0.00572 1.3 11,000 0.019 (8)
2010jl 2010 Nov 15 36 0.0107 4.3 5500 0.058 (9)
2011ht 2011 Nov 11 43 0.0036 7 13,000 0.062 (10)

Note. — The ages are from the time of discovery. The listed redshifts of 2005cl, 2005db, 2005gj,
2008J, 2008cg, 2010jl, and 2011ht are the measured values for the host galaxies. The redshift of
2012bq and 2009ip are measured from the peaks of the Balmer emission lines of the supernovae.
The spectrum of 2011ht is redshift corrected.

References. — (1) Shivvers et al. (2015); (2) Leonard et al. (2000); (3) Fassia et al. (2001);
(4) Kiewe et al. (2012); (4); (5) The spectrum is not published but is available in the WISeREP
database; (6) Silverman et al. (2013); (7) Taddia et al. (2012); (8) Margutti et al. (2014); (9) Borish
et al. (2015); (10) Humphreys et al. (2012)
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Table 3.2: Supernova model parameters used in fits

SN Model FWHM Radius τ Te vw vsh
redshift (km s−1) ratio η (K) (km s−1) (km s−1)

1998S (day 2) 0.00286 1600 3 1.6 22,000 40 200
1998S (day 4) 0.00286 2600 3 4 24,000 40 500

2005cl
0.0275 3500 2 1.5 80,000 800 0
0.0293 3200 1.2 5 18,000 1300 0

2005db
0.0163 2400 1.4 2 24,000 900 0
0.0158 1900 1.4 6 6000 500 0

2012bq
0.0425 3500 10 2 60,000 1300 0
0.041 3100 2 6 13,000 1000 0

2005gj 0.0621 1450 2 1.3 16,000 300 0
2008J 0.0162 1200 2 2.5 7000 200 0
2008cg 0.036 1200 2 2 10,000 150 0
2009ip (0.00615) (1400) (2) (1.6) (14,000) (250) (0)
2010jl 0.0108 1900 3 3 18,000 100 0
2011ht 0.0041 2300 1.5 4.5 12,000 600 0

Note. — The fit parameters for SN 2009ip are in parentheses because there is not a reasonable
electron scattering model fit in this case.
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Chapter 4

Summary and Future Work

4.1 Summary

This thesis presents a spectral line formation study of two systems: the Hα and NaD

lines in the hot Jupiter transmission spectrum (Chapters 1 and 2), and the broad

wings of the emission lines of interacting supernovae (Chapter 3). By constructing

theoretical models of these systems and comparing the simulated line profiles with

observations, our understanding of these systems and related physical processes have

been improved.

Chapter 1 introduced the transmission spectrum method used in constraining

the properties of the exoplanetary atmosphere, summarized previous transmission

spectrum observations of the upper atmosphere of the hot Jupiter HD 189733b, and

explained the motivation for modeling the Hα and NaD transmission spectra.

As described in Chapter 2, a one-dimensional atmosphere model of the upper

atmosphere of HD 189733b was constructed, with the goal of constraining its temper-

ature, particle densities, and radiation field over the pressure range 10−4 − 10µbar,

where the observed Hα transmission spectrum is produced. Because the upper atmo-
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sphere is not in thermal equilibrium, the atomic hydrogen level population is com-

puted including both collisional and radiative transition rates (Section 2.2). The

result shows that the n2p is determined by the radiative rates between 1s and 2p

throughout the simulation domain because of the large Lyα intensity. The 2s and 2p

states reach collisional equilibrium by the large p collisional `-mixing rate, which was

overlooked in this context. This result is applied to the rest part of the model.

Ionization equilibrium and balance of heating and cooling processes are enforced

at each level of the atmosphere model (Section 2.3). Metal species with solar abun-

dance are included. Photoelectric heating is included using a synthetic spectrum for

HD 189733, and secondary electron ionization and excitation are included. The tem-

perature, and hence scale height, in the region optically thick to Hα is (roughly) set

by a balance of photoelectric heating and line cooling by metal species, mainly Mg I

and Na I.

To obtain J̄Lyα and calculate n2`, the Lyα resonant scattering is computed using a

Monte-Carlo simulation (Section 2.4). J̄Lyα is large and roughly constant down to the

P = 0.1 µbar level of the atmosphere. Lyα photons created inside the atmosphere

(converted from stellar LyC photons) and incident from the star are both important.

For P & 0.1 µbar, J̄Lyα ∝ P−1.

The fiducial atmosphere model, discussed in Section 2.5, shows that the combi-

nation of the decreasing Lyα excitation rates and the increasing hydrogen density

gives rise to a nearly flat n2` over two decades in pressure. This layer is optically

thick to Hα, and the temperature is in the range T ' 3000 − 8500 K. Both Hα and

NaD are optically thick up to the altitude with P ∼ 10−2 µbar, which corresponds

to the atomic layer of the atmosphere. This leads to similar transit depths for the

Hα and Na D transmission lines, in agreement with the observations of Cauley et al.
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(2016) and Wyttenbach et al. (2015), suggesting that NaD line center is formed in the

atomic layer above the molecular layer, while the line wing is formed in the molecular

layer, as was assumed in previous studies (e.g., Huitson et al. 2012; Wyttenbach et al.

2015).

The model transmission spectra are in broad agreement with the data (Sec-

tion 2.6). It is shown that the temperature achieved by fitting each wavelength

interval in the observed transmission spectrum with an isothermal atmosphere model

may not accurately retrieve the original temperature profile, if the temperature in-

creases rapidly with the altitude. Additional models computed for a range of the

stellar LyC flux suggest that the variability in Hα transit depth may be due to the

variability in the stellar LyC. In contrast, the Na absorption profile is insensitive

to the LyC level, which is a possible method to break the degeneracy between the

transit depth variability due to blocking an active region on the star surface and the

change in the atmosphere due to stellar activity. Since metal lines provide the domi-

nant cooling of this part of the atmosphere, the atmospheric structure is sensitive to

the density of species such as Mg and Na, which may themselves be constrained by

observations.

In Chapter 3, we model the electron scattering in the preshock CSM surround-

ing interacting supernovae, using a Monte Carlo scheme to calculate the effects of

scattering in the Thomson limit. In the first part of the study (Section 3.2), we

presented the main signature of the broadened line profile. A systematic scan over

the parameter space shows the dependence of the line profiles on the optical depth,

the geometric thickness, the density distribution, the continuum absorption, and the

velocity profile of the CSM. The single scattering case gives the broad component in

the limit of low optical depth, showing a velocity full width half maximum that is
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close to the thermal velocities of electrons. The line shape is approximately exponen-

tial at low velocities and steepens at higher velocities. For more general cases, the

simulations were carried out in spherical symmetry. At higher optical depth, the line

profile remains exponential at low velocities, but wings strengthen with increasing

optical depth. In addition to the line width, the ratio of narrow to broad (scattered)

line strength is a possible diagnostic of the gas. The radial outflow velocity of the

circumstellar medium can lead to an asymmetry to the red if the circumstellar region

is extended in radius. In the second part (Section 3.3), we apply the scattering model

to a number of supernovae, including Type IIn and Type Ia-CSM events. For most

supernovae which show broad wings on narrow emission lines in their spectrum, the

emission line profiles show the signatures that are consistent with the electron scat-

tering scenario. However, the emission line profile of the SN 2009ip shows different

features compared with the electron scattering profile.

4.2 Future Work

4.2.1 Temperature Profile Retrieval

As mentioned in section 2.6.3, attempts to infer the atmosphere’s temperature profile

from the observed line profile have relied on the analytic formula (Equation 2.40) for

isothermal atmospheres. However, it is expected that the line center is formed in the

thermosphere where the temperature rapidly increases upward. Because of the result

showing the deficiencies of the isothermal formula, an analytic atmosphere profile

that can be easily used to interpret atmosphere properties from observed line profiles

is needed.

Instead of an isothermal atmosphere, an atmosphere in which temperature de-
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creases with pressure or increases with altitude (as, e.g., a power law) would be a

possible substitute. Such a simplified temperature profile would need to be physically

motivated by numerically simulating line profiles need and comparing them with the

one generated by the more realistic temperature profile (e.g., Figure 2.3). The result-

ing line profile can also be compared to the isothermal profile, enabling an analytical

explanation for why the isothermal profile fails to reproduce the true temperature

profile. An analytical approximation for the line profile, if it’s possible to drive one,

would greatly benefit future research.

4.2.2 Solving the Lyα Resonant Scattering Analytically.

Although some limitations and approximations are to be expected, compared with

Monte Carlo simulations, solving the problem analytically is much faster and provides

a better understanding about the trend of Lyα intensity against optical depth, as well

as the shape of Lyα spectrum. In addition, an approximate analytical expression can

be easily coded into future exoplanet models in order to determine the impact of Lyα

on cooling, heating, excitation states and radiation force etc. Thus, I will make effort

to understand the Lyα resonant transfer analytically.

Harrington (1973) and subsequent works provided an analytical solution to res-

onant scattering problems in slab geometry. However, Harrington’s solution is only

approximate because the solution does not satisfy the boundary conditions of no in-

coming intensity, since the separation constant in the equation is allowed to be a

function of the coordinates instead of a constant. Next, previous numerical inves-

tigations of resonant scattering have often used the spline fitting technique for the

Hummer II-b redistribution function (Hummer 1962; Adams et al. 1971) in order to

use fewer frequency points and decrease the computation time. However, this approx-
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imation of the redistribution function causes the scattering source and sink terms to

only partially cancel each other, which limits the application of their result to the

relatively large optical depth case. Using discretized sum over the Hummer II-b re-

distribution function (Hummer 1962) and solving the equation with the Feautrier

method ensures the exact cancellation of the scattering source and sink terms. It al-

lows the large optical depth case to be computed without artificially gaining or losing

flux due to numerically-generated sources and it is more realistic than the isotropic

scattering phase function used in Harrington (1973).

4.2.3 Systematic Parameter Search and Simulating Other

Observable Atomic Lines.

With the launch of TESS and new ground based exoplanet transit surveys such as

NGTS, thousands of new transiting exoplanets will be discovered. Unlike the host

stars of Kepler planets, the target stars of these all-sky surveys are much brighter.

Combined with powerful next generation ground based telescopes, there will be a

large number of exoplanets that can be potential targets for transmission spectrum

observations in the near future. A guide to which atmospheres are more likely to be

observed through transmission spectroscopy is important.

In response to this requirement, and as a natural extension of my current project,

I plan to conduct a systematic search for how stellar type, planet mass, planet radius,

orbital radius and metalicity of planet atmospheres affect the transmission spectrum.

Exoplanet atmospheres with higher temperature, less metalicity and weaker gravity

tend to have larger scale heights, and thus puffier and easier to detect and characterize.

Comparing the result of parameter search with the parameters of detected exoplanets,

I can create a list of potential transmission spectroscopy target. Since the conditions
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of thermosphere sets the rate of gas escape, these results can also provide a restriction

on the planet parameter space that can hold an atmosphere.

Hβ, Hγ absorption of HD 189733b (Cauley et al. 2016) and Balmer continuum

absorption of HD 209458b (Ballester et al. 2007) have been detected. A model of

these transitions can be made easily using the model. A prediction on absorption

depth of Paschen series can also be made to guide future observations. Besides being

the main cooling mechanism, the emission lines such as Na D doublet, K doublet, MgI

4571 and MgI 2853 may also be detected directly. A simulation of the transmission

spectrum of these lines can be conducted under the framework of my current model.

4.2.4 Simulate the Lyα and FUV Flux Reaching the Molec-

ular Layer

Miguel et al. (2015) showed that the Lyα radiation changes atmospheric chemistry

in the upper molecular layer of mini-Neptunes significantly, and H2O is most affected

by Lyα radiation as the H2O photolysis rate strongly depends on the Lyα flux. They

pointed out that studies of the absorption of Lyα flux and FUV flux in the exoplanet

thermospheres are essential for realistic interpretation of planetary spectra.

I plan to simulate the Lyα and FUV flux at the base of thermosphere, which is the

by-product of my code. In the previous studies on Lyα radiation in thermosphere (e.g.

Koskinen et al. (2010)), people mostly focused on the scattering and absorption of

stellar Lyα photon by the atmosphere. However, our results show that the external

Lyα can barely penetrate the thermosphere because of the extremely large optical

depth. In contrast, the photons generated deep inside the atmosphere, where is

heated by the FUV and EUV stellar flux, are more likely to reach the molecular

layer. In addition, the stellar FUV flux can also be strongly absorbed by the atoms
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of metal species in the thermosphere. Therefore, the simulation results may change

the understanding of the molecular layer composition.

4.2.5 Extending the Current Atmosphere Model to 3D.

The current spherically symmetric atmosphere model, which assumes that the stel-

lar radiation field is incident on the atmosphere vertically, is closest to the case of

substellar region. However, atmosphere is not spherically symmetric because the star

only illuminates the planet on one side. The atmosphere near the terminator is more

important in terms of transmission spectrum.

To solve this problem, I plan to extend the current spherically symmetric atmo-

sphere model to a true 3D atmosphere model using ZEUS code (Hayes et al. 2006).

The microphysical processes, which determine the temperature and particle states of

the atmosphere in my current result, will be included in the new 3D hydrodynamic

model. Instead of simulating in the plane parallel geometry like I have, the Lyα

resonant scattering simulation would be done in the 3D spherical grid generated by

ZEUS. The results of a 3D Lyα intensity distribution makes it possible to compute

the Lyα transmission spectrum, as well as the Lyα scattering spectrum, which also

can potentially be observed.

4.2.6 Explaining the Hα Absorption Leading the Transit.

Cauley et al. (2015, 2016) observed a strong and unexpected Hα absorption feature

lasting for a few hours before the HD 189733b transit. Bourrier et al. (2013) also

observed Si III 1206.5 and N V 1240 pre-transit absorption in one of the two transits

observed. If these observations are confirmed, they will not have a trivial explanation.

A large population of H(n = 2) cannot exist in an equilibrium state hydrogen outflow
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since the hydrogen would either be in the ground state if the temperature is low,

or the hydrogen would be fully ionized if the temperature is high enough to excite

a large amount of hydrogen. One possible explanation is that the H(n = 2) are

generated continuously in a strong active region, e.g the Balmer dominate shock (Heng

& McCray 2007) between a leading stream of the planet’s atmosphere overflowing

from L1 point and the stellar wind. These H(n = 2) may produce the observed

absorption feature before getting ionized or radiative decay. I will construct a model

and simulate this process.
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