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Abstract

This dissertation addresses the control challenges for a practical mechatronic system sub-

ject to self-excited instability modeled as a parametric uncertainty. Achieving a balance

between the conflicting requirements of performance and robustness in the face of system

uncertainty is the primary objective of feedback control. Practical issues such as unstable

open-loop plant dynamics, finite actuator capacity, the presence structural flexibility and

suboptimal sensor/actuator placement limit the achievable performance through the use of

feedback.

The ROMAC Magnetic Bearing Test Rig for Rotordynamic Instability (MBTRI) is a

state-of-the-art experiment designed to investigate algorithms that may affect the region of

stability of a rotor-bearing system with respect to rotordynamic instability as a result of

aerodynamic cross-coupled stiffness. The onset of rotordynamic instability is a significant

challenge to successful design and operation of high speed rotating machinery particularly

gas compressors. The unique design of the test rig includes several features of an industrial

centrifugal gas compressor with a flexible rotor designed to operate above its first bending

critical speed. The impellers and gas seals within compressors are the primary source of

load-dependent aerodynamic cross-coupled stiffness forces which can lead to self-excited

instability and serious machine damage in the absence of sufficient support damping. Dur-

ing the design phase of rotating machines the accurate prediction of the onset of instability

is made difficult by reliance on semi-empirical dynamic models with significant uncer-

tainty. Literature on the rotordynamic instability mechanism reveals that in the presence of

optimum support damping, a maximum achievable stability threshold can be derived as a

function of physical parameters of the rotor-bearing system. This presents an ideal oppor-

tunity for the exploration of optimal robust active vibration control algorithms using active
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magnetic bearings (AMBs). A notable advantage of AMBs is their ability to generate op-

timal support stiffness and damping characteristics. Unlike passive mechanical bearings,

the support characteristics of AMBs may be modified over the operating life of the system

without any major hardware changes.

A general framework is presented whereby properties of the rotor-AMB system that

impose fundamental limitations on achievable performance of the closed-loop system are

evaluated as a nominal model of the MBTRI plant dynamic is constructed. This model was

validated using system identification techniques, and augmented with uncertainty models

representing the effects of variation in parameters such operating speed and the magnitude

of the destabilizing stiffness. Using µ-synthesis several robust controllers were designed

and implemented on the MBTRI hardware to investigate their effect on the stability thresh-

old. The best controller established a thirty-six percent increase in the stability threshold

over an existing benchmark controller. This represented an increase from fifty-six percent

of the maximum achievable stability threshold to seventy-six percent. Robust stability and

performance analysis was performed to discern the extent that either the engineering spec-

ifications for the desired control performance or uncertainty model or a combination of the

two may be altered to more closely approach the maximum stability threshold.
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Chapter 1

Problem Statement

1.1 Introduction

Three general classes of vibration in electromechanical systems are free vibrations, forced

vibrations and self-excited vibrations (Ehrich, 2004). Free vibrations are the oscillatory

response of a system at its natural frequency to non-zero initial conditions alone, i.e., the

homogeneous solution. Forced vibrations are produced by external forces exerting peri-

odic action upon the system leading to a response at the frequency of the excitation. The

causative force is completely independent of the resulting vibration. Residual imbalance is

a common source of synchronous vibration in rotating systems, and an example of a forced

vibration. Self-excited vibrations are produced by oscillating forces that are the product

of the oscillatory motion of the system itself (Vance et al., 2010). The term self-excited

is perhaps misleading as the system does not spontaneously vibrate on its own. Rather, a

positive feedback interaction with its environment causes energy to be transferred into a

natural frequency of the system. This interaction is not evident from an analysis of the gov-

erning equations of motion, hence the term self-excited (Paidoussis et al., 2011). In fluid

compressors positive feedback mechanisms produced by dynamic interactions between the

compressed fluid and components in the flow path can lead to self-excited vibration of the

1
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rotor. The fluid-structure interaction transfers rotational energy from the working fluid to

rotor modes. The rotor mode excited is usually below the running speed leading to the term

resonant subsynchronous vibration or RSSV (Fozi, 1987). If these forcing mechanisms

overcome the damping provided by the support bearings the result is unbounded vibration

or rotordynamic instability (Kwanka, 2000). This dissertation considers exclusively the

effects of rotordynamic instability in centrifugal compressors, which are an integral part of

chemical process, and oil and gas industries. A photograph of a multistage compressor is

shown in Figure 1.1. The upper casing has been removed to expose the rotor, six centrifugal

impellers and the flow path within the machine. Typical rotating speeds of these turboma-

chines range from 3,000 to 20,000 rpm and they may be driven by electric motors, gas

turbine or steam turbine engines. A common source of excitation leading to rotordynamic

instability occurs in the vicinity of the seals and impellers. Seals are required at multiple

locations within the compressor to prevent the leakage of fluid from high pressure to low

pressure areas, while the impellers impart kinetic energy to the fluid (Brown, 2005). The

design of these components may be such that significant reaction forces are generated on

the rotor normal to rotor displacement. These forces are termed aerodynamic cross-coupled

stiffness (CCS) due to their origin in the fluid flow path of the compressor (Childs, 1993).

Experimental data on the fluid-structure interaction within the rotor-stator clearances

is difficult to obtain. As a result, there is heavy reliance on semi-empirical models to pre-

dict the magnitude of aerodynamic excitation. These models depend on parameters such

as the mechanical power output of the compressor, component dimensions, the ratio of

discharge and suction gas densities, as well as experiences with installed machines. With

this empirical knowledge, considerable uncertainty remains in these predictions, leading to

conservative designs at best, or costly retrofits once problems arise in the field. Field oper-

ating conditions that vary over time, as well as the prohibitively high cost of constructing

a complete prototype compressor add to the challenges of developing widely applicable

solutions (Vance et al., 2010). In a recent benchmark study comparing analytical seal
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Figure 1.1: A multistage centrifugal compressor with upper casing removed showing the
major components (Bidaut & Baumann, 2010).

rotordynamic coefficients computed by twenty independent respondents from industry and

academia, Kocur et al. (2007) noted two orders of magnitude variation in principle stiffness

and three orders of magnitude variation in cross-coupled damping. The resulting widely

differing stability predictions from the respondents are indicative of the significant uncer-

tainty present in current models. The use of computational fluid dynamic (CFD) analysis

to improve the understanding of fluid-structure interactions is growing. However, the tools

in their current form are not mature for use at the design stage (API 684, 2005).

Increased operating efficiency, higher discharge pressure ratios and reduced package

size are driving a trend towards slender and higher speed rotor designs in turbomachine

applications. This is a direct result of the reduced torque required for the same mechanical

power output, to turn a lighter (flexible) rotor at a higher speed than a heavier (rigid) rotor

at a lower speed (Hetherington et al., 1990). With centrifugal compressors, in particular,

the demand for higher rotational speeds and pressures requires multiple impeller stages
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Figure 1.2: A waterfall plot of vibration spectra during startup of a high pressure centrifugal
compressor showing the subsynchronous vibrations (RSSV) leading to instability (Moore
et al., 2006).

(and interstage seals) which leads to longer, more flexible rotors which are more prone

to aerodynamic instability (Barrett, 1979; Moore et al., 2006). The primary design issue

with high-pressure compressors is the trade-off between rotordynamic stability and ther-

modynamic performance (Baumann, 1999). A rotor optimized for rotordynamic stability,

i.e., heavy and rigid, tends to have poor aerodynamic performance. Higher pressure ma-

chines require aptly sized balance piston seals to partly offset the aerodynamic thrust load.

The destabilizing influence of the balance piston on rotordynamics increases with pressure

(Moore & Ransom, 2010). Such concerns may impact project schedules (by requiring full

load, full speed tests for new designs), reduce production rates (by restricting operating

speeds) and cause machine and plant damage in the event of instability. Figure 1.2 shows

vibration spectra of a compressor demonstrating instability during startup as a result of

CCS forces at the fluid seals leading to increasing RSSV. One can distinguish between the

synchronous response to unbalance (1X line) and the RSSV at 113 Hz (approx 0.1X) which

begin as the rotor reaches 6,800 rpm, indicating the dependence of the CCS force magni-

tude on the operating parameters of the compression system. The chaotic vibration marked

by the “instability” arrow indicates likely rotor-stator rubbing and perhaps damage.
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Fluid film bearings, the standard passive mechanical bearing for high speed rotating

machinery, have fixed stiffness and damping characteristics related to their physical con-

struction and lubricant properties (Dimond, 2011). Fluid film bearings, particularly fixed

geometry journal bearing designs, have high cross-coupled stiffness coefficients which can

lead to rotordynamic instability under certain conditions. The introduction of tilting pad

journal bearings provided a solution with higher damping and reduced destabilizing ten-

dencies. However, tilting pad designs have been unable to keep pace with evolving high

performance compressor designs (Criqui & Wendt, 1980). Faced with rotordynamic in-

stability in a machine with passive bearings, the only alternative is a physical redesign of

the rotor, bearings and/or seals to improve the overall damping characteristics. This high-

lights a major advantage for the application of active magnetic bearing (AMB) technology

- the ability to modify the control algorithms at any time to provide optimal damping to

stabilize rotor behavior (Habermann & Brunet, 1984). The advantages of implementing an

AMB system include, but are not limited to: complete elimination of oil-based lubrication

systems, low parasitic power loss, direct control of the rotordynamics, lower maintenance

costs and longer system life (Schweitzer & Maslen, 2009). For these reasons, the use of

AMBs in turbomachinery applications for oil and gas production provides clear technical

and economic advantages over fluid film bearings (Ahrens et al., 2000). AMB technology

paves a path to introduce active vibration control to the problem of rotordynamic insta-

bility. In this application, the potential benefits of feedback are the enabling of optimal

performance of the compression system as the operating conditions change over the life

of the machine, and a reduction in the effects of disturbances on the system (Doyle et al.,

1990). Model-based robust control algorithms such as µ-synthesis have received recent

attention as a powerful framework for the design and analysis of practical multivariable

controllers to stabilize flexible rotors with uncertain plant dynamics and constrained actua-

tor bandwidth (Schonhoff, 2002; Maslen & Sawicki, 2007). µ-synthesis is the only mature

robust multivariable control design method with a well developed theory and matching
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software tools (Steinbuch et al., 1998).

1.2 Objectives

The literature is lacking an investigation of active control in the presence of uncertain aero-

dynamic loads on flexible rotors supported by AMBs. In particular, an investigation that

focuses on both the control theory and rotordynamics unique to the problem. Prior research

has focused on subcritical rigid rotors while the centrifugal compressor designs most sus-

ceptible to this instability tend not to be of this construction (Smith, 1995; Lang et al.,

1996; Wurmsdobler, 1997). The objectives of this study are to:

1. Commission an AMB test rig that will allow for the study of active control of rotor-

dynamic instability. The instability may be the result of arbitrary static and dynamic

loads representing the expected aerodynamic loads from seals and impellers. The

test rig will exhibit rotordynamic characteristics similar to those of an industrial cen-

trifugal compressor while retaining sufficient simplicity to be operated within the

Rotating Machinery and Controls Laboratory at the University of Virginia. The test

rig will allow operation over a speed range that includes one lateral bending natural

frequency.

2. Investigate and evaluate model-based control algorithms based on their ability to

maintain system stability and performance with respect to the uncertain aerodynamic

loads.

3. Develop uncertainty models with minimal conservatism to capture variations in the

dynamics of rotor-bearing system.

4. Compare the stability and performance predictions to experimental stability mea-

surements.
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5. Investigate effects of such as actuator bandwidth and slew rate limits on achievable

performance.

1.3 Contributions

The major contributions of this dissertation are to:

1. Document the development of a versatile and realistic experimental testbed for re-

search on control system applications.

2. Provide the first demonstration of rotordynamic instability in a supercritical rotor

supported on active magnetic bearings.

3. Design and implement robust control algorithms able to increase the rotordynamic

instability threshold of the rotor-AMB system.

4. Define the limitations imposed by uncertainty and actuator dynamics on achievable

performance of control algorithms designed.

5. Harmonize mechanical vibration and control systems concepts to develop practical

guidelines for researchers, and machine designers and operators considering the de-

sign, construction, modeling and evaluation of supercritical machines on magnetic

bearings.

1.4 Outline of the Dissertation

In addition to the introductory Chapter 1, and Chapter 7 which presents the concluding re-

marks, the main body of the dissertation is developed in five chapters, Chapters 2 through

6, and three appendices, Appendices A, B and C. Chapter 2 presents a review of pertinent

literature on rotordynamic instability, and active control of vibration with a focus on mag-

netic bearing applications involving rotating machinery. Chapter 3 discusses the mechanics
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of rotordynamic instability as well as fundamental limitations on achievable performance

using feedback control. Chapter 4 describes the design, construction, modeling and val-

idation of the MBTRI test rig. Chapter 5 presents the µ-synthesis design approach and

discusses the selection of frequency domain performance weights and the development of

uncertainty models required to synthesize robust controllers. The uncertainty models are

compared using the gap metric approach. Whilst µ-analysis of the synthesized controllers

is used to quantify their robustness properties. Chapter 6 contains experimental data con-

cerning the operation of the rotor above its bending natural frequency, and the measurement

of the stability threshold with respect to rotordynamic instability due to CCS. A discussion

of these results within the context of the rotordynamics, i.e., existence of optimal damping

and fundamental limitations on feedback controller performance. Chapter 7 concludes the

dissertation with a summary of the work completed and a discourse on further research

directions.



Chapter 2

Literature Review

2.1 Rotordynamic Instability

Rotordynamic instability is marked by the sudden onset of vibrations at a rotor natural

frequency below the running speed of the machine. The amplitude of this vibration may

increase with running speed and discharge pressures to the extent that safe operation of the

machine at higher power levels is not possible due to the risk of failure of the rotor from

the alternating flexural stresses (Ehrich & Childs, 1984). Three well publicized examples

of rotordynamic instability were the 1971 “Kaybob” case involving a nine-stage natural

gas centrifugal compressor experiencing violent RSSV during testing that defied numer-

ous hardware modifications, the 1974 “Ekofisk” case involving an eight-stage offshore gas

re-injection compressor displaying similar RSSV instability, and the 1976 problem involv-

ing the rocket-exhaust powered high-pressure fuel and high-pressure oxygen turbopumps

for the now retired Space Shuttle main engine. In all examples, the high performance de-

manded of these turbomachines exceeded the capabilities of analytical and computational

tools of the day to determine rotordynamic stability. While solutions were eventually found

for all three incidents, the search consumed considerable time and expense. In the case of

both problem compressors, the precise source of instability was never determined (Vance

9
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et al., 2010). More recent cases of instability in high pressure centrifugal compressors con-

tinue to highlight the major potential destabilizing influence of seals and point to a need

for deeper understanding of the effects of seal dynamics on system stability (Moore et al.,

2006).

The seminal work of Alford (1965) offered the first quantitative analysis of aerody-

namic mechanisms leading to rotordynamic instability in jet engine axial flow compressors

and turbines. Alford highlighted two sources of self-excited rotor vibrations: the circumfer-

ential variation in the static pressure distribution in the labyrinth seals, and circumferential

variation of torque on the impeller due to eccentric rotor orbits. In the vicinity of the seals,

the rotor displacement amplitude was known to be directly proportional to the amplitude of

pressure oscillations within the seal. The phase angle between the two rotating vectors var-

ied with the flow characteristics and speed of rotation, i.e., the engine aerodynamic load. At

particular phase angles the vectors summed to encourage whirl in the direction of rotation.

Concentric location of an impeller within the allowed clearance produces balanced forces

and torques on the impeller and hence the rotor. On the other hand, eccentric rotor orbits

relative to the stationary components in the clearance lead to variations in the aerodynamic

efficiency across the circumference of the impeller. The impeller efficiency is related to

its ability to accelerate the fluid. Therefore, varying impeller clearance results in an un-

balanced torque on the rotor as a function of position. As with the aforementioned seal

pressure variation, certain operating conditions may cause the rotating torque vector to act

in a manner conducive to forward whirl, once again leading to a self-excited positive feed-

back phenomenon. In both cases involving the seal and impeller, rotational energy from

the working fluid is coupled into a rotor natural frequency by an aerodynamic mechanism,

leading to the term aerodynamic cross-coupling (Ehrich, 2004).

Bulk flow analysis is the name given to a family of analytical approaches for simpli-

fying the complex fluid dynamics occurring within seal designs (Childs, 1993). Modeling

seals using computational fluid dynamics (CFD) is capable of capturing more details on
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the fluid-structure interactions and are an improvement over the bulk flow models. How-

ever, significant uncertainty is still documented in predictions of dynamic seal coefficients

highlighting the need for experiments to improve our knowledge of the underlying physics

(Kocur et al., 2007; Wagner et al., 2009).

Whereas Alford predicted the CCS as a function of stage torque and dimensions, Wachel

& von Nimitz (1981) refined his empirical model for aerodynamic cross-coupling to in-

clude additional parameters such as density and molecular weight of the fluid being com-

pressed. The cross-coupled stiffness (N/m) at each impeller stage is

Q =
16×P×MW

D×h× f
× ρD

ρS
, (2.1)

where MW is the gas molecular weight, D is impeller diameter (m), h is the restrictive

dimension in the flow path (m), f is the rotation speed (Hz), P is compressor mechanical

power (kW), ρD and ρS are the compressor discharge and suction densities (kg/m3), re-

spectively. Within the last decade, the industry has accepted a modified Alford’s equation

which replaces the MW with a constant of 30 to better match the database of experience

built up from the installed base of centrifugal compressors (API 684, 2005). While these

empirical guidelines are easy to apply, they remain subject to significant uncertainty, hence

the use of full-load, full-pressure tests on new compressors designs prior to delivery (Vance

et al., 2010). Such tests are an expensive option for the customer, but at times are required

to increase confidence in as yet unproven compressor designs.

The term cross-coupled stiffness (CCS) arises from observations of a force Fxc acting

on the rotor with a line of action that is perpendicular to the rotor displacement. Mathemat-

ically

Fxc =

 fx

fy

= Q

 0 1

−1 0


 qx

qy

 , (2.2)

where fx, fy and qx, qy are forces and displacements along the x and y axes respectively, and
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Q is the magnitude of the cross-coupled stiffness. As Q increases there is a tendency for

a forward whirl (precession of the rotor orbit at a frequency equal to rotor’s lowest natural

frequency) to be excited. This in turn counteracts the restorative damping force produced

largely by the support bearings, and can lead to unbounded oscillations at a rotor natural

frequency below the running speed.

Rotordynamic instability is not limited to compressors and their associated fluid-structure

interactions. Large induction motors with eccentric rotor orbits are known to generate

RSSV through electromechanical interactions between the stator and rotor known as un-

balanced magnetic pull (Holopainen, 2004).

2.2 Rotor Vibration Control using AMBs

2.2.1 General

Rotors may be loosely characterized as being either rigid or flexible (elastic) designs. Rigid

rotors have their operating speed far enough below their lateral bending natural frequency

that this frequency is not easily excited under normal operation. Flexible rotors have one or

more lateral bending natural frequencies within the operating speed range or control band-

width. These modes are lightly damped and when the system dynamics are viewed in the

Argand plane, their eigenvalues are clustered close to the imaginary axis. As a result, the

control of flexible rotors presents a modeling and identification challenge for the lumped

parameter approaches favored in linear control system design are approximations of the

complex distributed parameter dynamics that govern the behavior of the system (Balas &

Doyle, 1994). Early theory and experimental work on robust control for flexible structures

with uncertain dynamics focused on non-rotating large flexible space structures (Balas,

1990). The reduced weight of these structures is an important advantage for space-borne

applications. However, as with rotors, structural flexibility introduces new challenges in

the modeling and identification of several closely spaced, lightly damped resonant modes
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and the issue of sensor/actuator location (Balas & Young, 1999). Flexible space structures

possess lower natural frequencies than rotor-AMB systems and do not exhibit gyroscopic

behavior. Nevertheless, the theory and practice of the model-based control paradigm devel-

oped for active control of these structures remain fully applicable to AMB systems. From

the control standpoint the AMB provides a benchmark problem for numerous fields of con-

trol design and analysis. This has led to rich body of research on the use of AMBs for

active vibration control using just about every algorithm from classical (PID and lead/lag)

to nonlinear and adaptive feedback methods (Schweitzer & Maslen, 2009)

The tools of choice to solve the practical robust control requirements of elastic rotors on

AMBs are H∞ optimal control, linear fractional transformations (LFTs), and the structured

singular value µ (Doyle, 1982; Doyle et al., 1991; Packard & Doyle, 1993). H∞ optimiza-

tion theory serves as the foundation for constructing robust controllers that minimize the

worst case gain from disturbance inputs to weighted performance outputs for the nomi-

nal plant dynamics. This is a convex optimization problem, and state space solutions for

a tight upper bound may be computed by solving two algebraic Riccati equations (Zhou

et al., 1996). LFTs provide an attractive means to systematically incorporate uncertainty

into models used for synthesis and analysis.

The µ-analysis and synthesis frameworks use LFTs to extend H∞ optimization to pro-

vide a practical means of handling model uncertainty to meet robust performance specifica-

tions in multivariable systems. The solution to the robust performance problem through the

computation of µ is a nonpolynomial (NP) time problem, leaving the calculation of tight

upper and lower bounds as the only path to a satisfactory solution (Braatz et al., 1993).

Finding the µ upper bound for the complex µ-synthesis problem is a nonconvex problem,

but can be approximated by a two step iterative procedure called D-K iteration. The in-

dividual steps are convex and involve H∞ optimization. While convergence to a global

optimum is not guaranteed (owing to the lack of joint convexity of each step), satisfactory

solutions are often found for practical engineering problems (Stein & Doyle, 1991). The
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complex µ-synthesis solution described may, in some cases, be conservative since modeled

uncertainties are always treated as perturbations in a complex plane. Since many prac-

tical problems involve real-valued uncertainties, the use of mixed µ-synthesis algorithms

may yield performance gains (Young, 1996). However, the gains come with the cost of in-

creased computational complexity of the D,G-K iterative algorithm used to compute tight

µ bounds.

Linear matrix inequalities (LMIs) are useful in formulating and solving numerous con-

vex problems in systems and control theory (Boyd et al., 1994), and are an alternative

to the algebraic Riccati solution for H∞ optimization. The work of Scherer et al. (1997)

popularized multi-objective (or mixed-objective) dynamic output feedback using LMI op-

timization. The LMI framework provides the ability to include constraints on input/output

values, closed-loop pole locations, H2 (stochastic) performance as well as H∞ (robustness)

objectives. Rather than translating all these objectives (often imperfectly) into frequency

domain weights as is done in the mixed-sensitivity framework, the objectives are repre-

sented as LMIs in their native form. Using a single Lyapunov function for all the objec-

tives ensures the problem is convex. Though somewhat conservative, this approach often

yields a mathematically tractable single LMI optimization problem which can represent a

physical system to be controlled with multiple norm and other closed-loop specifications.

Incorporating robust pole placement techniques such as those described by Chilali et al.

(1999) may be useful in enhancing the damping of rotor modes destabilized by the CCS.

The computational burden of solving problems involving plants of relatively high order is

greater for LMI methods than the two algebraic Riccati equation approach typically used

for the H∞ optimization steps in D-K iteration.

2.2.2 Rotating Machinery Applications

Early use of AMBs as sources of excitation for rotor systems was reported on during the

First International Symposium on Magnetic Bearings by Ulbrich (1988). In this work, a
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single radial AMB was placed at the midspan of a rotor supported by rolling element or

journal bearings. The actuator was used to generate nonconservative forces, e.g., CCS, or

standard test forces, e.g., impulse or step input, to evaluate system damping.

The complete removal of hydrodynamic bearings from the system and the exclusive

use of the AMBs to investigate rotordynamic instability and the potentials using AMBs

for active control of instability are an open area of research. Smith (1995) reported on

aerodynamic loading of a hypothetical centrifugal compressor, and presented simulation

results on the use of gain-scheduled Kalman filters and linear quadratic control laws. The

aim of this work was to determine performance of optimal control algorithms versus local

PID controllers. Modeling of the seal and impeller characteristics producing the instability

was performed in detail and reaffirming numerical simulation results were obtained for a

nominal plant model. For instance, using a Kalman filter permitted a 40% increase in the

aerodynamic excitation level prior to performance degradation. However, the tolerance for

modeling error, a known weakness of linear quadratic Gaussian control, was poor and no

stability robustness or experimental validation was performed.

The application of adaptive control algorithms to detect and compensate for unknown

aerodynamic CCS was first reported on a rigid rotor by a group at the Vienna University

of Technology (Wurmsdobler et al., 1996; Wurmsdobler, 1997). In these works, the recur-

sive prediction error method was used to estimate the states of the plant and parameters

of a Kalman observer. With the application of a pole placement objective, a suitable con-

troller was subsequently synthesized using the plant estimates. In simulation, the algorithm

demonstrated the ability to track changes in the CCS magnitude and update control gains

to damp the subsequent oscillations. For a rigid rotor-AMB plant represented by a dynamic

model with an eight element state vector, four inputs and four outputs, a total of 96 param-

eters were estimated online. The large number of parameters to be estimated led to con-

clusions that numerical complexity and computational demands may complicate practical

implementation of the algorithm. In an attempt to reduce the computational burden, other
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researchers substituted the pole placement design for LQR synthesis (Lang et al., 1996).

While this simpler algorithm was more amenable to practical implementation, it yielded a

reduced stability margin with respect to the magnitude of CCS than the pole placement de-

sign. Later experimental work combined the adaptive CCS compensation algorithm with a

feedforward open-loop control to reduce the synchronous vibrations due to mass unbalance

(Hirschmanner et al., 2002).

More recently, AMBs have become a favored tool for the evaluation of rotordynamic

parameters for hydrodynamic bearings as well as seals (Kwanka, 2000; Nordmann, 2009).

This unique advantage stems from the ability of AMBs to simultaneously serve as a rotor

support, a source of dynamic excitation and a force measurement tool for the rotordy-

namic system. In an extensive study on the stability of rotor systems, Cloud (2007) used

AMBs to generate cross-coupled stiffness and also harmonic excitation. The test rotor in

his study was supported by tilting pad journal bearings and the goal was to evaluate several

damping ratio estimation algorithms. The damping ratio is an indicator of the stability of

a system. As part of a combined numerical and experimental study aimed at improving

predictions of the rotordynamic coefficients of labyrinth seals, Wagner et al. (2009) con-

structed a full scale magnetic bearing test rig to support and perturb a rotor containing a test

seal at midspan. The test rig operated to a maximum speed of 15,000 rpm, and had a test

pressure limit of 70 bar. The AMB provided the means to dynamically excite the seal up to

400 Hz with both forward and backward whirl orbits. Using pressure measurements from

the test seal as well as dynamic force measurements from the AMBs, experimental seal

rotordynamic coefficients were obtained and compared with numerical analysis by CFD.

Compressor manufacturers are beginning to use magnetic exciters temporarily attached to

one end of a rotor during full-load testing to obtain unobtrusive measurements of the rotor-

dynamics prior to customer delivery (Moore et al., 2002).

The University of Virginia’s Rotating and Machinery Controls Laboratory has played a

significant role in the development of prototype machines and control algorithms for AMB
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systems over the preceding three decades, some notable developments will be highlighted.

The use of AMBs in a variety of practical applications from industrial canned pumps for

caustic products to continuous flow artificial heart pumps was pioneered by Allaire et al.

(1989, 1996). Yates & Williams (1988); Williams et al. (1990, 1994) presented novel im-

plementations of digital controllers with fault-tolerant capabilities for use with rotor-AMB

systems. In Knospe et al. (1995, 1997) new results were presented on the use of adap-

tive open-loop methods to achieve robust minimization of the rotor unbalance response

over a range of speeds in subcritical rotors. Noh (1996) worked on techniques to improve

the self-sensing of the rotor position using information gleaned from the current feedback

waveform of the switching power amplifier. Chatter, a self-excited vibration resulting from

the interaction between an oscillating machine tool and a work piece, is an issue for high

speed milling machines. In a prototype 67 kW 32,000 rpm milling spindle supported by

AMBs, µ-synthesis control was used to minimize the compliance of the tool tip and thus

reduce the chatter phenomenon (Stephens, 1995; Fittro, 1998; Chen & Knospe, 2007). Ro-

bust multivariable control was applied to an energy storage flywheel rotor with structural

flexibility to enable operation through the first bending natural frequency (Li, 2006). Com-

pressor surge is a destructive low frequency resonance produced by unstable flow in the

compression system. A technique using a thrust AMB to modulate the tip clearance of a

single unshrouded impeller in a centrifugal compressor thus actively controlling surge was

proposed by Sanadgol (2006), and demonstrated successfully by Yoon et al. (2010).



Chapter 3

Rotordynamic Instability

This chapter analyzes the fundamental mechanics and system theory of rotordynamic insta-

bility. From the viewpoint of mechanical vibrations, the self-excited instability of rotating

systems presents a dynamically rich problem. Since the 1970s, solutions developed follow-

ing cases of rotordynamic instability have resulted in analytical (Barrett et al., 1978) and

empirical (Wachel & von Nimitz, 1981) tools to improve the prediction of the onset of in-

stability and/or re-design rotor-bearing system to attain close to optimal support damping.

Active control using magnetic bearings holds promise of further improvements. How-

ever, several limitations do exist. Classical control systems theory provides vital insight

to implicit limitations governing the achievable performance of any feedback controller.

Feedback control is an interdisciplinary field and harmonizing the contributions from me-

chanics and systems theory is paramount in motivating new techniques to delay the onset

of instability and understanding any limitations (Goodwin et al., 2000).

18



19

Centrifugal force

m
2
r

Destabilizing

force  Fxc

Bearing damping

force c r

Inertial

forces

Bearing elastic

restoring force

kr

Bearing damping

force  cdr/dt

Undeflected 

shaft axis

W
h
irl r

R
o
ta

ti
on Ω

Figure 3.1: The force balance for a whirling shaft (Ehrich, 2004).

3.1 A Mechanical Systems Perspective

3.1.1 Whirl Instability

Rotordynamic instability is marked by asynchronous whirl at a frequency other than rotat-

ing speed Ω of the rotor. Whirl is the precession of the rotor orbit at a natural frequency

of the rotor and denoted as either forward or backward whirl relative to the direction of ro-

tation of the rotor (Ehrich, 2004). Asynchronous whirl arising from self-excited vibration

is more destructive than synchronous whirl arising from rotor imbalance because of the

buildup of stress within the rotor (Childs, 1993). Forward whirl is predominantly excited

by both instability and imbalance. During whirl the destabilizing mechanism produces a

tangential force Fxc on the rotor in response to a deflection r of the rotor from its center-

line. A force balance analysis of the radial and tangential forces acting in the rotor-bearing

system is necessary to explain the dynamics of the instability (see Figure 3.1). The net tan-
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gential force encourages the rotor to whirl in the direction of rotation and is counteracted

by other forces in the system. The most important of the restorative forces is the bearing

damping, which irreversibly dissipates vibrational kinetic energy of the rotor. Above a par-

ticular rotor speed, Ω, the tangential force may exceed the effective system damping and

the rotor will whirl. The whirling motion increases the deflection of the rotor, which further

increases the amplitude of the tangential destabilizing force leading to the self-excitation

phenomenon. Considering an ideal rotor-bearing system represented by a lumped mass m,

mounted on bearings with stiffness k and damping c, undergoing a deflection r, the radial

force balance when whirling at an angular frequency of ω rad/s is

mω
2r = m

d2r
dt2 + c

dr
dt

+ kr. (3.1)

The left hand side of the above equation is the centrifugal force on the rotor, and the right

hand side is the sum of the rotor inertia, bearing damping and elastic restoring forces. The

cross-coupled stiffness mechanism results in a destabilizing force Fxc which is a function

of the rotor radial deflection, r. This force was parametrized in Equation (2.2), hence the

relationship with r is of direct proportionality, i.e., Fxc = Qr. The tangential force balance

is

2mω
dr
dt

+ cωr = Fxc, (3.2)

where the left hand side is the sum of the rotor inertial and bearing damping forces. The

solution to the above system of differential equations has the form r = r0e(a+ jb)t , where

sign of a reflects the system stability, and r0 the initial vibration amplitude. If a < 0,

whirl amplitudes will decay exponentially with time, and if a > 0, whirl amplitudes will

increase with time. Operating conditions that produce the solution a = 0+, define the onset

of instability (OSI). The condition for stability of the system may be expressed as

a =
Q− cω

2mω
< 0, (3.3)
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and restated in dimensionless form as

Q
ω2m

≤ 2
c

ωm
. (3.4)

This last equation reveals important properties of the self-excited vibration namely:

1. Since Q is typically a function of rotating speed, as Ω increases the left-hand side

may surpass the right-hand side leading to instability, i.e., a > 0.

2. Increasing the level of system damping c results in the OSI occurring at a higher

speed.

3. The whirl frequency as the system instability is independent of the destabilizing force

and is equal to

ω =

√
k
m
, (3.5)

which coincides with the first natural frequency of the rotor-bearing system, Nc1.

Linear analysis of the system at OSI predicts an exponential growth in whirl orbit ampli-

tudes once the stabilizing damping forces have been overcome (see Figure 3.2a). In actu-

ality, unstable whirl motion in rotating machinery does not follow this exponential growth

pattern. Large amplitude oscillations allow nonlinear mechanisms to dominate the motion

and dissipate more energy than predicted by the linear model (Tondl, 1991; Ehrich, 2004).

The result is a steady state limit cycle orbit, which increases with magnitude of the destabi-

lizing force (see Figure 3.2b). The physical dimensions of the clearance between the rotor

and stator components serves as the ultimate limit of the orbit amplitude, and once these

limits are reached serious damage to the rotor and stator components occurs.

The plot in Figure 3.3 illustrates the vibration frequency spectrum of a rotor approach-

ing the onset of instability. While rotating at 16,000 rpm, the presence of midspan cross-

coupled stiffness of 1600 N/mm triggers forward whirl at the first critical speed, Nc1.

However, the restorative damping forces of the bearings have limited the whirl amplitude
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Figure 3.2: Predicted shaft motion at the onset of instability.

to a quarter of the synchronous response. Increasing the magnitude of CCS serves to in-

crease the whirl amplitude at Nc1 and push the rotor-bearing system closer to the point of

instability. The waterfall plot is used to compare the vibration frequency spectra of a rotor-

bearing system as the rotating speed is varied. Figure 3.4a shows the vibration spectra in

the absence of CCS. The plot is dominated by the synchronous unbalance response, which

peaks as the rotor crosses three critical speeds before reaching 18,000 rpm. Figure 3.4b

shows the vibration spectra in the presence of a constant 1800 N/mm CCS up to 16,000

rpm. Across the operating speed range, Nc1 has been solely excited by the CCS. This plot

differs slightly from the behavior of practical compressors encountering instability where

the fluid-induced CCS is a function of operating speed and other parameters. In this plot, a

constant destabilizing CCS force is generated by a magnetic actuator.

3.1.2 Experimental Stability Measurement

This dissertation is concerned with determining the conditions under which a rotor-bearing

system is either stable or unstable and not with the behavior following the onset of in-

stability, which was shown earlier to enter a nonlinear regime. Accordingly, stability is
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Figure 3.3: Vibration amplitude spectrum of magnetic bearing supported flexible rotor
operating at 16,000 rpm. A CCS of magnitude 1600 N/mm is acting at the midspan leading
to a SSV at 2250 rpm.

considered in the exponential sense, i.e., the minimum rate of decay of vibration is speci-

fied by the real part of the system eigenvalues. This is a special case of asymptotic stability

as linear models of the rotor-bearing system are used for analysis (Chen, 1998). Stability

analysis involves the computation or measurement of the complex eigenvalues λi of the

rotor-bearing system, each of which may be represented by the expression

λi =−ζiωi,n± jωi,n

√
1−ζ2

i , (3.6)

where ζi is the damping ratio, and ωi,n is the undamped natural frequency of the i-th mode

(Inman, 2006). A negative real part of the eigenvalue, i.e., ζi > 0, denotes stability of the

associated vibration mode. In the machine vibration community the logarithmic decrement

δi (or log dec) is commonly used as a parameter for stability of a mode

δi =−2π
Real(λi)

|Imag(λi)|
= 2π

ζi√
(1−ζ2

i

. (3.7)
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and the minimum log dec specified by the API standards for centrifugal compressors in oil

and gas service is 0.1, corresponding to a damping ratio of 0.0159 (API 684, 2005; Vance

et al., 2010). This margin of safety is necessary to account for uncertainties in the modeling

and stability analysis.

For typical rotor-bearing systems the mode corresponding to the lowest system natural

frequency (Nc1) is affected by the destabilizing mechanism (Lund, 1975). The goal is to

accurately identify ζi for Nc1 while the rotor is spinning, i.e., in the presence of damped

and undamped sinusoids and random noise. By measuring the free decay of the rotor vi-

bration following the removal of excitation, e.g., an impulse, the damping ratio may be

obtained using output only time-domain measurements. Estimation techniques based on

backward auto-regression (Kumaresan & Tufts, 1982) using single sensor measurements

are known as single degree of freedom (SDOF) and are commonly used for experimental

rotor stability testing (Tasker & Chopra, 1990). The modal selectivity and signal-to-noise

ratio can be further improved by using blocking tests, which can isolate Nc1 by providing

forward circular excitation at its precise natural frequency until a suitable amplitude re-

sponse is obtained. Following the termination of blocking, the free decay of the vibrations

can be captured by the position sensors and fed into the offline auto-regression algorithm to

estimate ζ1 with minimal variance. In cases where the damping ratio is higher, SNR is low,

or multiple closed spaced modes are present SDOF estimation techniques have reduced ac-

curacy. Cloud et al. (2009) describe a multiple degree of freedom technique (utilizing more

than one sensor channel) based on vector backward auto-regression of time domain mea-

surements to estimate ζi of multiple modes following termination of excitation. Figure 3.5

shows the free decay of vibrations following the termination of forward circular blocking

excitation at 42 Hz, while the rotor is spinning at 7,000 rpm. The dominant damped fre-

quency during free decay was 44.7 Hz and damping ratio and log decrement were estimated

to be 2.9% and 0.18, respectively.
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Figure 3.5: The free decay of rotor vibrations following termination (indicated by the rising
edge trigger signal) of forward circular blocking excitation while rotor spins at 7,000 rpm.

3.1.3 Factors Affecting the Onset of Instability

Studies on the stability of turbomachinery with fluid film journal bearings found that an op-

timum level of effective damping ĉ at a given operating point, i.e., rotating speed, torque,

discharge pressure, must exist given that each operating point has a maximum allowable

value of destabilizing aerodynamic excitation before OSI (Barrett, 1979). By parametri-

cally varying the damping c provided by the bearings, and performing a stability analysis,

a solution ĉ which maximizes the log decrement of Nc1 can be found (Vance et al., 2010).

An important factor governing rotordynamic performance is the bearing-shaft stiffness ratio

Kr, which is the ratio of the total support stiffness in a single plane kb to the shaft stiffness

ks

Kr =
2kb

ks
. (3.8)

In the case of mechanical bearings, kb is a function of geometry and lubricant properties,

while for magnetic bearings, kb is a largely a function of the control law. The choice of

kb depends on the magnitude of the operating loads of the rotor, while the choice of ks,

which is a function of the rotor material and dimensions, is governed by considerations for

the driving torque applied by the motor or engine. Elastic beam theory predicts a lateral
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stiffness for a rotor of uniform cross section

ks =
48EI

L3 , (3.9)

where E is Young’s modulus, I is the area moment of inertia and L is the shaft length

(Inman, 2006). A flexible rotor with respect to its bearings may be characterized with Kr

greater unity, indicating a fair degree of shaft deflection due to the greater bearing stiffness.

Such motion may be highly desired as it reflects the possibility of larger effective damping

of vibrations (as c is proportional to velocity). Assuming symmetric support properties, the

optimum damping can be estimated knowing the modal mass of the rotor Mm, rigid bearing

critical speed ωcr, and Kr as

ĉ = Mmωcr

(
1+Kr

2

)
. (3.10)

Assuming the presence of optimum damping in the rotor-bearing system, Barrett derived

the maximum allowable aerodynamic excitation Qmax as a function of Mm and ωcr and Kr

Qmax =
Mω2

cr
2(1+Kr)

. (3.11)

Therefore, Qmax may be raised by either increasing the rotor mass, increasing ωcr, or re-

ducing Kr. Current trends in the design of high-pressure compressors are producing lighter

weight shafts with higher Kr leading to lower stability threshold and machines which are

more susceptible to aerodynamic excitation. If suboptimal damping c < ĉ is present in the

rotor-bearing system then the onset of instability begins at CCS values less than Qmax.

The effect of bearing stiffness anisotropy on the stability threshold has been studied in

fluid-film bearings by several workers (Childs, 1993; Ehrich, 2004). The accepted obser-

vation is that increasing the difference between the vertical and horizontal principle direct

support stiffness (kxx and kyy) leads to asymmetric whirl orbits. Compared to circular whirl

orbits, asymmetric orbits are less effective at destabilizing Nc1. The result is a higher insta-
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bility threshold. However, the drawback is a larger synchronous response amplitude along

the axis with reduced stiffness (Vance et al., 2010). Black (1976) also pointed out that

for smaller machines, often with tighter margins for bearing load capacity, the pursuit of

optimum damping should precede the introduction of bearing stiffness anisotropy.

A major advantage of AMBs over passive mechanical bearings is their ability to pro-

duce customized stiffness and damping characteristic and exert direct control over several

aspects of the dynamics of the rotor-bearing system (Habermann & Brunet, 1984). Fur-

thermore, the damping and stiffness properties may be modified on-the-fly according to

an available (either measured or estimated) scheduling parameter, e.g., operating speed,

or as needed over the lifetime of the machine. The ideas of optimum damping and sup-

port anisotropy can be integrated into the existing design methodology for optimizing the

performance of the rotor-bearing system.

3.2 A Control Systems Perspective

3.2.1 Rotor-AMB System Description

The rotor-AMB system without a feedback controller is an open-loop unstable plant as a

result of the negative stiffness of the electromagnetic actuator. The real poles representing

the rigid body modes of the rotor are shifted from the origin to the right half-plane (RHP)

and the frequency of these unstable poles is proportional to the AMB negative stiffness.

The lightly damped flexible rotor modes are represented by alternating pairs of complex

poles and zeros close to the imaginary axis. Assuming a general proper SISO transfer

function of the form

G(s) =
N(s)
D(s)

= k
∏

m
i=1(s−βi)

∏
n
j=1(s−α j)

, (3.12)
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where n ≥ m, the poles are the real or complex roots α j of the denominator polynomial

D(s), and the zeros are the real or complex roots βi of the numerator polynomial N(s) 1.

The poles and zeros of the open-loop plant play an important role in the achievable stability

and transient response of the closed-loop system regardless of the control algorithm used

(Goodwin et al., 2000). The bending modes are stable and Figure 3.6a shows the poles and

zeros of a typical MIMO rotor-AMB system with a flexible rotor. Higher frequency poles

and zeros due to the power amplifiers and additional filters may be ignored without loss of

generality. The addition of destabilizing CCS to the rotor system has the following effects

on the plant model as observed in Figure 3.6b:

1. The real unstable pole corresponding to the first rigid body mode (Nc1) splits into a

pair of complex conjugate poles and moves rightwards with increasing CCS magni-

tude.

2. The complex pole-zero pairs belonging to the first bending mode (Nc3) each split

into poles and zeros that move to the left and right of their original location.

At zero rotation speed and prior to the introduction of the CCS, the lateral motion of the

rotor in the x and y directions can be considered largely decoupled. The pole-zero splitting

described above arises from the interaction introduced between the lateral x and y motion

of the rotor. A similar phenomenon occurs with the speed dependent gyroscopic coupling

of the rotor at high rotation speeds. Whilst the gyroscopics usually have some affect on

all the rotor modes depending on the construction of the rotor, the CCS overwhelmingly

affects the first rigid body and first bending modes.

As Figure 3.7a shows, the addition of stabilizing feedback has a profound effect on the

open-loop poles. In Figure 3.7a the control law stabilizes the unstable rigid body modes

1The definition holds true only if N(s) and D(s) are coprime. For an extension to MIMO systems, we
introduce the rational transfer function matrix G(s). If λp is a pole of any entry within G(s), then it must be
a pole of G(s). Multivariable zeros are grouped into transmission zeros or blocking zeros. λzb is a blocking
zero of G(s) if it is a zero of every nonzero element of G(s), i.e. G(λbz) = 0. λtz is a transmission zero if it is
a zero of at least one element of G(s), i.e. G(λtz) 6= 0 (Chen, 1998).
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and supplements the damping of the flexible modes. As a result, all the poles are moved

into the left half-plane (LHP). In some special cases, the controller may use RHP zeros

to shift the phase in the vicinity of bending modes for damping purposes (Li, 2006). As

expected, the zeros of the plant are not affected by feedback and remain in the LHP.

The effect of increasing magnitudes of destabilizing CCS acting on the closed-loop

plant is shown in Figure 3.7b. From the pole-zero map it is evident that for low levels of

CCS the closed-loop system remains stable with all poles in the LHP and only the controller

zeros in the RHP. Increasing levels of CCS have the effect of:

1. Causing the complex pole pair belonging to Nc1 to separate into one locus moving

further into the LHP (increased stability of the backward mode) and another locus

moving into the RHP (decreased stability of the forward mode).

2. Causing the complex zero pair belonging to Nc3 to separate into one locus moving

further into the LHP and another locus moving into the RHP. Note that Nc3 zero

crosses into the RHP before the Nc1 pole.

3. To a much lesser extent, poles and zeros belonging to other rotor modes also split.

However, none of the loci enter the RHP.

This picture agrees with the mechanical perspective of a rotor-bearing system approaching

instability namely, the frequency of the forward mode of Nc1 increases and its damping

ratio falls, while the frequency of the backward mode of Nc1 falls and its damping ratio

rises all with increasing destabilizing force. The onset of instability is marked by minimum

level of CCS required for departure of the Nc1 pole from the LHP. Changing the feedback

control law may alter the Nc1 pole zero trajectory and the stability threshold by delaying

OSI. However, feedback is limited by its inability to alter the trajectory of the Nc3 zeros.
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Figure 3.6: Pole-zero map of open-loop rotor-AMB system at 0 rpm with and without CCS.
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3.2.2 Fundamental Control Limitations

The pole and zero loci in the open-loop and closed-loop models of the rotor-AMB system

provide critical information for the analysis of fundamental control limitations facing the

system. Bandwidth limitations arising from the presence of poles and zeros in the RHP

are discussed in this section from a classical viewpoint. The frequency domain provides

a powerful tool to study these limitations in the form of numerous closed-loop system

sensitivity functions. Results pertaining to SISO systems are introduced for clarity before

a generalization to MIMO systems.

Some examples of systems with RHP poles by design include several modern military

fighter aircraft with the property of relaxed aerodynamic stability such as the X-29 pro-

totype, F-16, F-117, F-22 and Eurofighter Typhoon. Relaxes stability entails that under

certain flight conditions the aircraft’s center of gravity is behind the center of aerodynamic

pressure and in the absence of a suitable control input will oscillate with increasing am-

plitude (Abzug & Larrabee, 2002). A digital flight control system is mandatory for such

aircraft as the human pilot simply cannot respond fast enough to provide this stabilizing

control input. RHP zeros are frequently encountered in boost DC-DC converters where

their presence reduces the maximum gain bandwidth of the converter (Mitchell, 2001).

3.2.2.1 Unstable plants (Limitations due to RHP poles)

The fundamental conservation law in control system analysis and design takes the form of

the Bode sensitivity integral (Bode, 1945). Through feedback, the reduction of sensitivity

function2 magnitude (|S( jω)|< 1) in a given frequency band is accompanied by enhanced

disturbance attenuation in that band and an increase in sensitivity or reduction of perfor-

mance (|S( jω)|> 1) in another frequency band (see Figure 3.8). It is not possible to achieve

arbitrary disturbance rejection across at all frequencies, therefore a trade-off is necessary.

Furthermore, the extent of achievable disturbance attenuation and closed-loop performance

2For a SISO system G(s) stabilized by feedback control K(s), the sensitivity function S(s) = 1/(1+G(s)K(s)).
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Figure 3.8: Magnitude plot of a typical sensitivity function illustrating the trade-off in
disturbance rejection due to the conservation of the sensitivity integral.

improvement depends intimately on the properties of the plant. For open-loop stable plants

the conservation law states that the infinite integral of the log magnitude of the sensitivity

function is zero

∞̂

0

ln |S( jω)|dω = 0, (3.13)

This equation reveals that the net area subtended by the logarithm of the sensitivity function

and the horizontal axis is zero for stable plants. Therefore, the area of sensitivity reduction

(i.e. improved disturbance rejection, is exactly balanced by the area of sensitivity increase,

i.e., deterioration in performance). Freudenberg & Looze (1985) extended this result to

cover open-loop unstable plants successfully stabilized by feedback control. The net area

of the integral of log sensitivity is equal to a positive constant

∞̂

0

ln |S( jω)|dω = π

np

∑
i=1

Re(pi), (3.14)

where np is the number of RHP poles in the plant and controller. In this case, the area

of sensitivity increase exceeds the area of sensitivity reduction resulting in a net positive

value. Therefore, the achievable sensitivity reduction in unstable systems is limited by
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the the multiplicity and magnitude of the RHP poles (Sidi, 2001). In practical systems,

the control bandwidth (read, frequency over which sensitivity can be affected) is finite

and denoted as the available bandwidth Ωa. Notably, Ωa is not related to the structure of

control law or design methodology followed, but an a priori restriction due to the available

hardware, including but not limited to sensor bandwidth, actuator small signal and power

bandwidths, and unmodeled plant dynamics (Stein, 2003). The resulting restatement of

Bode sensitivity integral for practical open-loop stable and open-loop unstable plants with

finite control bandwidth is

Ωaˆ

0

ln |S( jω)|dω = δ, (3.15)

and

Ωaˆ

0

ln |S( jω)|dω = π

np

∑
i=1

Re(pi)+δ, (3.16)

where δ is the remaining sensitivity which cannot be reduced using feedback as ω > Ωa.

As mentioned before, the location of the RHP poles in a rotor-AMB system depends on the

rotor mass and the negative stiffness of the AMB actuator. As was shown in Figure 3.6b,

the presence of CCS further displaces the unstable poles into the RHP with the effect of:

1. increasing the minimum achievable peak sensitivity smin,

2. increasing the minimum control bandwidth for stability, ωc.

The effect of Ωa on the smin for an unstable plant with a single real pole at p1 rad/s can be

demonstrated using a simple sensitivity function prototype in the form of a trapezoid shown

in Figure 3.9. The sensitivity function at low frequencies has a slope of +1 and peaks at

a frequency of Ωm rad/s and a minimum peak sensitivity of smin. This minimum can be
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Figure 3.9: A sensitivity function template for a plant with an unstable pole at p1 rad/s and
achievable bandwidth of Ωa rad/s.

derived by applying the Bode sensitivity integral

Ωaˆ

0

ln |S( jω)|dω = πp1 +δ, (3.17)

Ωmˆ

0

ln
(

ωsmin

Ωm

)
dω+(Ωa−Ωm) ln(smin) = πp1 +δ, (3.18)

Ωa ln(smin)+Ωm = πp1 +δ, (3.19)

and

smin = exp
(

Ωm +πp1 +δ

Ωa

)
. (3.20)

If closed-loop robustness specifications are provided in the form of gain and phase margins

(as is often the case in aircraft flight control systems, for example). smin can provide expres-

sions for the achievable gain and phase margins3. If the achievable bandwidth is known,

these expressions provide quick tests to evaluate the feasibility of any control law meeting

the specification (Stein, 2003). The ISO stability specification for AMB systems specifies

minimum peak sensitivity values for machines (ISO 14839-3, 2006).

3Gain Margin≥ smin
smin−1 , and Phase Margin≥ 2sin−1

(
1

2smin

)
(Sidi, 2001).
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A second profound limitation on the benefits of feedback due to presence of an RHP

pole is revealed through the analysis of the loop transmission or open-loop gain trans-

fer function using the Bode gain-phase theorem. The theorem states that for any stable,

minimum-phase4 system G( jω), the phase ∠G( jω) is uniquely related to the magnitude

|G( jω)| (Bode, 1945). The loop gain for an arbitrary stable minimum-phase system is

shown in Figure 3.10. The loop gain (L(s) = G(s)K(s) where K(s) and G(s) are the con-

troller and plant transfer functions, respectively) reveals the extent to which feedback can

improve the stability and performance of a given system (Franklin et al., 1994). Note that

the output sensitivity function S(s) = 1/(1+L(s)). Therefore, a large magnitude loop gain

corresponds to a good sensitivity reduction. A significant simplification for rotor-AMB

systems with flexible rotors since each flexible mode adds a peak to the loop gain which

results in multiple 0 dB crossings, and multiple GMs and PMs. Nevertheless, ωco relates to

the bandwidth of the controller, each PM determines the level of damping for each mode,

and the low frequency gain of L( jω) corresponds to the steady state disturbance rejection,

i.e., stiffness of the closed loop system. The loop gain L1(s) of a typical rotor-AMB system

with a single real unstable pole at a rad/s can be decomposed into a stable minimum phase

component LMP(s) through the following steps

L1(s) =
L2(s)
s−a

=
L2

s+a
s+a
s−a

= LMP(s)
s+a
s−a

. (3.21)

where it is apparent that |L1( jω)| = |LMP( jω)|. However, from the Bode gain-phase rela-

tionship

∠(L1( jω)) = ∠(LMP( jω))−π+2arctan(ω/a) . (3.22)

The presence of the RHP introduces phase lag of up to 180◦ at low frequencies because

arctan(x) tends to 0 with falling x. This large phase lag requires an increased control effort

4Minimum-phase (MP) implies that a system displays the least possible phase lag for a given magnitude
response |L( jω)|. A non minimum-phase (NMP) system exhibits more phase lag than a minimum-phase
system with an identical magnitude response |L( jω)|. The extra lags are due to the presence of RHP zeros or
time delays (Skogestad & Postlethwaite, 2005).
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Figure 3.10: The loop gain of an arbitrary stable, minimum phase system showing the
crossover frequency and the stability margins.

and specifically a larger crossover frequency ωco before the system can be stabilized. On

the other hand, at high frequencies the phase lag disappears as arctan(x) tends to π/2 with

rising x. With an increased ωco, a higher minimum control bandwidth can lead to problems

with unmodeled dynamics and amplification of measurement noise. In conclusion, the

effect of the RHP pole on the closed-loop system is to introduce minimum achievable

control bandwidth restrictions and minimum peak sensitivity limitations.

3.2.2.2 Non Minimum-Phase Plant (Limitations due to RHP Zeros)

The effect of a complex RHP zero (z = a± jb) on the sensitivity is particularly obvious

when considered in a plant containing np RHP poles pi. For the resulting stable closed-

loop system the ideal weighted sensitivity integral is

∞̂

0

ln |S( jω)| ·w(z,ω)dω = π ·
np

∏
i=1

∣∣∣∣ pi + z
p̄i− z

∣∣∣∣ (3.23)

where w(z,ω) = a
a2+(b−w)2 +

a
a2+(b+w)2 (Skogestad & Postlethwaite, 2005). The weighting

function w(z,ω) takes into account the rising performance penalty introduced as the loca-
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tion of the zero coincides with the frequency range where high performance is desired. Two

conclusions can be made from Equation (3.23). First the presence of a RHP zero increases

the minimum achievable sensitivity. Second, increased proximity of the RHP zero to the

RHP poles leads to the RHS becoming very large, reflecting the fact that the cancellation

of a RHP pole by a RHP zero leads to an system that feedback cannot stabilize.

In the same manner as the plant with a RHP pole, the loop gain LNMP(s) for a plant with

a RHP zero at λ1 rad/s may be decomposed into its minimum phase components LMP(s)

LNMP(s) = L3(s)(s−λ1) = L3(s)(s+b)
s−λ1

s+λ1
= LMP(s)

s−λ1

s+λ1
, (3.24)

where it is apparent that |LNMP( jω)| = |LMP( jω)| (Franklin et al., 1994). However, the

Bode gain-phase relation reveals that

∠(LNMP( jω)) = ∠(LMP( jω))−2arctan(
ω

a
). (3.25)

At high frequencies, the phase lag on the loop gain approaches 180◦, while at low frequen-

cies there is a minimal phase lag since arctan(x) tends to zero. It can be concluded that the

presence of RHP zeros introduces an upper limit on the crossover frequency, beyond this

limit the benefits of feedback are no longer enjoyed.

The location of system zeros is intimately tied to the quality of the observation of its in-

ternal states as reflected by the number and location of sensors. Therefore, by adding more

sensors to the plant one may eliminate some RHP zeros. Implementing a state observer to

recover state information, however, will not suffice (Astrom & Wittenmark, 1997).

3.2.3 Unique Limitations of AMBs

A complete AMB actuator consists of one or more power amplifiers supplying current to

stator windings (with a ferromagnetic core) which attract the rotor. The power amplifier

and AMB rotor/stator properties must be matched to maximize performance of the overall
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actuator. The actuator has several unique force output limitations arising from electro-

magnetic effects as well as requirements for accurate sensor feedback of the rotor posi-

tion (Schweitzer, 2002). These limiting effects are particularly important as their onset

is accompanied by deterioration of the expected actuator stiffness and damping properties

regardless of the type of control algorithm used (Maslen et al., 1988).

Considering a pair of magnetic actuators around a rotor as depicted in Figure 3.12,

and assuming bias current linearizaton, the static force output as a function of current and

position of the rotor is

Fx = α
µ0ApNt

4

( (
Ib + ip

)
(g−αx)2 −

(
Ib− ip

)
(g+αx)2

)
≈ Kiip−Kxx (3.26)

where Ib is the bias current chosen, ip is the perturbation current, Nt is the number of

windings in a quadrant, Ap is the quadrant pole face area, and x is a small displacement

about the equilibrium radial air gap g (Schweitzer et al., 1994). The maximum static force

available from the actuator is determined by min(Imax , Isat) where Imax is the peak output

current supported by the power amplifier and Isat is the current in the AMB which results

in the saturation flux density Bsat limit of the magnetic material. Typically, the power

amplifier is selected to have Imax ≤ Isat. The flux density produced within a ferromagnetic

material subject to a magnetomotive force (MMF), i.e., product of current and winding

turns, follows a magnetization curve that is an intrinsic property of the magnetic material

(Allaire et al., 1994). The magnetization curve, shown in Figure 3.11 for silicon-iron,

has a linear region where flux density B is approximately proportional to MMF. This is

the desired operating region of the AMB. Outside this region, the curve tapers off so a

successively larger MMF, i.e., more current, is required per unit increase in B. Assuming

Imax < Isat, the dimensions of the AMB stator and rotor are sized to deliver a maximum

static force

Fmax = α
B2

satAp

µ0Ag
(3.27)
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Figure 3.11: A magnetization curve for silicon-iron showing the knee flux density of ap-
proximately 1.2 T (Meeker, 2009).

where Ag is the area of the air gap normal to the rotor-stator flux path. If the suspended

rotor is subject to a load exceeding Fmax, the AMB will not be able to maintain the rotor-

stator clearance and contact will occur between the rotor and backup mechanical bearing

regardless of the action of the control algorithm. As a result, prudent sizing of the AMB

with respect to worst-case operating loads is of paramount of importance (Bornstein, 1991;

Swanson et al., 2008). A priori knowledge of transient loads is difficult for new applica-

tions, resulting in over design of the load capacity to provide a suitable margin.

While the above maximum force limit holds true for static force delivered by the AMB

in response to constant current commands from the controller and location of the rotor at

the center of the magnetic gap, practical operation requires the dynamic response of the

actuator to be evaluated in terms of varying current signals and displacement of the rotor

approaching maximum clearance. The power amplifier can be considered a current-limited

voltage source driving a primarily inductive load (Antila, 1998). The effects of finite power

and small-signal bandwidths of the amplifier-winding pair, and variation in the AMB spring

rate with position are considered.

Switching amplifiers have the advantage of higher efficiency and reduced power loss
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Figure 3.12: Differential amplifier-AMB driving mode producing bias current linearization
of the AMB.

over their linear counterparts and are used extensively in AMB applications (Schroder,

1995). Without loss of generality, pulse-width modulation is used to command power

switches to setup a potential difference Vw across the AMB windings in-order to drive the

desired current (Ib+ ip or Ib− ip) through the windings from a fixed supply voltage bus VDC.

The impedance of the copper windings is dominated by a moderate to high inductance Lw

while the winding resistance Rw is typically very low. The instantaneous voltage across the

top windings in Figure 3.12 is

Vw =
(
Ib + ip

)
Rw +Lw

dip
dt

(3.28)

where dip
dt is the current slew rate. So long as Vw < VDC, i.e., the power supply voltage

exceeds the back EMF, the current slew rate limit of the amplifier is not exceeded and the

actual output current tracks the current requested by the controller. In this scenario the

AMB delivers the requested stiffness and damping effects and exhibits a force slew rate

derived from Equation (3.26)
dFx

dt

∣∣∣∣
x=0

= Ki
dip
dt

. (3.29)

As the controller demands the current slew faster to respond to higher frequency vibrations
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eventually Vw >VDC and the amplifier can no longer overcome the back-EMF to allow the

actual current to track the requested current. At this frequency, the current slew rate limit

and corresponding force slew rate limits have been reached

dip
dt

∣∣∣∣
max

≈
VDC−

(
Ib + ip

)
Rw

Lw
, (3.30)

dFx

dt

∣∣∣∣
max

≈ Ki

(
VDC−

(
Ib + ip

)
Rw

Lw

)
. (3.31)

The resulting distortion of the current output signal introduces phase lag into the control

loop which will result in the loss of stability. For a given maximum amplifier voltage,

the maximum undistorted current delivered to the load can be plotted as a function of

frequency. The area below the curve indicates operating points within the current slew rate

limit. From this plot the power bandwidth ωpbw, or the maximum frequency at which the

amplifier can output its peak dynamic current can be found. ωpbw is not to be confused with

the small signal bandwidth of the amplifier which is related to the current feedback loop

within the amplifier and is typically several multiples higher than the power bandwidth. As

the bias current is typically set to half the the maximum current, leaving the remainder for

dynamic stiffness, the intersection of 0.5Imax with the curve marks the ωpbw as shown in

Figure 3.13. The power bandwidth may only be expanded by reducing Lw or increasing the

maximum amplifier power (VDC or Imax). The power bandwidth defines the dynamic force

capacity of the AMB and it should at least match the worst case dynamic loads, e.g., rotor

imbalance at maximum speed of the machine. Note that other bandwidth limiting effects

such eddy current losses in the rotor have been ignored (Zhu & Knospe, 2010). In the

case of radial AMBs, the laminated construction of the rotor and stator components greatly

reduces losses due to electrodynamic effects. Hence, the treatment of eddy current losses

may be safely ignored.

Displacement sensitivity is characterized by the reduction of bearing effective spring

rate during large amplitude vibrations approaching bearing clearance (Maslen et al., 1988).
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Figure 3.13: Magnitude plot illustrating the power bandwidth of an AMB-amplifier pair
(Schweitzer, 2002).

This limitation provides impetus for improved control algorithms to better constrain the

rotor to a tight orbit about its equilibrium position to avoid this nonlinear behavior.

3.2.4 Stability Analysis

Linear lateral stability analysis is important to expose problems which may lead to rotor-

dynamic instability during design phases of new turbomachines. The current edition of

the API 617 standard includes criteria for the stability analysis with respect to CCS arising

from fluid-structure interactions at the bearings, impellers and seals in centrifugal com-

pressors (API 617, 2002). The stability analysis of rotor-AMB systems differs from the

typical analysis performed for rotors supported by passive mechanical bearings largely be-

cause the MIMO feedback controller has additional degrees of freedom and can produce a

response that is a function of rotor displacement and velocity at multiple sensed locations.

For instance, the response of mechanical bearing systems is strictly local, i.e., a function

of the actuator rotor displacement and velocity at the bearing. Furthermore, passive me-

chanical rotor-bearing systems require stability to be confirmed only for modes within the

operating speed range of the machine as the shaft rotation speed determines the response

of the bearings. Thus supersynchronous modes are often ignored with passive mechanical

supports. In strong contrast, the feedback controller in rotor-AMB systems has the ability
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to respond to any vibration detected by the sensors, and can potentially excite any mode

within the actuator bandwidth (Williams et al., 1990). The actuator small-signal bandwidth

is on the order of 1 - 3 kHz and well above typical rotating speeds for industrial machin-

ery. Therefore, supersynchronous modes have to be considered in the stability analysis so

long as potential exists for the controller to destabilize them. Also, whereas the effects

of passive mechanical bearings can be represented as frequency dependent stiffness and

damping coefficients, generating similar coefficients for AMB system is almost guaranteed

to produce incorrect results for stability analysis (Swanson et al., 2008). Factors such as

sensor-actuator noncolocation, signal conditioning filters with steep transitions, sampling

and computational delay, and control outputs produced by a multiplicity of measurement

inputs cannot be represented by equivalent stiffness and damping coefficients.

To satisfy the above concerns, a simple model for the lateral stability analysis of a flexi-

ble rotor supported on AMBs based on a state-space description of the plant and a feedback

controller is presented (Maslen & Bielk, 1992). The results of the stability analysis are the

damped natural frequencies (eigenvalues) and associated mode shapes (eigenvectors) of

the rotor (Lund, 1974). The rotor state-space model developed from finite element analysis

consists of mass M, stiffness K, damping C matrices respectively. The speed dependent gy-

roscopic terms are included within C. The bearing force Famb acts on the rotor at the bearing

locations Bamb. The first-order state equation representing the Newtonian dynamics is

 I 0

0 M


 q̇

q̈

=

 0 I

−K −C


 q

q̇

+
 0

Bamb

Famb (3.32)

where the state vector q represents lateral displacement of the rotor in two orthogonal

planes. A destabilizing effect such as CCS may be introduced by adding appropriate en-

tries to the matrices K and C. The full coupled MIMO response of the feedback control

law together with the dynamics of the transconductance power amplifier, displacement sen-

sors, signal conditioning filters, and associated sampling and computational delay can be
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represented without loss of generality in the form

ḣ = Ahh+BhBsq (3.33)

i = Chh+DhBsq

where h is the state space for the control law, the matrix Bs represents the location of the

displacement sensors in the state space q, and i is the vector of output currents from the

power amplifiers. Sensor-actuator noncolocation may be introduced if Bs 6= Bamb. The

linearized force from the bearings is then

Famb = −Kii−KxBambq

= −KiChh− (Ki +DhBs +KxBamb)q (3.34)

where the magnetic bearing parameters are Ki and Kx. The complete system can be repre-

sented
I 0 0

0 M 0

0 0 I




q̇

q̈

ḣ

=


0 I 0

−K−Bamb (KxBamb−KiDhBs) −C −BambKiCh

BhBs 0 Ah




q

q̇

h

 .
(3.35)

The problem can be represented in the standard form of the generalized eigenvalue problem

T−1V ψ = λψ (3.36)

where T is the LHS matrix from Equation (3.35) and V is the RHS matrix. The solu-

tion found using standard eigensolvers allows the appropriate complex eigenvalues λ and

associated complex eigenvectors ψ pertaining to the rotor physical displacement q to be

extracted. The eigenvalues reveal the damping ratio and natural frequency of modes in the

physical coordinate space, while the eigenvectors reveal the rotor mode shape magnitude
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and phase information. This information can be used to generate two-dimensional and

three-dimensional plots of the mode differentiating between forward and backward modes

whirl modes as shown in Figure 3.14.

3.3 Summary

The preceding sections reveal the rich dynamics of a rotor-AMB experiencing rotordy-

namic instability. Optimum damping permits the estimation of the maximum destabilizing

force and its parametrization in terms of constants such as the modal rotor mass, rigid

bearing critical speed and the ratio of bearing stiffness to shaft stiffness. The predicted

optimum damping can serve as a guide during the analysis of robust controllers, informing

us whether room for improvement of a particular control algorithm exists. The effect of

support anisotropy will also be investigated during the synthesis of robust controllers.

The classical results on the effects of RHP poles and RHP zeros on the achievable

closed-loop performance take the form of limitations of lower and upper bounds on crossover

frequency. The achievable bandwidth is another system property independent of the con-

trol law, which defines the minimum attainable peak sensitivity.The effects of RHP poles

and zeros on achievable performance described in this chapter pertain to SISO systems.

The presence of dynamics coupled through multiple input and output directions make the

analysis of MIMO systems more complex. However, by carefully taking these directions

into account, one may continue to successfully apply the SISO results with minor modifi-

cations to MIMO problems. One such generalization to extend the Bode sensitivity integral

to MIMO systems, is the use of the maximum singular value of the sensitivity function in

place of the magnitude of the sensitivity function (Zhou et al., 1996).

Bode’s classical results suggest a successful control design should have a high control

gain at low frequencies (where tracking performance and disturbance rejection is critical)

and a low control gain at high frequencies (to prevent excitation of unmodeled dynamics).
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Figure 3.14: Mode shape plots generated during the rotor-AMB system stability analysis.
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The challenge that has hitherto remained unresolved is orchestrating a suitable trade-off

between performance and robustness that must occur in the mid-range frequencies to meet

the desired criteria (Franchek, 1996). In this chapter the effect of uncertainty in system

parameters and the disturbance mechanism on closed-loop stability and performance has

not been considered. The development of a suitable uncertainty model will be performed

after the complete description and validation of the nominal plant dynamics.



Chapter 4

MBTRI Description and Modeling

This chapter contains details on the MBTRI hardware design and documents the modeling

and subsequent steps taken to experiment validate the nominal plant model. An initial de-

sign of the MBTRI experiment has been previously documented (Mushi, 2008). However,

due to difficulties in commissioning this first design, the rotor and components of the test

rig were modified and in some cases completely replaced. A complete description of the

current MBTRI experiment is given.

4.1 Test Rig Design

4.1.1 Overview

The primary goal of the test rig was to emulate relevant rotordynamic characteristics of a

single or multistage industrial centrifugal compressor typified by the Frame 25M in Elliott’s

EDGE product line, for example. The Frame 25M compressor has a nominal speed of

13,100 rpm and rotor length between 1.15 m and 2.29 m (Elliott, 2010). The maximum

rotor length for the MBTRI was limited by the dimensions of the concrete foundation

block in our test cell, while the requirement to have a first bending critical speed close

to 12,000 rpm limited the mass and diameter of the rotor. To capture the gyroscopic effects

50
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of a compressor impeller, a single large disc would be added onto the rotor. A motor with

a nominal speed at least 120% of the first bending critical speed was required. The power

and torque requirements of this motor would depend on the mass moment of inertia of the

rotating assembly and the rotating power losses due to the bearings.

Four radial AMBs were required for the MBTRI experiment: a pair of radial AMBs at

the non-drive end (NDE) and drive end (DE) of the rotor served as supports to stabilize the

rotor under the guidance of a feedback control law, and a pair of disturbance AMBs per-

turbed the rotor with simulated aerodynamic cross-coupled stiffness forces or other static

or dynamic loads. The axial position of the support AMBs and the rotor span between them

will strongly affect the rotor bending natural frequencies. One exciter was located at the

rotor mid-span and the other at the rotor quarterspan to emulate the effects of impellers,

balance piston seals and other components in a practical compressor. This combination

of four radial AMBs allows for either between-bearing or overhung rotor configurations,

representing different compressor designs, to be realized. As four radial AMB stators were

available from a previous study (Kasarda et al., 1999), the power amplifier specification

was readily established from the calculated maximum static and dynamic bearing loads.

The static load requirement for each bearing was at least twice the rotor weight, and the

dynamic load requirement was to be estimated from the worst case rotor imbalance and

CCS force to be generated.

Use of AMBs mandates the inclusion of backup rolling element bearing adjacent to

each support AMB to protect the rotor and AMB components in the event of loss of electri-

cal power, failure of one or more amplifiers, or an transient force overload event. A useful

design feature was to allow for the removal and replacement of these backup bearings with

minimal disruption to other test rig components.

Figure 4.1 illustrates the translation of a sketch of the components of a typical multi-

stage compressor to the functional components required for the MBTRI experiment.
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Figure 4.1: A schematic showing the derivation of the test rig rotor design from a back-to-
back centrifugal compressor.

4.1.2 Rotor Construction

The rotor design was a 1068 mm long solid carbon steel (AISI 1018) shaft with a bearing

span of 918 mm and a predicted bending natural frequency of 220 Hz (13,200 rpm). The

rotor was machined as a single piece with the discs and silicon-iron AMB rotor laminations

to be mounted at a later stage (see Figure 4.2a and 4.2b). The overall weight of the shaft

and the added components was 440N. The hashed regions on the drawing demarcate target

areas for the eddy current displacement sensors. In these locations supplemental outer

diameter grinding was performed to reduce mechanical runout observed by the sensors. A

tolerance of 7 µm total indicated runout (TIR) was achieved with respect to the rotation

axis R and support locations a and h. A minimum surface finish of 0.4 µm was attained

in these locations. Two discs (labeled c and e) of different diameters were mounted on the

rotor to emulate the mass and inertia of an impeller arrangement. Disc c, which imparted

a significant gyroscopic character to the rotor, had a length of 25.4 mm, diameter of 241.3

mm and weighed 82.8 N. While disc e was 101 mm long 90 mm in diameter and weighed

27.5 N. The discs also served as balancing planes by drilling several threaded holes into

their periphery to accommodate balancing weights. Each disc was mounted with a Class

FN1 light drive interference fit to prevent detachment during high speed operation. The

design lacked an active thrust magnetic bearing due the absence of significant axial loads.
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To help, the reluctance centering effect of the two radial AMBs acts to attenuate minimal

axial disturbances. Disc c is made from magnetic steel and can serve the additional purpose

of a thrust collar, if necessary.

Four laminated silicon-iron journals (b, d, f, g in Figure 4.2b) were mounted with a

locational interference fit onto the shaft for attraction by the non-drive end (NDE) and

drive end (DE) radial support AMB stators and the two radial disturbance AMB stators.

The outer diameter of each lamination stack was varied relative to the inner diameter of the

available AMB stators to ensure similar nominal air gaps for all four bearings. The outer

surface of the lamination stacks was subject to precision outer diameter grinding to achieve

a runout tolerance of 7 µm.

A pair of NPB 6011 ball bearings (55 mm bore, 90mm outer diameter) were used as

backup bearings for the support AMBs at locations a and h in Figure 4.2b. The rotor rests

on this pair of ball bearings when the AMBs are not active. Acetal bushings were used at

the mid-span and quarter span AMB locations to protect the bearings in case of severe rotor

elastic deflection or failure of the ball bearings. The acetal bushings were vertically split

for simple replacement. As shown in Figure 4.3, the shaft, AMBs, and bearing pedestals

are mounted on a thick steel plate over a large concrete block to provide a rigid foundation.

4.1.3 Electrical Components

Each AMB is driven by four separate analog switchmode power amplifiers. The pair of

support AMBs are driven by a total of eight Copley Controls 422 amplifiers operating from

a 150V DC supply with a 10 A continuous current rating. The mid-span disturbance AMB

is driven by four Copley Controls 413 amplifiers operating from a 75 V DC supply and

15 A continuous current rating. The quarter span exciter AMB is driven by four Copley

Controls 4212 amplifiers operated from a 75 V DC supply and 6 A continuous current

rating. The power bandwidth, small-signal bandwidth and load capacity of the amplifier

and AMB pairs are described in more detail in upcoming sections.
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The initial design of the test rig utilized a Toshiba 3.7 kW inverter-duty AC motor con-

nected to the MBTRI rotor via a trapezoidal tooth timing belt drive with a speed increasing

ratio of approximately two. Difficulties in the precision alignment of the side-by-side power

transmission system coupled with high vibration levels prevented successful operation of

the rotor above 3,000 rpm. An alternative direct drive transmission capable of operating

to higher speeds with minimal vibration was sought. The 3.7 kW Colombo RS-90/2 elec-

tric fan cooled, high-speed spindle and accompanying variable frequency drive (VFD) was

procured as a suitable replacement. The maximum operating speed of the new motor was

18,000 rpm, and a constant motoring torque of 2.2 Nm was available up to this speed. The

motor can be configured to run up to 24,000 rpm by altering the base frequency of the VFD

from 300 Hz to 400 Hz, though less torque will be available. The motor is connected to

one end of a flexible disc coupling (Rexnord 75CC140140) using a custom shaft extension

into the collet nose of the spindle. The other end of the coupling is mated to the MBTRI

rotor.

A Kaman eddy current probe measuring system was used to detect rotor motion at

the support AMB locations. A pair of Kaman 15N probes were setup (four per bearing)

in a differential arrangement to measure displacement along each control axis. A pair of

Bently Nevada 7200 series eddy current probes were used at the midspan and quarterspan

exciter AMB locations. The signals from all eight displacement measurement channels,

i.e., x and y at four radial bearings, were fed through custom anti-aliasing filter prior to

sampling. Table 4.1 provides a summary of the test rig properties.

The heart of the digital control system was the Innovative Integration M6713 PCI board

which is very well suited for real-time servo algorithms. The controller contains a Texas

Instruments C6713B 32-bit floating point digital signal processing (DSP) chip, and sixteen

channels of simultaneously sampled analog input and output to interface with the sensors

and actuators with 16-bit precision, and 32 digital input/output lines. A variety of con-

trol algorithms, e.g., PID, LQG, H∞ and µ-synthesis, were implemented on the DSP and
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executed at a sampling rate of 12 kHz. A custom graphical user interface was written to

interact with the real-time controller. Additional data acquisition channels for real-time

vibration analysis were designed around a National Instruments cDAQ-9172 USB chassis

in which three NI 9234 modules provided analog input and one NI 9401 module provided

digital input/output for event triggering. Data was acquired at a sample rate of 6.4 kHz and

an interactive power spectrum analysis was performed to reveal the frequency content of

the vibration and control signals.

Table 4.1: Summary of MBTRI experiment properties.

Property Value Units
Total rotor weight 440 N

Rotor length 1068 mm
Bearing span 918 mm

Average shaft diameter 57.7 mm
Area moment of inertia 5.43×10−7 m4

Mass moment of inertia 0.0880 kg·m2

1st free-free lateral bending mode 13,200 rpm
Maximum speed 18,000 rpm

Motor power 3.7 kW
AMB radial clearance (average) 550 µm

Backup bearing clearance 250 µm
Support AMB stator length 43.6 mm
Support AMB bias current 4.0 A

Support AMB negative stiffness 0.6 - 0.9 MN/m
Support AMB current gain 90-100 N/A

Power amplifier DC bus 150 V
Controller sampling rate 12 kHz
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Figure 4.3: Drawing of the test rig assembly.

Figure 4.4: Photograph of the completed test rig.
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4.2 Component Models

The major components of the digital control system model for a rotor-AMB system are

shown in Figure 4.5. The subsequent sections elaborate extensively on first principles mod-

eling of the rotor, magnetic bearings, power amplifiers and additional filters present in the

system. For a comprehensive overview of the field, the reader is referred to (Schweitzer &

Maslen, 2009) and references therein.

Figure 4.5: A block diagram overview of rotor-AMB control system.

4.2.1 Rotor Modeling

A two-dimensional finite-element model of the rotor was obtained by dividing its length

into 50 stations for the lateral rotordynamic analysis. The rotor stations were modeled as

lumped mass-stiffness elements and the discs and AMB rotor laminations were represented

by mass-inertia elements added to a particular station. The bearings were modeled as elastic

connections between ground and a particular rotor station. The number of stations in the

model was selected based on convergence of the critical speed calculations and to ensure a

length/diameter ratio of less than 1 for each station. A custom ROMAC code was used to

perform a four degree of freedom per node (4-DOF) lateral analysis. The code generated

global entries for the mass (M), internal shaft stiffness (Ks), internal shaft damping (D),

and speed-dependent gyroscopic (G) matrices (Chaudhry & Sheth, 2008). These matrices

are all symmetric and positive definite, except for the gyroscopic matrix which is skew-
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symmetric. The dynamics can be expressed as a second order system

Mq̈+(D+ΩG)q̇+Ksq = BmagFmag +BwFw, (4.1)

yr = Cq, (4.2)

where the generalized displacement vector q=
[
x1, θy1, . . . ,x50, θy50, y1, θx1, . . . ,y50, θx50

]T
contains 200 elements representing translations in the x and y directions, and angular dis-

placements about the y and x axes, denoted as θx and θy, respectively. The 4× 1 vector

Fmag represents the force provided by the support AMB actuators at the journal locations

specified by the matrix Bmag, the vector Fw lumps together all external forces acting on the

rotor at locations specified by matrix Bw, and Ω is the speed of rotation. Examples of these

external forces are rotor weight, destabilizing CCS forces at rotor mid-span, and residual

rotor imbalance. The 4×1 vector yr represents the rotor displacement at the position sen-

sor locations specified by the coefficient distribution matrix C. We do not consider axial

motion of the rotor and assume it will not affect the radial displacements.

Equations (4.1) and (4.2) can then be represented in the state space form

ẋr =

[
q̇ q̈

]T

=

 0 I

−M−1Ks −M−1 (D+ΩG)

xr +

 0

M−1Bmag

Fmag

+

 0

M−1Bw

Fw := Arxr +B1Fmag +B2Fw, (4.3)

yr =

[
C 0

]
xr := Crxr, (4.4)

The system described by Equations (4.3) and (4.4) has 400 states, four control inputs,

two exogenous disturbance inputs, and four displacement outputs. Such a large model is

unwieldy for control design, and contains a multitude of high order rotor modes beyond
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the AMB controller bandwidth. These modes have small amplitudes and are unlikely to

be strongly excited. Modal truncation provides a simple and efficient way to obtain an

accurate reduced order model (Bucher, 1985; Losch, 2002). The eigenvalue problem for

single plane undamped rotor model is solved at standstill, i.e. D = 0 and ΩG = 0, which

completely decouples the x and y dynamics. The mass normalized eigenvector matrix Φ is

partitioned into
[

Φm | Φs

]
, where Φm represents the mode shapes of the 5 dominant

modes to be retained. The mass and stiffness matrices are simultaneously diagonalized and

truncated

Φ
T
mMΦm = I (4.5)

Φ
T
mKΦm = Λ

2, (4.6)

where Λ is a diagonal matrix with entries equal to the natural frequencies of the first five

rotor modes in increasing order. The coordinate transformation between modal space and

physical space is represented by q = Φmz. To better reflect the observed behavior of physi-

cal rotors low levels of modal damping (0.1 - 0.2 %) were added (Maslen et al., 1996). The

resulting modal system matrix for the dynamics in a single plane is

Am =

 0 I

−Λ2 −2ζΛ

 (4.7)

where the modal damping coefficient ζ =0.001 to 0.002. Considering the dynamics in two

planes, and similarly modally truncating the gyroscopic matrix, i.e., Gm = ΦT
mGΦm,

ẋm =

żx

ży

 =

 Am ΩGm

−ΩGm Am


zx

zy

+
ΦT

mBmag

ΦT
mBmag

Fmag +

ΦT
mBw

ΦT
mBw

Fw(4.8)

yr =

CxΦm

CyΦm


zx

zy

 . (4.9)
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The absence of damping D in this final system representation comes as little surprise as

the majority of the overall damping in rotor-AMB systems comes from the feedback algo-

rithm (an actual AMB supported compressor will have a non-zero D matrix as a result of

contributions from the seals). A strong justification for the truncation of the model beyond

the third bending mode is the relative magnitude of the Hankel singular values of a sys-

tem. The distribution of the magnitude of these singular values indicate the internal modes

that dominate energy transfer in a system (Bleuler et al., 1994; Skogestad & Postlethwaite,

2005). The Hankel singular values for the first five rotor modes, in ascending order from

Nc1 to Nc5, are 10.1, 10.1, 9.35, 9.32 and approximately 0.1 with the remaining higher

order modes several orders of magnitude lower (see Figure 4.6). Therefore, truncation of

the rotor model beyond the third bending mode is justified as the higher modes have negli-

gible contributions, in an input-output sense, to the system dynamics. Furthermore, as the

fourth bending mode (located at 1504 Hz) is in the roll-off region of the controller, it was

truncated leaving behind the first three bending modes plus the two rigid body modes in

the model. The resulting modal state space rotor model has 20 states and is described as

ẋm = Amxm +B1mFmag +B2mFw, (4.10)

yr =Cmxm. (4.11)

4.2.1.1 Rotordynamic Analysis

The primary objectives of rotordynamic analysis are to (Vance et al., 2010):

1. Predict critical speeds of the rotor-bearing system, i.e., speeds at which the rotor’s

unbalance distribution leads to excitation of a natural frequency,

2. Predict the mode shapes (relative displacements at sensors and actuators) of the rotor,

3. Predict natural frequencies of torsional vibration,
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Figure 4.6: Hankel singular values of rotor-AMB model in modal space.

4. Predict amplitude of synchronous vibration response to rotor imbalance,

5. Predict the threshold speeds and destabilizing forces leading the onset of rotordy-

namic instability,

6. Determine design modifications to suppress the effects of the above resonances dur-

ing the operation of the rotor.

For the MBTRI experiment, the torsional excitation and resulting vibrations are minimal.

As a result torsional vibration is completely ignored. The first five lateral critical speeds

of the rotor are calculated for the free-free and 2.5 MN/m bearing stiffness cases as shown

in Table 4.2. A critical speed map with the closed-loop actuator stiffness of an exemplary

controller superimposed is given in Figure 4.7. The closed-loop actuator stiffness (in N/m)

is computed for the diagonal control axes, i.e., NDEX→NDEX. This gives us a good idea

of the where the critical speeds may lie early in the design process by superimposing the

stiffness plot over the critical speed map (see Figure 4.2). Assuming a controller frequency

response K(s) the frequency-dependent closed-loop stiffness of the AMB is

Kcl(s) = KiGaGsK(s)



63

where Ki, Ga and Gs are the AMB current gain in N/A, amplifier DC transconductance in

A/V, and position sensor sensitivity in V/m, respectively (Allaire et al., 1994). Exclusive

use of this closed-loop stiffness plot in determining the critical speeds paints an incomplete

picture of the rotordynamics for several reasons:

1. Using MIMO controllers allows the bearing stiffness to be a function of displacement

sensed at multiple locations, where the plot only shows the SISO control response

used to compute the closed-loop stiffness.

2. The control gains and by extension, the bearing stiffness properties are often anisotropic,

i.e., have different gains in vertical and horizontal directions, creating multiple closely

spaced critical speeds.

3. Damping, which has a tendency to increase the frequency of the critical speed, has

been ignored in this analysis (sources of damping include not only the bearings, but

the fluid seals in a practical compressor).

A damped eigenvalue analysis using the rotor model and MIMO controller model provides

a more accurate means of computing critical speeds, which takes into account the system

damping as well as interactions occurring along multiple axes. However, the utility of the

critical speed map remains as the primary means of obtaining approximate critical speed

locations as a function of support stiffness.

During the early stages of the design of rotating machinery with flexible rotors, an

undamped mode shape analysis is critical to determining whether the axial locations of the

position sensors and AMB actuators are suitable to enable control of the modes within the

control bandwidth (Schmied et al., 1999). The free-free rotor bending mode shapes Nc3,

Nc4 and Nc5 are shown in Figure 4.8, together with the sensor and AMB locations. The

inclusion of damping may alter the shape (eigenvector) and frequency (eigenvalue) of the

modes shown, hence a complete picture of the rotor mode behavior is not available until

the controller has been synthesized.
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At rest (0 rpm) the eigenvalues for the dynamics of the rotor-bearing system in the

x and y- directions are identical (assuming symmetric support stiffness). The gyroscopic

effect causes the eigenvalues to split into forward and backward components with different

natural frequencies as a function of rotor speed, as shown in the Campbell diagram of

Figure 4.9. The forward mode is predominantly excited by rotor imbalance at speeds where

the 1X line intersects the forward mode (Ehrich, 2004). The 2X line is often included in

the diagram since harmonics arising from drive-line misalignment, the motor electronics,

or sensor runout may be present during operation.

The control law, which has yet to be designed, provides the bulk of the damping in this

rotor-bearing system. As a result further rotordynamic analysis to predict the unbalance

response and rotor stability (damped mode shapes) will have to wait until the controller

was been designed (see Chapter 5.7).

Rotordynamic instability predominantly affects the lowest natural frequency of the

rotor-bearing system, i.e., Nc1. The natural frequency of Nc1 is approximately 50Hz de-

pending on support stiffness levels and running speed. Using Equations (3.9)-(3.11), we

can estimate the optimum damping that will maximize the stability threshold.

From Equation 3.9, effective shaft stiffness ks is 4.28× 106N/m. Assuming a typical

support (bearing) stiffness kb of 2 MN/m (in vicinity of Nc1), the stiffness ratio Kr is 0.70.

The rigid bearing critical speed ωcr is 735 rad/s or 7,030 rpm (see Figure 4.7), the modal

rotor mass Mm is approximately half the rotor mass or 22.3 kg. From Equation (3.10),

the estimated optimal damping ĉ is 14,100 N s/m, which results in a maximum allowable

aerodynamic excitation of 3540 N/mm from Equation (3.11).

Table 4.2: The first six rotor critical speeds.

Mode Free-Free 2.5 MN/m support stiffness
Nc1 0 52.2 Hz (3,130 rpm)
Nc2 0 88.8 Hz (5,327 rpm)
Nc3 224 Hz (13,433 rpm) 243 Hz (14,596 rpm)
Nc4 549 Hz (32,915 rpm) 552 Hz (33,110 rpm)
Nc5 982 Hz (58,920 rpm) 982 Hz (58,920 rpm)
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4.2.2 Actuator Modeling

4.2.2.1 AMB Specifications

The support AMB stators are 16-pole heteropolar bearings with laminated 26 gauge M-15

silicon-iron stators, while the disturbance AMBs are 8-pole stators of the same composi-

tion. A single control quadrant consists of a series connection of four adjacent poles (or

two in the case of the 8-pole stators). The four control quadrants of the support AMBs,

shown in different colors in Figure 4.16a, consist of series connected windings 1A-1B-1C-

1D, 2A-2B-2C-2D, 3A-3B-3C-3D, and 4A-4B-4C-4D. Each disturbance AMB (see Figure

4.16b) consists of series connected windings 1A-1B, 2A-2B, 3A-3B, 4A-4B. Each quad-

rant formed one leg of a center grounded star configuration, requiring a total of 4 power

amplifiers per radial bearing. A conventional N-S-S-N magnetic polarity scheme, indicated

by the direction of current flow in the above figures, was used for each quadrant. A single

control channel consists of a single pair of opposing quadrants. The orientation of the quad-

rants, offset 45° from vertical, allows the rotor weight to be distributed equally between the

two control channels. This ensures the x and y dynamics will be nearly identical. Table 4.3

summarizes the physical properties of both types of radial AMB actuators used in the test

rig.
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Table 4.3: Support and disturbance AMB specifications.

Property NDE DE MID QTR Units
Number of poles, n 16 8 –
Stator axial length, l 43.6 43.6 mm

Stator outer diameter, Do 196 196 mm
Stator inner diameter, Di 92.412 92.424 92.418 92.358 mm

Rotor lamination diameter, D 91.377 91.237 91.269 91.377 mm
Projected pole area, Ap † 348 700 mm2

Back iron thickness, Tb 0.0171 0.0201 mm
Nominal air gap, g0 0.518 0.593 0.575 0.491 mm

Copper turns, N 48 94 –
Copper wire gauge #18 #18 AWG

Quadrant inductance, Lw 12 36 mH
Quadrant resistance, Rw 0.35 0.34 Ω

Stator weight 35.6 53.4 N
† For a single pole in a quadrant

4.2.2.2 Linearized AMB Model

The force generated by an AMB has a nonlinear dependence on the rotor-stator air gap and

current flowing through the stator windings. The following equation expresses the net force

in the x-direction produced by, for instance, currents I1 and I3 flowing in quadrants 1 and 3

of the support AMB

Fmag,x = αµ0N2Ap

(
I2
1

x2
1
−

I2
3

x2
3

)
, (4.12)

where the constant α is the product of the number of pole pairs per quadrant and cosine of

the pole face angle (22.5° for support AMB and 45° for disturbance AMBs), and x1 and

x3 are the distances of the rotor from the face of each quadrant. α = 1.85 for the support

AMBs and α = 0.707 for the disturbance AMBs. By replacing I1 and I3 with the sum

and difference of a constant bias current Ib and variable perturbation current ipx1, and then

limiting the rotor displacement to small motions xpx1 about its nominal center, we arrive at

an approximate linear relationship for the force delivered by the opposing quadrants

Fmag,x1 ≈ 4
kIb

g2
0

ipx1 +4
kI2

b

g3
0

xpx1 = Kiipx1−Kxxpx1, (4.13)
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where k = αµ0N2Ap, Kx and Ki represent the open-loop stiffness and current gain of the

AMB actuator (Schweitzer & Maslen, 2009). This magnetic circuit model assumes in-

finite permeability of the silicon-iron, and negligible flux leakage (Meeker et al., 1995).

In accordance with Equation (4.3), the 4× 1 vector of the AMB force acting on the ro-

tor in the x and y-directions at the two support bearing planes is constructed as Fmag =

[Fmag,x1 Fmag,x2 Fmag,y1 Fmag,y2]
T. The perturbation current vector ip = [ipx1 ipx2 ipy1 ipy2]

T,

while the rotor displacements from the equilibrium position measured at the bearing planes

are given by the 4×1 vector xp = [xpx1 xpx2 xpy1 xpy2]
T, defined such that xp = [Bmag 0]xr.

Table 4.4 summarizes the linear AMB actuator properties derived from the aforementioned

magnetic circuit model.

Table 4.4: Linearized actuator properties for support and disturbance AMBs.

Property Support AMB Exciter AMB Units
NDE DE MID

Bias current, Ib 4.0 4.0 1.0 A
Estimated air gap flux density 0.55 0.5 0.27 T

Current gain, Ki 130 100 94 N/A
Negative stiffness, Kx 900 600 165 kN/m

By combining the rotor model from (4.10) with the linear AMB actuator model we

arrive at the description

ẋm = Amxm +B1m

(
−Kx

[
Bmag 0

]
xm +Kiip

)
+B2mFw

=

(
Amxm−B1mKx

[
Bmag 0

])
xm +B1mKiip +B2mFw

:= Âmxm +B1mKiip +B2mFw. (4.14)

yr = Cxm. (4.15)

4.2.2.3 Actuator Capacity

The linear magnetic circuit model is useful for the initial development of linearized AMB

parameters. However, the computation of the maximum static and dynamic loads of the
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AMB violates the assumptions in the ideal magnetic circuit model requiring a finite ele-

ment based analysis. A two-dimensional finite element magnetostatic analysis of the rotor

and stator geometry using the program FEMM (Meeker, 2009) was carried out. The error

between Equation (4.13) and the peak static force calculated by the field solution based on

Maxwell’s stress tensor for the NDE support AMB is shown as function of position and cur-

rent in Figure 4.10. During controller operation the rotor position is typically restricted to

within than 0.05 mm of the center of the air gap. A linearization error of less than 5 percent

suggests the actuators are linear across the full range of perturbation currents. However, as

the rotor moves away from the center and perturbation current increases to the maximum,

the linear approximation under-predicted the actual force produced by up to 35%.
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Figure 4.10: Plot of the difference between actuator force outputs determined using a linear
magnetic circuit model and a two-dimensional finite element magnetostatic analysis for the
NDE AMB.

An finite element analysis (FEA) of the equilibrium state of the support AMB actuator

was performed with the rotor centered in the air gap and total current equal to the bias

current (4 A) flowing through all the four quadrants. Figure 4.11 shows the magnetic field

lines passing from the NDE AMB stator, through the air gap, through the rotor laminations

and back into the stator. There is minimal cross-talk between adjacent poles and more

importantly adjacent quadrants. This is important for the control algorithm assumes the
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only coupling between axes takes place through the rotor model. Figure 4.12 illustrates the

flux density through a section of the AMB under the equilibrium conditions. Only minute

regions of the stator are showing flux densities exceeding the knee flux of the material (1.2

T). The air gap and stator legs have flux densities between 0.4 and 0.6 T, indicating that

operation in the vicinity of this equilibrium will be almost linear.

To calculate the maximum static load of the actuator with the rotor centered, the top

two quadrants of the NDE AMB are supplied with 8 A (Ib=4A and ip=4A), whilst the

bottom two quadrants are turned off. Figure 4.13 shows the resulting magnetic flux lines,

and Figure 4.14 shows the resulting magnetic flux density. The air gap has a flux density

between 0.8 and 1.0 T indicating that perhaps more load may be carried. However, the

stator legs have flux densities which in places exceed 1.2 T suggesting that the magnetic

material is beginning to saturate. Linear operation close to this point is not possible. The

maximum static force delivered by the NDE and DE support AMBs in this condition is

indicated in Table 4.5, along with the estimated air gap flux density. The combined static

force capacity of the support AMBs is 1336 N, which is approximately three times the

weight of the rotor.

Density Plot: |B|, Tesla

1.197e+000 : >1.260e+000
1.134e+000 : 1.197e+000
1.071e+000 : 1.134e+000
1.008e+000 : 1.071e+000
9.450e-001 : 1.008e+000
8.820e-001 : 9.450e-001
8.190e-001 : 8.820e-001
7.560e-001 : 8.190e-001
6.930e-001 : 7.560e-001
6.300e-001 : 6.930e-001
5.670e-001 : 6.300e-001
5.040e-001 : 5.670e-001
4.410e-001 : 5.040e-001
3.780e-001 : 4.410e-001
3.150e-001 : 3.780e-001
2.520e-001 : 3.150e-001
1.890e-001 : 2.520e-001
1.260e-001 : 1.890e-001
6.301e-002 : 1.260e-001
<7.123e-006 : 6.301e-002

Figure 4.12: Equilibrium flux density in NDE AMB rotor, stator and air gap when only
bias current (4 A) is flowing through all four quadrants.
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Figure 4.11: Equilibrium field pattern developed in the NDE AMB stator and rotor when
only the bias current (4 A) is flowing through each quadrant, and the rotor is centered in
the air gap.

Table 4.5: Maximum static force calculated for the support and disturbance AMBs.

Property Support AMB
NDE DE

Maximum current, Imax 8 A 8 A
Estimated air gap flux density 0.9 T 0.77 T
Maximum static force, Fmax 752 N 584 N
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Figure 4.13: Field pattern developed in the NDE AMB stator and rotor with Ib=4 A and
ip=4 A through the top quadrants, and the rotor is centered in the air gap.

Density Plot: |B|, Tesla

1.201e+000 : >1.264e+000
1.138e+000 : 1.201e+000
1.075e+000 : 1.138e+000
1.012e+000 : 1.075e+000
9.483e-001 : 1.012e+000
8.851e-001 : 9.483e-001
8.219e-001 : 8.851e-001
7.586e-001 : 8.219e-001
6.954e-001 : 7.586e-001
6.322e-001 : 6.954e-001
5.690e-001 : 6.322e-001
5.058e-001 : 5.690e-001
4.425e-001 : 5.058e-001
3.793e-001 : 4.425e-001
3.161e-001 : 3.793e-001
2.529e-001 : 3.161e-001
1.897e-001 : 2.529e-001
1.264e-001 : 1.897e-001
6.322e-002 : 1.264e-001
<2.674e-007 : 6.322e-002

Figure 4.14: Flux density in NDE AMB rotor, stator and air gap computed using 2-D finite
elements. The top two quadrants are driven at maximum current (Ib=4 A and ip=4 A) to
calculate the static load capacity at this operating point.

As explained in the previous chapter, the dynamic force capacity of an AMB actuator

is a function of several physical parameters, such as the air gap, bias current, existing static

bearing load, maximum bearing current, amplifier bus voltage, and the magnetic properties
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of the materials. At higher frequencies (typically one or multiples of the running speed)

the AMB winding inductance can generate a back-EMF large enough to begin to overcome

the amplifier bus voltage. This leads to a reduction in the dynamic force output of the

actuator. The frequency at which this gain roll-off begins is called the knee frequency or

power bandwidth ωpb, and for a well matched combination of power amplifier and AMB

actuator ωpb should be above the maximum operating speed of the rotor (Maslen et al.,

1996; Swanson et al., 2008). Figure 4.15 shows the dynamic force capacity computed for

the NDE and DE AMBs assuming a nominal bias current of 4 A and static load (rotor

weight) shared equally between the bearings. The power bandwidths of each bearing are

indicated in Table 4.6.

Table 4.6: Dynamic characteristics of the NDE and DE AMBs.

NDE DE
Low frequency dynamic capacity 532 N 364 N

Power bandwidth, ωpb 486 Hz 527 Hz
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Figure 4.15: Dynamic force capacity as a function of frequency for the NDE and DE
AMBs.
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(a) Support AMB.

(b) Disturbance AMB.

Figure 4.16: Front and side views of the radial AMBs showing materials and dimensions
(air gap is not drawn to scale). Control quadrants are labeled 1-4 and shown in different
colors.
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4.2.3 Modeling of Additional Components

4.2.3.1 Power Amplifiers

The power amplifier dynamics are strongly influenced by the load impedance, i.e., resis-

tance and inductance of AMB windings, in addition to back-EMF and eddy current effects

due to translation and rotation of the shaft (Maslen et al., 2006). The first two effects can be

modeled and verified with experimental measurements, whilst the third is more challenging

to quantify. Through the use of laminated AMB rotor and stator components eddy current

effects are significantly minimized and this can largely be ignored in radial AMBs. The

internal circuit model of a power amplifier was available from the vendor. However, this

model was based on several parameters which were manually adjusted with trim pots and

are as a result difficult to obtain exactly. The small-signal actuator response was obtained

experimentally using a system analyzer to supply a swept sinusoid to the amplifier while

the rotor was centered in the air gap using plastic shims. The output current in the windings

was measured using a current transducer. The following transconductance transfer function

was fit to the experimental frequency response presented in Figure 4.17a,

Gas(s) =
DC gain

(s+ pa1)(s+ pa2)(s2 +2ξaωas+ω2
a)

A/V, (4.16)

where pa1=13820 rad/s, pa2=28270 rad/s,ωa= 16210 rad/s, and ξa=0.55. The Copley 422

amplifiers for NDE and DE support AMBs were configured for a DC gain of 2.5 A/V,

and internally compensated for a -3 dB bandwidth of 2.5 kHz and 10◦ phase lag at 255 Hz.

Four instances of the transfer function Gas(s) were combined into a 4×4 MIMO state space

model (Aa, Ba,Ca) with a total of 16 states xa =

[
xa1, xa2, . . . , xa16

]T

. The controller

output voltage vector u serves as the input and the output is the perturbation current vector

ip. Combining this description into the model (4.14) and (4.15) increases the number of
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states by twelve producing

 ẋm

ẋa

 =

 Âm B1mKiCa

0 Aa


 xm

xa

+
 0

Ba

u+

 B2m

0

Fw (4.17)

ys = Csxs. (4.18)

The use of different power amplifiers (Copley 413) and a higher load impedance resulted

in the mid-span AMB actuator amplifier having a lower small-signal bandwidth than the

support AMBs. Using a third-order transfer function template, the small-signal dynamics

of the amplifier is

Gad(s) =
DC gain

(s+ pa1)(s2 +2ξaωas+ω2
a)

A/V, (4.19)

where pa1=10,460 rad/s, ωa= 9,425 rad/s, and ξa=0.66. The Copley 413 amplifiers for MID

disturbance AMBs were configured for a DC gain of 2.5 A/V, and internally compensated

for a -3 dB bandwidth of 1.5 kHz and 10◦ phase lag at 155 Hz. The normalized frequency

response is shown in Figure 4.17b.

4.2.3.2 Position Sensors and Anti-Aliasing Filters

Four differential eddy current type displacement probes per AMB were used to measure

shaft motion in the direction of the AMB control quadrants. The sensors were distanced 8

mm from the AMB lamination stacks to avoid noncolocation and their dynamics modeled

by a constant gain of 8 mV/µm. The analog signal conditioning circuitry included an eighth

order inverse Chebychev low-pass anti-aliasing filter with a 4 kHz stop band and -30 dB

minimum attenuation specification. While this filter has flat magnitude response up to

3 kHz, it contributes a 40◦ phase lag at 1 kHz. The sensor and anti-aliasing filter was

represented by a state space model with four-entry voltage output vector ys, and a state

space model (As, Bs, Cs) containing a 32 element state vector xs. Combining this model
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(b) Copley 413 amplifier and MID AMB.

Figure 4.17: Normalized Bode plots of power amplifier response from command voltage
input to AMB coil current output. The dash-dotted line is from the experiment and the solid
line is from the model.

with the linearized rotor-AMB models gives


ẋm

ẋs

ẋa

 =


Âm 0 B1mKiCa

BsCm As 0

0 0 Aa




xm

xs

xa

+


0

0

Ba

u+


B2m

0

0

Fw, (4.20)

ys = Csxs. (4.21)

4.2.3.3 Digital Signal Chain

Several additional filters are part of the signal chain that interfaces the digital controller with

the rotor-AMB system. Any filter that contributes phase lag to the plant response within

the controller bandwidth must be included in the plant model (Brown et al., 2005). The

analog front-end of DSP board includes a fourth order 30 kHz elliptical anti-aliasing filter

on all the inputs and a single pole 50 kHz output reconstruction filter on all the outputs. The

magnitude response of these two filters is flat over the bandwidth considered for the MBTRI

system, and their phase lags at 1 kHz are less than 5◦ (see Figure 4.19a). The sampled
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Figure 4.18: Bode plots of the frequency response of the displacement sensor an eighth
order inverse Chebychev anti-aliasing filter.

nature of digital control systems causes outputs to be updated at discrete intervals equal

to the sampling period, Ts =
1

12000Hz = 83.3 µs. The delay between successive updates

manifests itself as a phase lag in the frequency domain (Skogestad & Postlethwaite, 2005).

To model the contribution of this DSP computational delay to the system dynamics, a

second order Padé approximation is used to obtain a proper rational transfer function for

the delay

e−Tss ≈ (1−0.25Tss)
2 /(1+0.25Tss)

2 . (4.22)

The above computational delay contributes the largest phase lag of the electronic signal

path, 23◦ at 1 kHz. The combined frequency response of all the filters in the signal chain

from the sensors to the controller output waveform are shown in Figure 4.19b.

4.3 Reduced Order Model

The above sampling filters and the Padé time delay approximation contribute 28 additional

states and are combined into a state space model (Af, Bf, Cf). This model is placed in series

with Equations (4.20) and (4.21), to give a complete analytical model of the rotor-AMB
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Figure 4.19: Frequency response of sampling filters and computational delay approxima-
tion.

system



ẋm

ẋs

ẋa

ẋf


=



Âm 0 B1mKiCa 0

BsCm As 0 0

0 0 Aa 0

0 BfCs 0 Af





xm

xs

xa

xf



+



0

0

Ba

0


u+



B2m

0

0

0


Fw, (4.23)

yf = Cfxf. (4.24)

The order of the overall model presented in Equation (4.23) is 92, which remains a

relatively large number of states to retain for model-based control design. It is possible to

further reduce the model order by combining the responses of all the electrical, electronic
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components into a single equivalent input-output model. The gain plus time delay model

chosen for the electrical and electronic components has 16 states, xd , and a state space

description

ẋd(t) = Adxd(t)+Bdyr(t), (4.25)

y(t) = Cdxd(t)+Ddyr(t). (4.26)

A fourth-order Padé approximation is used for each of the four channels and the delay time

is tuned to match the overall phase response. The output of the rotor-AMB model is the

displacement at the four sensing planes which forms the input to the the gain plus time

delay model. The time delay models for each control channel are independent fourth-order

Padé approximations that match the phase lag of the components in the signal path, i.e.,

power amplifiers, sensor signal conditioning filters, and DSP sampling and computational

delay. The DC gain of each channel is set to be the product of individual gains of the

components in the signal path. By inserting the delay model in series with the rotor-AMB

model we arrive at the following compact representation of the system requiring only 36

states,

G(s) :=


ẋr(t)

ẋd(t)

y(t)

=


Âr 0

BdCr,s Ad

DdCr,s Cd


 xr(t)

xd(t)

+


B̂r

0

0

u(t). (4.27)

The above approach allows for a lower order model with improved numerical condition-

ing than would have been achieved by considering the amplifier, sensor, AA filter, sampling

and delay dynamics individually. The nominal plant represented by the state space model

in Equation (4.27) has four rotor displacement outputs and four amplifier voltage inputs.

For subsequent analysis and control design the inputs and outputs are similarly ordered
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NDE-X, DE-X, NDE-Y, and DE-Y. At zero RPM the x− y dynamics are uncoupled and

Bode plots of the two-input, two-output subsystem represented by selecting only the dy-

namics in the x-direction from Equation (4.27) are shown in Figure 4.20. An axisymmetric

rotor design ensures that the rotordynamics the x and y directions are identical, with the

only slight differences introduced due to variations in the sensor and amplifier gains. The

two prominent peaks in all four Bode plots at 224 Hz and 540 Hz, correspond to the first

and second bending modes Nc3 and Nc4, respectively. The peak at 982 Hz corresponds

to the third bending mode Nc5. The small response at Nc5 is expected from the free-free

mode shape analysis (Figure 4.8). The off-diagonal Bode plots (b) and (c) represent the

response from the DE-X amplifier input, to the NDE-X sensor, and NDE-X amplifier input

to the DE-X sensor. Notably, the DC gain is lower than the diagonal channels, and there is

a notch a low frequency corresponding to a LHP zero for Nc3. The singular value plot of

the full four-input, four-output nominal plant model is shown in Figure 4.21.

4.4 Validation using System Identification

Before the model developed in the preceding sections may be used for control design, it

is desirable to confirm its validity using system identification techniques. Though we are

confident about the structure of the model, i.e., from the development of rotordynamic and

magnetostatic models from first principles, there is a need to confirm the overall input-

output response and the frequencies of the bending modes. Extensive discussion and com-

parison of identification methods used for rotor-AMB systems is available in the literature

(Gahler et al., 1997; Losch, 2002). A comprehensive treatise on the theory and practice of

system identification is recommended for a general background (Ljung, 1998).

As rotor-AMB systems are open-loop unstable, closed-loop system identification is

required whereby a feedback controller (preferably with as low stiffness as possible) is

used during the identification procedure. A straightforward decentralized PID-like com-
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Figure 4.20: Bode plots of plant dynamics in the x−axis only.
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Figure 4.21: Singular value plot of nominal plant model.

pensation algorithm was adopted (Mushi et al., 2010). The kernel of the algorithm was a

“velocity” type PID implementation with a second-order filtered derivative. The discrete

time form of the algorithm

u(k) = u(k−1)+KsKp

[
(e(k)− e(k−1))+

Ts

Ti
e(k)+

Td

Ts
(e(k)−2e(k−1)− e(k−2))

]
,

(4.28)

where the index k reflects a single sample, error signal is e(k), Ks is the sensor gain, Kp

is the proportional gain, Ti is the integrator time constant, Td is the derivative time, and

Ts = 1/12000 is the sample time of the digital controller. As the PID algorithm alone cannot

completely stabilize the system, added in series are a phase lead filter, low pass filters

and several notch filters to provide compensation for the bending modes. The notches are

typically placed approximately 10 Hz below the mode they are intended to attenuate. This

takes advantage of the increase in phase for a few Hz after the notch frequency to provide

robust damping (phase stabilization), as opposed to magnitude stabilization if the notch and

the target mode were coincident in frequency. The notches are designed and implemented
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in discrete time as second-order infinite impulse response filters of the form

Gnotch(z) =
1+α

2

(
1−2βz−1 + z−2

1−β(1+α)z−1 +αz−1

)
, (4.29)

where 0 < α < 1 and −1≤−β = cos( fnTs) ≤ 1 . The width of the notch is determined by

α while fn represents the notch frequency in rad/s. The phase lead (“bump”) filter is crucial

for the damping of the first bending mode Nc3 and has the continuous time representation

Gpbf(s) =
1

1− ε

(
1− ε

(τs)2 +2ζτs+1

)
, (4.30)

where ε sets the amount of phase lead, ζ determines the Q-factor, and τ controls the center

frequency to achieve a maximum of 48◦ of phase lead at 829 Hz with a penalty of 11 dB

of added gain at high frequency. This particular filter is more efficient than the classical

lead compensator which would have a larger high frequency gain for the same amount of

phase lead. Figure 4.22 illustrates the frequency response of the phase lead filter described

above. See Table 4.7 for a list of the parameters used. Bode plots of the magnitude and

phase characteristics of NDE-X and DE-X channels are provided in Fig. 4.23.

Table 4.7: PID controller parameters for online system identification.

DE-X DE-Y NDE-X NDE-Y
Sensor gain, Ks [mil/V] 38.57 35.73 35.43 38.26
Proportional gain, Kp 0.25

Integration time constant, Ti 0.01 s
Derivative time constant, Td 0.003 s

Notch 1 frequency 534 Hz 536 Hz 536 Hz 536 Hz
Notch 2 frequency 970 Hz 972 Hz 970 Hz 970 Hz
Notch 3 frequency 1250 Hz 1250 Hz 1200 Hz 1200 Hz

First order low pass filter First order Butterworth, ωc=600 Hz
Phase lead filter ε = 0.65; τ = 0.00012; ζ = 0.5

Moving average filter 5 tap
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Figure 4.22: Bode plot of phase lead filter used in PID controller.
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Figure 4.23: Bode plot of PID controller for NDE-X and DE-X channels.

Once the rotor has been suspended by a suitable controller, a system analyzer was used

to superpose a fixed amplitude swept-sinusoid from 10 Hz to 1200 kHz onto the controller

output signal. The response from the desired sensor AAF filter was recorded. The stimulus

and responses were measured one at a time for all four inputs and outputs, provided a

total of sixteen frequency response functions. Key parameters of the model in the previous
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section were modified to reconcile differences observed. Figure 4.24 shows Bode plots of

the input-output response along one of the four channels of the model and compares this to

experimental transfer function measurements from the test rig. The close agreement of the

magnitude and phase response over the range from 1Hz to 1kHz confirmed the accuracy of

the above model.
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Figure 4.24: Bode plots comparing experimental frequency response to system model along
the x axis. The response is measured from power amplifier voltage input to sensor signal
conditioning circuit output.
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4.5 Bandwidth Analysis

4.5.1 Available Bandwidth

According to Stein (2003), the knowledge of the available bandwidth Ωa of the components

in the feedback path is critical to evaluating the limits of achievable performance. The

nominal rotor-AMB system has a pair of RHP poles at 191 rad/s (30.4 Hz) and 318 rad/s

(50.8 Hz) corresponding to the unstable rigid body rotor modes. To this end the bandwidths,

in the 3-dB gain sense, of various components are considered:

• DSP: the sample rate is 12 kHz, allowing a control algorithm to respond to signals

up to the Nyquist sampling limit of 6 kHz.

• Sensors and AAFs: displacement sensors have a flat response beyond 10 kHz, how-

ever, the AAF is the limiting components, with a bandwidth of 3.5 kHz.

• Actuator: The response of the power amplifier and AMB are combined. The small-

signal response of the pair is 2.5 kHz for the support AMBs.

• Rotordynamics: The first three free-free bending modes of the rotor are at 224 Hz,

540 Hz and 982 Hz. Higher bending modes can be ignored so long as controller

gain roll-off is enforced at high frequencies. Since we have endeavored to accurately

model the impact of flexible modes on the dynamics, so long as they don’t change

significantly, they are not considered to have limiting effect on the achievable band-

width.

From the above listing, we can state an achievable bandwidth Ωa of approximately 2 kHz.

The estimated minimum peak sensitivity smin for given a trapezoid sensitivity function

template (see Figure 3.9) may be calculated using Equation (3.20). Using information

about the two unstable poles, and assuming that the peak sensitivity occurs in the vicinity
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of the second rigid body mode, i.e., Ωm = 320 rad/s, therefore,

smin ≈ exp
(

320+π(318+191)
2200

)
, (4.31)

= 2.39,

which corresponds to gain margin of at least 4.7 dB and a phase margin of at least 24◦.

These approximate calculations are encouraging and indicate that given the current hard-

ware, stabilizing controllers can be built to meet the performance specifications. A mea-

sured output sensitivity function of the rotor-AMB system supported by the PID controller

(see Figure 4.25) designed during system identification reveals the predicted smin and as-

sumptions made about the shape of the sensitivity function are relatively accurate.
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Figure 4.25: Output sensitivity of NDEX and DEX channels of collocated PID controller.

4.5.2 Generating Cross-Coupled Stiffness

Generating mechanical stiffness using an electromagnetic actuator requires real-time feed-

back of the rotor position for the controller to calculate the appropriate current and com-

mand the amplifiers (Ulbrich, 1988; Cloud, 2007). The CCS force produced by the midspan
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AMB is a linear function of the rotor position and is expressed as

Fxc = Q

 0 1

−1 0


 x

y

 , (4.32)

=

 Ki,mid 0

0 Ki,mid


 ip,x

ip,y

+
 Kx,mid 0

0 Kx,mid


 x

y

 , (4.33)

where Q is the level of CCS to be generated, x and y are the rotor displacements measured

by the sensors, ip,x and ip,y are the perturbation currents supplied to the windings, and Kx,mid

and Ki,mid are the negative stiffness and current gain of the midspan AMB. With Equation

(4.32) two assumptions are made: the displacement sensor and actuator are sufficiently

colocated, and the actuator dynamics along the x and y axes are not coupled. The first

assumption is justified ass the sensor is directly adjacent to the side of the AMB. Finite

element analysis predicted coupling between the axes to be on the order of 10% of the

magnitude of the diagonal terms. For simplicity, these off diagonal terms are ignored.

Selecting the current as the subject of the equation results in

 ip,x

ip,y

=

 −Kx
Ki

Q
Ki

−Q
Ki

−Kx
Ki


 x

y

 , (4.34)

which ignores the dynamics of digital sampling, the small-signal bandwidths of the power

amplifiers, sensors and anti-aliasing filters (AAF). A more complete model for the produc-

tion of the CCS accounting for the frequency dependence of the above components is

 vc,x(s)

vc,y(s)

 =

 −Kx
Ki

Q
Ki

−Q
Ki

−Kx
Ki


 1

GadGsGDSP(s)
0

0 Gs(s)
GadGsGDSP(s)


 x(s)

y(s)

 , (4.35)

= KqGxc(s), (4.36)
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where vc(s) is the voltage command to the power amplifier to generate the desired pertur-

bation current, Gs(s) is the sensor and AAF response, Gad(s) is the small-signal response

of the Copley 413 amplifier and one quadrant of the MID AMB (see Figure 4.17b), and

GDSP(s) is the time delay as a result of sampling and computation. The overall gain is Kq

and Gxc(s) is the normalized dynamic response of Gad(s), Gs(s) and GDSP(s). Our aim to

generate CCS over a bandwidth exceeding the first rigid body rotor mode Nc1 with a phase

lag from the components in the feedback path < 10◦. Therefore, we can safely ignore the

dynamics in Gxc(s). Excessive phase lag leads to the generation of direct stiffness instead

of cross-coupled stiffness, i.e., non-zero diagonal terms of LHS of Equation (4.32) (Cloud,

2007). Figure 4.26 shows that the amplifier bandwidth is the critical factor if the phase lag

is to be further minimized, followed by the sensor AAF. The amplifier slew rate and small

signal bandwidth may be increased by operating power amplifiers from a higher voltage

DC bus. When Cloud encountered amplifier phase lag limitations during experiments with

CCS generation, a decision was made to replace the analog PWM amplifiers operating

from 48V DC bus with digital PWM amplifiers operating from a 170 V bus. The latter

demonstrated a higher small signal bandwidth and increased slew rate limit.

For a bias current level of 1 A, Ki=182N/A and Kx=-654 N/mm, so Kq can be defined

as

Kq (Q) :=

 3590 Q
182

− Q
182 3590

 .
The bias current is kept low to ensure that any direct stiffness produced by the midspan

AMB does not cause produce rotor deflection that the support bearings and control algo-

rithm cannot compensate for. The goal for the midspan AMB is to provide up to 4 MN/m

of destabilizing CCS to encourage whirl at the natural frequency f1 ≈ 48Hz of the first

rotor mode. The estimated actuator force slew rate to produce this may be estimated by the

following:

1. Choosing the worst case midspan rotor peak-to-peak vibration, qw = 50µm.
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Figure 4.26: Dynamic response of the feedback loop necessary to generate CCS.

2. Multiplyingqw by maximum desired CCS to give the maximum force delivered Fmax =

200N.

3. Multiply Fmax by 1.5 f1 to give a slew rate of 14,400 N/s.

The estimated force slew rate of the mid-span actuator was predicted from the magnetic

circuit model to exceed 50,000 N/s. Therefore, we expect not to have any issues producing

the required CCS forces.

4.6 Summary

This chapter described the motivation and criteria for the design of the magnetic bearing

test rig for rotordynamic instability (MBTRI). Using finite element rotordynamic analysis

software a detailed rotor model was produced from the engineering drawings. The mag-

netic bearings were modeled with a combination of linear magnetic circuit analysis and

finite element magnetostatics. The effects of power amplifier and signal conditioning cir-

cuit dynamics were also modeled and included in an overall state-space description of the
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rotor-AMB plant. The mechanism for generating the CCS force using the midspan AMB

was discussed, and its was shown that sufficient bandwidth exists for this. Model reduction

techniques were used to reduce the model order and simultaneously improve the numerical

conditioning of the model. Differences between the dynamics of this compact analytical

model were reconciled with experimental data from a closed-loop system identification

procedure. This validated low-order plant model was now suitable for model-based control

design.



Chapter 5

Robust Control Design and Analysis

“Be a pessimist in analysis, then you can afford to be an optimist in design”

-Ackermann (1993)

µ−Synthesis is the only multivariable control design approach that directly addresses the

robust performance problem, i.e., the design of a stabilizing control law that guarantees

a performance specification for all plant model perturbations within a defined set (Hon-

eywell & Lockheed-Martin, 1996). The theory was introduced in the 1980s, and steadily

improving commercial software tools have been available in the last decade. A few no-

table prototype industrial rotor-AMB systems utilizing µ-synthesis have been documented

in open literature (Losch et al., 1998; Fittro & Knospe, 2002), but there is scant evidence the

application of µ-analysis techniques. These facts highlight the significant challenges which

remain to be addressed in order for the full potential of these modern techniques to be real-

ized. The most prominent challenge is the relatively high design complexity involved with

these techniques and concerns regarding practical implementation and field troubleshoot-

ing. The last issue, field troubleshooting, is helped by the advent of remote diagnostic

and communications capabilities of current AMB control systems that allow online system

identification and auto-tuning (Losch, 2002; Swann, 2009). The second concern is less of

an issue nowadays as the available computing power for executing real-time control algo-

94
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rithms continues to increase. The first issue mentioned looms large as the translation of

engineering performance specifications into formal constraints in the form of weighting

functions, uncertainty models, and other design criteria remain a largely heuristic process

(Franchek, 1996). These issues are not unique to µ-techniques, but symptomatic of the lim-

ited penetration of advanced multivariable control into industrial systems. One may argue

why bother with an investment in µ-synthesis if a hand-tuned compensator designed by a

control practitioner has the potential to deliver similar performance (this is particularly rel-

evant in the industrial control system community dominated by hand tuned PID-like com-

pensators). Maslen & Sawicki (2007) answer this question by suggesting that investments

in µ-techniques result in an improvement in the engineering process. The complexity and

performance demanded of modern precision control systems is such that the notion when

provided with a model and performance specification one can “turn a crank” and deliver a

control law is naive (Garg, 2008). Assuming an accurate nominal plant model is available

(a nontrivial task in many cases (Ogunnaike, 1996)), the remaining challenge is the devel-

opment and continuous refinement of performance specifications and uncertainty models

that yield controllers approaching the theoretical maximum achievable performance.

5.1 Objectives

The maintenance of a satisfactory steady state performance in response to residual rotor

imbalance, electromagnetic disturbances affecting the measurement signals, and low fre-

quency destabilizing forces at seal and impeller locations is the primary objective of AMB

controllers in centrifugal compressor applications (Swanson et al., 2008). A satisfactory

performance level in terms of allowable rotor displacement is quantified by existing tur-

bomachinery industry standards (ISO 14839-2, 2004; API 617, 2002). In the process of

meeting the vibration criteria, the controller must also ensure that the actuators are not

driven to their slew rate or magnetic force saturation limits as this violates the linearity
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assumptions. Unless the controller has been designed to handle nonlinear behavior, no

guarantees about the AMB performance can be made if these limits are exceeded. The sta-

bility and robustness of the closed-loop system to plant variations can be quantified by the

damping ratio (or logarithmic decrement) of rotor modes and output sensitivity of the rotor-

AMB system (ISO 14839-3, 2006). The damping ratio of the rotor modes and the output

sensitivity of the closed-loop system are measurable indicators of stability and robustness.

For the MBTRI the requirements of the control system are formalized:

1. Stabilize all rotor modes within the controller bandwidth,

2. During run-up from 0 to 18,000 rpm:

(a) Maintain rotor peak-peak vibration amplitudes within 30% of the auxiliary

bearing clearance, i.e., within 75µm.

(b) Maintain amplifier output current within 80% of the current limit of the maxi-

mum allowed, i.e., less than 6.4 A.

3. Maximize the stability (damping ratio) of Nc1 with respect to CCS applied at the

rotor midspan.

4. Enforce a controller gain roll-off beyond Nc5 to prevent excitation of unmodeled

dynamics.

5.2 Tools for Synthesis

5.2.1 Structured Singular Value Framework

A key result in the robust stability analysis of linear and nonlinear dynamical systems

and a foundation of the structured singular value framework is the small gain theorem,

stated simply “if the product of the incremental gains of internally stable systems in a

feedback loop is strictly less than unity, the feedback loop is also internally stable” (Green
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Figure 5.1: Feedback connection illustrating the small gain theorem.

& Limebeer, 1995). A feedback connection of two input-output stable systems G1 and G2

is shown in Figure 5.1. We can consider the systems to have finite system gains γ1 and

γ2, respectively. From the theorem a sufficient condition for the outputs y1 and y2 to be

bounded for any pair of bounded inputs u1 and u2, is γ1γ2 < 1. The small gain theorem is

useful in robust stability analysis as we are able to characterize G1 as a nominal stabilized

plant and G2 as a feedback connection representing model uncertainty and quantify amount

of uncertainty required to destabilize the system (Khalil, 2001).

The H∞ norm, denoted || · ||∞, provides a measure of the worst-case system gain with

finite energy (L2-norm bounded) inputs and outputs and provides a natural framework for

control problems involving model uncertainty. The robustness property follows directly

from aim of the control law to minimize the worst-case system gain, and by so doing

increase the robustness of the closed-loop system to changes in its parameters. Tzw( jω) is

the open-loop transfer function from the exogenous disturbance inputs w to performance

metrics z. Figure 5.2 shows the standard closed-loop feedback form representing a plant

P and controller K. In the figure, u is the vector of control actuator signals and y is a

vector of measured outputs. The optimal H∞ control problem is to solve for all K( jω) that

will stabilize the closed-loop system and minimize ‖Tzw‖∞
. A state-space solution for the

optimal H∞ controller was first presented by Doyle et al. (1989). In general this solution

is not unique, and it is difficult to obtain the controller that gives the absolute minimum

||Tzw||∞. However, the suboptimal solution can be specified to find the least upper bound,

the supremum, γ. The supremum is often close to this minimum and the suboptimal H∞



98

K

P
w z
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Figure 5.2: Standard plant-controller feedback connection for robust control.

cost can be represented as the maximum singular value of the transfer function matrix Tzw

for γ > 0

||Tzw||∞ := σ̄(Tzw) = sup
ω

σmax(Tzw( jω))< γ (5.1)

With the introduction of unstructured uncertainty in the form of frequency domain weights

augmenting the nominal plant model, finding the controller that minimizes the H∞ norm

bound yields robust stability and performance. However, the bounded norm minimization

is unable to guarantee robustness when structured uncertainty is used in the plant model

(Doyle, 1982; Stein & Doyle, 1991). To solve the structured uncertainty problem requires

a new means of describing uncertainty in the plant model. The structured complex uncer-

tainty matrix which defines the set of allowable permutations of the uncertain dynamics

is

∆m := {diag [δ1,δ2, . . . ,δk] : δi ∈ C} , (5.2)

where the scalars δi are perturbation in the complex plane representing the parametric un-

certainties to be defined in the next section. It is useful to define norm bounded sets of B∆m

as

B∆m := {∆m ∈ ∆m : σ̄(∆m)≤ 1} . (5.3)

Linear fractional transformations (LFT) provide a generalization of the feedback connec-

tion between dynamic elements such as components of the plant model, uncertainty de-

scriptions, and the controller description. An upper-LFT (Fu) defines the feedback con-

nection between the nominal plant dynamics G(s), given by Equation (4.27), and the un-
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Figure 5.3: Standard form for robust control.

certainty description ∆ as P(s) :=Fu(G,∆m). The system P(s) is 2×2 block structure and

contains a complete description of the uncertain plant model to be used for the synthesis

of robustly stabilizing controllers. A lower-LFT is used to define the feedback connection

between G(s) and a candidate robust controller K(s), as M(s) := Fl(G,K). The system

M(s) also has a 2×2 block structure and is used for the robustness analysis of a specified

controller to perturbations within ∆

M , Fl(Gnom,K) =

 M11 M12

M21 M22

 . (5.4)

Figure 5.3 shows the interconnections associated with ∆ and M, where w and z are exoge-

nous disturbance and performance output signals, respectively, while v and c are signals

that interact with the uncertainty description.

Before commencing the control design procedure, it is necessary to formalize the def-

initions of robustness with respect to stability and performance of the closed-loop system.

Nominal stability (NS) is guaranteed by the small gain theorem as long as M is internally

stable, i.e., all eigenvalues of M are strictly in the LHP (Zhou et al., 1996). Considering

only norm bounded uncertainties, from the small gain theorem a necessary and sufficient

condition for robust stability (RS) is the system gain from the bounded energy signals v to

c which interact with the ∆ is less than unity

‖Tcv‖∞
:= ‖M11( jω)‖

∞
< 1 ∀ω,‖∆m‖∞

< 1 and NS. (5.5)
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A necessary and sufficient condition for nominal performance (NP) is the system gain from

the bounded energy disturbance input w to the performance output z being less than unity

‖Tzw‖∞
:= ‖M22( jω)‖

∞
< 1 ∀ω and NS. (5.6)

Synthesis of controllers satisfying the NS, NP and RS requirements is achieved using direct

application of the sub-optimal H∞ solution given by Equation (5.1), which may be solved

with the Matlab function hinfsyn. Solving the robust performance (RP) problem requires

the introduction of a fictitious performance block ∆p, producing a combined uncertainty

description of

∆ ∈ ∆ :=
{

diag
{

∆m,∆p
}

: ∆m ∈ B∆, ||∆p||∞ ≤ 1
}
. (5.7)

Therefore, a necessary and sufficient condition for RP is

µ∆ [M( jω)]< 1 ∀ω and NS, (5.8)

where the structured singular value for the specified uncertainty µ∆ is a positive real func-

tion with definition (Doyle, 1982)

µ∆(M) :=
(

min
∆∈∆
{σ̄(∆) : det(I−∆M) = 0}

)−1

, (5.9)

where the reciprocal of µ∆(M) indicates the amount the uncertainty description can be

scaled before the closed-loop system M∆ is no longer stable. The kernel of structured

singular value theory is the determinant of the return difference matrix det(I−∆M) which

originates from the multivariable Nyquist stability criterion (Bates & Postlethwaite, 2002).
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Figure 5.4: ∆−G−K feedback connection used during synthesis.

5.2.2 D-K iteration (Complex µ−Synthesis)

Finding the stabilizing controller K to solve the RP problem requires the computation of

µ∆(M), which is a nonconvex optimization problem (Zhou et al., 1996)

inf
K(s)

sup
ω∈R

µ∆[M(G,K)( jω)]< γ. (5.10)

The realization that for a complex matrix M, µ(M) is bounded from below and above by

the spectral radius and maximum singular value, respectively,

ρ(M)≤ µ(M)≤ σ̄(M) . (5.11)

The above lower and upper bounds are not useful for computation since they may be arbi-

trarily large (Gu et al., 2005). However, by introducing the set U of block-diagonal unitary

matrices and the set D of block-diagonal complex matrices which commute with ∆. Then

for any ∆ ∈ ∆

U ∈U → σ̄(U∆) = σ̄(∆) , (5.12)

D ∈D → D−1
∆D = ∆, (5.13)
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and from the definition of µ

U ∈U → µ(MU) = µ(M) , (5.14)

D ∈D → µ
(
DMD−1)= µ(M) . (5.15)

The bounds in Equation (5.11) can be restated taking advantage of a stable, minimum phase

scaling matrix D to provide a more computationally appropriate form

sup
U∈U

ρ(MU)≤ µ(M)≤ inf
D∈D

σ̄
(
DMD−1) . (5.16)

Finding a tight upper bound to µ(M) is then reduced to an optimal diagonal scaling problem

performed over a defined grid of frequencies ω ∈ R

inf
K(s)

sup
ω∈R

inf
D∈D

σ̄||DMD−1( jω)||∞ < γ, (5.17)

which can be evaluated by an iterative process known as D-K iteration.

1. Initialization: D = I.

2. K-iteration : Find the H∞ controller K( jω) to minimize ||DMD−1( jω)||∞ for a fixed

D. If ||DMD−1( jω)||∞ < 1 or no longer decreases from one iteration to the next, halt

the iteration and use the controller with the lowest norm.

3. D-iteration : Find D( jω) to minimize over all ω the value of σ̄(DMD−1( jω)) for a

fixed K( jω) (µ-analysis step).

4. Fit the magnitude of elements of D( jω) to a minimum-phase stable transfer function

through interpolation and continue to Step 2.

Steps 2 and 3 of the D-K iteration are each convex operations as they involve the compu-

tation of the H∞ norm, for instance using the algebraic Riccati equation approach (Doyle
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et al., 1989). However, the steps are not jointly convex so it is possible that no global op-

timum exists. In the majority of practical applications convergence is typically achieved.

Convergence may not occur in instances of high model order or poor numerical condition-

ing of the plant, uncertainty models or performance weights.

5.3 Uncertainty Models

The mathematical models used for control system analysis and design are, by construction,

simplified images of the physical reality (Mackenroth, 2004). Whether a plant model is de-

veloped from first principles or through system identification, assumptions are introduced

to provide a model which can be analyzed using the tools available to the controls practi-

tioner. The primary benefit of feedback control is the reduction of the effect of plant model

uncertainty on closed-loop performance. Large enough deviations in plant parameters will

result in a deterioration of the closed-loop performance. In the case of open-loop unstable

plants such as rotor-AMB systems, the controller is both locally stable and operationally

critical (Stein, 2003). Therefore, plant parameter deviations need to be scrutinized in more

detail to ensure safe operation. Furthermore, the multivariable parameter varying nonlinear

nature of rotor-AMB systems makes stabilization more difficult. The primary nonlinearity

arises from the square and inverse-square dependence of the magnetic actuator force on

the actuator current and air gap, respectively. Bias current linearization and opposingly

driven actuator pairs are typically used to overcome this nonlinear effect by considering

motion of the rotor about a single equilibrium position (Traxler & Maslen, 2009). Param-

eter variations may arise from the speed-dependent gyroscopic effects or load-dependent

cross-coupled stiffness effects which both cause system eigenvalues to change. The MIMO

nature of the system introduces coupling in the dynamics of the control channels making the

task of producing a stabilizing controller a challenge. The development of the plant model

should include a nominal plant characterized by its proximity to the equilibrium points of
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the linearized system or average values of its parameters. The ν−gap metric (see Appendix

B) is introduced to quantify the distance between two open-loop plant models based on

their closed-loop behavior with the same controller. To complete the description of the

system for robust control design this nominal plant model can then be augmented with a

description of the perturbations from the nominal model. This augmentation may take sev-

eral forms which are elaborated in the next section. It is important to produce as concise

uncertainty model as possible, to avoid conservatism and maximize the performance of the

closed-loop system.

5.3.1 Structured or Unstructured?

Model uncertainty may be divided into either structured (parametric) or unstructured (non-

parametric) descriptions (Skogestad & Postlethwaite, 2005). Structured uncertainties are

useful when the variation of a known parameter in the model is understood. For exam-

ple mass variations in a spring-mass-damper system defined, e.g., by a nominal value and

±20% variation. Unstructured uncertainties are used to characterize the presence of un-

modeled or poorly modeled dynamics in the input-output response of a plant. High fre-

quency modes in mechanical systems, e.g., are often deliberately neglected to maintain

low model order. Another common example are time delays introduced by a digital con-

troller or which are an intrinsic part of the physics of the plant. As the delays are difficult to

explicitly model, a frequency bound may be used to denote phase lags are high frequency.

To include the effects of unstructured uncertainties on a system, complex frequency-

dependent perturbations ∆(s) are defined and augmented to the nominal plant Gnom(s) to

represent the range of possible responses. Examples such as additive and multiplicative

uncertainties are defined by Gp = Gnom(s)+∆(s) and Gp(s) = Gnom(s)(1+∆(s)), respec-

tively. The lack of specificity is one drawback of modeling using unstructured uncertainty

and in many cases this leads to conservative controller performance. Furthermore, using

unstructured uncertainty to bound variations in multiple natural frequencies of a system
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will require high order uncertainty weighting functions (Steinbuch et al., 1998).

For the MBTRI plant, an extensive modeling and model validation effort preceded con-

trol design, thus we were confident with the accuracy of the nominal model (see Section 4.4

on page 82) for low-speed operation in the absence of CCS. Exciting high frequency un-

modeled dynamics can be avoided through suitable control gain roll-off above the third

bending mode Nc3 (980 Hz). Low frequency neglected dynamics can be an issue as the

MBTRI test rig has foundation dynamics, i.e., vibration of the bearing pedestals and con-

crete foundation, visible from the experimental transfer function plots (artifacts around 350

Hz in Figure 4.24). However, so long as these modes are far from the bending modes, or

beyond the gain crossover frequency, or sufficiently damped they do not pose a problem.

Therefore, unstructured uncertainty descriptions were not used. Li (2006) listed several pa-

rameters in rotor-AMB systems which when perturbed will strongly affect the closed-loop

stability and performance. Uncertainty in the AMB parameters, Kx and Ki, is well managed

by feedback so long as the minimum controller bandwidth exceeds the unstable poles. The

effect of destabilizing cross-coupled stiffness and the high speed operation of the test rig

each produced large enough deviations from the nominal plant description that stability

could no longer be guaranteed. Therefore, structured uncertainty models are exclusively

adopted.

5.3.2 Uncertainty Model For Supercritical Operation

The closed-loop performance of flexible structures, such as AMBs supporting flexible ro-

tors, is most sensitive to variations in the frequency of the lightly damped bending modes.

Though the modal damping levels are also uncertain, variations in modal damping have

a smaller effect on the closed-loop performance (Balas & Young, 1995). The Campbell

diagram in Figure 4.9 plots the rotor eigenvalues as a function of rotating speed and was

discussed during the rotordynamic analysis of the MBTRI rotor (see Section 4.2.1.1 on

page 61). From Equation (4.8), the effect of a non-zero operating speed Ω is to couple the
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dynamics of the x and y channels and cause each rotor mode to split into a forward and

backward component. This uncertainty is modeled in two ways:

1. by defining Ω as an uncertain real parameter varying between 0 and 1885 rad/s

(18,000 rpm) denoted Speed Model 1, or

2. by defining the eigenvalues of rotor modes affected by the gyroscopics with uncertain

natural frequencies indicated by trajectories in the Campbell diagram and denoted

Speed Model 2.

Speed Model 1 represents a direct way to capture the effect of operating speed on the

rotordynamics. Limitations of the Matlab ureal function require the nominal value of Ω to

be close to the the midpoint of the upper and lower limits of the uncertainty range, i.e., 943

rad/s. The uncertain state-space model (uss) created is fully coupled along all four control

axes. Since the model validation focused on building an accurate model at rest (block-

diagonal model since x↔ y cross-coupled gains are small, but x↔ x and y↔ y are larger),

having full 4× 4 coupling produced a nominal model that was difficult to experimentally

validate. Modeling the speed variation directly increased the complexity of the model,

preventing the synthesis of a high performance robust controller as we shall see later on.

However, this was not expected as the ν-gap of Speed Model 1 is reasonable as compared

to the other plant models shown in Table 5.1.

Speed Model 2 models the effect of the speed variation on the rotor model, i.e., using

eigenvalue perturbations, rather than the speed variation itself. This phenomenological ap-

proach is advantageous since the already validated nominal plant model can be extended to

represent the dynamics over an arbitrary speed range without introducing the coupling be-

tween channels. The first and second rotor bending modes (Nc3 and Nc4) exhibit a stronger

gyroscopic splitting than the rigid body modes, and real-valued parametric uncertainty was

used to capture this variation. The nominal frequency for Nc3 is 223 Hz and range of vari-

ation is 213 - 230 Hz, while the nominal frequency for Nc4 is 548 Hz, and the modeled

variation is 540 - 552 Hz. This modeling was accomplished using the Matlab uncertain el-

ements, i.e., ureal(’f_Nc3’,223,’Range’,[213 230]), and ureal(’f_Nc4’,548,’Range’,[540
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552]).

Uncertainty in the natural frequency of the third bending mode Nc5 was ignored as it

beyond the operating speed. Furthermore, since Nc5 is outside the controller bandwidth

it can be stabilized by gain roll-off. The Campbell diagram was used as a starting point

for the uncertainty ranges which were refined experimentally. The uncertain modal state

matrix is based on the realization of the second-order transfer function response for the i-th

bending mode in a single plane can be expressed as

Âi =

 0 1

−ω2
i −2ζωi

+
 0

1

δi

[
2ω2

i 2ζωi

]
, (5.18)

where ωi is the natural frequency, ζi is the damping of the mode. The result holds as long

as the uncertainty δi in the two natural frequencies is small (Balas & Doyle, 1994). When

assembling a complete two-plane rotor model, i.e., dynamics along both x and y axes,

the same uncertainties δ1 and δ2 are used for both axes. The use of repeated uncertainty

blocks serves to reduce conservatism in the model by eliminating the duplicate uncertainty

descriptions. Figure 5.5 shows the uncertain plant dynamics in the form of singular value

plot. The portion of the frequency close first and second bending modes has denser lines

indicating the effect of the uncertainty. As intended, the low frequency region and the

overall magnitude of the singular values are hardly different from the nominal dynamics

presented in Figure 4.21. As a result, we can be sure that the diagonal dominance of

the plant model persists. The ν-gap metric for Speed Model 2 is 0.656 which is slightly

greater than the other uncertainty candidate but still reasonable. However, in the upcoming

synthesis section Speed Model 2, by virtues of its reduced conservatism, will greatly exceed

the robust performance is Speed Model 1.
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Table 5.1: ν-gap metric of uncertainty models for supercritical operation with respect to
the nominal plant model.

ν-gap
Nominal model w/ Ω =9,000 rpm 0.596
Nominal model w/ Ω=18,000 rpm 0.608

Speed Model 1 0.608
Speed Model 2 0.656
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Figure 5.5: Singular value plot of uncertain plant model illustrating variation in Nc3 and
Nc4 natural frequencies. Compare with nominal plant model in Figure 4.21.
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5.3.3 Uncertainty Model For Enhancing Stability Threshold

As with the gyroscopic effect, modeling of the impact of CCS on the open-loop plant

dynamics can be carried out directly from first principles or phenomenologically. In the

case of the former, uncertain CCS is modeled directly as a real-valued stiffness varying

between 0 and 4 MN/m acting at the rotor midspan. Rotor station #23 in the finite element

model corresponds to the midspan location. Therefore, the associated rotor displacements

as shown in Equation (4.1), are x23 and y23. Assuming the CCS is the sole exogenous

disturbance in the system

BwFw = Q

 0 1

−1 0


 qx23

qy23


where the stiffness Q can be modeled in two ways:

1. as a real parameter varying from 0 to 1.8 MN/m with a nominal value of 0.9 MN/m

denoted CCS Model 1, or

2. as a real parameter varying from 0 to 2.4 MN/m with a nominal value of 1.2 MN/m

denoted CCS Model 2.

The resulting model shows, as expected, increased coupling between the x and y lateral

rotor displacements at all rotating speeds. Figures 5.6 and 5.7 demonstrate the coupling

with four Bode plots and a singular value plot of the nominal plant augmented with the

uncertainty defined by CCS Model 1. While the demonstrated coupling between the axes

is mathematically correct, the additional dynamics complicate the model and presents a

open-loop plant that is more of a challenge to validate and control. This observation was

echoed by a ν-gap metric of unity between the nominal plant and a plant augmented by

CCS Model 1 (see Table 5.3). Increased conservatism arises as Q affects several parameters

within the plant model. While the effect on the Nc1 pole is important and the most desired

to be captured by this uncertainty definition, several collateral effects occur such as the
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Figure 5.6: Bode plots of plant with uncertainty defined by CCS Model 1.

perturbation of Nc3 and Nc4 poles and zeros are not desired. CCS Model 2 has an identical

structure to CCS Model 1 with the only difference being an increased nominal value and

upper limit of Q. The ν-gap of CCS Model 2 is also unity.

Phenomenological modeling of the uncertainty attempts to model the empirical effect

of the CCS on the plant rather than the intrinsic dynamics of the rotor-AMB system which

have been shown to be highly conservative by CCS Models 1 and 2. By far the most

significant effect of CCS on the plant is the trajectory of the RHP pole of Nc1 as CCS is

varied (see Figure 3.6b and Table 5.2). Increasing the CCS has the effect of splitting the
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Figure 5.7: Singular value plot of plant with uncertainty defined by CCS Model 1.

real RHP pole due to Nc1 into a complex pole that moves further to the right of the complex

plane. Assuming the Nc1 complex eigenvalue (an RHP pole) of the form σ± jω, the effect

of CCS on σ can be modeled either:

1. as a real-valued uncertainty varying from 200 to 240 rad/s with a nominal value of

220 rad/s denoted CCS Model 3, or

2. as a real-valued uncertainty varying from 200 to 260 rad/s with a nominal value of

230 rad/s denoted CCS Model 4.

An eigenvalue perturbation description similar to Equation (5.18) was used to represent the

variations above, and combine into the state-space description of the rotor-AMB system.

In both cases, no additional x,y coupling is generated in the model (as evidenced by empty

off-diagonal response in Figure 5.8), even though the same destabilizing effect on Nc1 is

produced as CCS Model 1. The advantages of the phenomenological approach are that

x,y coupling (off-diagonal gain) is minimized, allowing the nominal model developed and

validated in Chapter 4 to be extended for use. The singular value plot of the uncertain plant

with CCS Model 3 is shown in Figure 5.9. From this plot it is again clear that effects of



112

Table 5.2: The effect of varying CCS magnitude on the location of Nc1 eigenvalue.

Q (N/m) Eigenvalue† Natural frequency Damping ratio
0 195 31 Hz -1

5e5 +199± j55.7 32.9 Hz 0.963
10e5 +199± j55.7 32.9 Hz -0.963
15e5 +207± j80.7 35.5 Hz -0.928
20e5 +217± j104 38.2 Hz -0.904
25e5 +227± j125 39.8 Hz -0.908
30e5 +237± j144 44.1 Hz -0.855
40e5 −256± j180 49.9 Hz -0.818

†Only RHP pole shown, a conjugate exists on LHP

Table 5.3: ν-gap metric of uncertainty models for cross-coupled stiffness variation with
respect to the nominal plant model.

Model compared with nominal plant ν-gap
CCS Model 1 1
CCS Model 2 1
CCS Model 3 0.624
CCS Model 4 0.624

the uncertain CCS modeled through a single eigenvalue perturbation remain largely in the

low frequency band around Nc1. The uncertainty set described by CCS Model 3 and 4 is

thus more compact than that of CCS Model 1 and 2 for the equivalent physical responses.

The gap metrics of CCS Model 3 and CCS Model 4 are identically 0.624 indicating a not

unreasonable distance from the nominal plant description.

5.4 Weighting Function Selection

Performance specifications are characterized in the frequency domain as typical rotor-AMB

systems lack specific time domain specifications, e.g., overshoot and settling time and

these do not fit directly into the frequency based robust H∞ and µ synthesis frameworks

(Franchek, 1996). The loop-shaping approach is preferred over the signal based approach

as it does not require implementation specific information on the magnitudes of signals

in the closed-loop system (van de Wal et al., 2002). Sensitivity functions serve as useful
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Figure 5.8: Bode plots of plant with uncertainty defined by CCS Model 3.
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Figure 5.9: Singular value plot of plant with uncertainty defined by CCS Model 3, compare
with Figure 5.7.

measures of control performance in the frequency domain. Considering a unity feedback

connection of a plant G(s), controller K(s), with exogenous disturbance forces acting on

the plant input and output di and do respectively, sensor noise n and control effort u, con-

trolled variable output y and controller reference input signal r. The output variable and the

control signal can be represented by
y(s) = Ti(s)r(s)+So(s)do(s)+GSo(s)di(s)−To(s)n(s), (5.19)

u(s) = KSo(s)r(s)−KSo(s)do(s)−Si(s)di(s)−KSo(s)n(s), (5.20)

where several sensitivity functions can be defined (Larsonneur, 2009):

• Input Sensitivity Function (Si , (I +KG)−1): a measure of system rejection of dis-

turbances at plant inputs;

• Complementary Input Sensitivity Function (Ti , KSoG): a measure of the effect of

disturbance at the reference input on the control signal;

• Output Sensitivity Function (So , (I+GK)−1): a measure of the noise rejection and

closed-loop command tracking;
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• Complementary Output Sensitivity Function (To , GSiK): a measure of the effect of

noise on the control signal;

• Process Sensitivity Function (GSi): a measure of the closed loop mechanical compli-

ance (reciprocal of stiffness) of the rotor-bearing;

• Control Sensitivity Function (KSo): a measure of the control effort.

A bound on a single sensitivity function, such as the output sensitivity takes the form of

||Ws(s)S(s)||∞ < 1, where Ws(s) is a stable, proper transfer function. If the inequality is

satisfied, the inverse weighting function W−1
s (s) represents the upper bound on S(s). A

typical inverse weighting function to achieve low frequency disturbance attenuation, for

example, is shown in Figure 5.10. For high performance motion control systems typified

by rotor-AMB applications, a single sensitivity provides insufficient degrees of freedom to

simultaneously specify disturbance rejection region while minimizing controller bandwidth

and as well as reference tracking performance (Schonhoff et al., 2002). By combining

several weighted sensitivity functions, i.e., ||Ws(s)S(s)||∞ < 1, ||Wu(s)KS(s)||∞ < 1, and

||Wr(s)T (s)||∞ < 1, into a stacked objective

min
K

∥∥∥∥∥∥∥∥∥∥
Ws(s)S(s)

Wu(s)KS(s)

Wr(s)T (s)

∥∥∥∥∥∥∥∥∥∥
∞

< γ, (5.21)

and letting the H∞ synthesis process handle the trade-offs between competing goals so that

maximum performance may be attained.

The four-block problem provides a means for any three non-complimentary functions

to be weighted individually. The advantages of the four-block scheme over the two or

three block problems are its well-posedness and avoidance of pole-zero cancellation by the

synthesized controller (Englehart & Smith, 1990; Smith, 1990).
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Figure 5.10: Typical inverse performance weighting function, W−1
p (s).

Figure 5.11 illustrates the feedback connection of the weighting functions to the plant

and controller blocks. The reference input r and disturbance input d are new signals in-

troduced. Shaping the control sensitivity function KS(s) is necessary to effect a controller

gain roll-off at high frequencies to avoid exciting unmodeled dynamics or amplifying sen-

sor noise. Shaping the process sensitivity function GS(s) affects the closed-loop damping,

while the shaping the output sensitivity S(s) translates directly to modifying the disturbance

rejection properties. The complimentary sensitivity T (s) cannot be shaped independently

of the aforementioned functions as a result of the complimentary nature of the four sensi-

tivity functions.

The system gain from disturbance inputs to performance outputs is

 z1

z2

= Tzw

 d

r

 , (5.22)
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Figure 5.11: Interconnection of performance weights with plant, uncertainty description
and controller.

and to guarantee the desired nominal performance specified by the above sensitivity func-

tions, the cost γ to be minimized by the controller K must be less than unity

min
K
‖Tzw‖∞

< γ, (5.23)∥∥∥∥∥∥∥
 W p(I +GK)−1W r W pG(I +GK)−1W d

W uK (I +GK)−1W r W uGK (I +GK)−1W d


∥∥∥∥∥∥∥

∞

< γ, (5.24)

∥∥∥∥∥∥∥
 W pSW r W pGSW d

W uKSW r W uTW d


∥∥∥∥∥∥∥

∞

< γ. (5.25)

The resulting upper bounds on the S, GS, KS and T , are (WpWr)
−1, (WpWd)

−1, (WuWr)
−1

and (WuWd)
−1, respectively. The above cost function solves the nominal performance prob-

lem. Since ∆ has been defined in block diagonal form, the straightforward extension of

Equation (5.23) to solve the robust performance problem is carried out by defining the

structured uncertainty set ∆ and finding the controller that minimizes µ∆ (M) using D-K

iteration.
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5.4.1 Weighting Function Template

To enforce a suitable trade-off between the four sensitivity functions whilst maintaining

a connection to the physical behavior of the system, a simple template for the weighting

functions was adopted (Schonhoff, 2002). During the process of iterating over weighting

functions one is liable to lose this connection and create arbitrary weighting functions that

mask the reasons behind the success of a given weighting function, or lack thereof. The

template is composed of parameters: sensitivity constant MS, compliance constant MGS,

control gain constant MKS, control bandwidth constant ωb, integrator constant ωi, and con-

trol gain roll-off constant ωL. The two dynamic (frequency dependent) weighting functions

parametrized by some of the above constants are

Wp(s) = K1
0.4s+ωi

s+K2ωi
, and (5.26)

Wu(s) =
MS

MKS
·

ω2
1

ω2
L
· s

2 +
√

2ωL +ω2
L

s2 +
√

2ω1 +ω2
1
, (5.27)

where ω1 = 15ωL is an additional high-frequency pole included to ensure the inverse

weighting function is proper and K1 and K2 are scalars to tune the gain and low frequency

integration produced by Wp. Most motion control applications have requirements for high

static stiffness to minimize steady state error. This objective can be enforced by a Wp(s)

with a low pass characteristic with high pass-band gain and stop-band attenuation resulting

in a significant integrator gain at low frequencies. In contrast, the MBTRI uses a fairly flat

proper first-order filter, chosen for simplicity. An optional integrator was placed in parallel

with the µ-synthesis for fine grained control over the integration action and support for anti-

windup (Iqbal et al., 2010). Increasing ω1 has the added effect of dropping the gain floor

of the control signal at high frequency, i.e., enforcing a sharper controller gain roll-off. The

remaining weighting functions are scalar gains

Wr(s) =
1

MS
, and (5.28)
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Wd(s) =
1

MGS
. (5.29)

Bode magnitude plots of the above functions are shown in Figure 5.12. The weighting

functions defined above are either SISO transfer functions or scalar gains. However, the

weights in optimization problem of Equation (5.23) are transfer function matrices or con-

stant matrices. The performance requirements and dynamics of the four channels of the

rotor-AMB system are similar (minor differences arise from variations in the displacement

sensor sensitivity and observed displacement of the bending modes). Therefore, the same

weighting functions may be used for each channel giving a weighting function matrix that

is typically diagonal. The following weighting function matrices are defined for direct

interconnection with the plant model

W p(s) = blkdiag [Wp,NDE ,Wp,DE ,Wp,NDE ,Wp,DE ] :=

[
Aw,p Bw,p

Cw,p Dw,p

]
, (5.30)

W u(s) = blkdiag [Wu,NDE ,Wu,DE ,Wu,NDE ,Wu,DE ] :=

[
Aw,u Bw,u

Cw,u Dw,u

]
, (5.31)

W r(s) := blkdiag [Wr,NDE ,Wr,DE ,Wr,NDE ,Wr,DE ] , (5.32)

W d(s) := blkdiag
[
Wd,NDE ,Wd,DE ,Wd,NDE ,Wd,DE

]
. (5.33)

W p(s) and W u(s) are converted into state-space form to improve the numerical condition-

ing prior to assembly with the plant model. W r(s) and W d(s) are in the form of scalar

matrices. A complete state-space description for the uncertain plant with including the dy-

namic contribution of performance weighting functions and the modeled uncertainty from

the bending modes is
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P(s) :=




ẋ(t)

c(t)

z(t)

y(t)

 =


A B∆ B1 B2

C∆ 0 0 0

C1 0 D11 D12

C2 0 0 0




x(t)

v(t)

w(t)

u(t)

 ,
v(t) = ∆c(t)

(5.34)

where

A =



Âr 0 0 0

Bd,uCr,s Ad 0 0

−Bw,pDdCr,s −Bw,pCd Aw,p 0

0 0 0 Aw,u


B∆ =

[
0 I2 0 I2 0

]>

c∆ =

 0 −2ω2
3 0 −2ζω3 0

0 −2ω2
4 0 −2ζω4 0


C∆ =

[
c∆ c∆

]

B1 =

 B̂rW d 0 0 0

0 0 Bw,pW r 0


>

B2 =

[
B̂r 0 0 Bw,u

]T

C1 =

 −Dw,pDdCr,s −Dw,pCd Cw,p 0

0 0 0 Cw,u


C2 =

[
DdCr,s Cd 0 0

]

D11 =

 0 W rDw,p

0 0

 , D12 =

 0

Dw,u

 ,
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Figure 5.12: Weighting functions used in design template.

and where ω3 and ω4 are the nominal natural frequencies of the first two bending modes

Nc3 and Nc4, and ζ = 0.2% is the modal damping. The uncertain state space model P

contains 48 states, a contribution of 36 states from rotor-AMB model G, and 12 states from

the dynamics of W p(s) and W u(s) repeated across four control channels. Balancing using

a diagonal similarity transformation was used to improve the numerical conditioning of

state-space representation of P.

5.4.2 Benchmark Controller

Table 5.4 presents the weighting function parameters which were the result of several man-

ual iterations to optimize the performance of the rotor-AMB system. The benchmark con-

troller provided a base from which other controllers may be derived. By changing a single

property at a time, we may develop a better understanding of the role of the weighting

function parameters in determining the closed-loop performance. The resulting sensitivity

bounds are shown in Figure 5.13.
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Table 5.4: Weighting function parameters for the benchmark controller.

NDE DE
MS 1.5

MGS 0.13 0.08
MKS 10/MGS 12/MGS

ωB 130π

ωL 8ωB
K1 1.26
K2 2.24
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Figure 5.13: Sensitivity function bounds defined for the benchmark controller.
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Table 5.5: Weighting function parameters for family of controllers with support stiffness
anisotropy χ.

NDE-X NDE-Y DE-X DE-Y
MS 1.0

MGS 0.13 0.08
MKS 12/MGS 12χ/MGS 15/MGS 15χ/MGS

ωB 130π

ωL 8ωB
K1 1.26
K2 2.24

5.4.3 Introducing Support Anisotropy

Support stiffness anisotropy, i.e., different AMB stiffness in the x− and y−directions, was

discussed in Chapter 3 as a strategy to increase the stability threshold. Anisotropy χ was

introduced by weighting the control sensitivity function KS(s) for one axis, e.g., x more

heavily to the other. Two different levels of stiffness anisotropy namely χ = 50% and χ =

70% were studied. The stiffness in the x−direction remained the same as the benchmark

case, whilst the stiffness in the y−direction was scaled by χ. The new weighting function

parameters are indicated in Table 5.5. The change in MKS only affects the weight on the

controller output Wu. All the other weighting functions are identical to the benchmark case.

5.4.4 Introducing Nondiagonal Performance Weights

Nondiagonal performance weights have been discussed and show promise as means of

maximally exploiting the available degrees of freedom during control synthesis (Boerlage,

2008). The MBTRI plant is largely diagonally dominant at low frequencies in the absence

of significant cross-coupling. Enforcing a similar diagonal dominance in the control algo-

rithm is akin to synthesizing a centralized controller. In the presence of significant cross-

coupling the plant becomes less diagonally dominant at these frequencies. This suggests

that a controller synthesized with nondiagonal weighting functions may have additional

degrees of freedom to optimize the overall closed-loop sensitivity leading to performance
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improvements. Finding a suitable form of the performance weight matrix is complicated

given the large parameter search space. Therefore, a heuristic approach was followed to

narrow the search. The first step was the development of four prototype nondiagonal scal-

ings to systematically evaluate the effects of coupling and directionality between multiple

control channels:

1. Full block performance weight

W p,1(s) =


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

blkdiag [Wp,NDE ,Wp,DE ,Wp,NDE ,Wp,DE ] , (5.35)

2. Cross-coupled performance weight

W p,2(s) =


1 0 0.5 0
0 1 0 0.5

0.5 0 1 0
0 0.5 0 1

blkdiag [Wp,NDE ,Wp,DE ,Wp,NDE ,Wp,DE ] , (5.36)

3. Simple block-diagonal

W p,3(s) =


1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1

blkdiag [Wp,NDE ,Wp,DE ,Wp,NDE ,Wp,DE ] , (5.37)

4. Block-diagonal with scaled off-diagonal terms



125

W p,4(s) =


1 0.5 0 0

0.5 1 0 0
0 0 1 0.5
0 0 0.5 1

blkdiag [Wp,NDE ,Wp,DE ,Wp,NDE ,Wp,DE ] , (5.38)

5. Block-diagonal with negative scaled off-diagonal terms

W p,5(s) =


1 −0.5 0 0
−0.5 1 0 0

0 0 1 −0.5
0 0 −0.5 1

blkdiag [Wp,NDE ,Wp,DE ,Wp,NDE ,Wp,DE ] .

(5.39)
The five controllers synthesized kept the same parameters for Wu, Wd and Wr as the bench-
mark case.

5.5 Synthesis Results

A total of seventeen different controllers were synthesized using a combination of the

weighting functions and uncertainty models presented. In all cases, the D-K iteration pro-

cedure converged within 5 steps to a stabilizing controller of order ranging from 48 and 56.

The iteration sequence for the benchmark controller is presented in Table 5.8 and µ-upper

bound is shown in Figure 5.14. A result of µ∆ (M) ≈ 1 is desired, for it reflects that the

closed-loop performance defined by the weighting functions can be achieved for all plant

perturbations in the defined uncertainty set. A result of µ∆ (M)< 1 indicates that controller

can either guarantee performance exceeding the definition, or a superset of the uncertainty

description or both. Therefore, the actual µ value is only of relative performance, as it’s

reciprocal specifies the extent the performance specification and uncertainty set may be

scaled to meet the RP objective. Identifying the individual contributions of stability, per-

formance and uncertainty to the overall value of µ is performed in the next section on
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analysis.

The details on controllers synthesized using either Speed Model 1 or Speed Model 2

for supercritical operation are summarized in Table 5.6. Table 5.7 summarizes the details

on controllers synthesized with both Speed Model 2 and one of the four CCS uncertainty

models. Almost all of the synthesized controllers were able to levitate rotor-AMB system.

Controllers that failed to do so employed either Speed Model 1, or CCS Models 1 or 2.

In the case of Speed Model 1 the default D-K iteration initially did not converge due to

numerical issues. However, by manually specifying the frequency grid over a smaller band,

the D-K iteration was able to proceed through two iterations before halting with a 206 state

controller (Kdk_206_17Aug11z). The size of this controller was reduced to 60 states prior

to discretization (using a reduction based on the Hankel norm approximation) to enable

execution within the fixed sample time of DSP. However, the rotor could not be suspended

stably by this control law. This result was indicative of the conservatism of the direct

modeling approach used to capture the variation in rotating speed as an uncertain parameter.

As a result Speed Model 2 is used exclusively to represent the speed uncertainty. The

closed-loop instability in the case of CCS Models 1 and 2 was unsurprising as the unity gap

metric predicted significant differences between the closed-loop behavior of the nominal

plants based upon these CCS uncertainty descriptions when compared to the nominal plant

model without CCS.

5.5.1 Evaluation of the Benchmark Controller

As mentioned previously, the benchmark controller (Kdk_48_17Aug11a) was developed

after several iterations of the weighting function modification and control synthesis. The

benchmark serves as the root from which other controllers were developed. Key properties

of the benchmark controller are evaluated below to highlight the details of its construction.

The analysis largely focuses on the control response, and the Bode plots and the singular

value plots are used to show the magnitude and phase, MIMO response, and closed-loop
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actuator stiffness of the controller.

The D-K iteration steps during the synthesis of the benchmark controller are tabulated

in Table 5.8. Convergence of the µ-upper bound occurred within 4 iterations. A zeroth

order D-scaling matrix was generated during each iteration. This results in the minimum

achievable controller order of 48. A discrete-time implementation of this control law sam-

pled at 12 kHz executes within 52 µs on the DSP hardware. This represents 62% of the

available interrupt (Mushi et al., 2011). The evolution of the µ-upper bound as a function

of frequency during the D-K iterations is shown in Figure 5.14 and the minimum peak

value of µ is 1.02.

Bode plots for the magnitude and phase response along all the controller channels are

shown in Figure 5.16. A total of 16 transfer functions represent the dynamics from the

four sensor inputs to the four amplifier inputs. The diagonal gains, i.e., X→X and X→Y,

dominate the controller response. The phase behavior of the controller reveals that the

rigid body modes (Nc1 and Nc2 ) and the first bending mode (Nc3) are well damped by the

positive phase lead in their vicinity. The second bending mode Nc4 is gain stabilized by

notch filters, while the third bending mode is gain stabilized by the controller gain roll-off.

The singular value plot (Figure 5.15) generalizes the multivariable response and is shown

together with the singular value plot of the nominal plant augmented with Speed Model 2.

Analyzing the pole and zero locations of the controller is important to examine whether

pole-zero cancellation has occurred between the controller and plant. Pole-zero cancella-

tion is at best highly undesirable due to the absence of robust stabilization, and at worst

likely to produce unstable controllers if the plant has RHP zeros. The poles and zeros of

the benchmark controller are shown in Figure 5.17, where it is confirmed no cancellation

with plant poles or zeros occurs. This is a byproduct of using the four-block mixed sen-

sitivity framework for specifying the controller performance. Interestingly, the controller

contained four pairs of complex RHP zeros at 205± j3449,189± j3431,81± j1180, and

80± j1175. These non minimum-phase zeros introduce phase lag in the vicinity of the
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Table 5.8: D-K iteration results for Benchmark I controller (Kdk_48_17Aug11a).

1 2 3 4* 5
States 48 48 48 48 48

D-scale order 0 0 0 0 0
γ 1.879 1.039 1.030 1.02 1.02
µ 1.45 1.04 1.03 1.02 1.02
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Figure 5.14: Changes in µ during D-K iteration steps for the Benchmark I controller.

bending modes and serve to augment their damping (Li, 2006).

The equivalent closed-loop mechanical stiffness of AMB actuator as a function of fre-

quency (Williams et al., 1990) is

Keqi j( jω) = KiGsGasRe
(
Ki j( jω)

)
(5.40)

where Gs is the sensor gain, Gas is the amplifier gain, Ki is the AMB current gain and

Ki j( jω) is the frequency response of the i, j controller channel. This equivalent stiffness is

plotted in Figure 5.18 can be compared to similar plots for mechanical bearings. The plots

show that a similar stiffness is apparent along the x and y axes of each bearing, while the

driven-end bearing has an overall higher low-frequency stiffness than the non driven-end

bearing.
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Figure 5.16: Bode plots of response of Benchmark I controller across all four channels. In
and Out refer to input and output directions, while the indices 1, 2, 3 and 4 refer to NDE-X,
DE-X, NDE_Y and DE-Y, respectively.
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5.6 µ−Analysis

Recapping, the objective of µ-synthesis is to find the controller K which minimizes the

structured singular value of the generalized plant M with respect to the uncertainty def-

inition ∆ within the ∆. If µ∆ (M) ≤ 1 ∀ ω, we can say with confidence that K meets or

exceeds the performance specification for worst case perturbation in ∆. What can we say

if µ∆ (M) > 1? Superficially, it is obvious that either the performance specifications are

too stringent, or the uncertainty set is too broad. µ-Analysis provides the mechanics to

determine where the uncertainty or performance specifications are the limiting factors in

the overall closed-loop behavior. Using LFTs, the nominal plant, performance specifi-

cations, and controller are combined into a 2× 2 block transfer matrix M (see Equation

(5.4) and Figure 5.19). By performing analyses on components of M, we can separate

the contributions of the nominal performance (NP) and robust stability (RS) specifications

from the robust performance specification (RP). The maximum singular value of M11, i.e.,

σ̄(M11), is the system gain from the uncertainty description inputs v to the uncertainty

description outputs evaluated over a given frequency range and describes worst case gain

interaction between the plant dynamics interaction uncertainty description. RS is guaran-

teed if σ̄(M11)< 1. Similarly, σ̄(M22) is the system gain from w to the performance metric

z which consists of the weighted position errors (z1 = Wpe) and the weighted controller

output (z2 = Wuu). NP is guaranteed if σ̄(M22). Further, the transfer matrix M22 may be

partitioned to analyze the relative contribution of disturbance inputs d and reference input

signal r to both the weighted error z1 and the weighted control signal z2 (Honeywell &

Lockheed-Martin, 1996). The solution to the RP is found by evaluating the µ-upper bound

µ∆ (M( jω)) at distinct frequencies over a specified range. How close σ̄(M11) and σ̄(M22)

are to µ∆ (M( jω)) reveal the relative contributions of the composition of the uncertainty

set and performance specifications to the overall µ upper bound. Balancing the controller’s

emphasis between nominal performance specifications and robust stability specs is very

important from an engineering viewpoint (Bates & Postlethwaite, 2002). In the following
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sections controllers designed (see Tables 5.6 and 5.7) with various combinations of perfor-

mance weighting functions and plant model uncertainty descriptions are compared to the

benchmark controller to examine the nature of the trade offs made during the optimization

process and reveal possible directions for improvement. The approach taken during the

analysis, is similar to the paradigm followed in the synthesis section, i.e., stepwise modifi-

cation a individual aspects of either the performance weight, or uncertainty model to reveal

their relative importance and contribution to the overall control objectives.

5.6.1 Controllers with Speed Uncertainty

The two plant uncertainty models examined in this section are Speed Model 1 and Speed

Model 2. They capture the changes in the plant dynamics as the operating speed is varied

from 0 to 18,000 rpm. In the previous section it was noted that the benchmark controller

designed with the Speed Model 2 surpassed the stability and performance of the same

controller structure designed with Speed Model 1. This is because the latter was unable

to levitate the rotor at 0 rpm. The reasons are pretty clear by comparing Figures 5.20 and

5.21. The RS bound in both Figure 5.20a and 5.21a are less than 0.4 for low frequencies

suggesting that the uncertainty set could be expanded by 250% without sacrificing stability.

However, as Speed Model 1 contains the gyroscopic effect of Nc5 (which has the largest

split of all eigenvalues, see Figure 4.9) around 900 Hz, the RS bound rises above unity.

Furthermore, the nominal and robust performance of the controller designed with Speed

Model 1 deteriorates significantly below 100 Hz. This is due to the coupling introduced

between the x and y axes by the full gyroscopic model. Speed Model 2 does not exhibit this
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Figure 5.20: µ-Analysis of Benchmark I controller designed with plant uncertainty includ-
ing Speed Model 2.

coupling, and there has a NP and RP bound of at most 1.02 for the same frequencies. The

major contribution to the NP bound in both systems (and hence RP since they are close) is

the effect of disturbance inputs on the weighted position error, i.e., d→ z1, at frequencies

below 100 Hz (see Figure 5.20b and Figure 5.21b). This suggests that altering the weight

Wp will have the biggest affect on performance. At higher frequencies, the gain from r→ z2

dominates to ensure the controller gain roll-off at high frequencies.

The next comparison examined is between the result of Figure 5.20 and two controllers

with different performance weighting functions: Kdk_48_16Jan12f and Kdk_48_31Jan12d.

The former incorporates 70% support stiffness anisotropy, and the latter features a block

diagonal Wp with scaled off-diagonal terms. The µ-upper bound increases from 1.02 for the

benchmark to 1.20 and 1.16 for Kdk_48_16Jan12f and Kdk_48_31Jan12d, respectively as

shown in Figures 5.22a and 5.23a. The RP bound of 0.35 is relatively unchanged among

the three controllers which is expected as they are derived from plants with the same un-

certainty description, i.e., Speed Model 2. While the NP and RP of these controllers are

inferior to the benchmark at frequencies below about 100 Hz, in the frequency range sur-

rounding the Nc3 (200 Hz) Kdk_48_31Jan12d demonstrates a µ-bound of nearly 0.6 versus

approximately 0.8 for the benchmark controller. The use of block diagonal performance
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Figure 5.21: µ-Analysis of benchmark controller designed with plant uncertainty including
Speed Model 1.

weights provides the most significant improvement to the closed-loop disturbance rejection

and reference tracking around the bending modes. This is confirmed in Figure 5.23b where

the d→ z1 and r→ z1 plots reach lower than Figure 5.20b. A small penalty does remain in

the form of reduced performance below 100 Hz. However, as we shall see in the Section

6.1.3, both of the new controllers demonstrate a higher stability threshold with respect to

CCS than the benchmark.

5.6.2 Controllers with CCS Uncertainty

The aim of this section is to examine the changes introduced by the addition of a CCS

uncertainty description to a plant model already augmented with the Speed Model 2 uncer-

tainty. Four different CCS uncertainties are considered in this section, i.e., CCS Models 1

through 4.

First we compare the µ-bounds of closed-loop systems stabilized by Benchmark con-

troller I to those stabilized by Benchmark Ic1 (Figure 5.24). As we know from the synthesis

results, Benchmark Ic1 (and Ic2) have µ� 1 and are unable to achieve stable suspension

of the rotor at 0 rpm. This is particularly evident by the peaks above unity for the RS

plot in Figure 5.24a. These peaks are indicative of sensitivity of the system stability to
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Figure 5.22: µ-Analysis of 70% stiffness anisotropy designed with plant uncertainty in-
cluding Speed Model 2.
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Figure 5.23: µ-Analysis of nondiagonal performance weight Wp,4 controller designed with
plant uncertainty including Speed Model 2.
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small changes in the eigenvalue locations. Analysis of details of the NP in Figure 5.24b

reveals that the system gain below 100 Hz from disturbance inputs to weighted position

error (d → z1) is nearly three times the value achieved with Benchmark I. Similarly, the

system gain from reference input to weighted control output (r→ z2) has a value close to

eight times the equivalent Benchmark I value at high frequencies. These results show that

direct uncertainty modeling approach used in CCS Model 1 (and CCS Model 2) provides

nominal plants and uncertainty descriptions that are not ideal for controller synthesis.

The µ-bounds of Benchmark Ic3 (Figure 5.25) and Ic4 (Figure 5.26) are now compared

to those of Benchmark I. For the most part the RS is unchanged by including CCS Model

3 or 4 into the synthesis, with the maximum value of σ̄(M11) < 0.4 across the entire fre-

quency range. The low frequency NP and RP bounds increase slightly to 1.16 and 1.17,

respectively, for the new controllers. This small reduction in performance was expected

since the unstable Nc1 eigenvalue has been moved deeper into the right half plane which

impacts the allowable sensitivity reduction. The nominal performance breakdown in Fig-

ures 5.25b and 5.26b reveals very similar nominal performance to Benchmark I except the

disturbance rejection at low frequencies which was a small penalty. Nominal performances

similar to the Benchmark I are desirable, as they generally indicate that stable suspension

of rotor by the candidate controller can be achieved at 0 rpm with no external excitation,

i.e., under nominal conditions.

The two controllers synthesized with block-diagonal performance weight Wp,4 and ei-

ther CCS Model 3 or CCS Model 4 yielded a smaller increase in µ from Benchmark Ic3 and

Ic4 as compared to the controller designed with 70% support stiffness anisotropy. There-

fore, the RS, NS and NP problems will be examined in detail for these two controllers. As

shown in Figures 5.27a and 5.28b, the RS bounds are not very different from the Bench-

mark Ic3 case, except for a sharp peak close to 200 Hz seen with CCS Model 3. Breaking

down the nominal performance of these two controllers again reveals similar system gain

behavior with frequency to Benchmark Ic3. As was noted in Table 5.7, a lower bias current
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Figure 5.24: µ-Analysis of Benchmark Ic1 controller designed with plant uncertainty in-
cluding Speed Model 2 and CCS Model 1.
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Figure 5.25: µ-Analysis of Benchmark Ic3 controller designed with plant uncertainty in-
cluding Speed Model 2 and CCS Model 3.
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Figure 5.26: µ-Analysis of Benchmark Ic4 controller designed with plant uncertainty in-
cluding Speed Model 2 and CCS Model 4.

was necessary for block diagonal Wp,4 Ic2 controller to achieve stable suspension of the ro-

tor. This is likely to contribute to slightly reduced performance with respect to CCS since

a higher bias current is associated with higher values of the AMB current Ki.

5.7 Rotordynamic Analysis

As mentioned in Section 4.2.1.1, the damped rotordynamic analyses provide more com-

plete picture of the rotor behavior by including the effects of support damping. However,

such analysis may only be performed once a suitable AMB controller has been designed.

In this section we evaluate the forced response and rotordynamic stability of the Bench-

mark I controller. The forced response to unbalance and the stability (damped mode shape)

analyses are computations used to predict the likely performance of the rotor system over

its operating speed range prior to experimental test. The seventh edition of the American

Petroleum Industry Standard 617 concerning centrifugal compressors in petroleum, chem-

ical or gas industry service is the most relevant standard for rotordynamic analysis, and

provides a context for our analysis (API 617, 2002).
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Figure 5.27: µ-Analysis of nondiagonal performance weight Wp,4 controller designed with
plant uncertainty including Speed Model 2 and CCS Model 3.
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Figure 5.28: µ-Analysis of nondiagonal performance weight Wp,4 controller designed with
plant uncertainty including Speed Model 2 and CCS Model 4.
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5.7.1 Forced Response to Unbalance

The objective of this simulation is to record the vibration response of the rotor over its

operating speed range under various worst case imbalance conditions. The imbalance is

emulated by adding known masses to different locations along the rotor. The resulting

residual unbalance distributions excite different rotor modes during the run-up, and the

objective is to maintain a satisfactory vibration amplitude and Q-factor (amplification factor

during resonance) within the API guidelines. According to the API guidelines the unit

unbalance eccentricity uB added to the rotor is

uB = 6350W/N = 15.9g-mm

where the rotor mass W=45 kg and maximum running speed N=18,000 rpm. To sim-

ulate the worst case response the unbalance eccentricity is scaled by four to produce a

unit unbalance eccentricity of 4uB which is placed at different axial and relative angular

displacements in order to excite specific rotor modes. Two unbalance configurations are

considered:

Case 1 place 4uB at NDE AMB location and 4uB at DE AMB location, both in phase

to excite Nc1 and Nc3.

Case 2 place 4uB at NDE AMB location and 4uB at DE AMB location, 180° out of

phase to excite Nc2 and Nc4.

During the analysis the rotor displacement response at the NDE, DE and mid-span sensor

locations as well as the perturbation current consumed by each bearing is plotted. The goal

is to keep the rotor response within 30% of the air gap and the perturbation current less

than 80% of the bias current over the entire range of operation. No specific guideline is

provided by API or ISO with respect to the allowable current amplitude and bearing force

during the unbalance response. The standards merely suggest that the worst case unbal-
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ance response remains within the power bandwidth of the actuator. Figures 5.29 and 5.30

provides the displacement at the sensor locations, amplifier current response and estimated

bearing force delivered for both unbalance cases described above. The Benchmark I con-

troller (Kdk_48_17Aug11a) was used to generate the responses shown. The displacement

response in case 1 (see Figure 5.29a) the first bending mode Nc3 has been excited by the

unbalance producing a response at the bearing locations that remains within the allowed

clearance but exceeds the 30% recommendation while traversing the critical speed. The

response due to unbalance distribution in case 2 (see Figure 5.30a) at Nc3 remains within

the 30% clearance recommendation. Furthermore, the rigid body modes Nc1 and Nc2 all

have well damped responses.

5.7.2 Stability (Damped Mode Shape) Analysis

During the stability analysis an eigenvalue analysis as outlined in Section 3.2.4 is carried

out upon the closed-loop model consisting of the controller and nominal plant dynamics

at the maximum operating speed. For this generalized eigenvalue problem, we cannot use

the modally truncated rotor model as it lacks complete displacement information for ro-

tor states. As in Equations (3.35) and (3.36), the solution produces complex eigenvalues

(containing damping natural frequency information of the closed-loop system) and their

associated eigenvectors (containing the relative displacement information of each station

in the finite-element rotor model). The first 5 rotor modes (Nc1 through Nc5) and their

forward and backward components were identified within the eigenvalue matrix, and asso-

ciated lateral modal displacement in three or two dimensions computed. Figures 5.31 and

5.32 display the rotor mode shapes we are concerned about, as well as the damped natu-

ral frequency and logarithmic decrement. It is important that all rotor modes remain stable

over the entire speed range, i.e., have a positive log decrement that indicates the presence of

damping (Schmied et al., 1999). It is also important that the modal displacement occurring

at the sensor and bearing locations shown in the figures, is sufficient to not only detect the
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Figure 5.29: Unbalance response case 1 for Benchmark I controller
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Figure 5.30: Unbalance response case 2 for Benchmark I controller
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Figure 5.31: Predicted damped mode shapes of rotor rigid body modes with Benchmark I
controller. The AMB locations are indicated by N, and the displacement sensor locations
are indicated by H.

vibrations due to a resonant mode, but also damp them. The proximity of sensor or bearing

to a nodal point for a bending mode significantly limits the observability and controllability

of the mode.

5.8 Summary

In this chapter we have provided a motivation for the use of robust control to guaran-

tee supercritical operation of the MBTRI experiment, and extend the stability threshold

with respect to CCS. Identifying the uncertainties present and describing them in a form
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(c) Nc4 - Second Bending - Backward.
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Figure 5.32: Predicted damped mode shapes of rotor bending modes with Benchmark I
controller. The AMB locations are indicated by N, and the displacement sensor locations
are indicated by H.
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amenable to inclusion in the nominal state-space model is performed. Frequency domain

criteria for the closed-loop performance specifications are developed based on engineering

objectives and the fundamental limitations discussed in earlier chapters. The structured

singular value µ provides the machinery to synthesize and analyze multivariable robust

controllers. and used to synthesize several different control laws. Simulations of the worst

case unbalance response and closed-loop stability predictions were carried in accordance

with industry guidelines. The next step is to confirm the validity of these theoretical results

through experimentation.



Chapter 6

Experimental Results and Discussion

The investigation presented in this dissertation on the application of robust control to extend

the stability threshold with respect to aerodynamic loading satisfies the criteria for a well

designed and meaningful experiment (Knospe & Maslen, 1997). The major experimental

results presented are the successful supercritical operation of the rotor, and the successful

increase in the stability threshold by a µ-synthesis controller developed in the previous

chapter. In addition to these results, several system transfer functions for the benchmark

controller are measured and compared to the inverse weighting function bounds used during

synthesis. A general discussion of the stability threshold results within the context of trade

off that exists in feedback control implementations between performance and robustness,

and the optimum damping derivations discussed from the mechanical vibrations viewpoint

highlighted in Chapter 3.

6.1 Results

6.1.1 Supercritical Operation

The combination of a bearing span to midspan diameter ratio of 15 and maximum operating

speed of 18,000 rpm which is 1.3 times the first free-free bending mode (see Table 4.1) sug-

150
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gest the rotor will experience significant lateral deflection on traversing Nc3. Exploratory

tests to find the maximum speed attained with the Benchmark I controller confirmed sen-

sitivity of the rotor to imbalance. During a trial run on the approach to Nc3 at 14,000

rpm, high levels of synchronous rotor vibration (exceeding 70µm in amplitude at the DE

sensing plane, and 51µm amplitude at the NDE sensing plane1) were accompanied by per-

turbation currents at the NDE AMB close to twice the bias current, i.e., limit enforced for

linear operation of bearing (see Figure 6.1). Beyond 14,300 rpm the current requested by

the controller exceeding the set limits for the power amplifier leading to a clipped output

current. The distortion that results from this saturation nonlinearity introduces additional

delay into the closed-loop negatively affecting its stability. As a result the controller can

no longer constrain the rotor to a tight orbit and contact results between the rotor and sta-

tor. This observation combined with failure of successive attempts to increase the effective

damping of the controller enough to traverse Nc3, led to the conclusion that high levels of

rotor imbalance was causing an excessive controller response. A mechanical solution in the

form of high-speed dynamic balancing was necessary to tackle the problem at its source.

The generalized two-plane influence coefficient method using data collected at multiple

operating speeds was chosen based on its ease of use, and the fact that a knowledge of the

rotor mode shapes was not required (Ehrich, 2004). The two discs attached to the rotor

(labeled c and e in Figure 4.2b) served as the pair of balance planes, while the NDE and

DE displacement sensors served as the response measurement locations. The magnitude

and phase of the synchronous (1X) component of the displacement signals were computed

by the DSP using an optical once-per-revolution sensor as a reference. The measurements

were taken at three speeds prior to observed increases in vibration amplitude, i.e., 3,900

rpm, 7,500 rpm and 12,162 rpm, and the BALOPT balancing code based on second-order

1In addition to high rotor vibration amplitudes measured by the sensors close to the rotor natural frequen-
cies, occupants of the Mechanical Engineering building on several floors above the MBTRI experiment noted
vibrations while the test rig operated in the vicinity of 9,000 rpm. As there is no rotor natural frequency
close to 150 Hz, the author and colleagues believe this vibration to be the result of the excitation of structural
building mode by the rotor imbalance force.
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Figure 6.1: Rotor displacement (0-pk) and perturbation current at the NDE AMB as a
percentage of the minimum clearance and bias current, respectively during a run-up to
18,000 rpm. Measurements are taken both before and after dynamic balancing.

cone programming was used to calculate optimal correction weights given constraints on

the available balance holes and maximum balance weight (Huang, 2007). Table 6.1 shows

the measured vibration response of the rotor prior to balancing, the vibration response

following the addition of each trial weight, and the final response following the optimal

correction weight calculated by BALOPT. After dynamic balancing, the rotor operated up

to 18,000 rpm with significantly lower perturbation current and orbit amplitudes2. For

example the synchronous vibration amplitude at the DE and NDE sensors was reduced

to 11µm and 15µm, respectively. This represented a seven-fold reduction in the vibration

approaching Nc3.

6.1.2 System Transfer Functions

Several system transfer functions were measured for the purpose of evaluating the perfor-

mance of the closed-loop system stabilized by Benchmark controller I. The block diagram

in Figure 6.2 illustrates several locations in the feedback control system where stimuli from

2Following successful dynamic balancing of the rotor, the vibration amplitude at 9,000 rpm decreased
significantly and the building occupants on other floors were less aware of the MBTRI operation.
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Table 6.1: Two-plane influence coefficient balancing results.

Balance
mass

at BP1
(g∠◦)

Balance
mass

at BP2
(g∠◦)

1X DE
vibration

[0-pk]
(µm∠◦)

1X NDE
vibration

[0-pk]
(µm∠◦)

Rotational
speed
(rpm)

22.2∠267 49.8∠182 3,900
Initial 16.8∠185 13.4∠141 7,500

71.5∠164 50.4∠128 12,160
24.4∠282 35.4∠170 3,900

Trial mass #1 1.23∠57 28.6∠188 4.2∠44 7,500
62.7∠176 35.1∠154 12,160
21.6∠266 46.4∠170 3,900

Trial mass #2 1.23∠120 14.7∠174 12.7∠144 7,500
56.2∠160 46.7∠127 12,160
12.5∠206 23.6∠155 3,900

Correction mass 0.888∠103 3.52∠90 6.9∠285 14.1∠114 7,500
11.0∠157 15.5∠156 12,160

K G

w1w2w3

yuer

z3

Figure 6.2: Block diagram showing stimulus and response points for system transfer func-
tion measurement.
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Table 6.2: Gain and phase margins from first loop gain crossover of the diagonal channels
using Benchmark I controller.

Gain crossover
frequency (Hz)

Phase crossover
frequency (Hz)

Gain Margin
(dB)

Phase Margin
(◦)

NDEX 45.8 169 10.3 27
DEX 71 175 11.0 27

NDEY 45.8 181 10.6 27
DEY 71 197 12.2 27

a system analyzer may be injected, and the response measured to give an experimental fre-

quency response. The first and perhaps most informative of which is the loop gain transfer

function L( jω) = G( jω)K( jω), which is the open-loop response from controller input to

plant output, i.e., z3 to y with stimulus on w3. Bode plots of L( jω) are used extensively

in classical controller design to allow figures of merit such as the gain and phase margins

to be deduced graphically from the crossover points. Open-loop gains for rotor-AMBs

systems are characterized by multiple zero crossings of |L( jω)| hence multiple gain and

phase margins may be quoted. The gain and phase margins of the first loop gain cross

over frequency are presented in Table 6.2. These values agree with the lower bound on the

gain and phase margins predicted by the available bandwidth calculation (see Section 4.5.1

on page 88). Additional crossovers also indicate whether a bending mode is amplitude or

phase stabilized (Li, 2006). The rigid body rotor modes are always phase stabilized. Figure

6.3 presents eight loop transfer functions measured one loop at a time, representing the

block diagonal directions of the rotor-AMB system at 0 rpm stabilized by the benchmark

controller, i.e., all interactions except x− y.

As discussed in Section 5.4, the closed loop sensitivity functions are used to define

nominal performance specifications during controller synthesis. These frequency bounds

take the form of the inverse of the product of the weighting functions used to shape a

given sensitivity function as in Equation (5.25). The nominal performance of the closed-

loop system can be determined through the experimental analysis of several sensitivity

functions:



155

• The output sensitivity S( jω) at 0 rpm along the four channels was measured one loop

at a time (gain from w1→ y with stimulus at w1) and is shown in Figure 6.4. S( jω)

was also measured with the rotor spinning at 5,000 rpm and 10,000 rpm to confirm

the robustness of the controller to changes in the running speed as shown in Figure

6.5. Both sets of plots demonstrate high level of disturbance rejection at low fre-

quencies and the peak output sensitivity is less than the 9.5 dB upper bound defined

by the inverse weighting function (WpWr)
−1. Furthermore, this peak sensitivity is

within ISO 14839-3 Zone A/B, one indicator of satisfactory stability robustness (ISO

14839-3, 2006). The peak sensitivity region coincides with rigid body modes sug-

gesting a variation of the actuator gain property, i.e., Ki and Kx, from their expected

values. Sharp peaks around bending modes have been largely avoided for they are

indicative of poor robustness because slight perturbation in bending mode frequency

may lead to large change in sensitivity. The peak sensitivity Smax determined from

measurements across all the control channels was 9.17 dB or 2.87. Applying the

SISO formulas presented in Chapter 3 indicates minimum gain and phase margins of

3.7 dB and 20◦.

• The complementary sensitivity function T ( jω) shown in Figure 6.6 indicates reduced

sensitivity of the control output to plant output disturbances and measurement noise

entering the feedback path. The function was obtained by measuring the response

from r → y with a stimulus at r. The closed-loop bandwidth ωB of each control

channel is obtained from the unity gain crossover frequency. The bandwidths for the

NDE-X, DE-X, NDE-Y and DE-Y channels are 89 Hz, 110 Hz, 94 Hz, and 105 Hz,

respectively.

• The process sensitivity function GS( jω) can be interpreted as the mechanical com-

pliance of the closed-loop system. At approximately 30 Hz the bound (WpWd)
−1 was

exceeded indicating the controller provided lower than expected stiffness in vicinity
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Figure 6.3: Bode plots of measured loop transfer functions.

of the first rigid body mode (see Figure 6.7). This is likely due to uncertainty in Kx

and/ or Ki. GS( jω) was determined by measuring the response from w2→ y with an

excitation at w2.

• The control sensitivity KS( jω) was obtained by multiplying the controller response

for a given channel by the measured sensitivity function. The plot shown in Figure

6.8 demonstrates satisfactory roll-off of the control action at high frequencies, which

is essential to prevent the excitation of unmodeled dynamics and the deterioration of

the feedback response due to amplification of measurement noise.
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Figure 6.4: Bode plots of output sensitivity functions measured at 0 rpm.
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Figure 6.5: Bode plots of output sensitivity functions measured at various speeds.

6.1.3 Stability Threshold

The stability of the first rigid body rotor mode Nc1 is strongly affected by the destabilizing

CCS added to the rotor-AMB system as was shown in Chapter 3. We are interested in deter-

mining which combination of performance weights and uncertainty models can maximize

the magnitude of CCS required to drive the closed-loop unstable. Instability, as noted in

Section 3.1.1 on page 19, is considered in the linear asymptotic case, i.e., once the damping

ratio of Nc1 becomes zero. The maximum value of CCS prior to the onset of instability is

denoted the stability threshold.

To experimentally determine this threshold, successively higher levels of CCS were

applied using the midspan AMB. The CCS reduces the damping of the eigenvalue corre-

sponding to Nc1 by encouraging forward whirl. The damping ratio of Nc1 can be estimated

from the free decay of rotor vibration at the natural frequency of Nc1. As the controller is

constantly acting to attenuate any vibration in the system, an external excitation is required

to bring about a measure decay response. Two forms of external excitation: impulse and

circular sinusoidal were applied to the rotor. The impulse was delivered to the large disc

on the rotor by a rubber-tipped modal impact hammer. The angle of impact was either ver-
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Figure 6.6: Bode plots of measured complementary sensitivity function or closed-loop
response.
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Figure 6.7: Bode plots of measured process sensitivity function.



161

10
1

10
2

10
3

−10

−5

0

5

10

15

20

25

30

35

40

M
a
g
n
it
u
d
e
 (

d
B

)

Frequency (Hz)

 

 

NDEX−>NDEX

NDEY−>NDEY

Bound=(W
u
W

r
)
−1

(a)

10
1

10
2

10
3

−40

−30

−20

−10

0

10

20

30

40

M
a
g
n
it
u
d
e
 (

d
B

)

Frequency (Hz)

 

 

NDEX−>DEX

NDEY−>DEY

Bound=(W
u
W

r
)
−1

(b)

10
1

10
2

10
3

−40

−30

−20

−10

0

10

20

30

40

M
a
g
n
it
u
d
e
 (

d
B

)

Frequency (Hz)

 

 

DEX−>NDEX

DEY−>NDEY

Bound=(W
u
W

r
)
−1

(c)

10
1

10
2

10
3

−10

−5

0

5

10

15

20

25

30

35

40

45

M
a
g
n
it
u
d
e
 (

d
B

)

Frequency (Hz)

 

 

DEX−>DEX

DEY−>DEY

Bound=(W
u
W

r
)
−1

(d)

Figure 6.8: Bode plots of measured control sensitivity function.
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tical, −45◦ from vertical, i.e., aligned with x−axis of the AMB, or +45◦from vertical, i.e.,

aligned with y−axis of the AMB. The vertical impact excites both the channels equally,

however, the other impact directions are useful in determining the effects of support stiff-

ness anisotropy on stability. Circular sinusoidal excitation was provided by driving the

quarter span radial AMB in open-loop mode. The excitation frequency and direction (for-

ward or backward) was varied so as to target the precise frequency of Nc1. This is known

as blocking (Cloud et al., 2009). The free decay of the rotor vibrations following either

the hammer impact, or termination of the blocking excitation was recorded from multiple

position sensors using a separate data acquisition system from the DSP controller (see Ap-

pendix C). The time-domain data was processed offline using a backward auto-regression

algorithm written to extract the natural frequency and damping information (Kumaresan &

Tufts, 1982).

Figure 6.9 shows the rotor displacement response at a single position sensor on the ter-

mination of a blocking excitation (indicated by the rising edge trigger shown on the plot)

while the rotor is spinning at 7,000 rpm. At high levels of CCS, the distinct exponential

amplitude decay of Nc1 is visible, and is quite easily extracted by the damping ratio algo-

rithm. As the controller strongly damps Nc1 at low levels of CCS, the decay is short lived

and the SDOF damping ratio estimation algorithm has difficulty extracting this eigenvalue

from the noisy background.

Table 6.3 shows the experimentally determined CCS threshold of the controllers de-

signed in the previous chapter. The benchmark controller attained a stability threshold of

2000 N/mm. The minimum observed threshold, 730 N/mm, was achieved by the controller

designed with 50% support stiffness anisotropy and lacking an uncertainty model for CCS.

The maximum threshold, 2700 N/mm was obtained by the controller with block diagonal

performance weights and using the CCS Model 3 uncertainty description. This maximum

threshold represents an improvement of 36% over the benchmark controller.

It is necessary to understand the sensitivity of the rotor-bearing system stability to
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Figure 6.9: Rotor displacement response at 7,000 rpm on termination of blocking (indicated
by the rising edge trigger) under different magnitudes of CCS excitation. Benchmark I
controller is used to suspend the rotor and the stability threshold for this controller is 2000
N/mm.
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Table 6.3: Experimental stability threshold of various controllers synthesized.

Controller family
(file-name)

Uncertainty Model CCS Threshold
(N/mm)

Note

Speed CCS
Benchmark I

(Kdk_48_17Aug11a)
2 n/a 2000

70% Anisotropy I
(Kdk_48_16Jan12f)

2 n/a 2300

50% Anisotropy I
(Kdk_48_31Jan12a)

2 n/a 2300
730

†

Full block Wp,1
(Kdk_48_31Jan12k)

2 n/a 1300

Cross-coupled Wp,2
(Kdk_31Jan12c)

2 n/a 1900

Block diagonal Wp,3
(Kdk_52_01Feb12a)

2 n/a 2300

Block diagonal Wp,4
(Kdk_48_31Jan12d)

2 n/a 2600

Block diagonal Wp,5
(Kdk_48_31Jan12e)

2 n/a 1400

Benchmark Ic1
(Kdk_48_17Aug11a_CC1)

2 1 n/a ‡

Benchmark Ic2
(Kdk_48_17Aug11a_CC2)

2 2 n/a ‡

Benchmark Ic3
(Kdk_48_17Aug11a_CC3)

2 3 1700

Benchmark Ic4
(Kdk_48_17Aug11a_CC4)

2 4 n/a [

70% Anisotropy Ic1
(Kdk_48_16Jan12f_CC3)

2 3 1500
900

†

Block diagonal Wp,4 Ic1
(Kdk_48_31Jan12d_CC3)

2 3 2700

Block diagonal Wp,4 Ic2
(Kdk_48_31Jan12d_CC4)

2 4 2500

† Different stability threshold in x− and y− directions.
‡Unable to achieve initially stable suspension.
[Controller achieves stable suspension of rotor, however, very sensitive to impacts.
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changing levels of CCS. To accomplish this, the Nc1 log decrement ζ1 was measured over

a range of CCS magnitudes from zero up to the onset of instability. For a given controller

and CCS magnitude, the mean log decrement was calculated by averaging the output of

five decays measured at the four support bearing displacement sensors, i.e. a total of 20

samples. The stability maps in Figure 6.10 reveal the resulting trend and statistics. The

standard deviations of the log decrement (as indicated by the error bars) tend to be larger

at lower CCS values since the decay is much shorter given higher damping ratios. The

maximum allowable CCS Qmax assuming optimum support damping was 3540 N/mm and

is shown as a dashed vertical line. From the data presented the following conclusions were

drawn for the controllers designed without CCS uncertainty descriptions:

1. The controller designed with block-diagonal performance weight Wp,4 extended the

stability threshold by 30%, the largest increase for controllers synthesized without a

CCS uncertainty model.

2. The controller designed with 70% support stiffness anisotropy increased the stability

threshold by only 18% from the benchmark. However, this controller had the largest

effect on the Nc1 log dec in the absence of cross-coupling. At Q=0, this controller

achieved a log dec of 3.5 versus 2.2 for Benchmark I, a 59% increase.

3. Increased levels of stiffness anisotropy did not lead to improvements in the stability

threshold. The 50% support stiffness controller had different stability thresholds

depending the direction of impulse excitation, 2300 N/mm in the x−axis and 730

N/m in the y−axis.

4. The full block diagonal Wp,1 controller has a log decrement curve below the Bench-

mark I controller for all values of Q. The stability threshold of this controller was

33% lower than the benchmark.

With the inclusion of CCS uncertainty description the following conclusions were drawn

for the controllers synthesized:
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1. Uncertainty descriptions CCS Model 1 and 2 produced controllers (Benchmark Ic1

and Ic2) that were unable to suspend the rotor. The coupling introduced between the

different channels made the plant too difficult to stabilize with the given performance

weights.

2. Benchmark Ic3 achieves a log decrement of 4.0 the highest log decrement among all

controllers at Q = 0. However, the stability threshold of the controller is 15% lower

than Benchmark I.

3. The controllers designed with the block diagonal Wp,4 performance weight achieve

thresholds of 2500 N/mm and 2700 N/mm, i.e., the third highest and highest, when

using CCS Models 3 and 4, respectively. Surprisingly, CCS Model 3 has the higher

threshold despite defining a smaller eigenvalue perturbation than CCS Model 4. Also,

the log dec curve associated with CCS Model 4 remains below all the other controllers

up to 1500 N/m.

In typical rotor-bearing systems, such as rotors supported by tilting-pad journal bearings,

the damping ratio of the forward mode decreases with larger applied CCS, whilst the damp-

ing ratio of the backward mode increases Cloud (2007). In our experiments forward cir-

cular blocking has been used to selectively excite the forward mode. However, as shown

in Figure 6.10b for the Block diagonal controller with Model CC3 and the Block diago-

nal controller with Model CC4, the damping ratio increases with the applied CCS up to a

certain value of CCS, after which it decreases in the traditional manner. For both of these

controllers the log decrement Nc1 is maximized at a non-zero value of CCS in marked

contrast to the other controllers. From a control theory standpoint, this observation is rec-

onciled by recalling the local stability of closed-loop systems with unstable components

(Stein, 2003). From a mechanical vibration standpoint, changes in the shape of the rotor

whirl orbit at different levels of CCS have an effect on the rotor stability (Ehrich, 2004).
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Figure 6.10: Experimental stability sensitivity plot of log decrement of Nc1 versus desta-
bilizing cross-coupled stiffness Q for several controllers compared with the Benchmark
I.
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6.2 Discussions

6.2.1 Achievable versus Optimal Damping

The idea of optimum support damping was introduced in Chapter 3, along with the max-

imum allowable destabilizing stiffness Qmax. This theoretical upper limit on achievable

destabilizing stiffness as a function of the mechanical properties of the rotor-bearing sys-

tem, i.e., Kr, Mm and ωcr was calculated to be 3540 N/mm in Chapter 4. The Bench-

mark I controller demonstrated a stability threshold 56% of Qmax, while the most capable

controller demonstrated a stability threshold 76% of Qmax. Two questions are how much

further may the stability threshold be improved through better control design, and how

reasonable is the theoretical optimal damping assumption to this application. Larsonneur

(2009) pointed out that critical or very high damping of the rotor rigid body modes may

be realized with AMBs without much difficulty. This fact was evident evident from our

experimental stability analysis where log decrements of 4.0 (damping ratio 0.53 or 75%

of critical damping) were measured for Nc1. Achieving high damping levels assumes the

displacement sensors have a low noise floor, as the damping is realized by a derivative (or

filtered derivative) action which leads to increased gain at high frequencies. Significant

controller phase lead is straightforward to implement over the low frequencies around the

rigid body modes.

To begin to understand the effect of the controller response on the stability threshold

a comparison is made of Bode plots of the x-axis control channels (see Figure 6.11) of

three controllers with differing stability thresholds: Benchmark I, Full block controller

and Block diagonal Wp,4 Ic3 with stability thresholds of 2000 N/mm, 2700 N/mm and

1300 N/mm, respectively. The y-axis channels is omitted as as the weighting functions

are the same as the x-axis resulting in a similar response. In Figure 6.11a, the response

from NDEX→NDEX, the magnitude and phase of the full block controller are less than

magnitude and phase of the other controllers around Nc1, i.e., 45-55 Hz. This provides one
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reason why Nc1 was less damped for the full block controller, contributing to the lower

stability threshold. Looking at Figure 6.11d, the response from DEX→DEX, the phase lead

for the full block controller is comparable to the diagonal controller in the same frequency

range. This revelation makes the estimation of the overall damping of Nc1 by evaluating the

phase lead of the diagonal control channels less clear cut. The control responses along the

off-diagonal control channels, i.e., DEX→NDEX and NDEX→DEX, are shown in Figure

6.11b and c. From the mode shape of Nc1, we know displacements at both ends of the rotor

are in phase. Therefore, a phase angle between 0 and 90◦ will generate positive damping of

a certain magnitude. From the remaining figures it is clear how the block diagonal Wp,4 Ic3

controller has a larger magnitude response and positive phase angle indicating additional

damping of Nc1. The SISO transfer function analysis of controller damping capabilities

presented above is intuitive. However, this falls short of quantifying the overall damping

produced by a MIMO controller with significant coupling between channels, and more

importantly suggesting how far the effective damping at Nc1 may be increased with a more

aggressive control law.

The analysis of the effect of unstable poles and the available bandwidth of the control

system (see Section 3.2.2 on page 33 and Section 4.5.1 on page 88) sets an upper limit

on the achievable minimum peak output sensitivity (Stein, 2003). Using the maximum

singular value of the output sensitivity function, a generalization of this SISO result to

multivariable systems is possible. The extent by which the available control bandwidth and

hence achievable phase margin may potentially be increased through hardware modifica-

tions is revealed by searching for the weakest link among components in the feedback loop,

i.e., power amplifiers, signal conditioning and data converting circuits, and delay associ-

ated with sampling and computation elements. The small signal bandwidth of the power

amplifiers is a common limiting factor. Useful tricks include operating the amplifiers from

a higher DC bus voltage (if supported), or tuning the output stage of the amplifier to better

match the load impedance.
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Figure 6.11: Bode plots of three controllers comparing regions of positive phase.
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In answering the second question posed at the beginning of this section, we may con-

sider how accurate the optimal damping result is. The optimal effective damping figure de-

rived by Barrett (1979) made three key assumptions: actuator dynamics are absent, perfect

colocation of actuators and sensors is achieved, and the presence of rigid bearing supports.

The validity of each assumption is considered. The AMB actuators used in the MBTRI ex-

perimental setup have non-negligible dynamics in the form of a small-signal bandwidth and

force slew rate limit, i.e., power bandwidth. The presence of these dynamics gives the actu-

ator a non-ideal response and which manifests as phase lag or delay at higher frequencies.

Though position sensors used to feedback the rotor displacement are not perfectly collo-

cated with bearing center of action, they are close enough to be considered so. Furthermore,

the modal displacement of Nc1 has very limited bending (see Figure 5.31 on page 147a and

b) hence the shaft motion at sensor and actuator locations for a given AMB will always be

in phase. Therefore, the perfect colocation assumption is valid. The bearing supports refer

to the combination of the sensor mounts, the aluminium structure housing the AMB sta-

tor, the horizontal steel plate to which this housing is bolted, and the reinforced concrete

block on which the steel plate is fastened. During earlier work on the MBTRI experiment,

we noted that the aluminium housings and sensor mounts had several natural frequencies

within the control bandwidth, i.e., they behaved as flexible damped supports instead of the

rigid supports we expected. To minimize the compliance of the sensor mounts, a tuned

mass damper in the form of a 1” steel nut was attached with putty to each sensor mount. To

stiffen the aluminium housings, ribbed angle brackets were machined from structural steel

and fastened to the steel base plate and one face of the NDE and DE housings. Though

the changes forced many of the natural frequencies of the support beyond the controller

bandwidth, some did remain and we could no longer consider the support to be rigid. The

continued presence of damping and flexibility of the support subtracts from the effective-

ness of a given level of bearing damping leading to a loss of optimality in the previously

quoted optimal damping figure.
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6.2.2 Performance versus Uncertainty

Achieving a balance between the conflicting requirements of performance and robustness

in face of plant model uncertainty is the central challenge of feedback control. This trade-

off is well visualized by the magnitude of the desired loop gain |Gd| shown in Figure 6.12.

This plot generalizes several themes of control design in the frequency-domain presented in

this dissertation (Sidi, 2001). Firstly, high open-loop gains contribute to strong disturbance

rejection up to the open-loop unity gain crossover frequency ωc. Model uncertainty below

ωc is required to be low to prevent the occurrence of instability arising from the high gain.

At frequencies above ωc, controller gain roll-off produces a loop gain below unity which

desensitizes the feedback loop to uncertainties in the model and measurement noise. While

controllers to satisfy this trade-off for stable SISO plants are relatively straightforward to

synthesize, significant challenges occur when attempting to apply the same classical loop

shaping ideas to stabilize MIMO systems with RHP poles such as rotor-AMB systems

(Skogestad & Postlethwaite, 2005). The presence of multiple loop-gain crossovers from

the bending modes of flexible rotors increase the difficulty in applying loop shaping con-

trol design strategies. An alternative and more versatile design approach that easily covers

MIMO systems is the use of closed-loop transfer functions, e.g., system sensitivity func-

tions, to define the optimal performance and robustness trade-off. The worst case upper

bound on the magnitudes of system sensitivity functions, i.e., maximum singular values the

output sensitivity σ̄(S), complementary output sensitivity σ̄(T ), control sensitivity σ̄(KS)

and process sensitivity σ̄(GS), have been used to enforce performance criteria for the MB-

TRI experiment (see Section 5.4 on page 112). It was shown in Section 6.1.2 on page 152

that these bounds were satisfied for the nominal operating point of the experiment.

The dynamics of rotor-bearing system are known to vary significantly with changes in

the rotation speed and the magnitude of CCS excitation. Several uncertainty models were

developed in Section 5.3 on page 103 to capture these variations in a form suitable for

robust control design using µ-synthesis. Two powerful tools namely the ν-gap metric and
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Figure 6.12: Loop gain specifications for performance and robustness trade off (The Math-
works, 2009).

µ-analysis were used to study the uncertainty model sets and compare robust performance

trade offs. Such analysis is crucial to help develop insights into whether to control results

already presented may be improved.

The ν-gap metric analysis has shown that capturing the CCS uncertainty using a phe-

nomenological approach has an overwhelming advantage over direct modeling. CCS Model

1 and 2 both had gap metrics of unity, indicating that robust stabilization of models based

on either description could not be possible using a controller that stabilized the nominal

plant. In retrospect it was not surprising that CCS Models 3 and 4 had similar gap metrics.

The nominal values of the uncertain Nc1 eigenvalue parameter was 220 rad/s and 230 rad/s,

respectively. The only difference between the two descriptions was that CCS Model 4 had

an eigenvalue range that extended 10 rad/s above and below that of CCS Model 3. This

resulted in a slight increase in the µ-upper bound from 1.32 to 1.34 for the block diagonal

Wp,4 performance weight. However, for the benchmark performance weights, the µ-upper

bound decreased from 1.17 to 1.16 as CCS Model 3 was replaced with CCS Model 4. In

all cases, controllers developed with CCS Model 4 had a lower stability threshold than con-

trollers designed with CCS Model 3, demonstrating its conservatism. CCS Model 4 may

be improved by trying to better identify a nominal model that in a given uncertainty set

defined by an eigenvalue perturbation. The optimal nominal model would be that which
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Figure 6.13: Maximum singular value of interaction between model uncertainty and
weighted performance outputs, ‖Tzv( jω)‖

∞
or σ̄(M21( jω)).

has a minimum gap metric to all others (Jafarian & Haggblom, 2010).

µ-analysis of the M−∆ feedback interconnection was performed in Chapter 5 to analyze

the RS, NP and RP measures to determine which are driving the problem (Honeywell &

Lockheed-Martin, 1996). It was observed across all the controllers that satisfying the NP

objective, particularly below 100 Hz, was the limiting factor. Further decomposing the

problem revealed that the specification on the system gain from exogenous disturbances to

the weighted position error had the largest contribution to the NP objective. The system

interaction between the model uncertainties and weighted performance outputs for three

different model uncertainty sets, i.e., Speed Model 2 alone, Speed Model 2 + CCS Model 3,

and Speed Model 2 + CCS Model 4 are shown in the form of maximum singular values of

M21 in Figure 6.13. In Figure 6.13a the benchmark weighting functions are used, while in

Figure 6.13b the block diagonal Wp,4 weights are used. The peak value for all combinations

is less than 0.4. Therefore, neither stability robustness nor uncertain performance seem to

be limiting, rather the nominal performance specification σ̄(M22( jω)) enforced by Wp and

Wr. To improve the worst case µ-bounds, relaxing the performance criteria with changes to

Wp or Wr would have the most benefit.



Chapter 7

Conclusions and Recommendations

7.1 Summary of Accomplishments

This dissertation presents the results of an investigation into rotordynamic instability in

a high speed rotor-AMB test rig with similitude to a supercritical industrial compressor.

The occurrence of rotordynamic instability in centrifugal compressors arising from fluid-

structure interactions at the seal and impeller locations may, at best, limit machine through-

put, and at worst, result in machine damage due to its sudden and violent onset. This indus-

trially motivated problem lends itself well to the application of control theory. In particular,

we have investigated the use of robust control theory to extend the stability threshold. The

following accomplishments are noted:

• A high speed rotor-AMB test rig has been designed, constructed and commissioned

for rotordynamic stability investigations. In addition to the standard pair of radial

magnetic bearings necessary to support the rotor, the novel rotor design accommo-

dated an additional pair of radial magnetic bearings located at the midspan and quar-

terspan of the rotor. The midspan bearing generated the dynamic load characteristic

of the cross-coupled stiffness mechanism that leads to instability in industrial ma-

chines. While the quarterspan bearing provided arbitrary excitations to use during

175
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the evaluation of rotor-bearing system stability. Beyond the scope of this study, the

MBTRI hardware also provides a challenging yet practical platform for the imple-

mentation of a wide range of control theories under development at the University.

• A reduced-order nominal model of the plant dynamics has been developed from first

principles and validated using online system identification techniques.

• Several uncertainty models representing the effects of operating speed variation and

destabilizing cross-coupled stiffness (CCS) magnitude variation have been developed

and used to augment the nominal plant dynamics.

• ν-gap metric analysis of the nominal and uncertain plant models revealed the ef-

fects of the uncertainty modeling technique on the overall conservatism of the sys-

tem model. Less conservative models are preferred for the synthesis of model-based

controllers.

• Frequency domain weighting functions have been developed to translate the engi-

neering specifications of stability and robustness into cost functions to be optimized

by the controller synthesis procedure.

• Several robust µ-synthesis controllers have been designed to safely suspend the rotor

as it is operated from 0 to 18,000 rpm, crossing one bending natural frequency.

• Using experimental damping ratio measurement techniques, the stability sensitivity

as a function of the destabilizing force was determined. With the highest perform-

ing controller, the stability threshold was demonstrated to be 36% higher than initial

benchmark value. This brings us to within 76% of the maximum allowable instabil-

ity Qmax assuming the presence of optimum damping. Limitations of the optimum

damping and Qmax figure for rotor-AMB systems were highlighted.

• Extensive robustness analysis using the structured singular value framework revealed

that nominal performance specifications, specifically criteria governing the system
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gain from finite energy disturbance inputs to weighted position errors are most criti-

cal to reducing the µ-bound.

There is an emerging view that control system technology cannot be confined to devel-

oping algorithms to close feedback loops from sensors to the actuators, but can also play

a role in shaping the engineering design of the overall system to be controlled (van der

Schaft & Maschke, 2009). This is particularly true for complex mechatronic products with

coupled multivariable dynamics in which the controller plays a critical role in achieving

the performance specifications. A brief survey of such applications (apart from rotor-AMB

systems) that have applied robust control techniques similar to those described in this dis-

sertation include the track-following subsystem of an optical disc reader (Steinbuch et al.,

1998), nanometer precision motion control for a lithography wafer stage (van de Wal et al.,

2002), servo control of a high-friction metering valve for gas turbine engines (Shahroudi &

Young, 2008), and shape control of deformable mirrors using magnetic fluids (Iqbal et al.,

2010). These diverse examples exhibit several commonalities, one of which is the trade-off

between uncertainty and performance, and the other is the central role modeling plays in

the process of control design. A firm grasp of the fundamental limitations on achievable

performance with feedback that arise from the mechanics of the system are crucial as the

demand for high performance control systems continues. The engineering investment in

model-based tools such as structured singular value µ for synthesis and analysis provides

significant insight into the effects and feasibility of various specifications for the final de-

sign.

7.2 Recommendations for Further Work

Several recommendations for further work on the MBTRI experiment have been motivated

by the controller analysis experience and experimental results. First, we conclude that the

performance specifications defined using the frequency domain weighting functions were a
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critical limitation to improving the µ-bounds. The initial design of the weighting functions

and subsequent iteration to improve their end result, as described in Chapter 5, was a man-

ual heuristic process. Exploring a means of automating the optimization of performance

weighting functions can lead not only to large time savings during the design process and

better performance weights. Lanzon (2000) proposed an algorithm that modifies D-K itera-

tion in order to maximize the performance weights with respect to some cost function while

simultaneously minimizing the µ-upper bound. This approach promises serious dividends

when coupled (non-diagonal) performance weights are desired. However, the complexity

of the algorithm implementation and somewhat lack of transparency has hitherto prevented

its wider adoption. Second, additional insight to the physical eigenvalue perturbations

which result from CCS may be possible through experimental system identification tech-

niques applied to the rotor-AMB system under various magnitudes of destabilizing forces.

The information from the system identification procedures would be vitally important in

performing model (in)validation. Data-based uncertainty modeling techniques can be used

to reconcile differences with the first principles approach used in the dissertation. (Hag-

gblom, 2007, 2010) describe using convex optimization techniques to minimize the gap

metric of model uncertainty sets so as to obtain an optimal nominal model in the ν-gap

metric sense. Third, the author also concludes that some assumptions critical to the op-

timal damping derivation may be invalid for rotor-AMB systems, in general. Therefore,

the author suggests that optimal damping be derived for a multivariable rotor-AMB system

taking into account the actuator dynamics, i.e., small-signal and power bandwidth. Fur-

thermore, since the rotor mode (Nc1) excited by the instability exhibits less bending than

witnessed in practical supercritical compressors, a comparative derivation based on rigid

rotor model is warranted. It is likely these new values of optimal damping will have a

lower maximum allowable instability threshold than the value derived by Barrett (1979).

Additional aspects of rotor-AMB systems that may also be taken into account in a new

derivation may include sensor/actuator (non)colocation, and the presence of damped, flexi-
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ble supports. Fourth, motivated by recent literature on the use of tip-clearance actuation to

extend the stability margins of high speed compressors experiencing aerodynamic stall and

surge (Spakovszky et al., 2000; Yoon et al., 2010), the author is curious as to what effect

a similar rotor position modulation control strategy could have on the stability threshold

with respect to rotordynamic instability. There is one major difference between the classes

of two problems, the latter involves unstable rotor motion, while the former involves un-

stable fluid motion around the rotor. A comparative investigation into the use of stochastic

or robust disturbance estimators/observers to extend the stability threshold and how this

compares with the µ-synthesis approach used in this dissertation is also recommended for

future work.
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Test Rig Functional Overview
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Appendix B

ν-Gap Metric for Robustness Analysis

The Vinnicombe (or ν-gap) metric is an easily computed measure which quantifies the

difference in closed-loop performance between model sets based on their open-loop prop-

erties. A precise demonstration of the idea of this metric follows from the statements

(Vinnicombe, 1993):

i) Given a nominal plant P1, a controller K and a number β, then:

[P2,K] is stable for all plants, P2, satisfying δν (P1,P2)≤ β iff, bP1,K > β.

ii) Given a nominal plant P1, a perturbed plant P2, and a number β < bopt (P1) then:

[P2,K] is stable for all compensators, C, satisfying bP1,K > β iff, δν (P1,P2)≤ β,

where bopt (P1) := sup
K

bP1,K is the optimal stability radius (equivalent to worst case or H∞

gain of the nominal closed-loop system. Any LTI plant model P2 at a distance less than

β from the nominal plant P1 will be simultaneously robustly stabilized by a controller K

which stabilizes the nominal plant with a stability margin of β. While any P2 at a distance

greater than β from P1, will be destabilized by any K which stabilizes P1 with a margin of

at least β. A ν-gap close to zero indicates that a given controller K that robustly stabilizes

P1 will simultaneously robustly stabilize P2, while a ν-gap close to unity indicates the

opposite. The ν-gap metric is an extension of the gap metric introduced by Zames & El-

Sakkary (1980); El-Sakkary (1985). The advantage of the ν-gap over the standard gap
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metric is that it provides a clearer interpretation for analysis in the frequency domain, and

can be computed in a point-wise manner.

The ν-gap provides an intuitive and necessary and sufficient condition for the robust

stability of two closed-loop systems given their open-loop character. However, the metric

does not provide any information about the nominal or robust performance of the closed-

loop system. The Matlab function gap = nugap(sys1,sys2,ttol), calculates the ν-gap

metric for two systems sys1 and sys2 up to a tolerance of ttol.



Appendix C

Experimental Stability Measurements

C.1 Hardware Setup

Unidirectional and circular sinusoidal blocking excitation waveforms were generated by

the same ’C6713 DSP used to execute the control law suspending the rotor. The sinu-

soidal waveforms are produced from a 6000 point look-up table. The amplitude, offset and

frequency can be specified by the user through a graphical interface.

The voltage representing the excitation is used to drive four Copley 4212 power am-

plifiers, each of which was connected a single control quadrant of the quarterspan AMB.

The DC gain and small-signal bandwidth of the amplifiers were adjusted to the provide a

similar response for all four quadrants.

The rotor response resulting from the blocking excitation measured at all (eight) dis-

placement sensors as well as the four controller output voltages was acquired using three

NI 9234 4-channel analog input modules located in a National Instruments cDAQ 9172 8-

slot chassis. A digital I/O module (NI 9401) was used to receive trigger information from

the DSP marking the start or end of an excitation event. A Labview VI was composed to

interactively display the power spectral densities of the displacement and controller output

voltages, as well as record this data for post-processing.
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C.2 Damping Ratio Estimation Algorithm

The single channel backward auto-regression algorithm to estimate damped sinusoids in

a noisy background was due to Kumaresan & Tufts (1982). A linear prediction equation

was setup using the free vibration decay data yi collected at fixed sample rate fs from i

sensor channels. Off-line backward auto-regression uses the future values to predict the

past vibration amplitudes with minimal square error and provides an intrinsic method to

distinguish poles (damped eigenvalues of the system) that are due to noise from poles

that are due to the physical vibration response rotor. The vibration response of the past

measurements is modeled as a linear combination of the future measurements. To begin, a

qth order difference model for each channel at a given time instant k was constructed from

n recorded samples

yi [k] =
q

∑
j=1

a jyi [k+ i]+ ε [k] , (C.1)

= a1yi [k+1]+a2yi [k+2]+ . . .+aqyi [k+q]+ ε [k] , (C.2)

where ε [k] is the statistical prediction error (assumed to be distributed as zero mean white

noise) and q is the number of unknown scalar parameters a j representing the dynamics of

the system. The following time series linear matrix equation was constructed to solve for

a j

[
a1 a2 . . . aq

]


yi [1] yi [2] . . . yi [n−q]

yi [2] yi [3] . . . yi [n−q+1]
...

...
...

yi [q] yi [q+1] . . . yi [n−1]


=



yi [0]

yi [1]
...

yi [n−q−1]



T

,(C.3)

AY = Yb. (C.4)
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The above system was solved using a truncated singular value decomposition (SVD) to

segregate the noise and signal subspaces. This enables lightly damped poles in a noisy

background to be more easily identified than a direct application of least squares, i.e.,

Â=YbY+. The truncated SVD allows the r largest singular values of the regression matrix

Y to be retained in a new matrix Yr̂

Ur̂Σr̂VT
r̂ = Yr̂. (C.5)

The model order q needs to be several times larger than r, i.e., over-specified, to produce a

good fit. The solution to Equation (C.4) is

Â=
(
−VT

r̂ Σ
−1
r̂ UT

r̂

)
Yb. (C.6)

The entries in Â are then used to define a qth order characteristic polynomial

B(z) = 1+ â1z−1 + â2z−2 . . .+ âqz−q. (C.7)

Solving for the complex roots of B(z) produces q roots some of which represent the physical

vibration response and others which are not. Physical modes produce roots outside the unit

circle of the complex plane while roots within the unit circle are considered erroneous.

Denoting the mth complex root of B(z) located outside the unit circle as wm, the damped

eigenvalues λm are found

λm =− fs ln(w∗m) , (C.8)

and the resulting damping ratio

ζm =
−Re(λm)

|λm|
, (C.9)
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and the logarithmic decrement

δm =−2π
Real(λm)

|Imag(λm)|
. (C.10)

Four calculated of logarithmic decrements of Nc1 are obtained from performing the damp-

ing ratio estimation on the NDE-X, DE-X, NDE-Y and DE-Y sensor measurements. The

decay measurement was repeated five times, to yield a total of 20 data points for each CCS

magnitude investigated. The statistics computed from this data are shown in Figures 6.10a

and b.
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