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Abstract

Finding transcription factor (TF) binding sites in the DNA is of central importance for understanding the

molecular mechanisms of gene regulation. The genome-wide identification of TF-binding sites (TFBS) has

recently become available for a few species owing to the ENCODE consortium through ChIP-seq. However,

due to the expensive and time-consuming nature of existing ChIP-seq technologies, computational methods,

for accurately modeling the DNA sequence preference of transcription factors and for predicting their binding

sites, continue to be critical, especially for the under-studied cellular contexts, e.g. non-model species’

genomes or rare disease’s cell types. Most existing studies for sequence-driven TF binding prediction have

ignored the consideration of cellular contexts and/or ignored the data heterogeneity among multiple contexts.

We, on the other hand, propose a novel method named “transfer string kernel” (TSK) to achieve better

predictions of sequence-based TF binding preferences using cross-context sample adaptation. Relying on the

idea of “knowledge transfer” from machine-learning, TSK pursues context-specific TF binding prediction via

three essential components: (1) TF binding patterns on DNA sequences are mapped to a high-dimensional

feature space under the discriminative string kernel framework; (2) Labeled TF binding examples from a

source context are transferred to a target context through re-weighting the source samples adaptively using

kernel mean matching (KMM) estimator; (3) An instance-weighted support vector machine framework is

then implemented to classify sequence segments into TF binding or non-binding sites in the target context.

Utilizing TF binding data from ENCODE, we experimentally verify TSK’s capability to adapt from the

source cell-type GM12878 to the target cell-type K562 and the source genome as human to the target

genome as mouse. The proposed TSK method consistently improves the predictions of TF binding in these

target contexts over the baselines, without consideration of heterogeneity or scarcity among samples, and

state-of-the-art sequence-based TF binding predictors.
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Chapter 1

Introduction

The activity of genes, in a living cell, is coordinated by a regulatory network in which transcription factor

(TF) proteins are essential. Each TF protein binds to specific binding sites in the regulatory regions (e.g.

promoters, enhancers) of the genes, thus providing their activation or repression. Accurate modeling of

TF binding sites (TFBS) on DNA is key for understanding the function and evolution of genomes. Only

recently, has the genome-wide identification of TF-binding sites become possible, thanks to the development

of chromatin immunoprecipitation followed by massively parallel DNA sequencing (ChIP-seq) technologies

[2]. However, maps of genome-wide binding sites are only available for a few of the cell types and that too

only in the human and mouse genomes. Major reason for this gap is that performing ChIP-seq experiment

on the element of interest is both time and money consuming. Hence, computational methods to identify

the binding sites of DNA-associated proteins are constantly the key focus, which aim to predict the relative

affinity (or dissociation constant) and/or the probability of occupancy at any position in the genome.

Previous literature has included a large number of sequence-motif based computational techniques,

which normally use position-based sequence information for predicting TFBS. For example, [3] applies

greedy optimization with bootstrapping, using coverage profiles as motif positional preferences, for better

identification of transcription factor motifs than existing tools like [4].

Another category of models are string kernels, that are trained by extracting features from a set of

previously labeled sequences and then use the learned models to classify new set of sequences. Very recently,

[1] extended this discriminative classification setup for predicting sites with transcription factor binding in a

cell-type specific manner, by using the epigenetic information (e.g ChIP-seq maps and histone modifications)

of another cell type. The authors have implemented string kernels under support vector machines (SVM)

framework, in order to label a DNA sequence position as positive or negative for binding of a certain

1



Chapter 1 Introduction 2

transcription factor. Their results have indicated that the SVM string kernel based models achieve better

binding site predictions than traditional motif based approaches.

Despite the exciting aforementioned work of string kernel based TFBS prediction, one gap is significant:

this framework assumes the training and testing samples are drawn from the same probability distribution.

However, this assumption can be easily violated for the TFBS prediction tasks due to two reasons: (a) the

labeled data is scarce. ENCODE datasets have covered only a limited number of cell types [5] and have only

involved human and mouse genomes. (b) the labeled datasets are heterogeneous, since the DNA sequence

pattern from TFBS varies with many factors, e.g. certain TF, certain cell type, certain genome or certain

environmental condition. As an attempt to solve these two challenges, we propose a novel approach named

“Transfer String Kernel (TSK)” to achieve better predictions for TF binding preferences through knowledge

transferring across the samples. To demonstrate the effectiveness of TSK, we apply it on two very different

TFBS applications, wherein one is for cross cell-types, and the other is for cross-genomic TFBS predictions.

Our method exhibits the following advantages,

• A major advantage is the natural transfer of knowledge/samples among heterogeneous sample groups,

e.g. from one genome, cell type or environmental condition, to another. This is extremely important

when limited numbers of samples are available in the target group and there exists heterogeneity among

the groups.

• Secondly, the discriminative string kernel framework with mismatches provides a flexible and principled

framework in capturing both the motif mismatch patterns and at the same time considering global

distribution among the samples.



Chapter 2

Background

2.1 Target Biological Task

2.1.1 Transcription Factors

Transcription Factors (TFs) are proteins that bind to sequence-specific locations on the DNA and control

the rate of transcription of genetic information from DNA to messenger RNA. They are essential for the

regulation of gene expression in the cell and play a vital role in many cellular processes. Genes are often

flanked by several Transcription Factor binding sites (TFBS) for distinct TFs, and efficient expression of each

of these genes requires the cooperative action of several different TFs. Hence, the combinatorial use of a

subset of approximately 2000 human transcription factors easily accounts for the unique regulation of each

gene in the genome during cell development. Binding event of a TF provides deeper understanding of cell

machinery. Many disorders/diseases, which are caused by up or down regulation of genes can be explained

by such binding or non-binding events. Thus, finding all TFBS on the genome becomes an important

problem in the field of biology. Recently, Chromatin immuno-precipitation followed by massively parallel

DNA sequencing (ChIP-seq) technologies [2], have allowed genome-wide identification of TFBS (Figure 2.1).

However, performing ChIP-seq experiments on all possible TFs in hundreds of cell types and genomes is

a time and money consuming process. The largest repository of TFBS data obtained through ChIP-seq,

ENCODE [6], has sampled 119 of 1800 known TFs for a limited number of cell types in human and mouse

genomes [5]. Therefore, due to this gap in available information regarding TFBS, a large number of tools

have been developed to predict the binding sites of TFs in a particular cell type or genome.

3
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Transcription  
Factor 

Gene 

Genome ATATCGTATCTTTTAAACCGGGTTGGCCAATAGC	   ATATCGTATCTAAACCGCCCTACT	  

ChIP-seq 
Map for TF Peak 

Transcription 
Factor 

Binding Site 

CHIP-SEQ 
+ 

SEQUENCING 

DNA 

Figure 2.1: ChIP-seq technology allows genome-wide mapping of TFBS. After sequence alignment step,
ChIP-seq maps consist of “peaks” or enriched regions marking binding locations of TFs.

2.2 State-of-the-art Bioinformatics Tools

2.2.1 Position Weighted Matrix based Approaches

Earlier developed techniques are generative in nature, that is based on input sequences, a Position Weight

Matrix (PWM) is computed. PWM is a probabilistic or weighted description of sequences and is used to

describe consensus sequence motifs of TFBS. It is generally represented in the form of a sequence logo as

illustrated in figure 2.2. The computed PWM is then compared to existing PWM databases like JASPAR [7],

and the tool outputs a list of TFs ranked according to the probability of their binding to the given set of

sequences. Tools using PWM calculation for TFBS prediction, like MEME [4], are very popular. However,

recent DREAM competition [8] has compared a large number of existing models that predict potential

transcription factor binding preferences based on sequences. It concluded that those simple models based on

position weight matrices (PWM) , even when trained using best methods, perform similarly for majority of

transcription factors being examined.

2.2.2 String Kernel based Approaches

On the other end of the spectrum, are discriminative techniques, like string kernels, that have been used

successfully for capturing patterns of DNA or Protein sequences through local string comparisons with

mismatches under the discriminative classification framework. This discriminative setting tries to capture the

differences among classes, while its counterpart, generative models like tools from [4] focus on capturing shared

characteristics within classes.Previous studies [1] have shown that the discriminative models have better

distinction power over the motif based generative models. The idea of using string kernels for classifying
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Genome ATATCGTATAACAATAACCGGGAACTAATAGC	   ATATCGTATCTAACAAATCCTACT	  

ChIP-seq 
Map for TF Peak 

Sequence 
Logo 

	   	  1 	  2 	  3 	  4 	  5 	  6 	  7 	  8 	  9 	  10 	  11 	  12	  
	  
A 	   	  14 	  0 	  0 	  14 	  28 	  40 	  9 	  45 	  42 	  13 	  15 	  9	  
T 	   	  12 	  3 	  4 	  12 	  11 	  10 	  9 	  6 	  5 	  38 	  12 	  3	  
C 	   	  3 	  0 	  1 	  8 	  2 	  2 	  36 	  2 	  2 	  0 	  1 	  0	  
G 	   	  0 	  1 	  0 	  16 	  10 	  1 	  2 	  3 	  2 	  0 	  7 	  11	  

Position 
Weight 
Matrix 

Figure 2.2: Sequences under TFBS are used to calculate Position Weight Matrix, describing the TF motif. A
sequence logo graphically represents the sequence conservation of nucleotides in a set of DNA sequences.

biological sequences was first introduced in [9] [10], where they were used to classify protein sequences

into different protein families. Later, due to TFBS data availability through ChIP-seq, string kernels were

used to classify sequences of DNA into TF binding and non-binding sites in [1]. The authors implemented

di-mismatch string kernel to convert input sequences into features, which were then used to train Support

Vector Machine for binary classification. The model was trained on sequences from one cell type and used to

make prediction of binding events on sequences from another cell type. The paper compared the performance

of this model with various motif-finding tools (like MDscan, cERMIT etc), evaluated on the ability to

discriminate between ChIP-Seq defined peaks and nearby non-peak regions. A ChIP-seq peak is a region of

significant enrichment, indicating evidence of TF binding event. The SVM sequence model was shown to

better capture the underlying sequence content of TF binding sites for > 90 % of TFs. However, most of the

string kernel implementations use “Trie” data structure for kernel computation, which results in slow run

times for large values of mismatches in the sequences. To solve this problem, [11] introduced “Intersection

based algorithm” for more efficient and scaleable implementation of string kernels, thus improving over the

running times of previously discussed methods.

Building on the idea of cross-cell type training and prediction of TFBS sequences, we expand into the

notion of “cross-context” prediction by taking into consideration data heterogeneity and scarcity. We also

implement the efficient versions of string kernel, resulting in faster computations and add transfer learning in

order to enable the model to make predictions not only across different cell types but also across genomes.

Our model, “Transfer String Kernel”, has been explained and evaluated in subsequent chapters.



Chapter 3

Transfer String Kernel

In this work, we focus on string kernel-based classification setup, which aims to classify each DNA sequence

segment as TFBS or non-binding background site. Currently available TFBS datasets exhibit both properties

of scarcity and heterogeneity. Thus, existing models are not sufficient for capturing differences among samples

or data distributions, especially when working with TFBS of separate genomes, cell-types, environments etc.

To improve the cross-context sequence-based predictions of TFBS, we propose a novel learning approach,

“Transfer String Kernel” (TSK) here, in order to enable discriminative TFBS predictions by utilizing available

TF binding labels in an efficient way. We now discuss the different components of our approach.

3.1 Support Vector Machines

Support Vector Machines (SVMs) are a class of supervised learning algorithm. The goal of SVM is to learn a

linear decision boundary to discriminate between the class of a set of positive and negative examples of the

input training vectors. Once trained, we get a linear classifier, which can be used to classify test samples.

Thus given training data,

x1, x2, . . . , xn ∈ Rn

y1, y2, . . . , yn ∈ {−1,+1}

the linear classification rule f can be specified by a pair 〈w, b〉 where w ∈ Rn and b ∈ R, such that,

f(x) = 〈w, x〉+ b (3.1)

6
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Negative Instances (y = -1) Positive Instances (y = +1) 

w . x + b ≤ -1 

w . x + b ≥ +1 

w . x + b = 0 

Figure 3.1: Linear SVM Classifier.

where a point x is classified as positive, if f(x) > 0, else if f(x) < 0, it is classified as a negative example

as seen in Figure 3.1.

The simplest approach is that SVMs find the hyper-plane that maximizes the gap between data points

(positive from negative) on the boundaries (so-called “support vectors”) [12]. This is known as the “hard

margin”; however, this optimization does not work well in case of non-linearly separable data. In that case

we use the concept of “soft margin”, where a ‘slack variable’ is assigned to each instance ξ ≥ 0, which can be

thought of distance from the separating hyper-plane if an instance is misclassified and 0 otherwise. Another

solution for this optimization problem is to project the input data into a feature map, such that it can be

classified linearly by the SVM and thus kernels are used for this type of implementation.

3.2 Kernels

Kernels are used to map the input data into feature space, thus allowing SVM to linearly classify the feature

space for non-linearly separable data, as presented in Figure 3.2.

The smooth combination of kernel techniques with SVMs is a result of some interesting properties of

SVMs. The important feature is that SVM optimization problem is equivalent to solving a dual quadratic

problem [9]. Quadratic Problem (QP) is a special optimization problem where the function to optimize

(“objective”) is quadratic, subject to linear constraints. Thus the SVM optimization problem, like QP, can

be fitted in the “dual form” with weights αi, i = 1 . . . N :

Maximize

N∑
i=1

αi −
1

2

N∑
i,j=1

αiαjyiyj~xi~xj (3.2)
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Kernel 

ϕ 

Data cannot be 
separated linearly in 
the INPUT SPACE 

Data can be separated 
linearly in the 

FEATURE SPACE 
generated by Kernel 

Figure 3.2: Example of Kernel mapping of input data into feature space.

subject to

αi ≥ 0,

N∑
i=1

αiyi = 0

This dual problem only depends on the inner products 〈xi, xj〉 and thus allows the combination of kernel

techniques into the SVMs [12]. Therefore, if we have a set of labeled examples (xi, yi), where xi belongs to

input space χ, then any feature map φ from χ into a (higher-dimensional) vector is called feature space:

φ : χ→ Rn, (3.3)

a kernel K on χ× χ can be obtained such that,

K(x, y) = 〈χ(x), χ(y)〉 (3.4)

And thus, by replacing 〈xi, xj〉 by K(xi, xj) in the dual problem, SVMs can be used in feature space [9].

3.3 String Kernels.

Classic string kernel methods have provided some of the most accurate results in remote protein fold and

homology detections [13],[11]. Recently, [1] proposed to utilize a similar k-mer based string kernel classification

setup to predict cell-type specific TFBS, by using sequence information of these sites.
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The key idea of string kernels is to apply a mapping φ(·) to map sequences of arbitrary length into a

vectorial feature space of fixed length. In this space, a standard classifier such as a support vector machine

(SVM) ( [14]) can be then applied. As SVMs require only inner products between examples in the feature

space, rather than the feature vectors themselves, string kernel ([13],[11] ) implicitly computes an inner

product in this feature space:

K(X,Y ) = 〈φ(X), φ(Y )〉, (3.5)

where X = (x1, . . . , x|X|), where |X| means the length of the sequence. X,Y ∈ S, S is the set of all

sequences composed of all possible nucleotides. φ : S → Rm defines the mapping from sequence X ∈ S to a

m-dim. feature vector.

Our target problem of TFBS predictions essentially could be treated as the tasks of learning strings of

nucleotides (ATCG) that typically describe the patterns of binding for a certain TF of interest. Given an

input DNA sequence segment, the target binding relationship will be recognized by performing matching

between patterns present in the test sequence segments and the patterns in the annotated training segment

examples. This amounts to computing string kernel (similarity score) between DNA sequence segments based

on certain feature representations.

Feature extraction and feature representation play key roles in the effectiveness of sequence analysis since

biological sequences cannot be readily described as feature vectors. One classic representation is to treat DNA

sequence segment as an unordered set of nucleotide k-mers (combinations of k adjacent nucleotide residues)

and a feature vector indexed by all k-mers records the number of occurrences of each k-mer in the current

sequence. The string kernel using this representation was named as spectrum kernel [13] , where the spectrum

representation describes the counts of occurrence of each nucleotide k-mer in a DNA sequence segment.

Similarity scores between sequences are then computed by taking an inner product between corresponding

“k-mer - indexed” feature vectors

K(X,Y ) =
∑
γ∈Γ

cX(γ) · cY (γ), (3.6)

where γ represents a k-mer, Γk is the set of all possible k-mers, and cX(γ) is the number of occurrences

(with normalization) of k-mer γ in sequence X.

Efficient inner product evaluation becomes very important in case of k-mer based representations since

using explicit feature vector mapping φ(·) becomes problematic (especially in the case of inexact matching) for

even small value k as the dimensionality of the feature vectors is exponential in k. Researchers have proposed

various strategies ([13, 11]) to conquer these difficulties and we adopt a sufficient statistic strategy from [11]

for efficient string kernel computation. We illustrate the concept of string kernels using (k,m)-mismatch
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GGAATTTGAGCAGGACTAATTGGAACTTCTTTAAGATTACTTATTCGAACTGAATTAGGAACCCCAGGATCTTTAATTGGAGATGATCAAATTTATAATACAAT

TGTTACAGCTCATGCATTTATTATAATTTTTTTTATAGTTATACCTATTATAATCGGAGGATTTGGAAATTGACTAGTTCCATTAATAATAGGTGCCCCAGATATAG

CTTTCCCCCGTATAAATAACATAAGATTTTGATTATTACCCCCATCTTTAACTTTATTAATTTCAAGAAGAATTGTTGAAAATGGGGCTGGTACAGGATGAACA
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Figure 3.3: String kernel. A sliding window of size k=5 is used to derive feature representation φ(X) of an
input sequence X.

kernel ( [11] ) in figure 3.3. Mismatch string kernel considers k-mer counts with m inexact matching of

k-mers. As can be seen from Figure 3.3 string kernels with mismatches can capture binding patterns using

combinations of nucleotide (k-mer with mismatch) as features.

3.4 Transfer Examples through Importance Re-weighting via Ker-

nel Mean Matching.

In the above string kernel based discriminative framework, the training and testing samples are assumed to

be drawn from the same probability distribution. However, as discussed previously, this assumption can be

easily violated for the targeted TFBS prediction task due to two reasons:

• Labeled data is scarce. TFBS dataset is available for a limited number of cell types for human and

mouse genomes only.

• Labeled datasets are heterogeneous. Since the DNA sequence pattern related to TF binding varies with

many factors, e.g. certain cell type, certain genome or certain environmental condition.

Thus, it is important to figure out a certain strategy that could not only consider the variation among

training sources and among training and testing samples, but also at the same time be able to combine as

many training samples that are currently available as possible. We propose to revise the mismatch string

kernel framework using “Transfer Learning” ([15]), which has been applied to a wide variety of real-world

problems to perform knowledge transfer between source and target tasks. Knowledge transfer, if done
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successfully, would greatly improve the performance of learning by avoiding the much expensive data-labeling

efforts [15].

Specifically we focus on revising the string kernel algorithms under the “covariate shift” assumption ([16]

), i.e. the conditional probability distribution of the output variable given the input variable remains fixed in

both the training and testing set. That is, the shift happens only for the marginal probability distribution of

the covariates, not for the conditional distribution.

Ptr(dy|x) = Pts(dy|x) = P (y|x) (3.7)

This indicates that,

Ptr(x, y) = Ptr(dy|x) ∗ Ptr(x) = P (y|x) ∗ Ptr(x)

Pts(x, y) = Pts(dy|x) ∗ Pts(x) = P (y|x) ∗ Pts(x)

Under the classical empirical risk minimization setting, we thus aim to estimate our string kernel classifier

through the following optimization,

minR[Pts, l(x, y, θ)] = EPts
[l(x, y, θ)] + λΩ[θ]

= EPtr
[β(x, y) ∗ l(x, y, θ)] + λΩ[θ]

It is well-known that under the setting of “covariate shift”, the key to correct the sampling bias is to estimate

the so-called “importance weight” or density ratio β(x, y) for each training sample,

EPts
[l(x, y, θ)] = EPtr

[β(x, y) ∗ l(x, y, θ)]

= EPtr
[
Pts(x, y)

Ptr(x, y)
∗ l(x, y, θ)]

where when provided Pts � Ptr, the importance weighting is defined as,

βimp(x, y) :=
Pts(x, y)

Ptr(x, y)
=
Pts(x)

Ptr(x)
, (3.8)

A number of methods have been proposed to estimate the “importance weight” β from finite samples [17],

including kernel mean matching (KMM), logistic regression, KL importance estimation and possibly many

others. Here we focus on the KMM: kernel mean matching estimator from [16] to estimate β.
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KMM estimator accounts for the difference between Pts(x, y) and Ptr(x, y) by re-weighting the training

points such that the means of the training and testing points in a Reproducing Kernel Hilbert space (RKHS)

are close. That is why this re-weighting process is named as kernel mean matching (KMM). When the RKHS

is universal, the population solution to this minimization is exactly the ratio Pts(x)
Ptr(x) . Let βi represents the

“important weighting” of a source instance xi. KMM uses a so-called “maximum mean discrepancy” measure

to minimize the difference between the empirical mean of the source and the empirical mean of the target

distribution. Formally, KMM tries to match the mean elements in a feature space induced by a kernel k(·, ·)

on the domain X × X ,

minβL̂(β̂) := ‖ 1

ntr

ntr∑
i=1

β̂i ∗ φ(Xtr
i )− 1

nts

nts∑
i=1

φ(Xts
i )‖,

=
1

n2
tr

β̂TKβ̂ − 2

n2
tr

κT β̂ + const.

Here, K is the kernel matrix among all source examples, and κ is the weighted sum of kernel values among

source example and target examples,

κi =
ntr
nts

nts∑
j=1

K(xtri , x
ts
j ) (3.9)

The above equation is a quadratic program which can be efficiently solved through the projected gradient

optimization. The derived importance weights will then be used to re-weight training samples in the support

vector machine classification algorithm, i.e., instance weighted SVM optimizes:

ntr∑
p=1

αp − 0.5
∑
p,q

αpαqypyqK(xtrp , x
tr
q ),

s.t.
∑
p

αpyp = 0, s.t.βpC ≥ αp ≥ 0

KMM has been successfully implemented for RKHS and Gaussian kernels. In this paper we apply it in

conjugation with (k,m)-mismatch string kernel, thus enabling us to perform knowledge transfer across

sequential data.

3.5 Transfer String Kernel:Methodology

Combining biological sample from multiple species has been shown to be helpful in a number of important

tasks. For example, cross-species gene expression analysis has show to recover true associations between genes

[18]. The basic motivation there is that many genes across species perform similar functions or share the

same regulatory relations so that one can exploit information on related genes from multiple species. For our
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Figure 3.4: Summary of the Transfer String Kernel approach.

task, in addition to improving prediction quality, cross-species TFBS analysis can identify conserved/common

regulatory relations, which are more likely to play essential roles, as well as species-specific regulatory relations.

By combining the above subsections, the proposed “Transfer String Kernel” method takes a multi-stage style:

1. String Kernel Step: We first use mismatch string kernel to convert the DNA sequences into features

and obtain the kernel matrix K and κ;

2. Transfer Learning Step: Next, we utilize Kernel Mean Matching on K and κ to obtain importance

weights for each training sample β̂;

3. Instance Re-weighting and Classification Step: Finally, we use β̂i to re-weight our training

samples and train an instance-weighted SVM classifier with the mismatch string kernel matrix, for

performing classification of sequences using Support Vector Machines.

This approach has been summarized in Figure 3.4, and presents a number of notable properties:

• It is a wrapper approach and can be used to extend to all string kernel variations;

• It is very efficient as the string kernel has linear cost in the input length ;

• It provides a unified framework for TFBS prediction using training samples across many heterogeneous

groups, e.g. cross-genomes;

• It is a general setup and not restricted to TFBS prediction task, since no task specific knowledge is

necessary for the training;

• It can be used for other cross-context sequence analysis applications.
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Figure 3.5: Examples of multiple cellular-contexts with urgent needs of TFBS predictions.



Chapter 4

Evaluation

4.1 Experimental Setup

To evaluate our approach, we apply TSK (Transfer String Kernel) on both cross-cell types and cross-genomic

contexts. Our experimental setup is similar to that implemented in [1]. We used top 1000 TFBS sites

obtained from the genome-wide mapping by ChIP-seq experiments as positive samples. Here coordinates

of TFBS can be differentiated from background by significantly enriched sites, or “peak”, and are obtained

from the Chip-seq data available in ENCODE repository. However, our TFBS data differs from that of [1]

because, instead of selecting flanking regions from the peaks as negative or non-binding sites, we selected

the a “peak-centric standard” as described in [19]. “Peak centric standard” defines a single position in each

ChIP-seq peak as a binding site for the TF (a positive), and treats all other genomic positions as negatives.

Thus, 100 base-pairs long sequences from center of the peaks were labeled as positive TFBS sequences, while

sequences labeled as negative or non-binding events (100 base-pairs in length) were chosen randomly from

the genomic regions, which were not occupied by TF protein. Our aim is to generate datasets that imitate

the scenario such that, given a set of sequences, our model is able to differentiate the TF binding regions

from the non-binding background regions accurately. We first demonstrate the application of our model and

its comparisons to other baselines on the task of cross-cell type TFBS learning and then on the cross-genome

case. For cross-cell type case, we selected 11 common TFs among the two cell types GM12878 and K562

of human species. The former cell-type is related to blood cells, while the latter represents leukemia cells.

Therefore, knowledge transfer of TFBS information is performed between healthy and diseased tissue types.

For the cross-genome application, we selected 10 TFs for which, ChIP-seq data is available for cell types

GM12878 and CH12 belonging to human and mouse species respectively. These two cell types are both

15
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relevant to blood cells and thus the 10 selected TFs, or regulatory proteins, help in the functioning of the

cell machinery of blood cells in humans (GM12878 tissue) and mouse (CH12 tissue). The task of predicting

TFs in one sample while utilizing data from a separate sample (across cell types or genomes) is useful in

gaining knowledge of TFBS for a cell type for which ChIP-seq data is unavailable as well as provide deeper

understanding of the relationship between TFBS of different cell types or genomes. All the datasets were

equally divided into training and test sets and used as inputs for model evaluations.

4.2 Evaluation Metric

In this paper, our investigation of Transfer String Kernel is focused under the framework of SVM classifier.

SVMs are known to provide state-of-the-art performance for many applications [14], in particular in compu-

tational biology [20]. Given sequence data of each sample, SVM learns a real-valued function that assigns

a continuous score to each candidate sequence segment based on the labeled training set. Although -1, 1

prediction is usually obtained by simply taking the sign of this score, the value of the score itself contains

some form of confidence in the prediction. Larger scores correspond to more confident predictions. As a

result, we propose to rank all candidate segments in the test set by the value of the SVMs predictions. This

naturally leads us to utilize AUC score from ROC curve as our main evaluation metric. Receiver Operator

Characteristic (ROC) curves plot the true positive rate against the false positive rate for different cut-off

values of the predicted score. The area under the ROC curve (AUC) is commonly used as a summary

measure of diagnostic accuracy. AUC is interpreted as the probability that a randomly selected ”event”

will be regarded with greater suspicion (in terms of its continuous measurement) than a randomly selected

“non-event”. AUC score ranges between 0 and 1, where values close to 1 indicates more successful predictions.

The following first three sections present experimental results for the cross-cell-type data, while the last

discusses the implementation of cross-genome TSK. Acronyms for different methods are listed as follows:

• SK represents the (k,m)-mismatch kernel implementation adapted from [11];

• TSK denotes our “Transfer String Kernel” approach, where transfer learning is performed once the

kernel is computed using SK;

• PWM is the method of scoring each sequence for potential TF binding event based on Position Weight

Matrices obtained from existing TF databases like JASPAR [7];

• Di-mismatch Kernel has been implemented in [1] for prediction across different cell types (but

without considering the sample heterogeneity);
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Figure 4.1: AUC Scores, for different Transcription Factors, when k is varied from 5 to 10 for the implemented
(k,m)-mismatch string kernel (m=2). Prediction performance of SK increases with increase in k.

4.3 Effect of k parameter on the performance of SK

One of the most important hyperparameters to tune is k. Cross-validation based model selection is performed

for choosing the hyperparameters, such as k. For selecting the k parameter, we decided to implement string

kernel based model (SK). For example, Figure 4.1 shows the AUC scores with different values of k, where

training was performed using data from GM12878 cell-type and test data was from K562 cells. This allowed

us to understand what length of k-mers from the sequences, with mismatch (m) = 2, better captures the

patterns among different sequences for our task. Figure 4.1 shows the prediction performance of using different

k values for all the 11 selected TFs.

We observe an increase in the AUC scores (representing prediction performance) for all the TFs when k

is increased from 5 to 10, while keeping m=2 constant in the (k,m)-mismatch kernel computation. Also,

for TFs like EZH2, JUND and SRF, there is a steep increase in the performance with the increase of k.

This indicates that their motifs are less consistent as compared to other TFs and need better techniques to

capture motif patterns among their TFBS sequences. According to results in this case, one such strategy is

to increase the value of k in the string kernel computation. Since overall k = 10 gives the best performance,

rest of our analysis uses (10, 2)-mismatch kernel for kernel computation.

4.4 Performance Evaluation of SK versus Di-Mismatch Kernel

As mentioned earlier, we have used the “peak centric standard” for our evaluations. Nevertheless to compare

our basic SK model to the di-mismatch kernel used in [1], we have relabeled our data according to the paper

[1]. That is, our negative sequences were taken from the flanking regions 200 base-pairs away from the



Chapter 4 Evaluation 18

0.5	

0.55	


0.6	

0.65	


0.7	

0.75	


0.8	

0.85	


0.9	

0.95	


1	


GABP	
 JUND	
 SIN3A	
 SRF	
 TAF1	
 SP1	
 EGR1	
 YY1	


A
U

C
 S

co
re
	


Transcription Factors	


SK	


Di-mismatch 
Kernel	


Figure 4.2: AUC Scores, for different Transcription Factors, generated by our SK model and that of di-
mismatch kernel obtained from Table S3 in [1]. Our SK model performs better for most of the selected
TFs.

center of the TF peak. Both models were trained on GM12878 datasets, while the predictions were made

on TF data from K562 tissue. AUC scores for di-mismatch kernel of the common TFs were taken from the

Supplementary section of [1]. The performance comparison of our baseline SK and di-Mismatch model is in

Figure 4.2. Clearly, our basic SK model performs comparable or better than the di-mismatch kernel approach

on the common TFs and using the labeling standard described in [1]. Having established that, we then we

chose to perform further evaluations based on the “peak centric standard”, where we treat random genomic

regions without TFBS signal as negative sites. This is because we think that “peak-centric” standard better

captures the real-world TFBS prediction scenario.

4.5 Performance Evaluation of SK versus TSK for Cross-Cell-type

Next, we implement the TSK approach where, after kernel computation of the training sequences, importance

re-weighting is performed using weights calculated during Kernel Mean Matching step. In order to compare

our TSK approach with the PWM-driven motif based approaches, we used the existing PWMs of TFs in

JASPAR 2014 [7] database to score our test sequences for their TF binding potential. We used AMA tool

[21] from the MEME suite [4] to calculate these scores. However, out of the 11 selected TFs, the motif based

matrices for EZH2, SIN3A and TAF1 were not available in the database. Therefore, we present the prediction

performance comparison between SK, TSK and PWM based models, for rest of the TFBS in Figure 4.3.

The AUC scores for TFs EZH2, SIN3A and TAF1, generated by SK and TSK are provided in Table

4.1. Figure 4.3 shows that TSK performs similar to or slightly better than SK for all the 11 TFBS. This

indicates that there exists very little sample heterogeneity between TFBS sequences across these two cell
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Figure 4.3: AUC Scores, for different Transcription Factors across different cell-types, generated by SK, TSK
and PWM based approaches. TSK performs similar to or slightly better than SK for all TFs, while both SK
and TSK outperform PWM based approach.

Table 4.1: AUC Scores for for TFs EZH2, SIN3A and TAF1, generated by SK and TSK. PWMs for these
TFs were not available in the database. TSK performs similar to or slightly better than SK for selected TFs.

Transcription Factor SK TSK

EZH1 0.8694 0.8657
SIN3A 0.9655 0.9649
TAF1 0.9811 0.98392

types, with respect to the KMM re-weighting step. Another important observation, however, is that both

the string kernel based methods (SK and TSK) perform better than traditional PWM-based approach. In

cases like EZH2, SIN3A and TAF1, the availability of quality ChIP-seq data in at least one cell type will lead

to successful TFBS predictions in any other cell type by using TSK. Therefore, TSK greatly reduces the

needs to label context-specific TFBS through computational consideration of data heterogeneity and as well

as data scarcity. As we have seen above, TSK based model is able to handle heterogeneity between TFBS

datasets from different cell types. Next, we would like to check TSK’s performance when facing the explicit

data scarcity situation. Instead of training and testing the model on 1000 sequences, for GM12878 cell-type,

we reduced the size of training datasets by half to simulate the scarcity case. Therefore the training data

includes 500 positive and 500 negative sequences from GM12878 datasets while testing of the models was

performed for 1000 TFBS positive and negative sequences of K562. We compare SK and TSK on this setting

and report the results in Figure 4.4.

The aforementioned setting imitates the exact problem we aim to solve through transfer learning. That is,

we are given samples aggregated from two different contexts, source and target, where labelled samples from

source are sparse. Due to reduction of the training dataset by half, the prediction accuracy for some TFs
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Figure 4.4: AUC Scores, for different Transcription Factors across different cell types with smaller training
data, generated by SK and TSK based models. TSK performs better than the baseline string kernel (SK)
based model for almost all the selected TFs, except JUND and SRF

reduces drastically, indicating that these TFs require more training examples to capture their motif patterns

accurately. Even then, as expected, TSK performs better than the baseline string kernel (SK) based model

for almost all the selected TFs . The only exception is being JUND and SRF, indicating that these TFs have

the least heterogeneity among all the 11 TFs and thus, the sequence pattern can be accurately modeled by

basic string kernel even if smaller training dataset is used.

4.6 Performance Evaluation of SK versus TSK for Cross-genome

We now demonstrate that our TSK approach can capture data heterogeneity and scarcity across other

contexts, e.g. cross-genomes. We selected 10 TFs common between two related tissues (GM12878 and CH12)

from human and mouse species.

The TSK approach has been implemented under 2 different variations: TSK and TSK’. The variation

occurs during the importance re-weighting step before classification by SVM. “TSK” notation is used for

the scenario, which consists of performing classification step on the kernel matrix, where features that are

different and have been re-weighted with weights β are preserved, while rest of the features without weights

are excluded. In the version with notation “TSK’ ”, features that are different and re-weighted like TSK’ are

kept, while at the same time, similar features are not discarded by assigning weights β = 1 to the rows of

un-weighted features. This was done because it was observed that motifs of selected TFs were well-conserved

among the cell-types of the two species, thus few features were preserved and weighted by TSK. Due to this,

SVM did not have enough support vectors to perform accurate classification.
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Figure 4.5: AUC values for SK, TSK based models (where former is baseline model and TSK and TSK’
represent the two variations of importance re-weighting of the kernel matrix before classification) and PWM
based methods. String kernel based approaches perform better than PWM based tools, while TSK’ performs
similar to SK for almost all the TFs except MAFK, where it outperforms SK.
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Figure 4.6: AUC values for SK versus TSK based models, where former is baseline model and TSK and
TSK’ represent the two variations of importance re-weighting of the kernel matrix before classification.TSK’
performs similar to SK for almost all the TFs.

We once again, compared our string kernel based approach with PWM technique using the method

described in previous section. This time, out of 10 selected TFs, only 4 TFs were available for PWM

computation in JASPAR 2014 database [7]. The results for the 4 TFs are presented in Figure 4.5

Figure 4.6 shows comparison of TSK approaches, variations TSK and TSK’, and SK for rest of the 6 TFs.
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Figure 4.7: AUC Scores, for different Transcription Factors across cell types for different genomes with smaller
training data, generated by SK and TSK based models. Both versions of TSK (TSK and TSK’) perform
better than the baseline string kernel (SK) based model for all the selected TFs, except CHD2.

It can be seen in Figure 4.5, both the string kernel based approaches outperform PWM based algorithm

in scoring sequences for binding events. In Figures 4.5 and 4.6, we observe that TSK’ performs similar to

SK for almost all the TFs except MAFK, where it outperforms SK. This indicates that there is very little

heterogeneity between other TFBS sequences across the cell types of the two species, for KMM re-weighting

step to utilize. In case of MAFK, the motif might not be well preserved between human and mouse genomes

and hence its prediction accuracy is helped by re-weighting the features based on differences in distribution

densities. As discussed earlier, the lack of heterogeneity also leads to similar or lower AUC scores in case of

simple TSK model as compared to SK and TSK’ because of less number of weighted features for SVM to

train on.

Using the exact same reduced training setup as the previous section, we applied both SK and TSK models

for the training data comprising of 500 sequences from human TFBS data samples while testing the models

on 1000 mouse TFBS sequences. Figure 4.7 presents the results for this comparison.

Similar as the cross-cell type results, both versions of TSK (TSK and TSK’) perform better than the

baseline string kernel (SK) based model for almost all the selected TFs . The only exception being CHD2,

indicating that it has the least heterogeneity among all the 10 TFs and thus, the sequence motif similarity

can be accurately modeled by basic string kernel even if smaller training dataset is used. In this case, because

datasets are different in domains as well as sizes, most of the features are re-weighted with β values calculated

during KMM re-weighting step. As a result, basic weighting scheme in TSK outperforms both SK and TSK’

as SVM now has enough weighted features for calculating its support vectors.

The application of Transfer Learning enables us to transcend our training sets not only across different
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cell-types but also across different genomes. Our prediction model is not dependent on the availability of

motif matrices or the availability of large amount of ChIP-seq data. Thus, using small number of available

labelled ChIP-seq data in one context, confident predictions can be made about the TF binding event in a

separate context. For a given set of regions, TSK can provide a ranked list based on probability of binding

event at those locations.



Chapter 5

Related Work

Under a more general scenario, our framework is also related to the following relevant research topics.

5.1 Domain Adaptation

Domain Adaptation has been applied to a wide number of applications and has been proved to be an effective

strategy. It utilizes the knowledge in a source domain to improve the learning tasks in a target domain, which

has a different data distribution from the source. This clearly does not follow the underlying assumption

of machine learning that normally assumes the training and testing data belong to similar feature space

and are derived from same distribution. Such scenario could happen, for instance, the classification task

may occur in one domain of interest, while there is lack of sufficient training data in another domain of

interest. Furthermore, datasets from the two domains may belong to different feature space or follow different

data distributions. For such scenarios, knowledge transfer, if done successfully, would greatly improve the

performance of learning by avoiding the much expensive data-labeling efforts [15].

Consider a domain D consisting two components: a feature space χ and probability distribution P (X),

where X = (x1, . . . , xn) ∈ χ. Given a specific domain, D = (χ, P (X)), a task consists of two components:

a label space γ and an objective predictive function f(.) (denoted by T = (γ, f(.))), which is not observed

but can be learned from the training data, which consist of pairs (xi, yi), where xi ∈ χ and yi ∈ γ. The

function f(.) can be used to predict the corresponding label, f(x), of a new instance x. Source domain data

can be denoted as DS = ((xS1, yS1), . . . , (xSn, ySn)), where xSi ∈ χS is the data instance and ySi ∈ γS is the

corresponding class label. Similarly, target-domain data can be denoted as DT = ((xT1, yT1), . . . , (xTn, yTn)),

where the input xTi ∈ χT and yTi ∈ γT is the corresponding output. In most cases, 0 ≤ nT ≤ nS .

24
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Thus, [15] formally defines Transfer Learning as:

Given a source domain DS and learning task TS, a target domain DT and learning task TT , transfer

learning aims to help improve the learning of the target predictive function f(.) in DT using the knowledge in

DS and TS, where DS 6= DT , or TS 6= TT .

5.2 Sequence Classification in Machine Learning

5.2.1 Generic Sequence Classification

A sequence is an ordered list of events. An event can be represented as a symbolic value, a numerical real

value, a vector of real values or a complex data type. In [22], a simple symbolic sequence is defined as an

ordered list of the symbols from the alphabet, given alphabet symbols {E1, E2, . . . , En}.

For example, a DNA sequence is composed of 4 nucleotides A; C; G; T and a DNA segment, such as

ATCGTAACGT, is a simple symbolic sequence.

A DNA sequence may belong to a TF binding site or non-binding site, thus the sequence carries a

class label L. The task of a generic sequence classification is to learn a sequence classifier C, which is a

function mapping a sequence s to a class label l ∈ L, written as, C : s→ l; l ∈ L. In conventional sequence

classification, each sequence is associated with only one class label and the whole sequence is available to a

classifier before the classification.

Generic sequence based classification methods can be divided into 3 categories [22] :

1. Feature based classification, which transforms a sequence into a feature vector and then applies

conventional classification methods.

2. Distance based classification, where a distance function measures the similarity between sequences

and determines the quality of the classification significantly.

3. Model based classification, such as using hidden markov model (HMM) and other statistical models

to classify sequence.

5.2.2 Deep Learning based Sequence Classification

Recurrent Neural Networks (RNNs) have been used as a discriminative model where the output is a label

sequence associated with the input data sequence [23]. Pre-segmented training data is usually required for
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training RNNs for discrimination. Post-processing is also needed to transform the generated outputs into

label sequences. Work in [24] enables the RNNs themselves to perform sequence classification without the

need to pre-segment training data or post-process output. The basic idea is to interpret RNN outputs as the

conditional distributions over all possible label sequences given the input sequences. Next, a differentiable

objective function can be derived to optimize these conditional distributions over the correct label sequences,

such that no segmentation of data is required.

5.3 Weighted SVM

According to [25], the task of weighted support vector machine (WSVM) is to assign each data point a

different weight according to its relative importance in the class such that different data point has different

contribution to the learning of the decision surface. For a given weight, 0 < Wi < 1, assigned to a data point

xi, the training datasets are:

{(xi, yi,Wi)}li=1,

xi ∈ RN ,

yi ∈ {−1, 1},

Wi ∈ R

The WSVM tries to maximize the margin of separation and minimize the classification error such that a

good generalization ability can be achieved. WSVM weighs the penalty term in order to reduce the affect of

less important data points. This is different from SVM (discussed previously), where the value of C is fixed

and all training data points are equally treated during the training process.

The constrained optimization problem can now be formulated as:

Minimizeφ(w) =
1

2
wTw + C

l∑
i=1

Wiξ (5.1)

subject to

yi(〈w, φ(xi)〉+ b) ≥ 1− ξi, i = 1, . . . , l

ξi ≥ 0, i = 1, . . . , l
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As can be seen, weight Wi has been assigned to data point xi in the above formulation. Now, the dual

formulation becomes

W (α) =

l∑
i=1

αi −
1

2

l∑
i,j=1

αiαjyiyjK(xi, xj) (5.2)

subject to

l∑
i=1

yiαi = 0,

0 ≤ αi ≤ CWi, i = 1, . . . , l

and the KKT conditions of WSVM become

αi[yi(〈w, φ(xi)〉+ b)− 1 + ξi] = 0, i = 1, . . . , l

(CWi − αi)ξi = 0, i = 1, . . . , l

Therefore, the sole difference between SVM and the WSVM is the upper bounds of Lagrange multipliers

αi in the dual problem. In SVM, the upper bounds of αi are bounded by a constant C while they are bounded

by dynamical boundaries that are weight values CWi in WSVM.
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Conclusion

Determining how TF proteins interact with DNA to regulate gene expression is essential for fully understanding

many biological processes and disease states. Most of the previous computational tools for predicting TF-DNA

interactions assume similar distribution for target and source contexts. However, we have shown that it is

possible to improve performance of the sequence based TFBS prediction models by considering the difference

among underlying sample distributions and applying knowledge transfer. The insights obtained from applying

TSK to cross-context TFBS applications could be summarized as follows:

• Both TSK and string kernel (SK) based models perform better than traditional PWM based approach.

• String kernel based approaches make it possible to be independent of availability of PWM databases.

• TSK performs similar to simple SK based approach when the data samples do not differ significantly

from each other.

• With weights calculated by KMM, TSK is able to outperform SK by using samples from a different

context.

• Using the resulting performance of TSK and SK, for TFBS predictions, we can categorize TFs into two

groups, where one group has highly conserved binding sequence motifs while the other does not.

The results also establish that the value of k can affect the prediction accuracy of binding events of certain

TFs drastically, thus the choice of parameters for the string kernel should be made carefully. From the

discussion above, it is evident that Transfer String Kernel (TSK) is an efficient model. It can be applied to a

wide variety of cross-context TFBS prediction tasks. It is able to handle both data distribution differences as

well as data scarcity to provide an accurate model, which is not biased towards any underlying assumptions

28



6.1 Future Work 29

of similarity between datasets. TSK not only performs better than existing tools but is also independent of

the source of TFBS sequence data or the size of labelled training samples.

6.1 Future Work

For future work, we plan to convert our TSK model into a tool, so that Biologists are able to make predictions

of a TF binding event on regions of interest for any cell type of any genome. We also plan to incorporate

other types of available features related to these TFBS, like histone modifications, DNAse-seq data etc.,

through multiple-kernel learning, thus providing a comprehensive understanding of the TF binding event

and its relationship with other simultaneously occurring changes in the genomic environment. The proposed

extensions to the existing model are possible due to its flexibility. Next step also includes application of

deep-learning model, to better handle the different types of input features and enable multi-class classification,

where we not only separate sequences into binding or non-binding regions but also flanking regions. Thus,

TSK provides a framework to further improve the performances of state-of-the-art models designed for the

task of TFBS predictions across cell-types, cell-environments as well as genomes.
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