
Towards Understanding and Practices of

Ethical Artificial Intelligence

A Dissertation

Presented to

the Faculty of the School of Engineering and Applied Science

University of Virginia

In Partial Fulfillment

of the requirements for the Degree

Doctor of Philosophy (Computer Science)

by

Jianfeng Chi

August 2022



© 2022 Jianfeng Chi



Abstract

The successes of machine learning (ML) and artificial intelligence (AI) models encourage their

widespread deployments in high-stakes domains – from public transportation to social decision-making

such as autonomous driving, criminal justice, and company hiring. Such widespread deployments

call for assessing and addressing the ethical concerns of AI systems.

The thesis aims to develop practical techniques and theoretical understanding for building ethical

AI systems. We divide the thesis into two parts. The first part of the thesis focuses on automatic

information extraction using natural language processing (NLP) from policy documents. Policy

documents are natural language documents about how different stakeholders (e.g., users and ML

services providers) in internet services agree on how the services providers commit to the ethical

usage of users’ data. Specifically, we develop NLP techniques and benchmarks for privacy policies, a

type of policy document describing the practices of using, sharing, and protecting users’ data. Such

developed NLP techniques could be extended to other natural language law documents describing

ethical AI principles and help improve mutual trust among different parties.

The second part of the thesis focuses on the theoretical understanding and development of algorithmic

interventions for ethical artificial intelligence. In particular, we study the fairness problems for various

machine learning tasks, such as classification, regression, and sequential decision-making: (1) we

provide bias mitigation techniques for text classification using contrastive representation learning; (2)

we provide the theoretical understanding and mitigation techniques for accuracy disparity problem

in regression; (3) we propose a fairness notion that requires long-term equality on expected utility

for different demographic groups for sequential decision-making and develop methods to achieve

the proposed fairness notion. In addition, we also study adversarial representation learning, a

technique that has been widely used for algorithmic fairness, and its implications for information

obfuscation.
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Abstract ii

We hope the research presented in the thesis will facilitate the practices of building ethical machine

learning systems and help increase the understanding and trust among stakeholders towards the

machine learning systems.
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Chapter 1

Introduction

Recently, the increasing computing capabilities and larger datasets available for model training

together have advanced the successes of ML and AI models in many areas, such as computer

vision [3, 4], natural language processing [5, 6], and speech recognition [7]. The progress in machine

learning and artificial intelligence also has led to automatic decision-making in many high-stakes

domains, including but not limited to autonomous driving [8], company hiring [9], lending and loan

management [10], and medical analysis [11].

Meanwhile, ML/AI models trained with users’ data come with the risks of violating ethical norms

in privacy [12–14] and fairness [15, 16]. As a result, concerns about ethical AI grow, attracting

research attention to building ethical artificial intelligence systems. For example, [17] showed that

it is possible to extract “secrets” such as social security numbers or passwords in machine learning

models, and [18] demonstrated that ML models (e.g., word embeddings) could amplify biases present

in training data.

However, it poses several challenges to the goal of building ethical AI systems. On the one hand,

different parties (e.g., users, machine learning service providers, and other third parties such as law

enforcement agencies) need to reach a consensus about the ethical principles in artificial intelligence

before any AI/ML practitioners put them into practice. This process requires all parties to understand

the laws and principles related to ethical AI for the tasks of interest [19–23]. On the other hand,

enforcing ethical norms such as fairness or privacy might cause undesirable effects (e.g., accuracy loss)

on the machine learning models [24–26]. Thus, it is imperative to (1) understand the expectations

1
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and needs of ethical AI systems among different stakeholders and (2) provide formal analysis and

algorithmic intervention to satisfy ethical requirements such as fairness and privacy.

● Whether requirements are achievable;
● Methods to achieve them;
● Costs to achieve them;
● …

Policy documents NLP tools Ethical AI requirements Ethical AI Expert

Stakeholder (e.g., users)

Part II of our works

Part I of our works

Figure 1.1: Connections between two parts of our works. The first part focuses on automatic information for natural
language policy documents, and the second part provides theoretical understanding and algorithmic intervention for
Ethical AI. The extracted Ethical AI requirements in part I could help ML/AI practitioners (e.g., ethical AI experts)
better understand the needs and expectations of Ethical AI among the stakeholders and build a better ethical AI
system. Note that though the privacy policies we use in the first part of the thesis are one type of policy documents
most available online, the underlying developed NLP techniques could be naturally extended to other policy documents
(e.g., fairness-related legal documents).

1.1 Thesis Contributions

The thesis aims to develop practical techniques and theoretical understanding for building ethical AI

systems. We divide the thesis into two parts. The first part of the thesis focuses on fine-grained and

structured information extraction using natural language processing (NLP) from policy documents.

Policy documents are natural language documents about how different stakeholders (e.g., users and

ML services providers) in internet services (e.g., commercial AI systems) agree on how the services

providers commit to the ethical usage of users’ data. We develop NLP techniques and benchmarks for

privacy policies, a type of policy document describing the practices of using, sharing, and protecting

users’ data [27, 28]. Specifically, we develop (1) a QA corpus and system to facilitate fine-grained

information extraction and (2) A NLU (intent classification and slot filling) corpus and system to

facilitate structured information extraction. Such developed NLP techniques could be extended to

other natural language law documents describing ethical AI principles and help improve mutual trust

among different parties.

The second part of the thesis focuses on the theoretical understanding and development of algorithmic
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interventions for ethical artificial intelligence. In particular, we study the fairness problems for various

machine learning tasks, such as classification, regression, and sequential decision-making: (1) we

provide bias mitigation techniques for text classification using contrastive representation learning [29];

(2) we provide the theoretical understanding and mitigation techniques for accuracy disparity problem

in regression [30]; (3) we propose a fairness notion that requires long-term equality on expected

utility for different demographic groups for sequential decision-making [31], and develop methods to

achieve the proposed fairness notion. In addition, we also study adversarial representation learning,

a technique that has been widely used for algorithmic fairness, and its implications for information

obfuscation [32]. Figure 1.1 illustrates the connections between two parts of our works.

1.2 Thesis Structure

The remainder of this dissertation is organized as follows. In Chapter 2, we provide the background

of the dissertation, including natural language processing for policy documents, algorithmic fairness,

and privacy-preserving machine learning. Next, we present the first line of works in Chapter 3 and

Chapter 4, and the second line of works in Chapter 5, Chapter 6, Chapter 7, and Chapter 8. Finally,

we conclude the dissertation in Chapter 9



Chapter 2

Background

This section reviews the most related literature, including natural language processing for policy

documents, privacy-preserving machine learning, and algorithmic fairness.

2.1 Natural Language Processing for Policy Documents

Privacy policy documents describe how an entity collects, maintains, uses, and shares users’ infor-

mation. In large technology companies, users’ data are usually used in machine learning services in

both training and inference phases. Thus, users need to read the privacy policies of the websites

they visit or the mobile applications they use and know about their data practices that are pertinent

to them. However, prior works suggested that people do not read privacy policies because they are

long complicated [33], and confusing [34]. Hence, giving users quick access to the information they

seek from long and verbose policy documents can help them better understand their options and

rights.

The recent development of natural language processing (NLP) techniques facilitates automatic privacy

policy analysis. In literature, information extraction from policy documents is formulated as text

classification [35–38], text alignment [39,40], named-entity recognition [41,42], and question answering

(QA) [37,43,44]. However, those works fail to provide fine-grained annotations or information that

users might need. In Chapter 3 and Chapter 4, we will present our works using NLP to extract

fine-grained and structured information from privacy policies and compare them with the related

works in the literature in detail.

4
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Since privacy policies is a type of legal documents, the developed NLP could be extended to other

natural language law documents describing other ethical AI principles, in the applications such as legal

research, electronic discovery, contract review, document automation, and legal advice [45–49].

2.2 Algorithmic Fairness

The section covers standard definitions of fairness in machine learning, methods for fair machine

learning, and fairness research in natural language processing.

Definitions of Fairness In the context of decision-making, fairness is the absence of any prejudice

or favoritism toward an individual or a group based on their inherent or acquired characteristics [50].

The definitions of fairness can be broadly categorized into two types: group fairness and individual

fairness [51]. Group fairness requires that the performances of ML models among different groups

are (approximately) equal, while individual fairness requires that similar individuals are treated

similarly. There are many proposed notions for group fairness (e.g., demographic parity [51], equalized

odds [52], and others [53]) and individual fairness (e.g., fairness through awareness [51], counterfactual

fairness [54], etc.). Next, we will present the most standard and pertinent fairness notions in binary

classification, where the protected attribute is also binary.

Definition 2.2.1 (Demographic Parity). A predictor Ŷ satisfies demographic parity if Pr(Ŷ |A =

0) = Pr(Ŷ |A = 1).

Demographic parity is also known as statistical parity, and it requires the likelihoods of any outcomes

should be the same among different demographic groups.

Definition 2.2.2 (Equalized Odds). A binary predictor Ŷ satisfies equalized odds with respect to

protected attribute A and label Y if Ŷ and A are independent conditional on Y :

Pr(Ŷ = 1 | A = 0, Y = y) = P (Ŷ = 1 | A = 1, Y = y), y ∈ {0, 1}.

Equalized odds requires true positive rates and false positive rates among different demographic

groups should be the same. A weaker notion of equalized odds is equalized opportunity, which only

requires true positive rates among different demographic groups should be the same.
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Definition 2.2.3 (Accuracy Parity). A binary predictor Ŷ satisfies accuracy parity with respect to

protected attribute A if

Pr(Ŷ = Y | A = 0) = P (Ŷ = Y | A = 1).

Methods for Fair Machine Learning There are various methods proposed to satisfy one or

more fairness definitions in different areas of machine learning. These methods target different parts

of the model development life cycle:

• Pre-processing methods target transforming the data before inputting it into the model

to remove the underlying discrimination and biases. These include data re-weighting and

re-sampling [55], Edit the labels or features in the training data [55,56], learning (probabilistic)

transformations that edits the features and labels [57].

• In-processing methods aim to train a fair predictor. It usually involves modifying the loss

function to achieve our two goals simultaneously: the predictor should be fair and accurate. Stan-

dard in-processing techniques include adversarial training [58], learning fair representations [59],

and adding constraints and regularizations to the loss function [60,61].

• Post-processing methods adjust the outputs of a predictor and leave the underlying predictor

and training data unchanged. Standard techniques involve modifying predicted outcomes and

prediction thresholds in a group-specific manner [52,53,62,63]

Fairness in NLP Systems Unintended social biases in NLP models have been identified in

word/sentence embedding [18, 64] and applications such as coreference resolution [65], language

modeling [66], machine translation [67]. Compared to allocational harms caused by machine learning

models (e.g., classifier) in high-stake domains, the representational harms encoded in NLP systems

are more difficult to formalize [68]. Researchers proposed various bias mitigation techniques [69]

depending on the types of representational bias (e.g., stereotyping).

2.3 Privacy-Preserving Machine Learning

Machine learning models are vulnerable to a variety of privacy attacks: membership inference

attacks [12,70,71], attribute inference (model inversion) attacks [13,14,72], model stealing attacks [73,
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74], and others [75,76]. Next, we review the literature on privacy-preserving mechanisms for machine

learning. Note that many related techniques and mechanisms are devoted to providing privacy-

preserving machine learning. We focus on the most widely-adopted and pertinent ones, including

differential privacy, homomorphic encryption, secure multi-party computation, and information-

theoretic obfuscation.

Differential Privacy Since ML models can leak sensitive information about their training data, it

is important that ML models do not memorize information about any examples in the training set.

Differential privacy (DP) [77] provides such formal guarantees to ensure that.

Definition 2.3.1 ((ϵ, δ)-Differential Privacy). A randomized mechanism M : D → R satisfies (ϵ,

δ)-differential privacy if for any two adjacent inputs d, d′ ∈ D and for any subset of outputs S ⊆ R it

holds that

Pr[M(d) ∈ S] ≤ exp (ϵ) Pr[M(d′) ∈ S] + δ.

The definition of DP requires that the output distributions of the two adjacent inputs are similar

with high probability. In the context of machine learning, differentially private ML algorithms should

output similar models when training on the training datasets that only differ in any one example,

which forces models not to memorize any particular training example. Several techniques [78, 79]

have been proposed to train differentially private ML models.

Homomorphic Encryption Homomorphic Encryption (HE) [80] allows machine learning services

providers to compute over users’ encrypted data without decrypting it, and the users can decrypt

the encrypted results. Hence, HE has been proposed for ML models inference [81–84] at the cost of

significant computation overheads, prohibiting HE from being deployed in production systems [85,

86].

Secure Multi-Party Computation Secure multi-party computation (SMC) techniques allow

multiple parties jointly to perform computations and receive the resulting output while keeping their

inputs secret. SMC techniques have been used for ML model training [87–91] and inference [85,92–94],

and it has also been used collectively with HE [95–98]. Compared to HE, SMC is less computationally

expensive at the cost of additional communications overhead and assumptions of the proportions of

malicious coordinating parties during computation.
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Information-Theoretic Obfuscation Assuming the data distribution for ML models and the

tasks of interest, a line of works [99–107] focuses on obfuscating sensitive information while max-

imizing the task accuracy via (adversarial) representation learning. This line of works explicitly

defines the sensitive information (e.g., sensitive attributes) they want to obfuscate and tries to

degrade any excessive sensitive information from the input data that is redundant for the main

inference task. In Chapter 8, we will give formal characterizations of trade-offs and guarantees using

adversarial representation learning for information obfuscation and their connections to algorithmic

fairness.



Part I

Information Extraction from Policy

Documents
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Chapter 3

Question Answering for Policy

Documents

3.1 Introduction

Security and privacy policy documents describe how an entity collects, maintains, uses, and shares

users’ information. Users need to read the privacy policies of the websites they visit or the mobile

applications they use and know about their privacy practices that are pertinent to them. However,

prior works suggested that people do not read privacy policies because they are long and complicated

[33], and confusing [34]. Hence, giving users access to a question answering system to search for

answers from long and verbose policy documents can help them better understand their rights.

In recent years, we have witnessed noteworthy progress in developing question answering (QA)

systems with a colossal effort to benchmark high-quality, large-scale datasets for a few application

domains (e.g., Wikipedia, news articles). However, annotating large-scale QA datasets for domains

such as security and privacy is challenging as it requires expert annotators (e.g., law students).

Due to the difficulty of annotating policy documents at scale, the only available QA dataset is

PrivacyQA [108] on privacy policies for 35 mobile applications.

An essential characteristic of policy documents is that they are well structured as they are written

by following guidelines set by the policymakers. Besides, due to the homogeneous nature of different

10
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Table 3.1: Question-answer pairs that we collect from OPP-115 [1] dataset. The evidence spans are highlighted in
color and they are used to form the question-answer pairs.

Website: Amazon.com

Information You Give Us: We receive and store any information you enter on our Web site or give
us in any other way. Click here to see ...

Question. How do you collect my information?

information you enter on our Web site

Promotional Offers: Sometimes we send offers to selected groups of Amazon.com customers on
behalf of other businesses. When we do this, we do not give that business your name and address.
If you do not want to receive such offers, ...

Question. Is my information shared with others?

we do not give that business your name and address

Table 3.2: Comparison of PolicyQA and PrivacyQA.

PolicyQA (This work) PrivacyQA

Source Website privacy policies Mobile application privacy policies
# Policies 115 35
# Questions 714 1,750
# Annotations 25,017 3,500
Question annotator Domain experts Mechanical Turkers
Form of QA Reading comprehension Sentence selection
Answer type A sequence of words A list of sentences

entities (e.g., Amazon, eBay), their privacy policies have a similar structure. Therefore, we can

exploit the document structure (meta data) to form examples from existing corpora. In this chapter,

we present PolicyQA, a reading comprehension style question answering dataset with 25,017 question-

passage-answer triples associated with text segments from privacy policy documents. PolicyQA

consists of 714 questions on 115 website privacy policies and is curated from an existing corpus,

OPP-115 [1]. Table 3.1 presents a couple of examples from PolicyQA.

In contrast to PrivacyQA [108] that focuses on extracting long text spans from policy documents,

we argue that highlighting a shorter text span in the document facilitates the users to zoom into

the policy and identify the target information quickly. To enable QA models to provide such short

answers, PolicyQA provides examples with an average answer length of 13.5 words (in comparison,

the PrivacyQA benchmark has examples with an average answer length of 139.6 words). We present

a comparison between PrivacyQA and PolicyQA in Table 3.2.

We present two strong neural baseline models trained on PolicyQA and perform a thorough analysis

to shed light on the advantages and challenges offered by the proposed dataset. The data and the
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Table 3.3: Sample span annotations from OPP-115 associated with a segment of Amazon.com privacy policy.

“Practice”: First Party Collection/Use

“Attribute”: Purpose

“value”: “Additional service/feature”

“startIndexInSegment”: 360

“endIndexInSegment”: 387

“selectedText”: “responding to your requests”

“Practice”: Third Party Sharing/Collection

“Attribute”: Third Party Entity

“value”: “Unnamed third party”

“startIndexInSegment”: 573

“endIndexInSegment”: 596

“selectedText”: “Third-Party Advertisers”

implemented baseline models are made publicly available.1

3.2 Dataset

PolicyQA consists question-passage-answer triples, curated from OPP-115 [1]. OPP-115 is a corpus

of 115 website privacy policies (3,792 segments), manually annotated by skilled annotators following

the annotation schemes predefined by domain experts. The annotation schemes are composed of

10 data practice categories (e.g., First Party Collection/Use, Third Party Sharing/Collection, User

Choice/Control etc.). The data practices are further categorized into a set of practice attributes (e.g.,

Personal Information Type, Purpose, User Type etc.). Each practice attribute is associated with a

predefined set of values. In the Appendix (in Table 3.9), we list all the attributes under the First

Party Collection/Use category.

In total, OPP-115 contains 23,000 data practices, 128,000 practice attributes, and 103,000 annotated

text spans. Each text span belongs to a policy segment, and OPP-115 provides its character-level start

and end indices. We provide an example in Table 3.3. We use the annotated spans, corresponding

policy segments, and the associated {Practice, Attribute, Value} triples to form PolicyQA examples.

We exclude the spans with practices labeled as “Other” and the values labeled as “Unspecified”.

Next, we describe the question annotation process.

Question annotations. Two skilled annotators manually annotate the questions. During annotation,

the annotators are provided with the triple {Practice, Attribute, Value}, and the associated text span.

For example, given the triple {First Party Collection/Use, Personal Information Type, Contact} and

1https://github.com/wasiahmad/PolicyQA

https://github.com/wasiahmad/PolicyQA
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(a) PolicyQA (This work)

(b) PrivacyQA

Figure 3.1: Distribution of trigram prefixes of questions in (a) PolicyQA and (b) PrivacyQA.

the associated text span “name, address, telephone number, email address”, the annotators created

questions, such as, (1) What type of contact information does the company collect?, (2) Will you use

my contact information?, etc.

For a specific triple, the process is repeated for 5-10 randomly chosen samples to form a list of

questions. We randomly assign a question from this list to the examples associated with the triple

that were not chosen during the sampling process. In total, we considered 258 unique triples and

created 714 individual questions. In Table 3.4, we provide an example question for each practice
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Table 3.4: OPP-115 categories of the questions in the PolicyQA dataset.

Privacy Practice Proportion Example Question From PolicyQA

First Party Collection/Use 44.4 % Why do you collect my data?
Third Party Sharing/Collection 34.1 % Do they share my information with others?
Data Security 2.2 % Do you use encryption to secure my data?
Data Retention 1.7 % How long they will keep my data?
User Access, Edit and Deletion 3.1 % Will you let me access and edit my data?
User Choice/Control 11.0 % What use of information does the user choice apply to?
Policy Change 1.9 % How does the website notify about policy changes?
International and Specific Audiences 1.5 % What is the company’s policy towards children?
Do Not Track 0.1 % Do they honor the user’s do not track preference?

Table 3.5: Statistics of the PolicyQA dataset.

Dataset Train Valid Test

# Examples 17,056 3,809 4,152
# Policies 75 20 20
# Questions 693 568 600
# Passages 2,137 574 497
Avg. question length 11.2 11.2 11.2
Avg. passage length 106.0 96.6 119.1
Avg. answer length 13.3 12.8 14.1

category. Also, we compare the distribution of questions’ trigram prefixes in PolicyQA (Figure 3.1a)

with PrivacyQA (Figure 3.1b). It is important to note that, PolicyQA questions are written in a

generic fashion to become applicable for text spans, associated with the same practice categories.

Therefore, PolicyQA questions are less diverse than PrivacyQA questions.

We split OPP-115 into 75/20/20 policies to form training, validation, and test examples, respec-

tively.

3.3 Experiment

In this section, we evaluate two neural question answering (QA) models on PolicyQA and present

the findings from our analysis.

Baselines. PolicyQA frames the QA task as predicting the answer span that exists in the given

policy segment. Hence, we consider two existing neural approaches from literature as baselines for

PolicyQA. The first model is BiDAF [109] that uses a bi-directional attention flow mechanism to

extract the evidence spans. The second baseline is based on BERT [110] with two linear classifiers

to predict the boundary of the evidence, as suggested in the original work.
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Fine-
tuning

SQuAD
Pre-training

Valid Test

EM F1 EM F1

BiDAF

✗ ✗ 25.1 52.3 22.0 48.0

✗ ✓ 26.7 53.7 23.3 49.5

✓ ✗ 27.9 57.2 24.4 52.8

BERT-base

✗ ✗ 30.5 59.4 28.1 55.6

✗ ✓ 30.5 60.2 28.0 56.2

✓ ✗ 32.8 60.9 28.6 56.6

✓ ✓ 32.7 61.2 29.5 56.6

Table 3.6: Performance of baselines on PolicyQA. The bold face values indicate the best performances.

Implementation. PolicyQA has a similar setting as SQuAD [111]. Therefore, we pre-train the QA

models using their default settings on the SQuAD dataset. Besides, we consider leveraging unlabeled

privacy policies in fine-tuning the models, as noted below.

• Fine-tuning. We train word embeddings using fastText [112] based on a corpus of 130,000 privacy

policies (137M words) collected from apps on the Google Play Store.2 These word embeddings are

used as fixed word representations in BiDAF while training on PolicyQA. Similarly, to adapt BERT

to the privacy domain, we first fine-tune BERT using masked language modeling [110] based on the

privacy policies and then train on PolicyQA.

• No fine-tuning. In this setting, we use the publicly available fastText [112] embeddings with

BiDAF, and the BERT model is not fine-tuned on those privacy policies.

We adopt the default model architecture and optimization setup for the baseline methods. We detail

the hyper-parameters in Appendix (in Table 3.10).

Evaluation. Following [111], we use exact match (EM) and F1 score to evaluate the model’s

accuracy.

BERT Size
Valid Test

EM F1 EM F1

Tiny 21.0 47.1 15.5 39.9
Mini 26.5 55.2 22.8 49.8
Small 28.4 57.2 24.6 52.3
Medium 31.1 59.1 25.2 53.5
Base 30.5 59.4 28.1 55.6

Table 3.7: Performance of different sized QA models.

2We thank the authors of [37] for sharing the 130,000 privacy policies.
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Table 3.8: Test performance breakdown of BERT-base model for privacy practice categories, sorted by the average
answer length as indicated by |ans|.

|ans| EM F1

Third Party Sharing/Collection 9.3 35.0 60.2
First Party Collection/Use 10.1 28.3 55.7
Data Retention 10.6 29.1 55.9
User Choice/Control 11.0 24.3 53.2
User Access, Edit and Deletion 12.2 21.6 51.5
Policy Change 14.6 43.4 67.7
Do Not Track 30.9 37.5 69.2
Data Security 34.6 24.4 54.3
Intl. and Specific Audiences 52.8 5.3 43.1

3.3.1 Results and Analysis

The experimental results are presented in Table 3.6. Overall, the BERT-base methods outperform the

BiDAF models by 6.1% and 7.6% in terms of EM and F1 score (on the test split), respectively.

Impact of fine-tuning. Table 3.6 demonstrates that the fine-tuning step improves the downstream

task performance. For example, BERT-base performance is improved by 0.5% and 1.0% EM and

F1 score, respectively, on the test split. This result encourages to train/fine-tune BERT on a larger

collection of security and privacy documents.

Impact of SQuAD pre-training. Given a small number of training examples, it is challenging to

train deep neural models. Hence, we pre-train the extractive QA models on SQuAD [111] and then

fine-tune on PolicyQA. The additional pre-training step improves performance. For example, in no

fine-tuning setting, BiDAF, and BERT-base improve the performance by 1.5% and 0.6% F1 score,

respectively (on the test split).

Impact of model size. We experiment with different sized BERT models [113] and the results in

Table 3.7 shows that the performance improves with increased model size. The results also indicate

that PolicyQA is a challenging dataset, and hence, a larger model performs better.

Analysis. We breakdown the test performance of the BERT-base method to examine the model per-

formance across practice categories. The results are presented in Table 3.8. We see the model performs

comparably on the three most frequent categories (comprise 89.5% of the total examples).

We further analyze the performance on questions associated with (1) the top three frequent attributes

for the two most frequent practice categories, and (2) different answer lengths. The results are

presented in Figure 3.2a and 3.2b. Our findings are (1) shorter evidence spans (e.g., evidence spans
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Figure 3.2: BERT-base model’s performance on (a) the three most frequent attributes of “First Party Collection/Use”
and “Third Party Sharing/Collection” practice categories, and (b) questions with different answer lengths.

for Personal Information Type questions) are easier to extract than longer spans; and (2) SQuAD

pre-training helps more in extracting shorter evidence spans. Leveraging diverse extractive QA

resources may reduce the length bias and boost the QA performance on privacy policies.

3.4 Related Work

The Usable Privacy Project [114] has made several attempts to automate the analysis of privacy

policies [1, 38]. Noteworthy works include identification of policy segments commenting on specific

data practices [115], extraction of opt-out choices, and their provisions in policy text [36,116], and

others [117,118]. [119] used a keyword-based technique to compare online privacy policies. Natural

language processing (NLP) techniques such as text alignment [40,120], text classification [1,37,38]

and question answering [37, 108, 121] has been studied in prior works to facilitate privacy policy

analysis.
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Among the question answering (QA) methods, [37] framed the task as retrieving the most relevant

policy segments as an answer, while [108] presented a dataset and models to answer questions with a

list of sentences. In comparison to the prior QA approaches, we encourage developing QA systems

capable of providing precise answers by using PolicyQA.

3.5 Conclusion

This chapter presents PolicyQA, a reading comprehension style question answering (QA) dataset.

PolicyQA can contribute to the development of QA systems in the security and privacy domain that

have a sizeable real-word impact. We evaluate two strong neural baseline methods on PolicyQA

and provide thorough ablation analysis to reveal important considerations that affect answer span

prediction. In our future work, we want to explore how transfer learning can benefit question

answering in the security and privacy domain.

3.6 Appendix of Chapter 3
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Table 3.9: The attributes and their values for the First Party Collection/Use data practice category. We do not
consider the data practices associated with “Unspecified” values.

Attribute Values

Does/Does Not Does; Does Not

Collection Mode Explicit; Implicit; Unspecified

Action First-Party

Collect on website; Collect in mobile app; Collect on mobile website;
Track user on other websites; Collect from user on other websites;
Receive from other parts of company/affiliates; Receive from other
service/third-party (unnamed); Receive from other service/third-party
(named); Other; Unspecified

Identifiability Identifiable; Aggregated or anonymized; Other; Unspecified

Personal Information Type

Financial; Health; Contact; Location; Demographic; Personal identifier;
User online activities; User profile; Social media data; IP address and
device IDs; Cookies and tracking elements; Computer information;
Survey data; Generic personal information; Other; Unspecified

Purpose

Basic service/feature; Additional service/feature; Advertising; Mar-
keting; Analytics/Research; Personalization/Customization; Service
Operation and Security; Legal requirement; Merger/Acquisition; Other;
Unspecified

User Type User without account; User with account; Other; Unspecified

Choice Type
Dont use service/feature; Opt-in; Opt-out link; Opt-out via contacting
company; First-party privacy controls; Third-party privacy controls;
Browser/device privacy controls; Other; Unspecified

Choice Scope Collection; Use; Both; Unspecified

Table 3.10: Hyper-parameters used in our experiments.

Model Hyper-parameter Value Model Hyper-parameter Value

BiDAF

dimension 300

BERT

dmodel 768
rnn type LSTM num heads 12
num layers 1 num layers 12
hidden size 300 dff 3072
dropout 0.2 dropout 0.2
optimizer Adam optimizer BertAdam
learning rate 0.001 learning rate 0.00003
batch size 16 batch size 16
epoch 15 epoch 5
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Table 3.11: Examples questions from PolicyQA for the “Action First-Party” attribute under the First Party Collec-
tion/Use data practice category.

Value Example Question From PolicyQA

Collect on website Do you collect my information on your website?

Collect in mobile app Will you collect my data if I use your phone app?

Collect on mobile website How do you collect data when I use my mobile?

Track user on other websites Do they track users’ activities on other websites?

Collect from user on other websites Does the website collect my info on other websites?

Receive from other parts of company/affiliates Do you collect my information from your affiliates?

Receive from other service/third-party (un-
named)

Does the website obtain my data from others?

Receive from other service/third-party
(named)

Who provides you my data?

Other How do you receive data from users?



Chapter 4

Intent Classification and Slot

Filling for Policy Documents

4.1 Introduction

Privacy policies inform users about how a service provider collects, uses, and maintains the users’

information. The service providers collect the users’ data via their websites or mobile applications and

analyze them for various purposes. The users’ data often contain sensitive information; therefore, the

users must know how their information will be used, maintained, and protected from unauthorized

and unlawful use. Privacy policies are meant to explain all these use cases in detail. This makes

privacy policies often very long, complicated, and confusing [33,34]. As a result, users do not tend to

read privacy policies [122–124], leading to undesirable consequences. For example, users might not be

aware of their data being sold to third-party advertisers even if they have given their consent to the

service providers to use their services in return. Therefore, automating information extraction from

verbose privacy policies can help users understand their rights and make informed decisions.

In recent years, we have seen substantial efforts to utilize natural language processing (NLP)

techniques to automate privacy policy analysis. In literature, information extraction from policy

documents is formulated as text classification [1, 37, 38], text alignment [40, 120], and question

answering (QA) [27, 37, 108, 121]. Although these approaches effectively identify the sentences or

segments in a policy document relevant to a privacy practice, they lack in extracting fine-grained

21
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Table 4.1: Annotation examples from PolicyIE Corpus. Best viewed in color.

[We]Data Collector: First Party Entity may also [use]Action or display [your]Data Provider: user

[username]Data Collected: User Online Activities/Profiles and

[icon or profile photo]Data Collected: User Online Activities/Profiles

on [marketing purpose or press releases]Purpose: Advertising/Marketing.

Privacy Practice. Data Collection/Usage

[We]Data Sharer: First Party Entity do [not]Polarity: Negation [sell]Action [your]Data Provider: user

[personal information]Data Shared: General Data to [third parties]Data Receiver: Third Party Entity.

Privacy Practice. Data Sharing/Disclosure

structured information. As shown in the first example in Table 4.1, the privacy practice label “Data

Collection/Usage” informs the user how, why, and what types of user information will be collected

by the service provider. The policy also specifies that users’ “username” and “icon or profile photo”

will be used for “marketing purposes”. This informs the user precisely what and why the service

provider will use users’ information.

The challenge in training models to extract fine-grained information is the lack of labeled examples.

Annotating privacy policy documents is expensive as they can be thousands of words long and requires

domain experts (e.g., law students). Therefore, prior works annotate privacy policies at the sentence

level, without further utilizing the constituent text spans to convey specific information. Sentences

written in a policy document explain privacy practices, which we refer to as intent classification and

identifying the constituent text spans that share further specific information as slot filling. Table

4.1 shows a couple of examples. This formulation of information extraction lifts users’ burden to

comprehend relevant segments in a policy document and identify the details, such as how and why

users’ data are collected and shared with others.

To facilitate fine-grained information extraction, we present PolicyIE, an English corpus consisting of

5,250 intent and 11,788 slot annotations over 31 privacy policies of websites and mobile applications.

We perform experiments using sequence tagging and sequence-to-sequence (Seq2Seq) learning models

to jointly model intent classification and slot filling. The results show that both modeling approaches

perform comparably in intent classification, while Seq2Seq models outperform the sequence tagging

models in slot filling by a large margin. We conduct a thorough error analysis and categorize the

errors into seven types. We observe that sequence tagging approaches miss more slots while Seq2Seq

models predict more spurious slots. We further discuss the error cases by considering other factors to

help guide future work. We release the code and data to facilitate research.1

1https://github.com/wasiahmad/PolicyIE

https://github.com/wasiahmad/PolicyIE
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4.2 Construction of PolicyIE Corpus

4.2.1 Privacy Policies Selection

The scope of privacy policies primarily depends on how service providers function. For example,

service providers primarily relying on mobile applications (e.g., Viber, Whatsapp) or websites and

applications (e.g., Amazon, Walmart) have different privacy practices detailed in their privacy policies.

In PolicyIE, we want to achieve broad coverage across privacy practices exercised by the service

providers such that the corpus can serve a wide variety of use cases. Therefore, we go through the

following steps to select the policy documents.

Initial Collection [40] introduced a corpus of 1,010 privacy policies of the top websites ranked on

Alexa.com. We crawled those websites’ privacy policies in November 2019 since the released privacy

policies are outdated. For mobile application privacy policies, we scrape application information

from Google Play Store using play-scraper public API2 and crawl their privacy policy. We ended

up with 7,500 mobile applications’ privacy policies.

Filtering First, we filter out the privacy policies written in a non-English language and the mobile

applications’ privacy policies with the app review rating of less than 4.5. Then we filter out privacy

policies that are too short (< 2,500 words) or too long (> 6,000 words). Finally, we randomly select

200 websites and mobile application privacy policies each (400 documents in total).3

Post-processing We ask a domain expert (working in the security and privacy domain for more

than three years) to examine the selected 400 privacy policies. The goal for the examination is

to ensure the policy documents cover the four privacy practices: (1) Data Collection/Usage, (2)

Data Sharing/Disclosure, (3) Data Storage/Retention, and (4) Data Security/Protection. These four

practices cover how a service provider processes users’ data in general and are included in the General

Data Protection Regulation (GDPR). Finally, we shortlist 50 policy documents for annotation, 25 in

each category (websites and mobile applications).

4.2.2 Data Annotation

Annotation Schema To annotate sentences in a policy document, we consider the first four

privacy practices from the annotation schema suggested by [1]. Therefore, we perform sentence

2https://github.com/danieliu/play-scraper
3We ensure the mobile applications span different application categories on the Play Store.

https://github.com/danieliu/play-scraper
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categorization under five intent classes that are described below.

(1) Data Collection/Usage: What, why and how user information is collected;

(2) Data Sharing/Disclosure: What, why and how user information is shared with or collected by

third parties;

(3) Data Storage/Retention: How long and where user information will be stored;

(4) Data Security/Protection: Protection measures for user information;

(5) Other : Other privacy practices that do not fall into the above four categories.

Apart from annotating sentences with privacy practices, we aim to identify the text spans in sentences

that explain specific details about the practices. For example, in the sentence “we collect personal

information in order to provide users with a personalized experience”, the underlined text span

conveys the purpose of data collection. In our annotation schema, we refer to the identification

of such text spans as slot filling. There are 18 slot labels in our annotation schema (provided in

Appendix). We group the slots into two categories: type-I and type-II based on their role in privacy

practices. While the type-I slots include participants of privacy practices, such as Data Provider, Data

Receiver, type-II slots include purposes, conditions that characterize more details of privacy practices.

Note that type-I and type-II slots may overlap, e.g., in the previous example, the underlined text

span is the purpose of data collection, and the span “user” is the Data Provider (whose data is

collected). In general, type-II slots are longer (consisting of more words) and less frequent than

type-I slots.

In total, there are 14 type-I and 4 type-II slots in our annotation schema. These slots are associated

with a list of attributes, e.g., Data Collected and Data Shared have the attributes Contact Data,

Location Data, Demographic Data, etc. Table 4.1 illustrates a couple of examples. We detail the slots

and their attributes in the Appendix.

Annotation Procedure General crowdworkers such as Amazon Mechanical Turkers are not

suitable to annotate policy documents as it requires specialized domain knowledge [33, 34]. We hire

two law students to perform the annotation. We use the web-based annotation tool, BRAT [125]

to conduct the annotation. We write a detailed annotation guideline and pretest them through

multiple rounds of pilot studies. The guideline is further updated with notes to resolve complex or
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Table 4.2: Statistics of the PolicyIE Corpus.

Dataset Train Test

# Policies 25 6
# Sentences 4,209 1,041
# Type-I slots 7,327 1,704
# Type-II slots 2,263 494
Avg. sentence length 23.73 26.62
Avg. # type-I slot / sent. 4.48 4.75
Avg. # type-II slot / sent. 1.38 1.38
Avg. type-I slot length 2.01 2.15
Avg. type-II slot length 8.70 10.70

Table 4.3: An example of input / output used to train the two types of models on PolicyIE. For brevity, we replaced part
of label strings with symbols: DP.U, DC.FPE, DC.UOAP, P.AM represents Data-Provider.User, Data-Collector.First-
Party-Entity, Data-Collected.User-Online-Activities-Profiles, and Purpose.Advertising-Marketing.

Joint intent and slot tagging

Input: [CLS] We may also use or display your username and icon or profile photo on marketing

purpose or press releases .

Type-I slot tagging output

Data-Collection-Usage B-DC.FPE O O B-Action O O B-DP.U B-DC.UOAP O B-DC.UOAP

I-DC.UOAP I-DC.UOAP I-DC.UOAP O O O O O O O

Type-II slot tagging output

Data-Collection-Usage O O O O O O O O O O O O O O B-P.AM I-P.AM I-P.AM I-P.AM I-P.AM O

Sequence-to-sequence (Seq2Seq) learning

Input: We may also use or display your username and icon or profile photo on marketing purpose

or press releases .

Output: [IN:Data-Collection-Usage [SL:DC.FPE We] [SL:Action use] [SL:DP.U your ] [SL:DC.UOAP

username] [SL:DC.UOAP icon or profile photo] [SL:P.AM marketing purpose or press releases]]

corner cases during the annotation process. The annotation process is closely monitored by a domain

expert and a legal scholar and is granted IRB exempt by the Institutional Review Board (IRB). The

annotators are presented with one segment from a policy document at a time and asked to perform

annotation following the guideline. We manually segment the policy documents such that a segment

discusses similar issues to reduce ambiguity at the annotator end. The annotators worked 10 weeks,

with an average of 10 hours per week, and completed annotations for 31 policy documents. Each

annotator is paid $15 per hour.

Post-editing and Quality Control We compute an inter-annotator agreement for each annotated

segment of policy documents using Krippendorff’s Alpha (αK) [126]. The annotators are asked

to discuss their annotations and re-annotate those sections with token-level αK falling below 0.75.

An αK value within the range of 0.67 to 0.8 is allowed for tentative conclusions [127, 128]. After

the re-annotation process, we calculate the agreement for the two categories of slots individually.

The inter-annotator agreement is 0.87 and 0.84 for type-I and type-II slots, respectively. Then
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the adjudicators discuss and finalize the annotations. The adjudication process involves one of the

annotators, the legal scholar, and the domain expert.

Data Statistics & Format Table 4.2 presents the statistics of the PolicyIE corpus. The corpus

consists of 15 and 16 privacy policies of websites and mobile applications, respectively. We release the

annotated policy documents split into sentences.4 Each sentence is associated with an intent label,

and the constituent words are associated with a slot label (following the BIO tagging scheme).

4.3 Model & Setup

PolicyIE provides annotations of privacy practices and corresponding text spans in privacy policies.

We refer to privacy practice prediction for a sentence as intent classification and identifying the

text spans as slot filling. We present two alternative approaches; the first approach jointly models

intent classification and slot tagging [130], and the second modeling approach casts the problem as a

sequence-to-sequence learning task [131,132].

Table 4.4: Test set performance of the sequence tagging models on PolicyIE corpus. We individually train and evaluate
the models on intent classification and type-I and type-II slots tagging and report average intent F1 score.

Model
# param

Intent F1
Type-I Type-II

(in millions) Slot F1 EM Slot F1 EM
Human - 96.5 84.3 56.6 62.3 55.6
Embedding 1.7 50.9±27.3 19.1±0.3 0.8±0.3 0.0±0.0 0.0±0.0

BiLSTM 8 75.9±1.1 40.8±0.9 7.6±0.9 3.9±3.0 10.0±2.7

Transformer 34.8 80.1±0.6 41.0±3.5 6.5±2.8 3.5±1.0 13.1±2.4

BERT 110 84.7±0.7 55.5±1.1 17.0±1.1 29.6±2.4 24.2±4.2

RoBERTa 124 84.5±0.7 54.2±1.9 14.3±2.4 29.8±1.7 24.8±1.4

Embedding w/ CRF 1.7 67.9±0.6 26.0±1.5 1.20±0.3 5.7±4.6 3.1±0.6

BiLSTM w/ CRF 8 76.7±1.4 45.1±1.2 9.2±0.9 26.8±2.2 18.1±2.0

Transformer w/ CRF 34.8 77.9±2.7 43.7±2.3 8.9±3.0 5.7±0.9 11.0±2.1

BERT w/ CRF 110 82.1±2.0 56.0±0.8 19.2±1.1 31.7±1.9 19.7±2.6

RoBERTa w/ CRF 124 83.3±1.6 57.0±0.6 18.2±1.2 34.5±1.3 27.7±3.9

4.3.1 Sequence Tagging

Following [130], given a sentence s = w1, . . . , wl from a privacy policy document D, a special token

(w0 = [CLS]) is prepended to form the input sequence that is fed to an encoder. The encoder

produces contextual representations of the input tokens h0, h1, . . . , hl where h0 and h1, . . . , hl are

4We split the policy documents into sentences using UDPipe [129].



4.3 Model & Setup 27

fed to separate softmax classifiers to predict the target intent and slot labels.

yi = softmax(WT
i h0 + bi),

ysn = softmax(WT
s hn + bs), n ∈ 1, . . . l,

where Wi ∈ Rd×I ,Ws ∈ Rd×S , br ∈ RI and bi ∈ RI , bs ∈ RS are parameters, and I, S are the

total number of intent and slot types, respectively. The sequence tagging model (composed of an

encoder and a classifier) learns to maximize the following conditional probability to perform intent

classification and slot filling jointly.

P (yi, ys|s) = p(yi|s)
l∏

n=1

p(ysn|s).

We train the models end-to-end by minimizing the cross-entropy loss. Table 4.3 shows an example

of input and output to train the joint intent and slot tagging models. Since type-I and type-II

slots have different characteristics as discussed in Section 4.2.2 and overlap, we train two separate

sequential tagging models for type-I and type-II slots to keep the baseline models simple.5 We use

BiLSTM [135, 136], Transformer [137], BERT [137], and RoBERTa [138] as encoder to form the

sequence tagging models.

Besides, we consider an embedding based baseline where the input word embeddings are fed to

the softmax classifiers. The special token (w0 = [CLS]) embedding is formed by applying average

pooling over the input word embeddings. We train WordPiece embeddings with a 30,000 token

vocabulary [110] using fastText [112] based on a corpus of 130,000 privacy policies collected from

apps on the Google Play Store [37]. We use the hidden state corresponding to the first WordPiece of

a token to predict the target slot labels.

Conditional Random Field (CRF) helps structure prediction tasks, such as semantic role

labeling [139] and named entity recognition [140]. Therefore, we model slot labeling jointly using a

conditional random field (CRF) [141] (only interactions between two successive labels are considered).

We refer the readers to [142] for details.

5Span enumeration based techniques [133,134] can be utilized to perform tagging both types of slots jointly, and we
leave this as future work.
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4.3.2 Sequence-to-Sequence Learning

Recent works in semantic parsing [131,132,143] formulate the task as sequence-to-sequence (Seq2Seq)

learning. Taking this as a motivation, we investigate the scope of Seq2Seq learning for joint intent

classification and slot filling for privacy policy sentences. In Table 4.3, we show an example of encoder

input and decoder output used in Seq2Seq learning. We form the target sequences by following the

template: [IN:LABEL [SL:LABEL w1, . . . , wm] . . . ]. During inference, we use greedy decoding and

parse the decoded sequence to extract intent and slot labels. Note that we only consider text spans

in the decoded sequences that are surrounded by “[]”; the rest are discarded. Since our proposed

PolicyIE corpus consists of a few thousand examples, instead of training Seq2Seq models from scratch,

we fine-tune pre-trained models as the baselines. Specifically, we consider five state-of-the-art models:

MiniLM [144], UniLM [145], UniLMv2 [146], MASS [147], and BART [148].

Table 4.5: Test set performance of the Seq2Seq models on PolicyIE corpus.

Model
# param

Intent F1
Type-I Type-II

(in millions) Slot F1 EM Slot F1 EM
Human - 96.5 84.3 56.6 62.3 55.6
MiniLM 33 83.9±0.3 52.4±1.5 19.8±1.6 40.4±0.4 27.9±1.6

UniLM 110 83.6±0.5 58.2±0.7 28.6±1.2 53.5±1.4 35.4±1.9

UniLMv2 110 84.7±0.5 61.4±0.9 29.9±1.2 53.5±1.5 33.5±1.5

MASS 123 81.8±1.2 54.1±2.5 21.3±2.0 44.9±1.2 25.3±1.3

BART
140 83.3±1.1 53.6±1.7 10.6±1.7 52.4±2.7 27.5±2.2

400 83.6±1.3 63.7±1.3 23.0±1.3 55.2±1.0 31.6±2.0

4.3.3 Setup

Implementation We use the implementation of BERT and RoBERTa from transformers API

[149]. For the Seq2Seq learning baselines, we use their public implementations.678 We train BiLSTM,

Transformer baseline models and fine-tune all the other baselines for 20 epochs and choose the best

checkpoint based on validation performance. From 4,209 training examples, we use 4,000 examples

for training (∼95%) and 209 examples for validation (∼5%). We tune the learning rate in [1e-3, 5e-4,

1e-4, 5e-5, 1e-5] and set the batch size to 16 in all our experiments (to fit in one GeForce GTX 1080

GPU with 11gb memory). We train (or fine-tune) all the models five times with different seeds and

report average performances.

6https://github.com/microsoft/unilm
7https://github.com/microsoft/MASS
8https://github.com/pytorch/fairseq/tree/master/examples/bart

https://github.com/microsoft/unilm
https://github.com/microsoft/MASS
https://github.com/pytorch/fairseq/tree/master/examples/bart
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Evaluation Metrics To evaluate the baseline approaches, we compute the F1 score for intent

classification and slot filling tasks.9 We also compute an exact match (EM) accuracy (if the predicted

intent matches the reference intent and slot F1 = 1.0).

Human Performance is computed by considering each annotator’s annotations as predictions and

the adjudicated annotations as the reference. The final score is an average across all annotators.

4.4 Experiment Results & Analysis

We aim to address the following questions.

1. How do the two modeling approaches perform on our proposed dataset (Section 4.4.1)?

2. How do they perform on different intent and slot types (Section 4.4.2)?

3. What type of errors do the best performing models make (Section 4.4.3)?

4.4.1 Main Results

Sequence Tagging The overall performances of the sequence tagging models are presented in

Table 4.4. The pre-trained models, BERT and RoBERTa, outperform other baselines by a large

margin. Using conditional random field (CRF), the models boost the slot tagging performance with

a slight degradation in intent classification performance. For example, RoBERTa + CRF model

improves over RoBERTa by 2.8% and 3.9% in terms of type-I slot F1 and EM with a 0.5% drop in

intent F1 score. The results indicate that predicting type-II slots is difficult compared to type-I slots

as they differ in length (type-I slots are mostly phrases, while type-II slots are clauses) and are less

frequent in the training examples. However, the EM accuracy for type-I slots is lower than type-II

slots due to more type-I slots (∼4.75) than type-II slots (∼1.38) on average per sentence. Note that

if models fail to predict one of the slots, EM will be zero.

Seq2Seq Learning Seq2Seq models predict the intent and slots by generating the labels and

spans following a template. Then we extract the intent and slot labels from the generated sequences.

The experiment results are presented in Table 4.5. To our surprise, we observe that all the models

perform well in predicting intent and slot labels. The best performing model is BART (according to

9We use a micro average for intent classification.
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Table 4.6: Test performance of the RoBERTa and BART model for each intent type.

Intent labels Intent F1
Slot F1

Type-I Type-II
RoBERTa
Data Collection 74.1±1.1 59.8±0.8 28.9±2.7

Data Sharing 67.2±2.0 53.6±5.7 34.4±3.4

Data Storage 61.7±3.6 40.1±3.7 31.6±3.1

Data Security 68.9±2.9 53.9±4.9 21.9±2.5

BART
Data Collection 73.5±2.3 67.0±4.2 56.2±2.8

Data Sharing 70.4±2.7 61.2±1.6 53.5±3.4

Data Storage 63.1±4.7 56.2±8.2 64.9±2.5

Data Security 67.2±3.9 66.0±2.2 32.8±1.3

slot F1 score) with 400 million parameters, outperforming its smaller variant by 10.1% and 2.8% in

terms of slot F1 for type-I and type-II slots, respectively.

Sequence Tagging vs. Seq2Seq Learning It is evident from the experiment results that Seq2Seq

models outperform the sequence tagging models in slot filling by a large margin, while in intent

classification, they are competitive. However, both the modeling approaches perform poorly in

predicting all the slots in a sentence correctly, resulting in a lower EM score. One interesting factor

is, the Seq2Seq models significantly outperform sequence tagging models in predicting type-II slots.

Note that type-II slots are longer and less frequent, and we suspect conditional text generation

helps Seq2Seq models predict them accurately. In comparison, we suspect that due to fewer labeled

examples of type-II slots, the sequence tagging models perform poorly on that category (as noted

before, we train the sequence tagging models for the type-I and type-II slots individually).

Next, we break down RoBERTa (w/ CRF) and BART’s performances, the best performing models in

their respective model categories, followed by an error analysis to shed light on the error types.

4.4.2 Performance Breakdown

Intent Classification In the PolicyIE corpus, 38% of the sentences fall into the first four categories:

Data Collection, Data Sharing, Data Storage, Data Security, and the remaining belong to the Other

category. Therefore, we investigate how much the models are confused in predicting the accurate

intent label. We provide the confusion matrix of the models in Appendix. Due to an imbalanced

distribution of labels, BART makes many incorrect predictions. We notice that BART is confused

most between Data Collection and Data Storage labels. Our manual analysis reveals that BART

is confused between slot labels {“Data Collector”, “Data Holder”} and {“Data Retained”, “Data
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Figure 4.1: Test set performance (Recall score) on PolicyIE for the eighteen slot types.

Collected”} as they are often associated with the same text span. We suspect this leads to BART’s

confusion. Table 4.6 presents the performance breakdown across intent labels.

Slot Filling We breakdown the models’ performances in slot filling under two settings. First,

Table 4.6 shows slot filling performance under different intent categories. Among the four classes,

the models perform worst on slots associated with the “Data Security” intent class as PolicyIE has

the lowest amount of annotations for that intent category. Second, we demonstrate the models’

performances on different slot types in Figure 4.1. RoBERTa’s recall score for “polarity”, “protect-

against”, “protection-method” and “storage-place” slot types is zero. This is because these slot types

have the lowest amount of training examples in PolicyIE. On the other hand, BART achieves a higher

recall score, specially for the “polarity” label as their corresponding spans are short.

We also study the models’ performances on slots of different lengths. The results show that BART

outperforms RoBERTa by a larger margin on longer slots (see Figure 4.2), corroborating our hypothesis

that conditional text generation results in more accurate predictions for longer spans.

4.4.3 Error Analysis

We analyze the incorrect intent and slot predictions by RoBERTa and BART. We categorize the

errors into seven types. Note that a predicted slot is considered correct if its’ label and span both

match (exact match) one of the references. We characterize the error types as follows.
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Figure 4.2: Test set performance (Recall score) on PolicyIE for slots with different length.

Table 4.7: Three examples showing different error types appeared in BART’s predictions. + and − indicates the
reference and predicted sequences, respectively. Best viewed in color.

+ [IN:data-collection-usage [SL:data-provider.third-party-entity third parties] [SL:action collect]
[SL:data-provider.user your ] [SL:data-collected.data-general information] [SL:data-collector.first-
party-entity us]]

− [IN:data-sharing-disclosure [SL:data-receiver.third-party-entity third parties] [SL:action share]
[SL:data-provider.user your ] [SL:data-shared.data-general information] [SL:data-sharer.first-party-
entity us] [SL:condition where applicable] [SL:condition based on their own privacy policies]]

Error types: Wrong Intent (WI), Wrong Label (WL), Wrong Slot (WS), Spurious Slot (SS)

+ [. . . [SL:data-provider.third-party-entity third parties] [SL:condition it is allowed by applicable law
or according to your agreement with third parties]]

− [. . . [SL:condition allowed by applicable law or according to your agreement with third parties]]

Error types: Wrong Boundary (WB), Missing Slot (MS)

+ [. . . [SL:data-receiver.third-party-entity social media and other similar platforms] . . . ]

− [. . . [SL:data-receiver.third-party-entity social media] [SL:data-receiver.third-party-entity other
similar platforms] . . . ]

Error types: Wrong Split (WSp)

Table 4.8: Counts for each error type on the test set of PolicyIE using RoBERTa and BART models.

Error RoBERTa BART
Wrong Intent 161 178
Spurious Slot 472 723
Missing Slot 867 517
Wrong Boundary 130 160
Wrong Slot 103 143
Wrong Split 32 27
Wrong Label 18 19
Total Slots 2,198 2,198
Correct Prediction 1,064 1,361
Total Errors 1,622 1,589
Total Predictions 2,686 2,950

1. Wrong Intent (WI): The predicted intent label does not match the reference intent label.
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2. Missing Slot (MS): None of the predicted slots exactly match a reference slot.

3. Spurious Slot (SS): Label of a predicted slot does not match any of the references.

4. Wrong Split (WSp): Two or more predicted slot spans with the same label could be merged

to match one of the reference slots. A merged span and a reference span may only differ in

punctuations or stopwords (e.g., and).

5. Wrong Boundary (WB): A predicted slot span is a sub-string of the reference span or vice

versa. The slot label must exactly match.

6. Wrong Label (WL): A predicted slot span matches a reference, but the label does not.

7. Wrong Slot (WS): All other types of errors fall into this category.

We provide one example of each error type in Table 4.7. In Table 4.8, we present the counts for each

error type made by RoBERTa and BART models. The two most frequent error types are SS and MS.

While BART makes more SS errors, RoBERTa suffers from MS errors. While both the models are

similar in terms of total errors, BART makes more correct predictions resulting in a higher Recall

score, as discussed before. One possible way to reduce SS errors is by penalizing more on wrong slot

label prediction than slot span. On the other hand, reducing MS errors is more challenging as many

missing slots have fewer annotations than others. We provide more qualitative examples in Appendix

(see Table 4.11 and 4.12).

In the error analysis, we exclude the test examples (sentences) with the intent label “Other” and no

slots. Out of 1,041 test instances in PolicyIE, there are 682 instances with the intent label “Other”.

We analyze RoBERTa and BART’s predictions on those examples separately to check if the models

predict slots as we consider them as spurious slots. While RoBERTa meets our expectation of

performing highly accurate (correct prediction for 621 out of 682), BART also correctly predicts

594 out of 682 by precisely generating “[IN:Other]”. Overall the error analysis aligns with our

anticipation that the Seq2Seq modeling technique has promise and should be further explored in

future works.
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4.5 Related Work

Automated Privacy Policy Analysis Automating privacy policy analysis has drawn researchers’

attention as it enables the users to know their rights and act accordingly. Therefore, significant

research efforts have been devoted to understanding privacy policies. Earlier approaches [150]

designed rule-based pattern matching techniques to extract specific types of information. Under

the Usable Privacy Project [114], several works have been done [1, 36,38, 115–118,151,152]. Notable

works leveraging NLP techniques include text alignment [40,120], text classification [1, 37,38], and

question answering (QA) [27, 37, 108, 121]. [41] is the most closest to our work that used named

entity recognition (NER) modeling technique to extract third party entities mentioned in policy

documents.

Our proposed PolicyIE corpus is distinct from the previous privacy policies benchmarks: OPP-115 [1]

uses a hierarchical annotation scheme to annotate text segments with a set of data practices and it

has been used for multi-label classification [1,37] and question answering [27,37,153]; PrivacyQA [108]

frame the QA task as identifying a list of relevant sentences from policy documents. Recently, [42]

created a dataset by tagging documents from OPP-115 for privacy practices and uses NER models

to extract them. In contrast, PolicyIE is developed by following semantic parsing benchmarks, and

we model the task following the NLP literature.

Intent Classification and Slot Filling Voice assistants and chat-bots frame the task of natural

language understanding via classifying intents and filling slots given user utterances. Several

benchmarks have been proposed in literature covering several domains, and languages [132, 154–159].

Our proposed PolicyIE corpus is a new addition to the literature within the security and privacy

domain. PolicyIE enables us to build conversational solutions that users can interact with and learn

about privacy policies.

4.6 Conclusion

This chapter aims to stimulate research on automating information extraction from privacy policies

and reconcile it with users’ understanding of their rights. We present PolicyIE, an intent classification

and slot filling benchmark on privacy policies with two alternative neural approaches as baselines.

We perform a thorough error analysis to shed light on the limitations of the two baseline approaches.
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We hope this contribution would call for research efforts in the specialized privacy domain from both

privacy and NLP communities.

4.7 Appendix of Chapter 4

Table 4.9: Slots and their associated attributes. “None” indicates there are no attributes for the those slots.

Type-I slots Attributes

Action None

Data Provider (1) User (2) Third party entity

Data Collector (1) First party entity

Data Collected (1) General Data (2) Aggregated/Non-identifiable data (3) Contact data (4) Financial data

(5) Location data (6) Demographic data (7) Cookies, web beacons and other technologies

(8) Computer/Device data (9) User online activities/profiles (10) Other data

Data Sharer (1) First party entity

Data Shared (1) General Data (2) Aggregated/Non-identifiable data (3) Contact data (4) Financial data

(5) Location data (6) Demographic data (7) Cookies, web beacons and other technologies

(8) Computer/Device data (9) User online activities/profiles (10) Other data

Data Receiver (1) Third party entity

Data Holder (1) First party entity (2) Third party entity

Data Retained (1) General Data (2) Aggregated/Non-identifiable data (3) Contact data (4) Financial data

(5) Location data (6) Demographic data (7) Cookies, web beacons and other technologies

(8) Computer/Device data (9) User online activities/profiles (10) Other data

Storage Place None

Retention Period None

Data Protector (1) First party entity (2) Third party entity

Data Protected (1) General Data (2) Aggregated/Non-identifiable data (3) Contact data (4) Financial data

(5) Location data (6) Demographic data (7) Cookies, web beacons and other technologies

(8) Computer/Device data (9) User online activities/profiles (10) Other data

Protect Against Security threat

Type-II slots Attributes

Purpose (1) Basic service/feature (2) Advertising/Marketing (3) Legal requirement

(4) Service operation and security (5) Personalization/customization

(6) Analytics/research (7) Communications (8 Merge/Acquisition (9) Other purpose

Condition None

Polarity (1) Negation

Protection Method (1) General safeguard method (2) User authentication (3) Access limitation

(5) Encryptions (6) Other protection method
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Table 4.10: Privacy practices and the associated slots with their distributions. “X / Y” indicates there are X instances
in the train set and Y instances in the test set.

Privacy Practices
Data Data Data Data

Collection/Usage Sharing/Disclosure Storage/Retention Security/Protection
Type-I slots
Action 750 / 169 344 / 70 198 / 57 102 / 31
Data Provider 784 / 172 247 / 54 139 / 44 65 / 20
Data Collector 653 / 151 - - -
Data Collected 1833 / 361 - - -
Data Sharer - 288 / 54 - -
Data Shared - 541 / 110 - -
Data Receiver - 456 / 115 - -
Data Holder - - 192 / 59 -
Data Retained - - 291 / 119 -
Storage Place - - 70 / 21 -
Retention Period - - 101 / 17 -
Data Protector - - - 105 / 31
Data Protected - - - 119 / 34
Protect Against - - - 49 / 15
Type-II slots
Purpose 894 / 193 327 / 65 168 / 40 5 / 0
Condition 337 / 81 154 / 26 81 / 25 43 / 7
Polarity 50 / 15 21 / 1 22 / 1 18 / 5
Protection Method - - - 143 / 35
# of slots 5301 / 1142 2378 / 495 1262 / 383 649 / 178
# of sequences 919 / 186 380 / 83 232 / 61 103 / 29
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Figure 4.3: Confusion matrix for intent classification
using the RoBERTa model.
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Table 4.11: Sample RoBERTa and BART predictions of Type-I slots. (✓) and (✗) indicates correct and incorrect
predictions, respectively. Precision (P) and recall (R) score is reported for each example in the left column.

Label Text

Ground truth

data-holder.first-party-entity We
action keep
data-retained.data-general records
retention-period.retention-period a period of no more than 6 years

RoBERTa
(P:1.0, R: 0.75)

✓ data-holder.first-party-entity We
✓ action keep
✓ retention-period.retention-period a period of no more than 6 years

BART
(P:1.0, R: 1.0)

✓ data-holder.first-party-entity We
✓ action keep
✓ data-retained.data-general records
✓ retention-period.retention-period a period of no more than 6 years

Ground truth
data-collector.first-party-entity We
action access
data-collected.data-general information

RoBERTa
(P:0.0, R: 0.0)

✗ data-sharer.first-party-entity We
✗ data-shared.data-general information

BART
(P:0.0, R: 0.0)

✗ data-sharer.first-party-entity We
✗ action disclose
✗ data-shared.data-general information

Ground truth

data-sharer.first-party-entity Marco Polo
data-receiver.third-party-entity third party
data-shared.data-general Personal Information
data-provider.user users
action transferred

RoBERTa
(P:0.6, R: 0.6)

✗ data-receiver.third-party-entity Marco
✗ data-sharer.first-party-entity our
✓ data-receiver.third-party-entity third party
✓ data-shared.data-general Personal Information
✓ action transferred

BART
(P:0.83, R: 1.0)

✓ data-sharer.first-party-entity Marco Polo
✓ data-receiver.third-party-entity third party
✓ data-shared.data-general Personal Information
✗ data-sharer.first-party-entity us
✓ data-provider.user users
✓ action transferred

Ground truth

data-sharer.first-party-entity We
data-receiver.third-party-entity third parties
action provide
data-shared.data-general information

RoBERTa
(P:1.0, R: 1.0)

✓ data-sharer.first-party-entity We
✓ data-receiver.third-party-entity third parties
✓ action provide
✓ data-shared.data-general information

BART
(P:0.25, R: 0.25)

✗ data-collector.first-party-entity We
✗ data-provider.third-party-entity third parties
✓ action provide
✗ data-collected.data-general information
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Table 4.12: Sample RoBERTa and BART predictions of Type-II slots. (✓) and (✗) indicates correct and incorrect
predictions, respectively. Precision (P) and recall (R) score is reported for each example in the left column.

Ground truth
[Label] condition
[Text] you use our product and service or view the content provided by us

RoBERTa
(P:1.0, R: 1.0)

✓
[Label] condition
[Text] you use our product and service or view the content provided by us

BART
(P:1.0, R: 1.0)

✓
[Label] condition
[Text] you use our product and service or view the content provided by us

Ground truth

[Label] purpose.other
[Text] their own purposes
[Label] purpose.advertising-marketing
[Text ] inform advertising related services provided to other clients

RoBERTa
(P:0.0, R: 0.0)

✗
[Label] None
[Text] None

BART
(P:1.0, R: 1.0)

✓
[Label] purpose.other
[Text] their own purposes

✓
[Label] purpose.advertising-marketing
[Text] inform advertising related services provided to other clients

Ground truth

[Label] purpose.personalization-customization
[Text] provide more tailored services and user experiences
[Label] purpose.basic-service-feature
[Text] remembering your account identity
[Label] purpose.service-operation-and-security
[Text] analyzing your account ’s security
[Label] purpose.analytics-research
[Text] analyzing your usage of our product and service
[Label] purpose.advertising-marketing
[Text] advertisement optimization ( helping us to provide you with more targeted adver-
tisements instead of general advertisements based on your information )

RoBERTa
(P:0.17, R: 0.2)

✗
[Label] purpose.basic-service-feature
[Text] provide

✗
[Label] purpose.other
[Text] purposes

✗
[Label] purpose.analytics-research
[Text] remembering your account identity

✗
[Label] purpose.analytics-research
[Text] analyzing your account ’s security

✓
[Label] purpose.analytics-research
[Text] analyzing your usage of our product and service

✗
[Label] purpose.advertising-marketing
[Text] advertisement optimization

BART
(P:0.43, R: 0.6)

✓
[Label] purpose.personalization-customization
[Text] provide more tailored services and user experiences

✗
[Label] purpose.service-operation-and-security
[Text] remembering your account identity

✓
[Label] purpose.service-operation-and-security
[Text] analyzing your account ’s security

✓
[Label] purpose.analytics-research
[Text] analyzing your usage of our product and service

✗
[Label] purpose.advertising-marketing
[Text] advertisement optimization

✗
[Label] purpose.advertising-marketing
[Text] provide you with more targeted advertisements instead of general advertisements

✗
[Label] purpose.advertising-marketing
[Text] based on your information
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Chapter 5

Conditional Supervised Contrastive

Learning for Fair Text

Classification

5.1 Introduction

Recent progress in natural language processing (NLP) has led to its increasing use in various domains

such as machine translation, virtual assistants, and social media monitoring. However, studies have

demonstrated societal bias in existing NLP models [18,64,66,160–162]. In one major NLP application,

text classification, bias is referred as the performance disparity of the trained classifiers over different

demographic groups such as gender and ethnicity [163]. Such bias poses potential risks: for example,

if toxicity classification models in online social media platforms show disparate performance in

different social groups, they will lead to increased silencing of under-served groups [69,164].

Meanwhile, an increasing line of work in contrastive learning (CL) has led to significant advances in

representation learning [165–171]. The general idea of contrastive learning in these works is to learn

representations such that similar examples stay close to each other while dissimilar ones are far apart.

Inspired by those works, recent works [172–174] also propose to leverage contrastive learning to learn

fair representations in classification. However, these works either lack theoretical justifications for

40
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the proposed approaches or simply adopt demographic parity [51] as the fairness criterion, which

eliminates the perfect classifier in the common scenario when the base rates differ among demographic

groups [52,175].

In this chapter, we aim to mitigate bias in text classification models via contrastive learning. In

particular, we adopt the fairness notion, equalized odds (EO) [52], which asks for equal true positive

rates (TPRs) and false positive rates (FPRs) across different demographic groups [176]. Based on

information-theoretic concepts, we bridge the problem of learning fair representations with equalized

odds constraint with contrastive learning objectives. We then propose an algorithm, called conditional

supervised contrastive learning, to learn fair text classifiers.

Empirically, we conduct experiments on two text classification datasets (e.g., toxic comment classifi-

cation and biography classification) to show the proposed methods (1) can flexibly tune the trade-offs

between main task performance and the fairness constraint; (2) achieve the best trade-offs between

main task performance and equalized odds compared to the existing bias mitigation approaches

in text classification; (3) are stable to different hyperparameter settings, such as data augmenta-

tions, temperatures, and batch sizes. To the best of our knowledge, our work is the first to both

theoretically and empirically study how to ensure the EO constraint via contrastive learning in text

classification.

5.2 Background

We use X ∈ X and Y ∈ Y to denote the random variables for the input text and the categorical

label for the main task, respectively. Furthermore, A ∈ A is the sensitive attribute (protected

group) associated with the input text X (e.g., the gender information in the occupation classification

task). The corresponding lowercase letters denote the instantiation of the random variables. Given

a text encoder f : X → Z (e.g., BERT [177]) and a classifier g : Z → Y, we first transform the

input text X into latent representation Z via f , and Z is used to give a prediction Ŷ via g (i.e.,

X
f−→ Z

g−→ Ŷ ).

In the context of contrastive learning, data augmentation strategies have been widely adopted. Let

T be a set of data augmentations and X ′ be the augmented input given the data augmentation

t(·): X ′ = t(X), t ∼ T , where we assume that the augmentation t is sampled uniformly at random

from T . Similarly, we have X ′ f−→ Z ′ g−→ Ŷ ′. Let H denote the entropy and I denote the mutual
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Figure 5.1: Graphical model of the dependencies between input variables and outputs. Note that we only assume
there is a joint distribution over X, Y , and A from which the data are sampled, so the figure only shows one case of
the dependencies over X, Y , and A.

information, e.g., H(Z | Z ′, Y ) is the conditional entropy of Z given Z ′ and Y , and I(Z ′;Z | Y ) is

the conditional mutual information of Z ′ and Z given Y . Due to the space limit, we refer readers

to [178] for more background knowledge of the related notions (entropy and mutual information) in

information theory.

We assume there is a joint distribution over X, Y , and A from which the data are sampled. Figure 5.1

shows the graphical model of the dependencies between input variables and outputs. We also assume

that the sensitive attribute A is available only during model training, but it is not available during

the testing phase. As a result, any post-processing methods that leverage sensitive attributes for bias

mitigation during the testing phase are not feasible in our setting. We use equalized odds—a fairness

criterion for classification problems—in this chapter.

Definition 5.2.1 (Equalized Odds [52]). A model satisfies equalized odds if Ŷ ⊥ A | Y .

At a high-level, EO asks the model prediction to be independent of the sensitive attribute conditioned

on the task label. If a model perfectly satisfies equalized odds, the differences of true positive rates and

false positive rates across demographic groups will be 0. Equivalently, it also implies I(Ŷ ;A | Y ) = 0.

As a real-world example to motivate the use of EO as a notion of fairness, consider online comment

toxicity classification. In this case, false positive cases (benign text comments marked as toxic) can

be seen as unintentional censoring, and false negative cases (toxic text comments marked as benign)

might result in debates and discomforts [179].

In contrast to another well-known group fairness definition, i.e., demographic parity, EO does not

require positive prediction rates to be the same across different demographic groups, which could
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possibly severely downgrade the model performance when the sensitive attribute is correlated to the

task label [52,175].

5.3 Our Method

In this section, we first theoretically connect learning fair representations with contrastive learning

(Sec. 5.3.1). In particular, we first show that learning fair representations for equalized odds requires

the minimization of I(Z ′;Z | Y ) and the simultaneous maximization of I(Z ′;Z | A, Y ). To this end,

we provide an upper bound of I(Z ′;Z | Y ) and a lower bound of I(Z ′;Z | A, Y ) to relax the original

objective and then establish a relationship between the bounds and the (conditional) supervised

contrastive learning objectives. Finally, inspired by our theoretical analysis, we design two practical

methods for learning fair representations (Sec. 5.3.2). Due to the space limit, we defer all detailed

proofs to Appendix 5.7.1.

5.3.1 Connections between Contrastive Learning and Learning Fair Rep-

resentations

In order to learn a model (text encoder followed by classifier) to satisfy equalized odds, we aim to

learn a latent representation Z such that Z ⊥ A | Y . From an information-theoretic perspective,

it suffices to minimize the conditional mutual information I(Z;A | Y ) to ensure EO due to the

celebrated data-processing inequality. We identify a connection between contrastive learning and

learning fair representations when the representations enjoy certain benign structures. Next, we

formally state the assumptions to characterize such a structure.

Assumption 5.3.1. Let Z and Z ′ be the corresponding features from X and X ′, respectively. We

assume that there exists a positive constant ϵ > 0, such that H(Z | Z ′, Y ) ≤ ϵ.

At a high-level, Assumption 5.3.1 says that the learned features from the contrastive learning

procedure is well conditionally aligned [180]. Specifically, given the label of a feature and its

corresponding augmented feature, it is relatively easy to infer the corresponding positive pair used in

the contrastive learning procedure. Note that the conditional entropy could be understood as the

minimum inference error from this perspective [181]. Now, under Assumption 5.3.1, we provide the

following lemma to characterize the relationship between Z, Z ′, A, and Y in terms of (conditional)

mutual information.
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Lemma 5.3.1. Under Assumption 5.3.1, given a set of data augmentations T , let X ′ be the

augmented input data where X ′ = t(X), t ∼ T . Assuming the following Markov chains X
f→ Z

g→ Ŷ

and X ′ f→ Z ′ g→ Ŷ ′ hold, we have

I(Z ′;Z | Y ) − I(Z ′;Z | A, Y ) − ϵ ≤ I(Z;A | Y ) ≤ I(Z ′;Z | Y ) − I(Z ′;Z | A, Y ) + ϵ.

Lemma 5.3.1 indicates that we can minimize I(Z;A | Y ) via (1) minimizing I(Z ′;Z | Y ) and (2)

maximizing I(Z ′;Z | A, Y ). In what follows, we will present an upper (lower) bound to minimize

I(Z ′;Z | Y ) (maximize I(Z ′;Z | A, Y )) and connect the bounds with contrastive learning objectives.

We first provide an upper bound of I(Z ′;Z | Y ).

Proposition 5.3.1. Given the assumptions in Lemma 5.3.1, we have

I(Z ′;Z | Y ) ≤ −Ep(y)
[
Ep(z′|y)[Ep(z|y)[log p(z′ | z, y)]]

]
.

In order to better interpret the second term in Proposition 5.3.1, we define a similarity function

s(z′, z; y) between z′ and z for each y and assume s(z′, z; y) ∝ p(z′ | z, y) (i.e., the more similar

z′ and z are in the latent space given task label y, the more likely z′ is generated by z via data

augmentation)1. With this assumption, the upper bound provided in Proposition 5.3.1 implies that

I(Z ′;Z | Y ) can be minimized by encouraging similarity between any latent representations given

the same task label, which is consistent with the goal of supervised contrastive loss [170]. Formally,

given a batch of augmented examples (xi, yi, ai)
2N
i=1 with size 2N , where the last half examples of the

batch are the augmented views of the first half and they share the same task labels (as well as the

same sensitive attributes), i.e., xi+N = t(xi) for i ∈ [N ] and t ∼ T . Let Nyi be the total number of

examples in the batch that have the same task label as yi, then supervised contrastive loss takes the

following form:

Lsup =

2N∑
i=1

1

Nyi − 1

2N∑
j=1

1i ̸=j,yi=yj log(ℓij), (5.1)

1In the remainder of the paper, we let s(·, ·) = s(·, ·; y), ∀ Y = y for the ease of practical implementations.
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and ℓij is defined as

ℓij =
exp

(
f(xi)

⊤f(xj)/τ
)∑2N

k=1 1i ̸=k exp
(
f(xi)⊤f(xk)/τ

) ,
where τ is the temperature parameter, 1i ̸=k = 1{i ̸= k} and 1{·} is the indicator function, and the

similarity function is s
(
f(xi), f(xj)

)
= exp

(
f(xi)

⊤f(xj)/τ
)
. Supervised contrastive loss Lsup aims

to encourage similarity between different examples with the same task label and discourage the ones

having different labels. Thus, we minimize Lsup to approximately minimize I(Z ′;Z | Y ). Next, we

provide a lower bound of I(Z ′;Z | A, Y ) for the maximization of I(Z ′;Z | A, Y ).

Proposition 5.3.2. Given the assumptions in Lemma 5.3.1, define conditional supervised InfoNCE

as CS-InfoNCE, i.e.,

sup
s

Ep(a,y)

[
Ep(z′i,zi|a,y)

⊗N

[
log

exp(s(z′i, zi))
1
N

∑N
j=1 exp(s(z

′
i, zj))

]]
︸ ︷︷ ︸

CS-InfoNCE

,

where p(·)⊗N denotes the probability distributions of N independent examples and s(·, ·) is any

similarity function that measure the similarity of z′i and zi. Then, we have

CS-InfoNCE ≤ I(Z ′;Z | A, Y ).

Proposition 5.3.2 indicates the maximization of CS-InfoNCE leads to the maximization of I(Z ′;Z |

A, Y ). Given the examples that share the same task label and sensitive attribute, CS-InfoNCE

encourages the similarity between different views of the same examples while discouraging others.

Note that all positive and negative examples w.r.t. the anchoring example share the same task

labels and sensitive attributes. Given the same batch of examples (xi, yi, ai)
2N
i=1 with size 2N , we can

formulate the contrastive objective as

LCS-InfoNCE =

2N∑
i=1

1

Nai,yi − 1
log (ℓi), (5.2)

and ℓi is defined as

ℓi=
exp (f(xi)f(x′i)/τ)∑2N

k=1 1i ̸=k,ai=ak,yi=yk exp (f(xi)f(xk)/τ)
,
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where Nai,yi is the total number of examples in the batch that have the same task label and sensitive

attribute as yi and ai, and xi and x′i are the different views of the same example.

Interpretation of Lsup and LCS-InfoNCE in learning fair representations. In learning fair

representations, the role of Lsup is to learn aligned and uniform representations [180] for each task

label, while the role of LCS-InfoNCE is to mix different examples that share the same sensitive attribute

within each task label. In an ideal case where Lsup = 0, each data point that shares the same

task label in the latent representation collapse to a single point, and the perfect representations are

learned. In this case, LCS-InfoNCE = 0 as well. However, this is not always the case in practice and

LCS-InfoNCE is used to “mix” the examples in the same sensitive attribute within the same task label

in the latent space. In Appendix 5.7.11, we provide T-SNE visualization [182] of the text embeddings

using different training objectives to help better understand our methods.

5.3.2 Practical Implementations

The existing contrastive representation learning approaches fall into two categories: two-stage

methods [170,183] and one-stage methods [184,185]. Two-stage methods first pretrain the encoder in

the first stage using the contrastive objective, then fix the encoder, and fine-tune the classifier using

cross-entropy (CE) loss in the second stage. One-stage methods train both encoder and classifier

using CE loss and contrastive loss end-to-end. Following the previous settings, we also implement

our methods in these two ways. For the two-stage CL method, we first pretrain the text encoder

using the following loss function in the first stage:

Lsup + λ · LCS-InfoNCE, (5.3)

then we fix the pretrained encoder, and fine-tune classifier using CE loss. Note that λ ≥ 0 controls

the intensity of LCS-InfoNCE. For the one-stage CL method, similar to [184], we formulate the loss

function as:

(1 − γ) · LCE + γ · Lsup + λ · LCS-InfoNCE, (5.4)

where γ ∈ [0, 1] controls the relative weight of Lsup compared to LCE. The major advantage of our

approach is that it can be directly substituted into existing NLP pipelines that use the “pretrain-

and-finetune” paradigm popularized by large language models such as BERT. NLP practitioners

can swap the fair CL finetuner into these pipelines to boost model fairness at low cost, with robust

behavior against hyperparameter choices (see Sec. 5.4.2). Whereas large language models made it



5.4 Experiments 47

simple to build models with high performance, fair CL makes it simple to build models with high

performance and fairness.

5.4 Experiments

In this section, we conduct experiments to investigate the following research questions:

RQ 1. How can we control the trade-offs between model classification performance and fairness via

conditional supervised contrastive learning?

RQ 2. How do conditional supervised contrastive learning methods perform in terms of trade-offs

between model performance and fairness compared to other in-processing bias mitigation

methods in text classification?

RQ 3. Is conditional supervised contrastive learning sensitive to hyperparameter changes?

5.4.1 Experimental Setup

Datasets. We perform experiments using the following two datasets (see Appendix 5.7.5 for more

details of the datasets and the data prepossessing pipelines):

• Jigsaw-toxicity2 is a dataset for online comment toxicity classification. The main task of the

dataset is to determine if the online comment is toxic, and we use “race and ethnicity” as the

sensitive attribute (e.g., whether “black” identity is mentioned in the comment text or not).

• Biasbios [186] is a dataset for occupation classification. The main task of the dataset is to

determine the peoples’ occupations given their biographies. The sensitive attribute is binary

gender (i.e., male and female).

Evaluation Metrics. We evaluate our model based on model classification performance and EO

fairness. We use the F1 score for model performance and True Positive Equality Difference + False

Positive Equality Difference [164] for EO fairness:

∆TPR =
∑
a

|TPRa − TPRoverall|,

∆FPR =
∑
a

|FPRa − FPRoverall|,

2The dataset is available at https://www.kaggle.com/competitions/jigsaw-unintended-bias-in-toxicity-classification.

https://www.kaggle.com/competitions/jigsaw-unintended-bias-in-toxicity-classification
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where ∆TPR (∆FPR) is the true positive rate (false negative rate) for sensitive attribute a and

TPRoverall (FPRoverall) is the overall true positive rate (false negative rate). Following [187], we

define equalized odds gap ∆EO = ∆TPR + ∆FPR, since equalized odds aligns with ∆TPR + ∆FPR,

and when it is satisfied, ∆TPR = ∆FPR = 0 [188]. Note that when |Y| > 2, ∆EO will be summed

over each value in Y since TPR and FPR are defined over each class (i.e., ∆EO =
∑
y ∆y

EO).

Implementations and Baselines. In our experiments, we use BERT [177] (bert-base-uncased

as the text encoder followed by a two-layer MLP as the classifier)3. As suggested by previous

works [170, 171], the performance of contrastive learning is closely related to the choice of the

following hyperparameters: (1) temperature, (2) (pre-training) batch size, and (3) data augmentation

strategy. Thus, we conduct a grid-based hyperparameter search for temperature τ ∈ {0.1, 0.5, 1.0, 2.0},

(pre-training) batch size bsz ∈ {32, 64, 128, 256}, and data augmentation strategy t ∈ {EDA,

back translation, CLM insert, CLM substitute} (see Appendix 5.7.5 for the detailed description

of different augmentation strategies) for both two-stage CL and one-stage CL. We also conduct grid

search of γ ∈ {0.1, 0.3, 0.7, 0.9} in Eq. (5.4) for one-stage CL. In Appendix 5.7.5, we provide the

remaining hyperparameter details (e.g., learning rate, training epochs, optimizer). Since it is not

feasible to train large language models with large batch sizes via contrastive objectives given limited

GPU memory, we use the gradient cache technique [189] to adapt our implementations to limited

GPU memory settings.

We compare our methods with the following baselines, which have been empirically demonstrated

effective for bias mitigation in text classification:

(1) Adversarial training [190]: Following the encoder + classifier setting, adversarial training

leverages a discriminator to learn latent representations oblivious to the sensitive attribute.

Note that the original adversarial training method is tailored for demographic parity and it is

well known that demographic parity and equal odds in given different base rates [191, 192]. To

this end, we use the conditional learning techniques [176,193] to adapt adversarial training for

equalized odds.

(2) Adversarial training with diverse adversaries (diverse adversaries) [194]: Adversarial training

with diverse adversaries improves adversarial training by using an ensemble of discriminators and

encourages the discriminator to learn orthogonal representations. Similar to adversarial training,

we also apply the conditional learning techniques for learning the adversarial discriminators.

3We use the huggingface transformer implementation: https://github.com/huggingface/transformers.

https://github.com/huggingface/transformers
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(3) Iterative null-space projection (INLP) [195]: Given a pretrained text encoder (we use CE loss

to pretrain the text encoder and drop the prediction head using the validation set), INLP learns

a linear guarding layer on top of the pretrained text encoder to filter the sensitive information

and fine-tune the classifier given the pretrained text encoder and INLP. INLP learns the linear

guarding layer by projecting the parameter matrices of linear classifiers (e.g., SVM) to their

null spaces iteratively. The training data of linear classifiers are the latent representations of

input texts and sensitive attributes. In order to tailor INLP for equaled odds, [195] learns the

linear classifier given the data from the same class each round.

We also use CE training (CE) as a baseline. Except for INLP, all methods we test in our experiments

train the text encoder (e.g., BERT) directly, while INLP is a post-hoc debiasing method given a

text encoder. In a sense, INLP is orthogonal to other methods since it tries to remove group-specific

information after we learn the representations, while other methods learn the fair representations

directly. We run each experiment with five different seeds and report the mean and standard deviation

values for each evaluation metric.

5.4.2 Results and Analysis

RQ 1. In order to control the trade-offs between model classification performance and EO fairness,

we vary the values of λ in Eq. (5.3) and Eq. (5.4). Figure 5.2 shows the classification performance and

EO fairness of one-stage and two-stage CL when λ changes. Overall, as λ increases, the equalized odds

gaps shrink at the cost of model classification performance. Compared to one-stage CL, two-stage CL

achieves more flexible trade-offs in general. Given the same range of λ, the change of equalized odds

gaps in two-stage CL is more significant than in one-stage CL. At the same time, the corresponding

model classification performances are comparable or remain better.

RQ 2. We study the trade-offs between model performance and EO fairness of our proposed

methods compared to the baselines. Figure 5.3 displays the performance and fairness of these

methods under different hyperparameter settings for the jigsaw and biasbios datasets (trade-off

parameters for all methods are described in more detail in Appendix 5.7.5).

Among all methods, we find that two-stage CL and INLP achieve the best performance and fairness

trade-offs. In the biasbios dataset, two-stage CL and INLP achieve similar performance and fairness

trade-offs, and two-stage CL achieves more consistent results (i.e., lower variance). In the jigsaw

dataset, two-stage CL achieves more flexible performance and fairness trade-offs as it reaches the
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Figure 5.2: Classification performance and EO fairness of one-stage and two-stage CL when λ changes. The equalized
odds gaps shrink at the cost of model classification performance as λ increases.
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Figure 5.3: Classification performance and EO fairness and of our proposed methods compared against the baselines.
Two-stage CL and INLP achieves the best performance and fairness trade-offs in general, and two-stage CL typically
achieves more consistent results with lower variance.

highest model performance. Besides, when F1 scores are around 0.58, two-stage CL also achieves

more consistent results and a lower EO gap. Meanwhile, when F1 scores are between 0.62∼0.64,

INLP performs better. We note that the effectiveness of INLP highly depends on the pretrained

encoder for INLP (see Appendix 5.7.12 for the effects of different pre-training strategies for the text

encoder in INLP), and a slight change in the text encoder could lead to a significant difference in the
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results, while CL-based methods target training the text encoder directly to ensure EO fairness and

we demonstrate they are stable under hyperparameter changes (see RQ 3 below).

In comparison, the adversarial-training-based methods are relatively more unstable and consistently

perform worse than CL-based methods and INLP, especially in the biasbios dataset. Furthermore,

both adversarial-training-based methods and INLP introduce additional model components (e.g.,

adversarial networks in adversarial-training-based methods and linear guarding layer in INLP)

during training or inference, which complicates the actual implementation of the whole pipeline.

In contrast, CL-based methods are well-suited to pre-training and fine-tuning paradigms in NLP

applications.

RQ 3. We have shown that two-stage CL performs better than one-stage CL in RQ 1 and RQ 2.

Thus, we choose two-stage CL to see if it is sensitive to key hyperparameter changes. As mentioned

above, the performance of contrastive learning is closely related to temperature, (pre-training) batch

size, and data augmentation strategy. Thus, we study whether the performance of two-stage CL is

sensitive to these hyperparameters.
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Figure 5.4: Sensitivity analysis of two-stage CL to key hyperparameter changes in (biasbios). “Default” in the X-axis
indicates the default hyperparamter settings used in RQ 1 and RQ 2.

Figure 5.4 shows model performance and EO fairness of two-stage CL under different hyperparameter

settings when λ ∈ {0.0, 5.0} in the biasbios dataset (Figure 5.9 for the jigsaw in Appendix 5.7.10).
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We see that two-stage CL are stable under a wide range of parameter settings: The equalized odds

gaps are consistently decreasing when λ = 5.0 and the F1 scores are relatively high.

5.5 Related Work

Unintended social biases in NLP models have been identified in word/sentence embedding [18,64] and

applications such as coreference resolution [196], language modeling [66], machine translation [197],

and text classification [192,198].

In the literature, there are some recent works that aim to learn fair representations via contrastive

learning [172–174,199]. Among these works, [199] propose contrastive objectives to learn debiased

sentence embeddings that minimizes the correlation between embedded sentences and bias words. In

classification tasks, [173,174] propose contrastive objectives to remove sensitive information; [172]

also propose similar a contrastive objective to achieve a similar goal. According to [173], all those

proposed contrastive objectives target for demographic parity in principle.

Our theoretical results involve key notions (e.g., entropy and mutual information) in information

theory [200,201]. Information-theoretic-based methods have been used for representation learning for

NLP applications. For example, [201] also proposed a variational upper bound of mutual information

to learn disentangled textual representations for fair classification and style transfer.

Compared to the previous work, our work uses equalized odds as the fairness criterion. To the best

of our knowledge, our work is the first to connect the problem of learning fair representations with

contrastive learning to ensure the EO constraint and explore its effectiveness for bias mitigation in

text classification in large language models (e.g., BERT).

5.6 Conclusion

In this chapter, we theoretically and empirically study how to leverage contrastive learning for fair

text classification. Inspired by our theoretical results, we propose conditional supervised contrastive

objectives to learn aligned and uniform representations while mixing the representation of different

examples that share the same sensitive attribute for every task label. We conduct experiments to

demonstrate the effectiveness of our algorithms in learning fair representations for text classification

and show that our methods are stable in different hyperparameter settings. In the future, we plan to

extend our algorithms to the settings of intersectional bias [202,203].
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5.7 Appendix of Chapter 5

5.7.1 Omitted Proofs

5.7.2 Proof of Lemma 5.3.1

Proof. By the definition of conditional mutual information:

I(Z ′;Z | Y ) − I(Z ′;Z | A, Y )

=
(
H(Z | Y ) −H(Z | Z ′, Y )

)
−
(
H(Z | A, Y ) −H(Z | Z ′, A, Y )

)
=

(
H(Z | Y ) −H(Z | A, Y )

)
+

(
H(Z | Z ′, A, Y ) −H(Z | Z ′, Y )

)
= I(Z;A | Y ) +

(
H(Z | Z ′, A, Y ) −H(Z | Z ′, Y )

)
≤ I(Z;A | Y ) +H(Z | Z ′, A, Y )

≤ I(Z;A | Y ) +H(Z | Z ′, Y )

≤ I(Z;A | Y ) + ϵ

Next, we prove the opposite side,

I(Z ′;Z | Y ) − I(Z ′;Z | A, Y )

=
(
H(Z | Y ) −H(Z | Z ′, Y )

)
−

(
H(Z | A, Y ) −H(Z | Z ′, A, Y )

)
=

(
H(Z | Y ) −H(Z | A, Y )

)
+
(
H(Z | Z ′, A, Y ) −H(Z | Z ′, Y )

)
= I(Z;A | Y ) +

(
H(Z | Z ′, A, Y ) −H(Z | Z ′, Y )

)
≥ I(Z;A | Y ) −H(Z | Z ′, Y )

≥ I(Z;A | Y ) − ϵ,

which completes the proof.
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5.7.3 Proof of Proposition 5.3.1

Proof.

I(Z ′;Z | Y ) = −H(Z ′ | Z, Y ) +H(Z ′ | Y )

= Ep(y)
[
Ep(z′,z|y)[log p(z′ | z, y)] − Ep(z′|y)[log p(z′ | y)]

]
= Ep(y)

[
Ep(z′,z|y)[log p(z′ | z, y)] − Ep(z′|y)[logEp(z|y)[p(z′ | z, y)]]

]
≤ Ep(y)

[
Ep(z′,z|y)[log p(z′ | z, y)] − Ep(z′|y)[Ep(z|y)[log p(z′ | z, y)]]

]
≤ − Ep(y)

[
Ep(z′|y)[Ep(z|y)[log p(z′ | z, y)]]

]
where the second lines follow the marginal of a joint distribution can be expressed as the expectation

of the corresponding conditional distribution, and the third line follows Jensen’s Inequality.

5.7.4 Proof of Proposition 5.3.2

The proof of Proposition 5.3.2 is dependent on the lemmas show in Figure 5.5 as well as Proposition

5.7.1. We present these lemmas and their proofs before turning to the proof of Proposition 5.3.2.

Proof of Lemma 5.7.1

Proof. We first get the second-order functional derivative of the objective: − exp(s(z′, z)) · dQ, which

is negative and it implies there is a supreme value for the objective. Next, we set the first-order

functional derivative of the objective to be zero:

dP − exp(s(z′, z)) · dQ = 0.

Reorganizing the equation above we get the optimal similarity function s∗(z′, z) = log( dPdQ ). Plugging

it into the original objective, we have

EP [s∗(z′, z)] − EQ[exp(s∗(z′, z))] + 1 = EP [log(
dP
dQ )] = DKL(P∥Q).

Proof of Lemma 5.7.2
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Lemma 5.7.1 ( [204]). Let Z be the sample space for Z ′ and Z, s : Z ×Z → R be any function,
and P and Q be the probability measures over Z × Z. We have

DKL(P∥Q) = sup
s

E(z′,z)∼P [s(z′, z)] − E(z′,z)∼Q[exp(s(z′, z))] + 1

Lemma 5.7.2 (Four-variable variant of Lemma 5.7.1). Let Z be the sample space for Z ′ and
Z, Y be the sample space for Y , A be the sample space for A, s : Z × Z × Y ×A → R be any
function, and P and Q be the probability measures over Z × Z × Y ×A. We have

DKL(P∥Q) = sup
s

E(z′,z,y,a)∼P [s(z′, z, y, a)] − E(z′,z,y,a)∼Q[exp(s(z′, z, y, a))] + 1

Lemma 5.7.3. sups E(z′,z1)∼P,(z′,z2:N )∼Q⊗N−1

[
log exp(s(z′,z1))

1
N

∑N
j=1 exp(s(z′,zj))

]
≤ DKL(P∥Q)

Lemma 5.7.4.

DKL(PZ′,Z ∥ EPA,Y
[PZ′|A,Y PZ|A,Y ])

= sup
s

E(z′,z)∼PZ′,Z
[s(z′, z)] − E(z′,z)∼EPA,Y

[PZ′|A,Y PZ|A,Y ][exp(s(z′, z))] + 1.

Lemma 5.7.5.

I(Z ′;Z | A, Y )

= DKL(PZ′,Z,A,Y ∥ PA,Y PZ′|A,Y PZ|A,Y )

= sup
s

E(z′,z,a,y)∼PZ′,Z,A,Y
[s(z′, z, a, y)]

− E(z′,z,a,y)∼PA,Y PZ′|A,Y PZ|A,Y
[exp(s(z′, z, a, y))] + 1.

Figure 5.5: Lemmas required for the proof of Proposition 5.3.2.

Proof. The proof technique is identical to the proof of Lemma 5.7.1 and the only difference is that

the similarity function takes four variables as input.

Proof of Lemma 5.7.3 See Figure 5.6.

Proof of Lemma 5.7.4

Proof. We use Lemma 5.7.1 and substitute P and Q with PZ′,Z and EPA,Y
[PZ′|A,Y PZ|A,Y , respectively.

Proof of Lemma 5.7.5

Proof. We use Lemma 5.7.2 and substitute P and Q with PZ′,Z,A,Y and PA,Y PZ′|A,Y PZ|A,Y , respec-

tively.
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Proof.

DKL(P∥Q) = E(z′,z2:N )∼Q⊗N−1

[
DKL(P∥Q)

]
≥ E(z′,z2:N )∼Q⊗N−1

[
EP [log

exp(s∗(z′, z))
1
N

∑N
j=1 exp(s(z′, zj))

] − EQ[
exp(s∗(z′, z))

1
N

∑N
j=1 exp(s(z′, zj))

] + 1

]
= E(z′,z2:N )∼Q⊗N−1

[
EP [log

exp(s∗(z′, z))
1
N

∑N
j=1 exp(s(z′, zj))

] − 1 + 1

]
= E(z′,z1)∼P,(z′,z2:N )∼Q⊗N−1

[
log

exp(s(z′, z1))
1
N

∑N
j=1 exp(s(z′, zj))

]
,

where the first line follows the fact that DKL(P∥Q) is a constant, the second line follows
Lemma 5.7.1, the third line follows the fact that (z′, z1) and (z′, z2:N ) are interchangeable when
sampling from Q. Thus, for all similarity function s, we have

sup
s

E(z′,z1)∼P,(z′,z2:N )∼Q⊗N−1

[
log

exp(s(z′, z1))
1
N

∑N
j=1 exp(s(z′, zj))

]
≤ DKL(P∥Q)

Figure 5.6: Proof of Lemma 5.7.3

Proposition 5.7.1.

DKL(PZ′,Z ∥ EPA,Y
[PZ′|A,Y PZ|A,Y ]) ≤ I(Z ′;Z | A, Y )

Proof of Proposition 5.7.1 See Figure 5.7.

Proof of Proposition 5.3.2 See Figure 5.8.

5.7.5 Experimental Details

5.7.6 Data prepossessing pipelines

Jigsaw Our first dataset, which we refer to as jigsaw, is a corpus of comments from an online forum

associated with a toxicity rating. jigsaw’s main task is binary classification: given a “toxicity” score

in the range [0, 1] that has been assigned to each comment, we determine whether the “toxicity” score

is greater or equal to 0.5. Each comment is also annotated with some “identity” labels, indicating

whether some identities belonging to specific demographic groups are mentioned in the comment. We

focus on the identity labels related to “race or ethnicity” and binaries the identity labels into black

and non-black. Note that there are a multitude of other sensitive attributes in the Jigsaw-Toxicity
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Proof. We have

DKL(PZ′,Z ∥ EPA,Y
[PZ′|A,Y PZ|A,Y ])

= sup
s

E(z′,z)∼PZ′,Z
[s(z′, z)] − E(z′,z)∼EPA,Y

[PZ′|A,Y PZ|A,Y ][exp(s(z′, z))] + 1

= sup
s

E(z′,z,a,y)∼PZ′,Z,A,Y
[s(z′, z)] − E(z′,z,a,y)∼PA,Y PZ′|A,Y PZ|A,Y

[exp(s(z′, z))] + 1,

where the first equation follows Lemma 5.7.4. Let s∗(z′, z) be the function when the supreme
value is achieved and let ŝ∗(z′, z, a, y) = s∗(z′, z),∀ (a, y) ∈ PA,Y , and we have

DKL(PZ′,Z ∥ EPA,Y
[PZ′|A,Y PZ|A,Y ])

= sup
s

E(z′,z,a,y)∼PZ′,Z,A,Y
[s(z′, z)] − E(z′,z,a,y)∼PA,Y PZ′|A,Y PZ|A,Y

[exp(s(z′, z))] + 1

= E(z′,z,a,y)∼PZ′,Z,A,Y
[ŝ∗(z′, z, a, y)] − E(z′,z,a,y)∼PA,Y PZ′|A,Y PZ|A,Y

[exp(ŝ∗(z′, z, a, y)] + 1

≤ sup
ŝ

E(z′,z,a,y)∼PZ′,Z,A,Y
[ŝ(z′, z, a, y)] − E(z′,z,a,y)∼PA,Y PZ′|A,Y PZ|A,Y

[exp(ŝ(z′, z, a, y)] + 1

= I(Z ′;Z | A, Y ),

where the last equation follows Lemma 5.7.5.

Figure 5.7: Proof of Proposition 5.7.1.

Proof. Define two probability measures P = PZ′,Z and Q = EPA,Y
[PZ′|A,Y PZ|A,Y ], we have

Ep(a,y)
[
Ep(z′i,zi|a,y)⊗N

[
log

exp(s(z′i, zi))
1
N

∑N
j=1 exp(s(z′i, zj))

]]
= E(z′,z1)∼P,(z′,z2:N )∼Q⊗N−1

[
log

exp(s(z′, z1))
1
N

∑N
j=1 exp(s(z′, zj))

]
≤ DKL(P∥Q)

= DKL(PZ′,Z ∥ EPA,Y
[PZ′|A,Y PZ|A,Y ])

≤ I(Z ′;Z | A, Y ).

where the second equation follows Lemma 5.7.3 and the last equation follows Proposition 5.7.1.

Figure 5.8: Proof of Proposition 5.3.2.

dataset and we constrain the scope of our study to the “race” attributes present in text classification

datasets. We follow [205] to perform the train/val/test splits. The data with “race or ethnicity”

identity labels are split into training, validation, and test sets summarized in Table 5.1.

Bias-in-Bios To measure model fairness and performance in the multi-class classification setting,

we use the professional biographies dataset of [186], which we refer to as the biasbios dataset. The

data consist of nearly 400,000 online biographies collected from the Common Crawl corpus. These
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Table 5.1: Summary of training, validation, and test splits for the jigsaw dataset.

Data split Samples Protected attribute
(NB = non-black, B =
black)

Task label average

Training 25,954 (60.5%) 61.9% (NB), 38.1% (B) 0.2822
Validation 4,390 (10.2%) 62.4% (NB), 37.6% (B) 0.2897
Test 12,562 (29.3%) 61.2% (NB), 38.8% (B) 0.2873

Total 42,906 61.7% (NB), 38.3% (B) 0.2844

Table 5.2: Summary of the training, validation, and test splits of the biasbios dataset.

Data split Samples Protected attribute
(F = female, M = male)

Training 255,710 (65.0%) 46.0% (F), 54.0% (M)
Validation 39,369 (10.0%) 47.8% (F), 52.2% (M)
Test 98,344 (25.0%) 46.5% (F), 53.5% (M)

Total 393,423 46.3% (F), 53.7% (M)

biographies are annotated with one of the 28 professions to which their subject belongs. The data

are mapped to a binary gender based on the occurrence of gendered pronouns and are scrubbed to

exclude the authors’ names and pronouns. It is worth noting that mapping gender to binary labels is

a strong simplified assumption to map data to a demographic label cleanly; it ignores people who

do not identify as female or male as well as the complexity of gender identity more generally. We

refer readers to the original work [186] for further discussion of these issues. For our experiments, we

attempt to predict the profession as our task label while protecting against the gender attribute. We

replicate the splits of biasbios used by [195], which are summarized in Table 5.2.

5.7.7 Detailed Implementations and Hyperparameter Settings

In this section, we provide more detail on our implementations and give the hyperparameter we use

in our experiments. We first give detail on how we tune the performance and fairness trade-offs for

each method.

• One-stage / Two-stage CL: for one- and two-stage CL, once we determine the best

classification performance by conducting a grid search on temperature, (pre-training) batch size,

and data augmentation strategies (as well as γ in one-stage CL) , we only tune the parameter

λ described in Sec. 5.3.2, which affects the trade-offs between supervised contrastive loss Lsup

and the conditional supervised InfoNCE loss LCS-InfoNCE.

• Diverse adversarial training: Following [194], we use an ensemble of three adversarial
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discriminators and use the same adversarial network architecture. There are two hyperparam-

eters of interest: λdiff and λadv. λdiff is a difference loss hyperparameter that encourages

discriminators to learn orthogonal representations. λadv affects the tradeoff in the model

between task performance and learning a hidden representation independent of the protected

attribute. We first do a grid search on λdiff = {0, 100, 1000, 5000} and vary the values of λadv

to the determine the best hyperparameter configurations.

• Adversarial training: The implementation is nearly identical to diverse adversarial training,

except that there is just one adversarial discriminators.

• INLP: Following [195], we use the weight of the a SVM classifier as the parameters of the

linear guarding layer and follow the same hyperparameters in training the linear guarding layer.

The trade-off hyperparameter that we tune for INLP is Nclf , which is the number of classifiers

trained by INLP (i.e., the number of rounds).

Table 5.3 contains the trade-off hyperparameters used for our experiments on the jigsaw dataset,

while Table 5.4 summarizes the hyperparameter choices for the biasbios dataset. The remaining

hyperparamters for all methods are listed in Table 5.5.

Table 5.3: Hyperparameters tested for RQ2 (Figure 5.3) for the jigsaw dataset.

Method Hyperparameters tested

Adversarial training λadv ∈ {0.1, 0.5, 1, 2}
Diverse adversarial training
(Nadv = 3, λdiff = 100)

λadv ∈ {0.1, 0.5, 1, 2}

INLP Nclf ∈ {20, 50, 80, 100, 150}
One-stage CL λ ∈ {0, 1, 2, 5}
Two-stage CL λ ∈ {0, 0.1, 0.5, 1, 2, 5}

Table 5.4: Hyperparameters tested for RQ2 (Figure 5.3) for the biasbios dataset.

Method Hyperparameters tested

Adversarial training λadv ∈ {0.1, 0.2, 0.5, 1}
Diverse adversarial training
(λdiff = 5000)

λadv ∈ {0.1, 0.2, 0.5, 1}

INLP Nclf ∈ {20, 50, 100, 300, 400}
One-stage CL λ ∈ {0, 1, 5, 10}
Two-stage CL λ ∈ {0, 1, 5, 10}
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Table 5.5: Additional hyperparameters used for experiments.

Hyperparameter (jigsaw) (biasbios)

Batch size 32 32
Learning rate 2e-5 2e-5

Epochs 10 7
Optimizer Adam Adam

5.7.8 Data Augmentation Strategies

In this section, we provide a description of the data augmentation strategies used in CL-based

methods4.

• Easy data augmentation (EDA) [206]: EDA consists of four simple operations: synonym

replacement, random insertion, random swap, and random deletion. Following the suggestions

provided by the original paper, we choose the augmentation ratio to be 0.1 and create four

augmented examples per example.

• Back translation [207]: It first translates the input example to another language and back to

English. We use the machine translation model wmt19-en-de in our experiment.

• Word replacement using contextual language model (CLM insert) [208]: It replaces words based

on a language model that leverages contextual word embeddings to find the most similar word

for augmentation. We use the RoBERTa-base language model and choose the augmentation

rate of 0.1.

• Word insertion using contextual language model (CLM insert) [208]: It inserts words based on

a language model that leverages contextual word embeddings to find the most similar word for

augmentation. We use the RoBERTa-base language model and choose the augmentation rate

of 0.1.

5.7.9 Additional Experimental Results

5.7.10 More Comments for CL-based Methods

Our method achieves highly consistent results with respect to fairness and performance compared to

the baseline methods. Figure 5.9 visualize hows model performance and EO fairness of two-stage CL

under different hyperparameter settings when λ = {0.0, 5.0} in the jigsaw dataset.

4We use the implementations of data augmentation at: https://github.com/makcedward/nlpaug.

https://github.com/makcedward/nlpaug
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Figure 5.9: Sensitivity analysis of two-stage CL to key hyperparameter changes in (Jigsaw).

5.7.11 Visualization of the BERT Embeddings using Different Objec-

tives

In Figure 5.10, we show the T-SNE visualization [182] of text embeddings learned with different

training objectives. We can see that both CE-trained embeddings and CL-trained embeddings

capture the class information well (points with the same markers forms their own clusters). However,

points that share the sensitive attributes within the same class are more likely to form small clusters.

When we introduce LCS-InfoNCE, those points tend to “mix” together.

5.7.12 How Different Pretrained Text Encoders affects the Performance

of INLP?

To provide the clearest comparison between our proposed methods and the baselines, we used the

best settings for the baseline methods that we were able to attain. Nonetheless, we observed that

the performance of INLP was highly sensitive to the encoder training settings, which could be an

important practical consideration for practitioners selecting between different ways of improving

model fairness. Figure 5.11 compares the performance and fairness of INLP using different encoder

pre-training strategies. We see that in both datasets, the classification and fairness performance of

INLP changes drastically even with the same values of trade-off parameter. Even training with the

same objectives (CE loss), the text encoders obtained in different epochs after convergence greatly
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CE Trained Embedding Two-stage CL Trained Embedding λ= 0.0

Two-stage CL Trained Embedding λ= 5.0

Figure 5.10: T-SNE visualization of text embeddings using different training objectives (zoom in for better visualization)
in the biasbios dataset. Different colors indicate different sensitive attribute (e.g., red for male and green for female)
and different markers indicate different classes. Both CE-trained embeddings and CL-trained embedding capture
the class information well (points with the same markers forms their own clusters). However, points that share the
sensitive attributes within the same class are more likely to form small clusters. When we introduce LCS-InfoNCE,
those points tend to “mix” together.

affect its performance. For example, the CE-trained encoder obtained in the last epoch of training

nearly shows no effects on bias mitigation. If we do not train the text encoder using our datasets

and directly use the parameters of the bert-base-uncased (this is the experimental setting of the

previous work [195]), the model performances drastically decrease of the training iterations of INLP

increase. Lastly, INLP also does not perform well when using supervised contrastive loss to train the

text encoder. In comparison, our methods are more robust to hyperparameter changes.
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Figure 5.11: Comparison of INLP performance and fairness under different pretrained encoders. CE (best) indicates
that we train the text encoder using CE loss and save the encoder that achieve the best validation loss for INLP. CE
(last) indicates that we train the text encoder using CE loss and save the encoder in the last epoch for INLP. CL
indicates that we train the text encoder using supervised contrastive loss. Original BERt indicates that we use the
bert-based-uncased as the text encoder.



Chapter 6

Understanding and Mitigating

Accuracy Disparity in Regression

6.1 Introduction

Recent progress in machine learning has led to its widespread use in many high-stakes domains, such

as criminal justice, healthcare, student loan approval, and hiring. Meanwhile, it has also been widely

observed that accuracy disparity could occur inadvertently under various scenarios in practice [15].

For example, errors are inclined to occur for individuals of certain underrepresented demographic

groups [209]. In other cases, [210] showed that notable accuracy disparity exists across different racial

and gender demographic subgroups on several real-world image classification systems. Moreover, [24]

found out that a differentially private model even exacerbates such accuracy disparity. Such accuracy

disparity across demographic subgroups not only raises concerns in high-stake applications but also

can be utilized by malicious parties to cause information leakage [32,211].

Despite the ample needs of accuracy parity, most prior work limits its scope to studying the

problem in binary classification settings [52, 212–214]. Compared to the accuracy disparity problem

in classification settings, accuracy disparity1 in regression is a more challenging but less studied

problem, due to the fact that many existing algorithmic techniques designed for classification cannot

be extended in a straightforward way when the target variable is continuous [176]. In a seminal

1Technically, accuracy disparity refers to (squared) error difference in our paper. We would like to use accuracy
disparity throughout our paper since it is a more commonly used term in fairness problems.

64
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work, [215] analyzed the impact of data collection on accuracy disparity in general learning models.

They provided a descriptive analysis of such parity gaps and advocated for collecting more training

examples and introducing more predictive variables. While such a suggestion is feasible in applications

where data collection and labeling is cheap, it is not applicable in domains where it is time-consuming,

expensive, or even infeasible to collect more data, e.g., in autonomous driving, education, etc.

Our Contributions In this chapter, we provide a prescriptive analysis of accuracy disparity and

aim at providing algorithmic interventions to reduce the disparity gap between different demographic

subgroups in the regression setting. To start with, we first formally characterize why accuracy

disparity appears in regression problems by depicting the feasible region of the underlying group-wise

errors. Next, we derive an error decomposition theorem that decomposes the accuracy disparity into

the distance between marginal label distributions and the distance between conditional representations.

We also provide a lower bound on the joint error across groups. Based on these results, we illustrate

why regression models aiming to minimize the global loss will inevitably lead to accuracy disparity if

the marginal label distributions or conditional representations differ across groups. See Figure 6.1 for

illustration.

Motivated by the error decomposition theorem, we propose two algorithms to reduce accuracy

disparity via joint distribution alignment with the total variation distance and the Wasserstein

distance, respectively. Furthermore, we analyze the game-theoretic optima of the objective functions

and illustrate the principle of our algorithms from a game-theoretic perspective. To corroborate the

effectiveness of our proposed algorithms in reducing accuracy disparity, we conduct experiments on

five benchmark datasets. Experimental results suggest that our proposed algorithms help to mitigate

accuracy disparity while maintaining the predictive power of the regression models. We believe our

theoretical results contribute to the understanding of why accuracy disparity occurs in machine

learning models, and the proposed algorithms provides an alternative for intervention in real-world

scenarios where accuracy parity is desired but collecting more data/features is time-consuming or

infeasible.

6.2 Preliminaries

Notation We use X ⊆ Rd and Y ⊆ R to denote the input and output space. We use X and Y

to denote random variables which take values in X and Y, respectively. Lower case letters x and

y denote the instantiation of X and Y . We use H(X) to denote the Shannon entropy of random



6.2 Preliminaries 66

ll

Figure 6.1: Geometric interpretation of accuracy disparity in regression. The green area corresponds to the feasible
region of ErrD0

and ErrD1
under the hypothesis class H. For any optimal hypothesis h which is solely designed to

minimize the overall error, the best the hypothesis h can do is to intersect with one of the two bottom vertices of
the green area, leading to accuracy disparity if the width of the feasible region is nonzero. See section 6.3.1 for more
details.

variable X, H(X | Y ) to denote the conditional entropy of X given Y , and I(X;Y ) to denote the

mutual information between X and Y . To simplify the presentation, we use A ∈ {0, 1} as the sensitive

attribute, e.g., gender, race, etc. Let H be the hypothesis class of regression models. In other words,

for h ∈ H, h : X → Y is a predictor. Note that even if the predictor does not explicitly take the

sensitive attribute A as an input variable, the prediction can still be biased due to the correlations

with other input variables. We study the stochastic setting where there is a joint distribution D over

X,Y and A from which the data are sampled. For a ∈ {0, 1} and y ∈ R, we use Da to denote the

conditional distribution of D given A = a and Dy to denote the conditional distribution of D given

Y = y. For an event E, D(E) denotes the probability of E under D. Given a feature transformation

function g : X → Z that maps instances from the input space X to feature space Z, we define

g♯D := D ◦ g−1 to be the induced (pushforward) distribution of D under g, i.e., for any event E′ ⊆ Z,

g♯D(E′) := D({x ∈ X | g(x) ∈ E′}). We define (·)+ to be max{·, 0}.

For regression problems, given a joint distribution D, the error of a predictor h under D is defined

as ErrD(h) := ED[(Y − h(X))2]. To make the notation more compact, we may drop the subscript

D when it is clear from the context. Furthermore, we also use MSED(Ŷ , Y ) to denote the mean

squared loss between the predicted variable Ŷ = h(X) and the true label Y over the joint distribution

D. Similarly, we also use CED(A ∥ Â) to denote the cross-entropy loss between the predicted variable

Â and the true label A over the joint distribution D. Throughout the paper, we make the following
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standard boundedness assumption:

Assumption 6.2.1. There exists M > 0, such that for any hypothesis H ∋ h : X → Y, ∥h∥∞ ≤M

and |Y | ≤M .

Problem Setup Our goal is to learn a regression model that is fair in the sense that the errors of

the regressor are approximately equal across the groups given by the sensitive attribute A. We assume

that the sensitive attribute A is only available to the learner during the training phase and is not

visible during the inference phase. We would like to point out that there are many other different and

important definitions of fairness [216] even in the sub-category of group fairness, and our discussion is

by no means comprehensive. For example, two frequently used definitions of fairness in the literature

are the so-called statistical parity [51] and equalized odds [52]. Nevertheless, throughout this paper

we mainly focus accuracy parity as our fairness notion, due to the fact that machine learning

systems have been shown to exhibit substantial accuracy disparities between different demographic

subgroups [15,209,210]. This observation has already brought huge public attention (e.g., see New

York Times, The Verge, and Insurance Journal) and calls for machine learning systems that (at least

approximately) satisfy accuracy parity. For example, in a healthcare spending prediction system,

stakeholders do not want the prediction error gaps to be too large among different demographic

subgroups. Formally, accuracy parity is defined as follows:

Definition 6.2.1. Given a joint distribution D, a predictor h satisfies accuracy parity if ErrD0(h) =

ErrD1
(h).

In practice the exact equality of accuracy between two groups is often hard to ensure, so we define

error gap to measure how well the model satisfies accuracy parity:

Definition 6.2.2. Given a joint distribution D, the error gap of a hypothesis h is ∆Err(h) :=

|ErrD0
(h) − ErrD1

(h)|.

By definition, if a model satisfies accuracy parity, ∆Err(h) will be zero. Next we introduce two

distance metrics that will be used in our theoretical analysis and algorithm design:

• Total variation distance: it measures the largest possible difference between the probabilities

that the two probability distributions can assign to the same event E. We use dTV(P,Q) to
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denote the total variation:

dTV(P,Q) := sup
E

|P(E) −Q(E)|.

• Wasserstein distance: the Wasserstein distance between two probability distributions is

W1(P,Q) = sup
f∈{f :∥f∥L≤1}

∣∣∣∣∫
Ω

fdP −
∫
Ω

fdQ
∣∣∣∣ ,

where ∥f∥L is the Lipschitz semi-norm of a real-valued function of f and Ω is the sample space

over which two probability distributions P and Q are defined. By the Kantorovich-Rubinstein

duality theorem [217], we recover the primal form of the Wasserstein distance, defined as

W1(P,Q) := inf
γ∈Γ(P,Q)

∫
d(X,Y ) dγ(X,Y ),

where Γ(P,Q) denotes the collection of all couplings of P and Q, and X and Y denote the

random variables with law P and Q respectively. Throughout this paper we use L1 distance

for d(·, ·), but extensions to other distances, e.g., L2 distance, is straightforward.

6.3 Main Results

In this section, we first characterize why accuracy disparity arises in regression models. More

specifically, given a hypothesis h ∈ H, we first prove a lower bound of joint errors. Then, we provide

an error decomposition theorem which upper bounds the accuracy disparity and decompose it into the

distance between marginal label distributions and the distance between conditional representations.

Based on these results, we give a geometric interpretation to visualize the feasible region of ErrD0

and ErrD1 and illustrate how error gap arises when learning a hypothesis h that minimizes the global

square error. Motivated by the error decomposition theorem, we propose two algorithms to reduce

accuracy disparity, connect the game-theoretic optima of the objective functions in our algorithms

with our theorems, and describe the practical implementations of the algorithms. Due to the space

limit, we defer all the detailed proofs to the appendix.
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6.3.1 Bounds on Conditional Errors and Accuracy Disparity Gap

Before we provide the prescriptive analysis of the accuracy disparity problem in regression, it is

natural to ask whether accuracy parity is achievable in the first place. Hence, we first provide a

sufficient condition to achieve accuracy parity in regression.

Proposition 6.3.1. Assume both EDa
[Y ] and EDa

[Y 2] are equivalent for any A = a, then using a

constant predictor ensures accuracy parity in regression.

Proposition 6.3.1 states if the first two order moments of marginal label distributions are equal

across different groups, then using a constant predictor leads to accuracy parity in regression.

Proposition 6.3.1 is a relaxation of our proposed error decomposition theorem (Theorem 6.3.2) which

requires the total variation distance between group-wise marginal label distributions to be zero.

However, the condition rarely holds in real-world scenarios and it does not provide any insights to

algorithm design. Next we provide more in-depth analysis to understand why accuracy disparity

appears in regression models and provide algorithm interventions to mitigate the problem.

When we learn a predictor, the prediction function induces X
h−→ Ŷ , where Ŷ is the predicted target

variable given by hypothesis h. Hence for any distribution D0 (D1) of X, the predictor also induces

a distribution h♯D0 (h♯D1) of Ŷ . Recall that the Wasserstein distance is metric, hence the following

chain of triangle inequalities holds:

W1(D0(Y ),D1(Y )) ≤ W1(D0(Y ), h♯D0) +W1(h♯D0, h♯D1) +W1(h♯D1,D1(Y ))

Intuitively, W1(Da(Y ), h♯Da) measures the distance between the true marginal label distribution

and the predicted one when A = a. This distance is related to the prediction error of function h

conditioned on A = a:

Lemma 6.3.1. Let Ŷ = h(X), then for a ∈ {0, 1}, W1(Da(Y ), h♯Da) ≤
√

ErrDa
(h).

Now we can get the following theorem that characterizes the lower bound of joint error on different

groups:

Theorem 6.3.1. Let Ŷ = h(X) be the predicted variable, then ErrD0(h)+ErrD1(h) ≥ 1
2

[(
W1(D0(Y ),D1(Y ))−

W1(h♯D0, h♯D1)
)
+

]2
.
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In Theorem 6.3.1, we see that if the difference between marginal label distributions across groups is

large, then statistical parity could potentially lead to a large joint error. Moreover, Theorem 6.3.1

could be extended to give a lower bound on the joint error incurred by h as well:

Corollary 6.3.1. Let Ŷ = h(X) and α = D(A = 0) ∈ [0, 1], we have ErrD(h) ≥ 1
2 min{α, 1 − α} ·[(

W1(D0(Y ),D1(Y )) −W1(h♯D0, h♯D1)
)
+

]2
.

Now we upper bound the error gap. We first relate the error gap to marginal label distributions and

the predicted distributions conditioned on Y = y:

Theorem 6.3.2. If Assumption 6.2.1 holds, then for ∀h ∈ H, let Ŷ = h(X), the following inequality

holds:

∆Err(h) ≤ 8M2dTV(D0(Y ),D1(Y )) + 3M min{ED0 [|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|],ED1

[|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|]}.

Remark We see that the error gap is upper bounded by two terms: the distance between marginal

label distributions and the discrepancy between conditional predicted distributions across groups.

Given a dataset, the distance between marginal label distributions is a constant since the marginal

label distributions are fixed. For the second term, if we can minimize the discrepancy of the conditional

predicted distribution across groups, we then have a model that is free of accuracy disparity when

the marginal label distributions are well aligned.

Geometric Interpretation By Theorem 6.3.1 and Theorem 6.3.2, we can visually illustrate how

accuracy disparity arises given data distribution and the learned hypothesis that aims to minimize the

global square error. In Figure 6.1, given the hypothesis class H, we use the line ErrD0
+ ErrD1

= B to

denote the lower bound in Theorem 6.3.1 and the two lines |ErrD0
− ErrD1

| = A to denote the upper

bound in Theorem 6.3.2. These three lines form a feasible region (the green area) of ErrD0 and ErrD1

under the hypothesis class H. For any optimal hypothesis h which is solely designed to minimize the

overall error, the best the hypothesis h can do is to intersect with one of the two bottom vertices. For

example, the hypotheses (the red dotted line and the blue dotted line) trying to minimize overall error

intersect with the two vertices of the region to achieve the smallest ErrD0
-intercept (ErrD1

-intercept),

due to the imbalance between these two groups. However, since these two vertices are not on the

diagonal of the feasible region, there is no guarantee that the hypothesis can satisfy accuracy parity

(ErrD0
= ErrD1

), unless we can shrink the width of green area to zero.
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6.3.2 Algorithm Design

Inspired by Theorem 6.3.2, we can mitigate the error gap by aligning the group distributions via

minimizing the distance of the conditional distributions across groups. However, it is intractable to

do so explicitly in regression problems since Y can take infinite values on R. Next we will present two

algorithms to approximately solve the problem through adversarial representation learning.

Given a Markov chain X
g−→ Z

h−→ Ŷ , we are interested in learning group-invariant conditional

representations so that the discrepancy between the induced conditional distributions DY
0 (Z = g(X))

and DY
1 (Z = g(X)) is minimized. In this case, the second term of the upper bound in Theorem 6.3.2 is

minimized. However, it is in general not feasible since Y is a continuous random variable. Instead, we

propose to learn the representations of Z to minimize the discrepancy between the joint distributions

D0(Z = g(X), Y ) and D1(Z = g(X), Y ). Next, we will show the distances between conditional

predicted distributions DY
0 (Z = g(X)) and DY

1 (Z = g(X)) are minimized when we minimize the joint

distributions D0(Z = g(X), Y ) and D1(Z = g(X), Y ) in Theorem 6.3.3 and Theorem 6.3.4.

To proceed, we first consider using the total variation distance to measure the distance between two

distributions. In particular, we can choose to learn a binary discriminator f : Z × Y −→ Â that

achieves minimum binary classification error on discriminating between points sampled from two

distributions. In practice, we use the cross-entropy loss as a convex surrogate loss. Formally, we are

going to consider the following minimax game between g and f :

min
f∈F

max
g

CED(A ∥ f(g(X), Y )) (6.1)

Interestingly, for the above equation, the optimal feature transformation g corresponds to the one

that induces invariant conditional feature distributions.

Theorem 6.3.3. Consider the minimax game in (6.1). The equilibrium (g∗, f∗) of the game is

attained when 1). Z = g∗(X) is independent of A conditioned on Y ; 2). f∗(Z, Y ) = D(A = 1 | Y,Z).

Since in the equilibrium of the game Z is independent of A conditioned on Y , the optimal f∗(Z, Y )

could also be equivalently written as f∗(Z, Y ) = D(A = 1 | Y ), i.e., the only useful information

for the discriminator in the equilibrium is through the external information Y . In Theorem 6.3.3,

the minimum cross-entropy loss that the discriminator (the equilibrium of the game) can achieve is
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H(A | Z, Y ) (see Proposition 6.7.1 in Appendix 6.7.1). For any feature transform g, by the basic

property of conditional entropy, we have:

min
f∈F

CED(A ∥ f(g(X), Y )) = H(A | Z, Y ) = H(A | Y ) − I(A;Z | Y ).

We know that H(A | Y ) is a constant given the data distribution. The maximization of g in (6.1) is

equivalent to the minimization of minZ=g(X) I(A;Z | Y ), and it follows that the optimal strategy

for the transformation g is the one that induces conditionally invariant features, e.g., I(A;Z | Y ) = 0.

Formally, we arrive at the following minimax problem:

min
h,g

max
f∈F

MSED(h(g(X)), Y ) − λ · CED(A ∥ f(g(X), Y ))

In the above formulation, the first term corresponds to the minimization of prediction loss of the

target task and the second term is the loss incurred by the adversary f . As a whole, the minimax

optimization problem expresses a trade-off (controlled by the hyper-parameter λ > 0) between

accuracy and accuracy disparity through the representation learning function g.

Wasserstein Variant Similarly, if we choose to align joint distributions via minimizing Wasserstein

distance, the following theorem holds.

Theorem 6.3.4. Let the optimal feature transformation g∗ := arg mingW1(D0(g(X), Y ),D1(g(X), Y )),

then DY
0 (Z = g∗(X)) = DY

1 (Z = g∗(X)) almost surely.

One notable advantage of using the Wasserstein distance instead of the TV distance is that, the

Wasserstein distance is a continuous functional of both the feature map g as well as the discriminator

f [218]. Furthermore, if both g and f are continuous functions of their corresponding model

parameters, which is the case for models we are going to use in experiments, the objective function

will be continuous in both model parameters. This property of the Wasserstein distance makes it

more favorable from an optimization perspective. Using the dual formulation, equivalently, we can

learn a Lipschitz function f : Z × Y → R as a witness function:

min
h,g,Z0∼g♯D0,Z1∼g♯D1

max
f :∥f∥L≤1

MSED(h(g(X)), Y ) + λ ·
∣∣f(Z0, Y ) − f(Z1, Y )

∣∣.

Game-Theoretic Interpretation We provide a game-theoretic interpretation of our algorithms

in Figure 6.2 to make our algorithms easier to follow.
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Figure 6.2: The game-theoretic illustration of our algorithms. Bob’s goal is to guess the group membership A of each
feature Z sent by Alice with the corresponding labels Y as the external information, while Alice’s goal is to find a
transformation from X to Z to confuse Bob.

As illustrated in Figure 6.2, consider Alice (encoder) and Bob (discriminator) participate a two-player

game: upon receiving a set of inputs X, Alice applies a transformation to the inputs to generate

the corresponding features Z and then sends them to Bob. Besides the features sent by Alice, Bob

also has access to the external information Y , which corresponds to the corresponding labels for the

set of features sent by Alice. Once having both the features Z and the corresponding labels Y from

external resources, Bob’s goal is to guess the group membership A of each feature sent by Alice, and

to maximize his correctness as much as possible. On the other hand, Alice’s goal is to compete with

Bob, i.e., to find a transformation to confuse Bob as much as she can. Different from the traditional

game without external information, here due to the external information Y Bob has access to, Alice

cannot hope to fully fool Bob, since Bob can gain some insights about the group membership A of

features from the external label information anyway. Nevertheless, Theorem 6.3.3 and Theorem 6.3.4

both state that when Bob uses a binary discriminator or a Wasstertein discriminator to learn A, the

best Alice could do is to to learn a transformation g so that the transformed representation Z is

insensitive to the values of A conditioned on any values of Y = y.

6.4 Experiments

Inspired by our theoretical results that decompose accuracy disparity into the distance between

marginal label distributions and the distance between conditional representations, we propose two

algorithms to mitigate it. In this section, we conduct experiments to evaluate the effectiveness of our

proposed algorithms in reducing the accuracy disparity.
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Figure 6.3: Overall results: R2 regression scores and error gaps of different methods in five datasets. Our goal is to
achieve high R2 scores with small error gap values (i.e., the most desirable points are located in the upper-left corner).
Our proposed methods achieve the best trade-offs in Adult, COMPAS, Crime and Insurance datasets.

6.4.1 Experimental Setup

Datasets We conduct experiments on five benchmark datasets: the Adult dataset [219], COMPAS

dataset [220], Communities and Crime dataset [219], Law School dataset [221] and Medical Insurance

Cost dataset [222]. All datasets contain binary sensitive attributes (e.g., male/female, white/non-

white). We refer readers to Appendix 6.7.2 for detailed descriptions of the datasets and the data pre-

processing pipelines. Note that although the Adult and COMPAS datasets are for binary classification
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Figure 6.4: R2 regression scores and error gaps when λ changes in CENet and WassersteinNet. The general trend is
that with the increase of λ, the error gap values and R2 scores gradually decrease, except the cases where λ increases in
CENet in Adult, Crime and Insurance dataset. The exceptions are caused by the instability of the training processes
of CENet [2].

tasks, recent evidences [223–225] suggest that square loss achieves comparable performance with

cross-entropy loss and hinge loss. In this regard, we take them as regression tasks with two distinctive

ordinal values.

Methods We term the proposed algorithms CENet and WassersteinNet for our two proposed

algorithms respectively and implement them using Pytorch [226].2 To the best of our knowledge,

no previous study aims to minimize accuracy disparity in regression using representation learning.

However, there are other similar fairness notions and mitigation techniques proposed for regression

2Our code is publicly available at:
https://github.com/JFChi/Understanding-and-Mitigating-Accuracy-Disparity-in-Regression

https://github.com/JFChi/Understanding-and-Mitigating-Accuracy-Disparity-in-Regression
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and we add them as our baselines: (1) Bounded group loss (BGL) [227], which asks for the prediction

errors for any groups to remain below a predefined level ϵ; (2) Coefficient of determination (CoD) [228],

which asks for the coefficient of determination between the sensitive attributes and the predictions to

remain below a predefined level ϵ.

For each dataset, we perform controlled experiments by fixing the regression model architectures to be

the same. We train the regression models via minimizing mean squared loss. Among all methods, we

vary the trade-off parameter (i.e., λ in CENet and WassersteinNet and ϵ in BGL and CoD) and

report and the corresponding R2 scores and the error gap values. For each experiment, we average

the results for ten different random seeds. Note that CoD cannot be implemented on the Adult

dataset since the size of the Adult dataset is large and the QCQP optimization algorithm to solve

CoD needs a quadratic memory usage of the dataset size. We refer readers to Appendix 6.7.2 for

detailed hyper-parameter settings in our experiments and Appendix 6.7.3 for additional experimental

results.

6.4.2 Results and Analysis

The overall results are visualized in Figure 6.3. The following summarizes our observations and

analyses: (1) Our proposed methods WassersteinNet and CENet are most effective in reducing

the error gap values in all datasets compared to the baselines. Our proposed methods also achieve

the best trade-offs in Adult, COMPAS, Crime and Insurance datasets: with the similar error gap

values (R2 scores), our methods achieve the highest R2 scores (lowest error gap values). In the

Law dataset, the error gap values decrease with high utility losses in our proposed methods due

the significant trade-offs between the predictive power of the regressors and accuracy parity. We

suspect this is because the feature noise distribution in one group differs significantly than the others

in the Law dataset. (2) Among our proposed methods, WassersteinNet are more effective in

reducing the error gap values while CENet might fail to decrease the error gaps in Adult, Crime and

Insurance datasets and might even cause non-negligible reductions in the predictive performance of

the regressors in Adult and Crime datasets. The reason behind it is that the minimax optimization

in the training of CENet could lead to an unstable training process under the presence of a noisy

approximation to the optimal discriminator [2]. We will provide more analysis in Figure 6.4 next.

(3) Compared to our proposed methods, BGL and CoD can also decrease error gaps to a certain

extent. This is because: (i) BGL aims to keep errors remaining relatively low in each group, which

helps to reduce accuracy disparity; (ii) CoD aims to reduce the correlation between the sensitive
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attributes and the predictions (or the inputs) in the feature space, which might somehow reduce the

dependency between the distributions of these two variables.

We further analyze how the trade-off parameter λ in the objective functions affect the performance

of our methods. Figure 6.4 shows R2 regression scores and error gaps when λ changes in CENet

and WassersteinNet. We see the general trend is that with the increase of the trade-off parameter

λ, the error gap values and R2 scores gradually decrease. Plus, the increase of λ generally leads to

the instability of training processes with larger variances of both R2 scores and error gap values. In

Adult, Crime and Insurance datasets, WassersteinNet is more effective in mitigating accuracy

disparity when λ increases, while CENet fails to decrease the error gap values and might suffer from

significant accuracy loss. The failure to decrease the error gap values with significant accuracy loss

and variance indicates the estimation of total variation in minimax optimization for CENet could

lead to a highly unstable training process [2].

6.5 Related Work

Algorithmic Fairness In the literature, two main notions of fairness, i.e., group fairness and

individual fairness, has been widely studied [51, 52, 56, 59, 212,229–231]. In particular, [215] analyzed

the impact of data collection on discrimination (e.g., false positive rate, false negative rate, and zero-

one loss) from the perspectives of bias-variance-noise decomposition, and they suggested collecting

more training examples and collect additional variables to reduce discrimination. [232] argued that

the loss difference among different groups is determined by the amount of latent (unobservable)

feature noise and the difference between means, variances, and sizes of the groups with an assumption

that there are a latent random feature and a noise feature that are involved in the generation of the

observable features. [233] further found out that spurious features from inputs can hurt accuracy

and affect groups disproportionately. [213] proposed an error decomposition theorem which upper

bounds accuracy disparity in the classification setting by three terms: the sum of group-wise noise,

the distance of marginal input distributions across groups and the discrepancy of group-wise optimal

decision functions. However, their error decomposition theorem does not lead to any mitigation

approaches in classification: minimizing the distance of marginal input distributions across groups

does not necessarily mitigate accuracy disparity since it could possibly exacerbate the noise term and

the discrepancy of group-wise optimal decision functions in the meantime. Besides, the optimal group-

wise decision functions are unknown and intractable to approximate in the feature spaces, which also
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adds to the difficulty of applying their upper bound directly. In comparison, our work only assumes

that there is a joint distribution where all variables are sampled and precisely characterizes disparate

predictive accuracy in regression in terms of the distance between marginal label distributions and

the distance between conditional representations. Inspired by our theoretical results, we also propose

practical algorithms to mitigate the problem when collecting more data becomes infeasible.

Fair Regression A series of works focus on fairness under the regression problems [228,234–238].

To the best of our knowledge, no previous study aimed to minimize accuracy disparity in regression

from representation learning. However, there are different fairness notions and techniques proposed

for regression: [227] proposed fair regression with bounded group loss (i.e., it asks that the prediction

error for any protected group remains below some pre-defined level) and used exponentiated-gradient

approach to satisfy BGL. [228] aimed to reduce the coefficient of determination between the sensitive

attributes between the predictions to some pre-defined level and used an off-the-shelf convex optimizer

to solve the problem. [239] used the Hirschfeld-Gebelein-Rényi Maximum Correlation Coefficient to

generalize fairness measurement to continuous variables and ensured equalized odds (demographic

parity) constraint by minimizing the χ2 divergence between the predicted variable and the sensitive

variable (conditioned on target variable). [240] considered regression problems in health care spending

and proposed five fairness criteria (e.g., covariance constraint, net compensation penalization, etc.)

in the healthcare domain. [241] proposed pairwise fairness notions (e.g., pairwise equal opportunity

requires each pair from two arbitrary different groups to be equally-likely to be ranked correctly)

for ranking and regression models. [242] studied the regression problem with demographic parity

constraint and showed the optimal fair predictor is achieved in the Wasserstein barycenter of group

distributions. In contrast, we source out the root of accuracy disparity in regression through the lens

of information theory and reduce it via distributional alignment using TV distance and Wasserstein

distance in the minimax games.

Fair Representation A line of works focus on building algorithmic fair decision making systems

using adversarial techniques to learn fair representations [176,243,244]. The main idea behind is to

learn a good representation of the data so that the data owner can maximize the accuracy while

removing the information related to the sensitive attribute. [245] proposed a generalized framework

to learn adversarially fair and transferable representations and suggests using the label information

in the adversary to learn equalized odds or equal opportunity representations in the classification

setting. Apart from adversarial representation, recent work also proposed to use distance metrics, e.g.,
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the maximum mean discrepancy [246] and the Wasserstein distance [214] to remove group-related

information. Prior to this work, it is not clear aligning conditional distributions via adversarial

representation learning could lead to (approximate) accuracy parity. Our analysis is the first work

to connect accuracy parity and (conditional) distributional alignment in regression and we also

provide algorithm interventions to mitigate the problem where it is challenging to align conditional

distributions in regression problems.

6.6 Conclusion

In this chapter, we theoretically and empirically study accuracy disparity in regression problems.

Specifically, we prove an information-theoretic lower bound on the joint error and a complementary

upper bound on the error gap across groups to depict the feasible region of group-wise errors. Our

theoretical results indicate that accuracy disparity occurs inevitably due to the marginal label

distributions differ across groups. To reduce such disparity, we further propose to achieve accuracy

parity by learning conditional group-invariant representations using statistical distances. The game-

theoretic optima of the objective functions in our proposed methods are achieved when the accuracy

disparity is minimized. Our empirical results on five benchmark datasets demonstrate that our

proposed algorithms help to reduce accuracy disparity effectively. We believe our results take an

important step towards better understanding accuracy disparity in machine learning models.

6.7 Appendix of Chapter 6

6.7.1 Missing Proofs

Proposition 6.3.1. Assume both EDa
[Y ] and EDa

[Y 2] are equivalent for any A = a, then using a

constant predictor ensures accuracy parity in regression.

Proof. For a ∈ {0, 1}, we have

ErrDa
(h)

= EDa
[(h(X) − Y )2]

= EDa [(h(X) − EDa(Y ) + EDa(Y ) − Y )2]

= EDa [(h(X) − EDa(Y ))2] + EDa [(Y − EDa(Y ))2] − 2EDa [(h(X) − EDa(Y ))(Y − EDa(Y ))].
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It is easy to see the first two terms are equal across different groups since EDa [Y ], EDa [Y 2] and h(X)

are the same across different groups. For the third term, we have

EDa [(h(X) − EDa(Y ))(Y − EDa(Y ))]

= EDa(X)[EDa(Y |X)[(h(X) − EDa
(Y ))(Y − EDa

(Y )) | X]]

= EDa(X)[(h(X) − EDa
[Y | X])(EDa

[Y | X]) − EDa
[Y | X])]

= 0.

Thus, the errors across different groups made by the constant predictor are the same if EDa
[Y ] and

EDa
[Y 2] are equivalent across different groups.

Lemma 6.3.1. Let Ŷ = h(X), then for a ∈ {0, 1}, W1(Da(Y ), h♯Da) ≤
√

ErrDa
(h).

Proof. The prediction error conditioned on a ∈ {0, 1} is

ErrDa(h) = E[
(
Y − h(X)

)2|A = a]

≥ E2[|Y − h(X)||A = a]

≥
(

inf
Γ(Da(Y ),Da(h(X)))

E[|Y − h(X)|]
)2

= W 2
1 (Da(Y ), h♯Da).

Taking square root at both sides then completes the proof.

Theorem 6.3.1. Let Ŷ = h(X) be the predicted variable, then ErrD0
(h)+ErrD1

(h) ≥ 1
2

[(
W1(D0(Y ),D1(Y ))−

W1(h♯D0, h♯D1)
)
+

]2
.

Proof. Since W1(·, ·) is a distance metric, the result follows immediately the triangle inequality and

Lemma 6.3.1:

W1(D0(Y ),D1(Y )) ≤
√

ErrD0
(h) +W1(h♯D0, h♯D1) +

√
ErrD1

(h).

Rearrange the equation above and by AM-GM inequality, we have

W1(D0(Y ),D1(Y )) −W1(h♯D0, h♯D1) ≤
√

ErrD0
(h) +

√
ErrD1

(h) ≤
√

2(ErrD0
(h) + ErrD1

(h)).
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Taking square at both sides then completes the proof.

Corollary 6.3.1. Let Ŷ = h(X) and α = D(A = 0) ∈ [0, 1], we have ErrD(h) ≥ 1
2 min{α, 1 − α} ·[(

W1(D0(Y ),D1(Y )) −W1(h♯D0, h♯D1)
)
+

]2
.

Proof. The joint error is

ErrD(h)

= αErrD0
(h) + (1 − α) ErrD1

(h)

≥ min{α, 1 − α}
(
ErrD0

(h) + ErrD1
(h)

)
≥ 1

2
min{α, 1 − α}[

(
W1(D0(Y ),D1(Y )) −W1(h♯D0, h♯D1)

)
+

]2. (Theorem 6.3.1)

Theorem 6.3.2. If Assumption 6.2.1 holds, then for ∀h ∈ H, let Ŷ = h(X), the following inequality

holds:

∆Err(h) ≤ 8M2dTV(D0(Y ),D1(Y )) + 3M min{ED0
[|EDy

0
[Ŷ ] − EDy

1
[Ŷ ]|],ED1

[|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|]}.

Proof. First, we show that for a ∈ {0, 1}:

ErrDa(h) = EDa [(h(X) − Y )2] = EDa [h2(X) − 2Y h(X) + Y 2] = EDa [h2(X) − 2Y h(X)] + EDa [Y 2].

Next, we bound the error gap:

|ErrD0
(h) − ErrD1

(h)|

= |ED0
[h2(X) − 2Y h(X)] + ED0

[Y 2] − ED1
[h2(X) − 2Y h(X)] − ED1

[Y 2]|

≤ |ED0 [h2(X) − 2Y h(X)] − ED1 [h2(X) − 2Y h(X)]| + |ED0 [Y 2] − ED1 [Y 2]|. (Triangle inequality)

For the second term, we can easily prove that

|ED0
[Y 2] − ED1

[Y 2]| = |⟨Y 2, dD0 − dD1⟩| ≤ ∥Y ∥2∞∥dD0 − dD1∥1 ≤ 2M2dTV(D0(Y ),D1(Y )),
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where the second equation follows Hölder’s inequality and the last equation follow the definition of

total variation distance. Now it suffices to bound the remaining term:

|ED0 [h2(X) − 2Y h(X)] − ED1 [h2(X) − 2Y h(X)]|

=

∣∣∣∣ ∫ h(x)(h(x) − 2y) dµ0(x, y) −
∫
h(x)(h(x) − 2y) dµ1(x, y)

∣∣∣∣
≤

∣∣∣∣ ∫∫ h(x)(h(x) − 2y) dµ0(x|y)dµ0(y) −
∫∫

h(x)(h(x) − 2y) dµ0(x|y)dµ1(y)

∣∣∣∣ (Triangle inequality)

+

∣∣∣∣ ∫∫ h(x)(h(x) − 2y) dµ1(x|y)dµ1(y) −
∫∫

h(x)(h(x) − 2y) dµ0(x|y)dµ1(y)

∣∣∣∣.
We upper bound the first term:

∣∣∣∣ ∫∫ h(x)(h(x) − 2y) dµ0(x|y) dµ0(y) −
∫∫

h(x)(h(x) − 2y) dµ0(x|y) dµ1(y)

∣∣∣∣
≤

∫∫ ∣∣h(x)(h(x) − 2y)(dµ0(y) − dµ1(y))
∣∣dµ0(x|y)

≤
∫ ∣∣ dµ0(y) − dµ1(y)

∣∣ ∫ ∣∣ sup
x
h(x)

∣∣∣∣h(x) − 2y
∣∣dµ0(x|y)

≤ M

∫
ED0

[|h(X) − 2Y ||Y = y]
∣∣dµ0(y) − dµ1(y)

∣∣ (Assumption 6.2.1)

≤ 3M2

∫ ∣∣ dµ0(y) − dµ1(y)
∣∣ (Assumption 6.2.1)

≤ 6M2dTV(D0(Y ),D1(Y )).

Note that the last equation follows the definition of total variation distance. For the second term, we

have:∣∣∣∣ ∫∫ h(x)(h(x) − 2y) dµ1(x|y) dµ1(y) −
∫∫

h(x)(h(x) − 2y) dµ0(x|y) dµ1(y)

∣∣∣∣
≤

∣∣∣∣ ∫∫ h2(x)(dµ1(x|y) − dµ0(x|y)) dµ1(y)

∣∣∣∣ +

∣∣∣∣ ∫∫ 2y h(x)(dµ1(x|y) − dµ0(x|y)) dµ1(y)

∣∣∣∣ (Triangle inequality)

≤ 3M ED1 [|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|]. (Assumption 6.2.1)
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To prove the last equation, we first see that:

∣∣∣∣ ∫∫ h2(x)(dµ1(x|y) − dµ0(x|y)) dµ1(y)

∣∣∣∣
≤

∣∣∣∣ ∫∫ (
sup
x
h(x)

)
h(x)(dµ1(x|y) − dµ0(x|y)) dµ1(y)

∣∣∣∣
≤ M

∫ ∣∣ED0 [h(X)|Y = y] − ED1 [h(X)|Y = y]
∣∣dµ1(y) (Assumption 6.2.1)

= M ED1
[|EDy

0
[Ŷ ] − EDy

1
[Ŷ ]|].

Similarly, we also have:

∣∣∣∣ ∫∫ 2y h(x)(dµ1(x|y) − dµ0(x|y)) dµ1(y)

∣∣∣∣
≤ 2

∣∣∣∣ ∫∫ (sup y)h(x)(dµ1(x|y) − dµ0(x|y)) dµ1(y)

∣∣∣∣
≤ 2M

∫ ∣∣ED0
[h(X)|Y = y] − ED1

[h(X)|Y = y]
∣∣ dµ1(y) (Assumption 6.2.1)

= 2M ED1 [|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|].

By symmetry, we can also see that:

|ED0
[h2(X) − 2Y h(X)] − ED1

[h2(X) − 2Y h(X)]| ≤ 6M2dTV(D0(Y ),D1(Y )) + 3M ED1
[|EDy

0
[Ŷ ] − EDy

1
[Ŷ ]|].

Combine the above two equations yielding:

|ED0 [h2(X) − 2Y h(X)] − ED1 [h2(X) − 2Y h(X)]|

≤ 6M2dTV(D0(Y ),D1(Y )) + 3M min{ED0 [|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|],ED1

[|EDy
0
[Ŷ ] − EDy

1
[Ŷ ]|]}.

Incorporating the terms back to the upper bound of the error gap then completes the proof.

Theorem 6.3.3. Consider the minimax game in (6.1). The equilibrium (g∗, f∗) of the game is

attained when 1). Z = g∗(X) is independent of A conditioned on Y ; 2). f∗(Z, Y ) = D(A = 1 | Y,Z).

Proof. To prove Theorem 6.3.3, we first give Proposition 6.7.1.
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Proposition 6.7.1. For any feature map g : X → Z, assume that F contains all the randomized

binary classifiers and F ∋ f : Z × Y → A, then minf∈F CED(A ∥ f(g(X), Y )) = H(A | Z, Y ).

Proof. By the definition of cross-entropy loss, we have:

CED(A ∥ f) = −ED [I(A = 0) log(1 − f(g(X), Y )) + I(A = 1) log(f(g(X), Y ))]

= −Eg♯D [I(A = 0) log(1 − f(Z, Y )) + I(A = 1) log(f(Z, Y ))]

= −EZ,Y EA|Z,Y [I(A = 0) log(1 − f(Z, Y )) + I(A = 1) log(f(Z, Y ))]

= −EZ,Y [D(A = 0 | Z, Y ) log(1 − f(Z, Y )) + D(A = 1 | Z, Y ) log(f(Z, Y ))]

= EZ,Y [DKL(D(A | Z, Y ) ∥ f(Z, Y ))] +H(A | Z, Y )

≥ H(A | Z, Y ),

where DKL(·∥·) denotes the KL divergence between two distributions. From the above inequality, it

is also clear that the minimum value of the cross-entropy loss is achieved when f(Z, Y ) equals the

conditional probability D(A = 1 | Z, Y ), i.e., f∗(Z, Y ) = D(A = 1 | Z = g(X), Y ).

Proposition 6.7.1 states that the minimum cross-entropy loss that the discriminator can achieve is

H(A | Z, Y ) when f is the conditional distribution D(A = 1 | Z = g(X), Y ). By the basic property

of conditional entropy, we have:

min
f∈F

CED(A ∥ f(g(X), Y )) = H(A | Z, Y ) = H(A | Y ) − I(A;Z | Y ).

Note that H(A | Y ) is a constant given the distribution D, so the maximization of g is equivalent

to the minimization of minZ=g(X) I(A;Z | Y ), and it follows that the optimal strategy for the

transformation g is the one that induces conditionally invariant features, e.g., I(A;Z | Y ) = 0. On

the other hand, if g∗ plays optimally, then the optimal response of the discriminator f is given by

f∗(Z, Y ) = D(A = 1 | Z = g∗(X), Y ) = D(A = 1 | Y ).

Theorem 6.3.4. Let the optimal feature transformation g∗ := arg mingW1(D0(g(X), Y ),D1(g(X), Y )),

then DY
0 (Z = g∗(X)) = DY

1 (Z = g∗(X)) almost surely.
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Proof. By the definition of Wasstertein distance, we have:

W1(D0(Z, Y ),D1(Z, Y )) = inf
γ∈Γ(D0,D1)

∫
d((z0, y0), (z1, y1)) dγ((z0, y0), (z1, y1))

= inf
γ∈Γ(D0,D1)

∫∫
d((z0, y0), (z1, y1)) dγ(z0, z1 | y0, y1) dγ(y0, y1)

= inf
γ∈Γ(D0,D1)

∫∫
∥z0 − z1∥1 + |y0 − y1|dγ(z0, z1 | y0, y1) dγ(y0, y1)

≥ inf
γ∈Γ(D0,D1)

∫∫
|y0 − y1|dγ(y0, y1) dγ(z0, z1 | y0, y1)

= inf
γ∈Γ(D0(Y ),D1(Y ))

∫
|y0 − y1|dγ(y0, y1)

= W1(D0(Y ),D1(Y )).

To finish the proof, next we prove the lower bound is achieved when DY
0 (Z = g∗(X)) = DY

1 (Z =

g∗(X)): it is easy to see W1(DY
0 (Z),DY

0 (Z)) =
∫
∥z0 − z1∥1 dγ(z0, z1 | y0, y1) = 0 when the

conditional distributions are equal. In this case, when the Wasserstein distance is minimized, then Z

is conditionally independent of A given Y almost surely.

6.7.2 Experimental Details

Adult The Adult dataset contains 48,842 examples for income prediction. The task is to predict

whether the annual income of an individual is greater or less than 50K/year based on the attributes

of the individual, such as education level, age, occupation, etc. In our experiment, we use gender

(binary) as the sensitive attribute. The target variable (income) is an ordinal binary variable: 0 if <

50K/year otherwise 1. After data pre-processing, the dataset contains 30,162/15,060 training/test

instances where the input dimension of each instance is 113. We show the data distributions for

different demographic subgroups in Table 6.1.

To preprocess the dataset, we first filter out the data records that contain the missing values. We then

remove the sensitive attribute from the input features and normalize the input features with its means

and standard deviations. Note that we use one-hot encoding for the categorical attributes.

For our proposed methods, we use a three-layer neural network with ReLU as the activation function

of the hidden layers and the sigmoid function as the output function for the prediction task (we

take the first two layers as the feature mapping). The number of neurons in the hidden layers is

60. We train the neural networks with the Adadelta algorithm with the learning rate 0.1 and a

batch size of 512. The models are trained in 50 epochs. For the adversary networks in CENet and
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WassersteinNet, we use a two-layer neural network with ReLU as the activation function. The

number of neurons in the hidden layers of the adversary networks is 60. The adversary network in

CENet also uses sigmoid function as the output function. The weight clipping norm in the adversary

network of WassersteinNet is 0.005. We use the gradient reversal layer [247] to implement the

gradient descent ascent (GDA) algorithm for optimization of the minimax problem since it makes

the training process more stable [248]. For the rest of the datasets we used in our experiments, we

also use a gradient reversal layer to implement our algorithms.

We use the Fairlearn toolkit [249] to implement BGL: we use the exponentiated-gradient algorithm

with the default setting as the mitigator and vary the upper bound ϵ ∈ {0.1, 0.2, 0.3, 0.5} of the

bounded group loss constraint. For each value of ϵ, we average the results of ten different random

seeds.

COMPAS The COMPAS dataset contains 6,172 instances to predict whether a criminal defendant

will recidivate within two years or not. It contains attributes such as age, race, etc. In our experiment,

we use race (white or non-white) as the sensitive attribute and recidivism as the target variable.

We split the dataset into train and test sets with the ratio 7/3. We show the data distributions for

different demographic subgroups in Table 6.2.

For all methods, we use a two-layer neural network with ReLU as the activation function of the

hidden layers and the sigmoid function as the output function for the prediction task (we take the

first layer as the feature mapping). The number of neurons in the hidden layers is 60. We train the

neural networks with the Adadelta algorithm with the learning rate 1.0 and a batch size of 512.

The models are trained in 50 epochs. For the adversary networks in CENet and WassersteinNet,

we use a two-layer neural network with ReLU as the activation function. The number of neurons

in the hidden layers of the adversary networks is 10. The adversary network in CENet also uses

sigmoid function as the output function. The weight clipping norm in the adversary network of

WassersteinNet is 0.05.

We use the Fairlearn toolkit to implement BGL: we use the exponentiated-gradient algorithm with

the default setting as the mitigator and vary the upper bound ϵ ∈ {0.1, 0.2, 0.3, 0.5} of the bounded

group loss constraint. For each value of ϵ, we average the results of ten different random seeds.

As for CoD, we follow the source implementation.3 We use the same hyper-parameter settings

3https://github.com/jkomiyama/fairregresion



6.7 Appendix of Chapter 6 87

as [228]: We use the kernelized optimization with the random Fourier features and the RBF kernel

(we vary hyper-parameter of the RBF kernel γ ∈ {0.1, 1.0, 10, 100}) and report the best results with

minimal MSE loss for each time we change the fairness budget ϵ. We also vary ϵ ∈ {0.01, 0.1, 0.5, 1.0}

and average the results of ten different random seeds.

Table 6.1: Data distribution of Y and
A in Adult dataset.

Y = 0 Y = 1

A = 0 20988 9539
A = 1 13026 1669

Table 6.2: Data distribution of Y and
A in COMPAS dataset.

Y = 0 Y = 1

A = 0 1849 1148
A = 1 1514 1661

Communities and Crime The Communities and Crime dataset contains 1,994 examples of

socio-economic, law enforcement, and crime data about communities in the United States. The

task is to predict the number of violent crimes per 100K population. All attributes in the dataset

have been curated and normalized to [0, 1]. In our experiment, we use race (binary) as the sensitive

attribute: 1 if the population percentage of the white is greater or equal to 80% otherwise 0. After

data pre-processing, the dataset contains 1,595/399 training/test instances where the input dimension

of each instance is 96. We visualize the data distributions for different demographic subgroups in

Figure 6.5a.

To preprocess the dataset, we first remove the non-predictive attributes and sensitive attributes from

the input features. Note that all features in the dataset have already been normalized in [0, 1] so

that we do not perform additional normalization to the features. We then replace the missing values

with the mean values of the corresponding attributes.

For all methods, we use a two-layer neural network with ReLU as the activation function of the

hidden layers and the sigmoid function as the output function for the prediction task (we take the

first layer as the feature mapping). The number of neurons in the hidden layers is 50. We train the

neural networks with the Adadelta algorithm with the learning rate 0.1 and a batch size of 256.

The models are trained in 100 epochs. For the adversary networks in CENet and WassersteinNet,

we use a two-layer neural network with ReLU as the activation function. The number of neurons

in the hidden layers of the adversary networks is 100. The adversary network in CENet also uses

sigmoid function as the output function. The weight clipping norm in the adversary network of

WassersteinNet is 0.002.
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We use the Fairlearn toolkit to implement BGL: we use the exponentiated-gradient algorithm with

the default setting as the mitigator and vary the upper bound ϵ ∈ {0.01, 0.02, 0.03, 0.05} of the

bounded group loss constraint. For each value of ϵ, we average the results of ten different random

seeds. Note that our experiment setup is different from [227], so our results cannot be directly

compared to theirs.

As for CoD, we follow the same hyper-parameter settings as [228]: We use the kernelized optimization

with the random Fourier features and the RBF kernel (we vary hyper-parameter of the RBF kernel

γ ∈ {0.1, 1.0, 10, 100}) and report the best results with minimal MSE loss for each time we change the

fairness budget ϵ. The hyper-parameter settings follow from [228]. We also vary ϵ ∈ {0.01, 0.1, 0.5, 1.0}

and average the results of ten different random seeds. Note that our experiment setup is different

from [228], so our results cannot be directly compared to theirs.
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(a) Communities and Crime Dataset
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(b) Law School Dataset
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(c) Medical Insurance Cost Dataset

Figure 6.5: Data distributions for different demographic subgroups in three datasets.

Law School The Law School dataset contains 1,823 records for law students who took the bar

passage study for Law School Admission4. The features in the dataset include variables such as

4We use the edited public version of the dataset which can be download here: https://github.com/algowatchpenn/
GerryFair/blob/master/dataset/lawschool.csv

https://github.com/algowatchpenn/GerryFair/blob/master/dataset/lawschool.csv
https://github.com/algowatchpenn/GerryFair/blob/master/dataset/lawschool.csv
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undergraduate GPA, LSAT score, full-time status, family income, gender, etc. In our experiment,

we use gender as the sensitive attribute and undergraduate GPA as the target variable. We split

the dataset into train and test sets with the ratio 8/2. We show the data distributions for different

demographic subgroups in Figure 6.5b.

For all methods, we use a two-layer neural network with ReLU as the activation function of the

hidden layers and the sigmoid function as the output function for the prediction task (we take the

first layer as the feature mapping). The number of neurons in the hidden layers is 10. We train the

neural networks with the Adadelta algorithm with the learning rate 0.1 and a batch size of 256.

The models are trained in 100 epochs. For the adversary networks in CENet and WassersteinNet,

we use a two-layer neural network with ReLU as the activation function. The number of neurons

in the hidden layers of the adversary networks is 10. The adversary network in CENet also uses

sigmoid function as the output function. The weight clipping norm in the adversary network of

WassersteinNet is 0.2.

We use the Fairlearn toolkit to implement BGL: we use the exponentiated-gradient algorithm with

the default setting as the mitigator and vary the upper bound ϵ ∈ {0.01, 0.02, 0.03, 0.05} of the

bounded group loss constraint. For each value of ϵ, we average the results of ten different random

seeds. Note that our experiment setup is different from [227], so our results cannot be directly

compared to theirs.

As for CoD, we follow the same hyper-parameter settings as [228]: We use the kernelized optimization

with the random Fourier features and the RBF kernel (we vary hyper-parameter of the RBF kernel

γ ∈ {0.1, 1.0, 10, 100}) and report the best results with minimal MSE loss for each time we change the

fairness budget ϵ. The hyper-parameter settings follow from [228]. We also vary ϵ ∈ {0.01, 0.1, 0.5, 1.0}

and average the results of ten different random seeds. Note that our experiment setup is different

from [228], so our results cannot be directly compared to theirs.

Medical Insurance Cost The medical insurance cost dataset [222] is a simulated dataset which

was created using real-world demographic statistics from the U.S. Census Bureau.5 The dataset reflect

approximately reflect real-world conditions and has been used in the research of regression [250–252].

It contains 1,338 medical expense examples for patients in the United States, with features such as

gender, age, BMI, etc., indicating characteristics of the patient and total annual medical expenses

charged to the patients. In our experiment, we use gender as the sensitive attribute and the charged

5We download the public version of data here: https://www.kaggle.com/mirichoi0218/insurance

https://www.kaggle.com/mirichoi0218/insurance
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medical expenses as the target variable. In order to reflect the real-world scenarios where the accuracy

disparity is significant due to the small and imbalanced dataset, we sub-sample the dataset: we

randomly subsample 5% of examples with gender as male and 50% of examples with gender as female.

After sub-sampling, we get 364 examples in total (33 male examples and 331 female examples). We

split the dataset into train and test sets with the ratio 7/3. We visualize the data distributions for

different demographic subgroups in Figure 6.5c.

For all methods, we use a two-layer neural network with ReLU as the activation function of the

hidden layers and the sigmoid function as the output function for the prediction task (we take the

first layer as the feature mapping). The number of neurons in the hidden layers is 7. We train the

neural networks with the SGD algorithm with the learning rate 0.1 and a batch size of 64. The

models are trained in 750 epochs. For the adversary networks in CENet and WassersteinNet,

we use a two-layer neural network with ReLU as the activation function. The number of neurons

in the hidden layers of the adversary networks is 7. The adversary network in CENet also uses

sigmoid function as the output function. The weight clipping norm in the adversary network of

WassersteinNet is 0.2.

We use the Fairlearn toolkit to implement BGL: we use the exponentiated-gradient algorithm with

the default setting as the mitigator and vary the upper bound ϵ ∈ {0.01, 0.1, 0.5, 1.0} of the bounded

group loss constraint. For each value of ϵ, we average the results of ten different random seeds.

As for CoD, we follow the same hyper-parameter settings as [228]: We use the kernelized optimization

with the random Fourier features and the RBF kernel (we vary hyper-parameter of the RBF kernel

γ ∈ {0.1, 1.0, 10, 100}) and report the best results with minimal MSE loss for each time we change the

fairness budget ϵ. The hyper-parameter settings follow from [228]. We also vary ϵ ∈ {0.01, 0.1, 0.5, 1.0}

and average the results of ten different random seeds.

6.7.3 Additional Experimental Results and Analysis

In this section, we provide additional experimental results and analysis.

6.7.4 Classification Accuracy vs. Error Gaps in Adult and COMPAS

Datasets

We also report the corresponding classification accuracy for Adult and COMPAS datasets here. In

Figure 6.6, we can see that our proposed methods achieve the best trade-offs in terms of classification
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Figure 6.6: Classification accuracy and error gaps of different methods in Adult and COMPAS datasets.

accuracies and error gap values.

6.7.5 Impact of Fairness Trade-off in the Baseline Methods

We present additional experimental results and analyses to gain more insights into how the fairness

trade-off parameters (e.g., ϵ) affect the performance of the model predictive performance and accuracy

disparity in baseline methods.

Table 6.3: R2 regression scores and error gaps when ϵ changes in BGL.

Adult
ϵ 0.1 0.2 0.3 0.5
R2 0.3508 0.3696 0.3696 0.3696
∆Err 0.0612 0.0726 0.0726 0.0726

COMPAS
ϵ 0.1 0.2 0.3 0.5
R2 0.1478 0.1478 0.1507 0.1507
∆Err 0.0072 0.0072 0.0086 0.0086

Crime
ϵ 0.01 0.02 0.03 0.05
R2 0.3922 0.3922 0.5380 0.5380
∆Err 0.0189 0.0189 0.0238 0.0238

Law
ϵ 0.01 0.02 0.03 0.05
R2 0.1407 0.1407 0.1407 0.1412
∆Err 0.0094 0.0094 0.0094 0.0101

Insurance
ϵ 0.0001 0.01 0.05 0.1
R2 0.6804 0.6855 0.6855 0.6855
∆Err 0.0145 0.0144 0.0144 0.0144

Table 6.3 shows R2 regression scores and error gaps when ϵ changes in BGL. We see that with the

decrease of the trade-off parameter ϵ, both the values of R2 and error gaps decrease. This is because



6.7 Appendix of Chapter 6 92

when the upper bound of ϵ in BGL is small, the accuracy disparity is also mitigated. When ϵ is

above/below a certain threshold, R2 scores and error gap values then increase/decrease.

Table 6.4: R2 regression scores and error gaps when ϵ changes in CoD.

COMPAS
ϵ 0.01 0.1 0.5 1.0
R2 0.1033 0.1144 0.1146 0.1146
∆Err 0.0064 0.0083 0.0085 0.0085

Crime
ϵ 0.01 0.1 0.5 1.0
R2 0.1262 0.3284 0.3603 0.3603
∆Err 0.0312 0.0307 0.0343 0.0343

Law
ϵ 0.01 0.1 0.5 1.0
R2 0.1262 0.3284 0.3606 0.3603
∆Err 0.0312 0.0307 0.0343 0.0343

Insurance
ϵ 0.01 0.1 0.5 1.0
R2 0.2711 0.2691 0.2689 0.2689
∆Err 0.0203 0.0210 0.0211 0.0211

Table 6.4 shows R2 regression scores and error gaps when ϵ changes in CoD. We see that with the

decrease of the trade-off parameter ϵ, both the values of R2 and error gaps decrease in general.

6.7.6 Visualization of Training Processes

We visualize the training processes of our proposed methods CENet and WassersteinNet in the

Adult dataset and COMPAS dataset in Figure 6.7 and Figure 6.8, respectively. We also compare

their training dynamics with the model performance when we solely minimize the MSE loss (i.e.,

λ = 0) and we term it as No Debias.

0 10 20 30 40 50
Epoch

0.10

0.12

0.14

0.16

0.18

0.20

0.22

M
SE

 L
os

s

No Debias
CENet
WassersteinNet

(a) MSE Loss

0 10 20 30 40 50
Epoch

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Er
ro

r G
ap

No Debias
CENet
WassersteinNet

(b) Error Gap

Figure 6.7: Training visualization of CENet, WassersteinNet (λ = 50) and No Debias (λ = 0) in the Adult dataset.

In Figure 6.7 and Figure 6.8, we can see that as the training progresses go on, the MSE losses in

both datasets are decreasing and finally converge. However, the training dynamics of error gaps are

much more complex even in the No Debias case. Before convergence, the training dynamics of error
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Figure 6.8: Training visualization of CENet, WassersteinNet (λ = 5) and No Debias (λ = 0) in the COMPAS
dataset.

gaps differs among different datasets. Our methods enforce the models to converge to the points

where error gap are smaller while preserving the models’ predictive performance. It is also worth to

note that minimax optimization makes the training processes somehow unstable, especially when

training CENet.



Chapter 7

Towards Return Parity in Markov

Decision Processes

7.1 Introduction

The increasing use of automated decision-making systems trained with real-world data has raised

serious concerns with potential unfairness caused by biased data, learning algorithms, and models.

Decisions made by these systems have lasting and diverse effects on different social groups. For

example, in predictive policing [253], each time, the decisions about the locations of future crimes

are made by the predictive models. As a result, the discovered crime rates in different communities

might change dynamically and interactively as feedback to the decisions being made by the models.

Thus, the error rates of the predictive models for different communities might change over time,

and error gaps among communities could possibly exacerbate in the long run. Similar feedback

loops could also exist in the applications such as recommender systems (e.g., the user satisfactions

from different demographic groups diverge over time), temporal resource allocation systems (e.g.,

the uneven resource allocation become more skew towards one group over the others), etc. This

interplay between algorithmic decisions and the heterogeneous reactions caused by the decisions

further complicates the analysis of (un)fairness problems in the dynamic environment.

Most prior works mainly focus on studying static fairness notions (e.g., demographic parity [51] and

equalized odds [52]) in the settings of classification [52,213,254,255] and regression [30,63, 227,228].

94
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In a seminal work, [256] show that somewhat contrary to the common belief, enforcing static fairness

constraints could do harm to the minority group even in a one-step feedback model. Motivated

by this observation, a line of work aims to extend static fairness notions in the settings of online

learning [257, 258] and multi-armed bandit [259–261]. However, these works do not take into account

the interactions between the models and the environment: the decisions made by the models could

potentially influence the state of our environment as well, as demonstrated by the predictive policing

example. Other works study the interplay between (static) fairness notions and the population

dynamics under simplified temporal dynamic models [262–268]. However, those simplified temporal

dynamic models explicitly make task-specific assumptions on temporal dynamics and might not be

able to precisely characterize the complex dynamics of a more general changing environment.

In this chapter, we study a fairness problem in Markov decision processes (MDPs) to understand the

dynamics of performance disparity in the changing environments, taking into account the feedback

loop caused by policies to the environments. Specifically, we propose return parity, a novel fairness

notion that requires MDPs from different demographic groups that share the same state and action

spaces to achieve approximately the same expected time-discounted rewards. To the best of our

knowledge, our work is the first of this kind, in the sense that we study the long-term impact of

policy functions in general MDPs. First, we formally show exact return parity cannot always be

satisfied for any two MDPs and provide sufficient conditions that ensure return parity in terms of

transitions, initial distributions, and the reward functions. Next, we derive a decomposition theorem

for return disparity that decomposes it into the distance between group-wise reward functions, the

discrepancy of group policies, and the discrepancy between state visitation distributions induced

by the group policies. Motivated by the decomposition theorem, we propose algorithms to mitigate

return disparity via learning a shared group policy with state visitation distributional alignment

using integral probability metrics. We conduct experiments on two real-world benchmark datasets to

corroborate the effectiveness of our proposed algorithms in reducing return disparity. Experimental

results demonstrate that our proposed algorithms help to mitigate return disparity while maintaining

the performance of policies.
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7.2 Preliminaries

Notation and Problem Setup Throughout the paper, we mainly focus on discrete MDPs, where

both the state and action spaces are finite.1 A Markov decision process is a tuple (S,A, µ, T, r, γ),

where S and A are the state space and the action space, respectively; µ is initial state distribution;

T ∈ R|S|×|A|×|S| is the state transition function where T (s′ | s, a) = Pr[St+1 = s′ | St = s,At = a];

r ∈ R|S|×|A| is the reward function where r(s, a) represents the reward obtained when taking action

a in state s. Throughout the paper, we assume that the reward function is uniformly bounded, i.e.,

∃ R > 0, ∥r∥∞ ≤ R. We use γ ∈ (0, 1) to denote the discount factor. Given a policy π ∈ R|S|×|A|

(i.e., π(a | s) = Pr[At = a | St = s]), the induced state transition under π is Pπ ∈ R|S|×|S| where

Pπ(s′ | s) =
∑
a∈A π(a | s)T (s′ | s, a). The induced distribution over states under the policy π at

time step t is

µ(π,t) =


µ if t = 0

Pπµ(π,t−1) otherwise.

The state visitation distribution (i.e., time-discounted distribution over states) is µπ = (1 −

γ)
∑∞
t=0 γ

tµ(π,t) = (1 − γ)
∑∞
t=0(γPπ)tµ and the occupancy measure (i.e., time-discounted dis-

tribution over state-action pairs) is ρπ(s, a) = µπ(s)π(a | s). We then define the value function w.r.t.

the reward function r under the policy π as vπ(s) = Eπ[
∑∞
t=0 γ

trt | S0 = s] and the Q-function as

qπ(s, a) = Eπ[
∑∞
t=0 γ

trt | S0 = s,A0 = a], where rt is the immediate reward at time step t. With all

the notation defined above, the goal of reinforcement learning is to find a policy to maximize the

value (expected return) under the initial state distribution:

ηπ := Es∈µ[vπ(s)] =
1

1 − γ

∑
s∈S

∑
a∈A

r(s, a)ρπ(s, a) =
1

1 − γ

∑
s∈S

∑
a∈A

r(s, a)µπ(s)π(a | s).

Let |S| = m and |A| = n. In practice, each state s ∈ S might represent features of an individual and

the action enforced on the individual could lead to the change of features of the individual. We also

assume there are two Markov decision processes that represent two different demographic groups

(e.g., male/female, white/non-white) and the two MDPs share the same state space, action space, and

discount factor but might differ in initial distributions, transitions, and reward functions. We use the

subscript g ∈ {0, 1} to denote the two groups. For example, µ0 and µ1 are the initial distributions of

the two groups, respectively. Note that in our paper, we mainly discuss the setting there are two

different demographic groups and follow the standard definition of return in the time-discounted

1The main results in Section 7.3 could be extended to continuous state space and action space.
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MDPs, but the underlying theory and algorithms could easily be extended to the cases with finite

K > 2 groups and undiscounted MDPs with finite time-horizon.

Next, we define ϵ-return parity as a fairness criterion to ask that different demographic groups share

approximately the same long-term rewards under a policy:

Definition 7.2.1 (ϵ-Return Parity). For g ∈ {0, 1}, two MDPs satisfy ϵ-return parity if ∆Ret :=

|Es∈µ0 [vπ0(s)] − Es∈µ1 [vπ1(s)]| ≤ ϵ.

Return parity could have different implications depending on the scenarios we consider: In recom-

mender systems, if reward function corresponds to be users’ satisfaction, return parity seeks similar

users’ satisfaction across different demographic groups in the long run; In predictive policing, if

we define the reward function as the ratio between truly discovered incidents of crime (i.e., those

directly observed by dispatched police as a result of the predictive policing algorithm) and the overall

predicted incidents of crime in a time period, return parity requires a similar ratio for different

communities over time. The complex temporal dynamic of the above scenarios could be modeled by

MDPs. The goal in our setting is then to find two policies that maximize the weighted combination

of expected returns of two MDPs respectively while satisfying ϵ-return parity:

max
π0,π1

λ ηπ0 + (1 − λ) ηπ1 , s.t. ∆Ret ≤ ϵ,

where λ ∈ [0, 1] represents the proportion of group 0 over the entire population.

Integral Probability Metrics The integral probability metrics (IPMs) are a class of distance

measures on probability distributions over the same probability space [269]. Formally, given two

probability distributions P and Q, the IPMs are defined as dF (P,Q) = supf∈F |
∫
f dP −

∫
f dQ|,

where F is a class of real-valued bounded measurable functions on the space where the distributions are

defined on. Different choices of F recover different distance metrics: If we choose F = {f : ∥f∥L ≤ 1}

where ∥ · ∥L denotes the Lipschitz semi-norm, then dF (P,Q) becomes Wasserstein-1 distance

W1(P,Q); If we choose F = {f : ∥f∥H ≤ 1} where ∥ · ∥H denotes the norm in a reproducing kernel

Hilbert space (RKHS), then dF (P,Q) becomes maximum mean discrepancy MMD(P,Q).
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7.3 Analysis of Return Parity

In this section, we first show that return parity cannot always be satisfied between two MDPs that

share the same state and action spaces and provide sufficient conditions under which return parity is

possible. Then, we provide more insights into return disparity by proving an upper bound of the

return gap between two MDPs. We defer all the detailed proofs to Appendix 7.9.1 due to the space

limit.

7.3.1 Is Return Parity Always Possible?

Before we provide a rigorous analysis of return disparity in MDPs, it is vital to ask whether the

exact return parity is always achievable. The following proposition gives a negative answer to this

question:

Proposition 7.3.1. For any constant c > 0, there exist two MDPs that share the same state and

action spaces, such that ∀ π0, π1 ∈ Π, the return disparity ∆Ret ≥ c.

For example, consider two MDPs share two states s1 and s2. Let r(s1, a) = c(1 − γ) > 0 and

r(s2, a) = 0, ∀a ∈ A, T (s2 | s1, a) = T (s1 | s2, a) = 0 and T (s1 | s1, a) = T (s2 | s2, a) = 1, ∀a ∈ A.

Given µ0 = [1, 0]T and µ1 = [0, 1]T , then the return gap ∆Ret = c > 0. In this case, it is impossible

to find policies to satisfy ϵ-return parity for any ϵ < c.

In addition, it is also natural to ask whether it is feasible to maximize the expected returns of the

two MDPs simultaneously while achieving ϵ-return parity in general. Formally, with the help of the

linear programming (LP) approach for MDPs [270, 271] and the duality of LP, it is equivalent to

solve the following dual LP:

max
∑
s

∑
a

ρ̂0(s, a)r0(s, a) + ρ̂1(s, a)r1(s, a)− ϵ(b0 + b1)

s.t.
∑
a

ρ̂0(si, a)− γ
∑
s

∑
a

T0(si | s, a)ρ̂0(s, a)

= (λ+ b0 − b1)(µ0)i ∀ i ∈ [m]∑
a

ρ̂1(si, a)− γ
∑
s

∑
a

T1(si | s, a)ρ̂1(s, a)

= (1− λ+ b1 − b0)(µ1)i ∀ i ∈ [m],

where ρ̂0(s, a), ρ̂1(s, a), b0, b1 ≥ 0, ∀ s, a are dual variables. Note that ρ̂0(s, a) and ρ̂1(s, a) have

the interpretation of discounted state-action counts of the policy when b0 = b1, and b0, b1 are the

corresponding dual variables of the ϵ-return parity constraint, representing the “per unit cost” of the
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overall return to achieve ϵ-return parity. The dual constraints are state transitions under the learned

policies. We can now characterize a sufficient condition for the optimal policies π0 and π1 to satisfy

ϵ-return parity with the dual formulation above.

Proposition 7.3.2. For ∀ ρ̂0(s, a), ρ̂1(s, a), b0, b1 ≥ 0, if there exists i ∈ [m], such that∑
a

ρ̂0(si, a)− γ
∑
s

∑
a

T0(si | s, a)ρ̂0(s, a) > (b0 − b1)(µ0)i

∑
a

ρ̂1(si, a)− γ
∑
s

∑
a

T1(si | s, a)ρ̂1(s, a) > (b1 − b0)(µ1)i

∑
s

∑
a

ρ̂0(s, a)r0(s, a) + ρ̂1(s, a)r1(s, a) ≤ (b0 + b1)ϵ

then the optimal policies π∗
0 and π∗

1 that maximize the expected returns of two MDPs satisfy ϵ-return

parity.

In light of the dual LP formulation, the first two inequalities in Proposition 7.3.2 indicate the

probability masses of the initial distributions in at least one state are greater than zero, and the last

inequality requires the maximum value of the objective function in the dual LP formulation is no

greater than zero.

7.3.2 A Decomposition Theorem for Return Disparity

The linear programming methods to solve the return disparity problem of MDPs become impractical

in continuous or high-dimensional discrete state and action spaces. However, in many real-world

scenarios where return parity is desired, the number of the states or actions is often large (e.g.,

recommend items to different demographic groups of users). In this section, we shall provide an

upper bound to (1) quantitatively characterize return disparity in terms of the distance between the

reward functions, the discrepancy of group policies, and the discrepancy between state visitation

distributions and, (2) motivate our algorithm design to mitigate return disparity in continuous or

high-dimensional discrete state and action spaces (Sec. 7.4).

Theorem 7.3.1. For g ∈ {0, 1}, given policies π0, π1 ∈ Π and assume there exists a witness function

class F = {f : S × A → R}, such that the reward functions rg(s) = Ea∼πg(·|s)[rg(a, s) | s] ∈ F for

∀ s ∈ S, a ∈ A, and g ∈ {0, 1}, then the following holds:

∆Ret ≤
1

1 − γ

(
∥r0 − r1∥∞ +R · min

{
Es∼µπ0

[
dπ0,π1

(s)
]
,Es∼µπ1

[
dπ0,π1

(s)
]}

+ dF (µπ0(s), µπ1(s))

)
,

where dπ0,π1
(s) := ∥π0(· | s) − π1(· | s)∥1.
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Remark We see that return disparity is upper bounded by three terms: the distance between

group-wise reward functions, the discrepancy of group policies, and the discrepancy between state

visitation distributions of the two MDPs. Given any two MDPs, the distance between group-wise

reward functions is constant. It suggests that if the reward functions from two groups are drastically

different, it may not be possible to ensure return parity by only looking at the policies and the

state-visitation distributions. If we further assume the two MDPs share the same reward functions

(i.e., r0 = r1) and the same policy (i.e., π0 = π1), then the upper bound in Theorem 7.3.1 is simplified

as

∆Ret ≤ dF
(
µπ0(s), µπ1(s)

)
.

In this case, it implies a sufficient condition to minimize return disparity is to find policies π ∈ Π

that minimize the distance between induced state visitation distributions in the two MDPs. In

the subsequent sections, we assume the reward functions of different groups are (approximately)

the same and propose algorithmic interventions to mitigate return disparity. For completeness, we

also provide another decomposition theorem (Theorem 7.9.1) in Appendix 7.9.3 and motivate the

design of another family of algorithms based on Theorem 7.9.1 in Appendix 7.9.4. We present the

Theorem 7.3.1 in the main text since the algorithms (see Sec. 7.4) motivated by it are more efficient

and stable in the application scenarios (e.g., recommender system) we consider.

7.4 Mitigation of Return Disparity

Inspired by the theoretical results in Theorem 7.3.1, we introduce a state visitation distribution

alignment procedure, which can be naturally incorporated into existing RL methods, to encourage

policies to maximize expected returns while keeping state visitation distribution similar to each

other. We use deep Q-networks [272] as our baseline backbone algorithm, which has demonstrated

its superior performance in recommender application [273], in which we will conduct experiments

next. In what follows, we first briefly introduce how to learn the deep Q-networks and then discuss

state visitation distributional alignment via IPMs. We give the main pipeline of our algorithms in

Algorithm 1.

7.4.1 Preliminaries: Learning Deep Q-networks

The main idea behind learning deep Q-networks (Q-learning) is to approximate the value functions

in high dimensional state and action spaces. Specifically, we aim at learning deep Q-network
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Q(s, a; θ) : S ×A → R to approximate the reward when taking an action in a given state. Given the

deep Q-network, we can construct the policy that maximizes the rewards: π(s) = arg maxaQ(s, a).

When the action space is discrete such as recommendation applications, the Q-network is often

implemented as Q(s, a; θ) : S → R|A| for efficiency, where the value in output dimension i represents

estimated reward when taking action ai given the state s.

During model training, the parameter θ of the Q-network is trained through a trial-and-error process.

Take interactive recommendation process as an example: at each time step t, the recommender agent

obtains a user’s state st, and takes an action at (e.g., recommend an item) via the ε-greedy policy

(i.e., with probability 1 − ε taking an action with the max Q-value, and with probability ε choosing

a random action). The agent then receives the reward rt (e.g., rating score on the recommended

item) and the updated state st+1 from the user’s feedback and stores the experience (st, at, rt, st+1)

in replay buffer D. After updating the replay buffer with batches of experiences from different users,

the agent then optimizes the following loss function to improve the Q-network:

LQ(θ) = E(st,at,rt,st+1)∼D[(yt −Q(s, a; θ))2], (7.1)

with

yt = rt + γmax
at+1

Q(st+1, at+1; θ). (7.2)

To avoid the overestimation problem [274] in original DQN, we adopt the double DQN architec-

ture [275]: a target network Q′ parameterized by θ′ is utilized along with the online network Q. The

online network is updated at each model update step, and the target network is a duplicate of the

online network and updated with delay (soft update):

θ′ = τθ + (1 − τ)θ′, (7.3)

where τ controls the update frequency. With the double DQN architecture, yt in Eq. 7.2 is changed

to

yt = rt + γmax
at+1

Q′(st+1, arg max
at+1

Q(st+1, at+1; θ); θ′). (7.4)
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Algorithm 1 Algorithm to mitigate return disparity under the framework of DQN.

1: Initialize Q-functions Qθ and Q′
θ′ , feature extractors fψ0

and fψ1
, environment buffers D0 and

D1

2: for each iteration do
3: for each environment step do
4: for g ∈ {0, 1} do
5: Sample an action ag using ε-greedy policy; Add the experience (sg, ag, s

′
g, rg) to Dg;

6: end for
7: end for
8: for each model update step do
9: Sample a mini-batch of experiences from D0 and D1; Update online and target DQNs and

feature extractors fψg , g ∈ {0, 1} using Eq. 7.1 and Eq. 7.3;
10: end for
11: for each state visitation distributional alignment step do
12: Update feature extractors fψ0

and fψ1
using Eq. 7.7 or Eq. 7.8;

13: end for
14: end for

7.4.2 State Visitation distributional Alignment

Inspired by Theorem 7.3.1, we propose to align the state visitation distribution via learning group-

invariant representation. Specifically, we introduce two feature extractors fψg
, g ∈ {0, 1} before

inputting st to Q-function. We alternatively optimize fψg
between minimizing the loss of Q-function

(Eq. 7.1) and minimizing the loss of state visitation distributional alignment. At each iteration, the

feature extractors and the Q-function, parameterized by θ′ = {ψg ◦ θ}, are first trained jointly to

minimize Lq(θ′). After updating the models, the feature extractors are then updated to minimize

the loss of state visitation distributional alignment via minimizing the estimated integral probability

metrics between different groups. The whole algorithm is shown in Algorithm 1. Next, we introduce

the detailed steps of state visitation distributional alignment via Wasserstein-1 distance, which is a

kind of IPM choosing F = {f : ∥f∥L ≤ 1} and is more favorable than total variation distance from

the optimization perspective [218].

Wasserstein-1 Distance Given samples s0 from the state visitation distribution of group 0 and

samples s1 from the state visitation distribution of group 1, two feature extractors f0 and f1, with

parameters ψ0 and ψ1, map the samples to feature representations: h0 = f0(s0) and h1 = f1(s1).

Upon receiving the feature representations from both groups, we use a critic function fc, parameterized

by ω, to estimate Wasserstein-1 distance [218] by maximizing the following objective function:

LWass(ψ0, ψ1, ω) =
1

N0

N0∑
i=1

fc(h
i
0) − 1

N1

N1∑
j=1

fc(h
j
1). (7.5)
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Figure 7.1: Illustration of our algorithms. At every iteration, we first update the models (e.g., Q-function and feature
extractors). The feature extractors are then updated to minimize the loss of state visitation distributional alignment
via minimizing the estimated integral probability metrics between different groups.

To enforce the Lipschitz constraint on the critic function fc, we choose to minimize the gradient

penalty loss [276] meanwhile:

LGP(ω) = Eĥ∼D̂[(∥∇fc(ĥ)∥2 − 1)2], (7.6)

where D̂ represents the distribution of a uniformly distributed linear interpolations between the

group visitation distributions. Finally, the overall minimax objective becomes

min
ψ0,ψ1

max
ω

LWass(ψ0, ψ1, ω) − βLGP(ω), (7.7)

where β is the balancing coefficient and by convention it is set to be 10 [276]. To ensure the training

stability and do less harm to the group that obtains lower return, we use block coordinate descent

algorithm [277] to update the feature extractors: at each iteration of state visitation distributional

alignment, we first identify the group with higher return choose to update its feature extractor while

fixing the parameters of the feature extractor in the other group. Figure 7.1 illustrates our algorithm

framework.

MMD Variant Similarly to Wasserstein distance, we can also use maximum mean discrepancy to

align state visitation distributions. Let k be the kernel of the corresponding RKHS H on the feature

space, then the squared MMD between the induced feature distributions of two groups Dh0
and Dh1

is

MMD2(Dh0
,Dh1

) :=Eh0,h′
0
[k(h0, h

′
0)] + Eh1,h′

1
[k(h1, h

′
1)] − 2Eh0,h1

[k(h0, h1)].
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In practice, given samples from {h10, . . . , hN0
0 } ∼ Dh0 and {h11, . . . , hN1

1 } ∼ Dh1 , then unbiased

estimation of the squared MMD is

LMMD(ψ0, ψ1) =
1

N0(N0 − 1)

∑
i ̸=i′

k(hi0, h
i′

0 ) +
1

N1(N1 − 1)

∑
j ̸=j′

k(hj1, h
j′

1 ) − 2

N0N1

∑
i

∑
j

k(hi0, h
j
1)

(7.8)

To align state visitation distributions, we optimize the feature extractor using Eq. 7.8. In the

implementation of the MMD variant, we use a linear combination of RBF kernels with bandwidths

{0.001, 0.005, 0.01, 0.05, 0.1, 1, 5, 10} since it remains an open problem on choosing the optimal

kernels.

Extension for Multi-group Fairness We could extend our algorithm for multi-group fairness by

learning one feature extractor for each group. The model update step remains the same. To reduce

model complexity, we might choose to align the state visitation distributions between the two groups

with the largest return disparity. We leave this extension for future study.

7.5 Experiments

In the following, we conduct empirical evaluation on two real-world datasets, showing that our

proposed algorithms help to mitigate return disparity while maintaining the performance of poli-

cies.2

7.5.1 Experimental Setup

Datasets The two real-world datasets we use are benchmark recommender system datasets with

user demographic information (e.g., gender and age):

• MovieLens-1M3 is a benchmark dataset consisting of 1 million ratings from more than 6000

users on more than 4000 movies on the MovieLens website. The movie ratings range from 1 to

5 and the users are provided with demographic information such as gender and age.

• Book-Crossing4 is a book rating dataset collected from the Book-Crossing community. It

consists of more than 1 million ratings from more than 278k users on about 271k books. The

2Our code is publicly available at: https://github.com/JFChi/Return-Parity-MDP
3https://grouplens.org/datasets/movielens/
4http://www2.informatik.uni-freiburg.de/~cziegler/BX/

https://github.com/JFChi/Return-Parity-MDP
https://grouplens.org/datasets/movielens/
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
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book ratings range from 0 to 10, and the users are provided with demographic information

such as age.

Our goal of using these datasets is to learn a recommender system that maximizes the expected

long-term user satisfaction while keeping the user satisfaction in different demographic groups

similar.

Environment Simulator We focus on evaluating our proposed RL algorithms on the two bench-

mark datasets by setting up an environment simulator [278, 279] to mimic online environments.

Specifically, we normalize the user ratings in each dataset into the range [−1, 1]. Given a user’s

historical interaction with the recommender system at time step t (state st), the recommender system

recommends an item (action at), and the user gives a rating to the recommended item (reward

rt). Following [278], we give the details of the state representation scheme used in this chapter in

Figure 7.2.
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RNN unit
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Figure 7.2: State representation in our RL environments.

As shown in Figure 7.2, the user state st is constructed by concatenating the user status at t− 1 and

the t− 1-th output of a recurrent neural network (RNN). The user status at t− 1 contains statistics

information such as the number of positive/negative rewards before time step t. The input of the

RNN at each time step is composed of three signals: the recommended item, the reward gained by

recommending the corresponding item, and the user status. Note that each item and reward are

mapped to an embedding vector and a one-hot vector before inputting to the RNN. We perform

matrix factorization [280] to train an item embedding for each item to recommend.

For each dataset, we randomly split the users into two parts: 80% of the users are used for training,

and the other 20% are used for testing. Due to the way we perform the train/test split in our

datasets, our experiments are cold-start scenarios: the users in the test set have never been seen

during training, and there is no interaction between the recommender system and the users at first.

To deal with the problem, our recommender system recommends a popular item among the training

users to a test user at time step t0 and recommends non-repeated items to the user interactively
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Figure 7.3: Learning curves of DQN, DQN-WASS and DQN-MMD in three different settings. The legend DQN WASS
(DQN MMD) X:Y indicates the interval of model update versus the interval of state visitation distributional alignment
with Wasserstein-1 distance (MMD distance) is X:Y (i.e., smaller numbers means more frequent updates). With the
increase of the frequency of state visitation distributional alignment, return disparities are decreasing at the cost of
performances of policies in all environments.

according to users’ feedback. The episode length is set to be 32 for each user in the two datasets in

our experiments.

Methods and Implementation Details We implement the DQN algorithm and our proposed

algorithms that perform state visitation distributional alignment via Wasserstein-1 distance (DQN-

WASS) and maximum mean discrepancy (DQN-MMD). To the best of our knowledge, our work is

the first work that studies the return disparity problem in MDPs. We also adapt the state-of-the-art

reduction approach, constrained policy optimization (CPO) [281] to our problem setting and find its

training processes cannot converge, so we do not include the results here. We suspect the failure of
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CPO is because their setting is different from ours: they assume the constraint of the policy is a

deterministic function determined by states and actions, while in our setting, the reward gap in each

environment step is dynamically changing, making it hard to estimate.

We take gender and age in MovieLens dataset and age in Book-Crossing dataset as the binary

demographic groups (e.g., male/female, young/old). In each environment, we vary the model update

frequency and the state visitation distributional alignment update frequency in DQN-Wass and

DQN-MMD and report the corresponding overall return and the return disparity between groups.

We average the results over five different random seeds and visualize the performance curves in

each setting. The detailed data pre-processing pipelines and hyper-parameter configurations in our

experiments are presented in Appendix 7.9.2.

7.5.2 Results and Analysis

The performance curves of DQN, DQN-WASS and DQN-MMD are shown in Figure 7.3. We can see

that with the increase of the frequency of state visitation distributional alignment, return disparities

are decreasing at the cost of performances of policies in all environments, which demonstrates the

trade-offs between return maximization and return parity. Our methods can flexibly tune the trade-off

between return maximization and return parity by controlling the relative update frequency ratio

between the model update step and state visitation distributional alignment update step. Compared

to DQN-WASS, DQN-MMD leads to more stable training processes with slightly higher overall

returns and return disparities on average.

Next, we provide more insights into how our algorithms work. Since the MMD distance can be

estimated analytically using Eq. 7.8, we visualize the learning curves of estimated MMD distances

between the (induced) state visitation distributions in different MMD update settings in MovieLens

(Gender) in Figure 7.4. We can see that the more frequent the MMD update is, the smaller the MMD

distance. We also perform principal component analysis (PCA) on sampled state representations

of different groups for DQN and DQN-MMD in MovieLens (Gender). The visualization results

are presented in Figure 7.5. We can see from Figure 7.5 that DQN-MMD helps to align the

state visitation distributions of different groups, which is consistent with our theoretical findings in

Theorem 7.3.1.
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Figure 7.4: Training visualization of estimated MMD distance in MovieLens (Gender). With the increased frequency
of MMD update, the MMD distance becomes smaller.

Group 0
Group 1

(a) DQN

Group 0
Group 1

(b) DQN-MMD

Figure 7.5: PCA visualization of sampled state visitation representations of different groups for DQN and DQN-MMD
in MovieLens (Gender). Our method helps to align the state visitation distributions of different groups.

7.6 Related Work

Fairness in MDPs [282] propose an individual fairness notion which requires an algorithm to

select an action if the long-term (discounted) reward of choosing that action is higher than the

others in MDPs; [283] extend static fairness notions to Markov decision processes and propose

model-based and model-free algorithms to maximize expected return while satisfying the fairness

constraints. However, their proposed algorithms are based on linear programming or evolutionary

algorithm, which cannot be scaled up to solve complex tasks compared to deep reinforcement learning

approaches; [284] consider the fairness of multi-objective MDPs and propose to learn a policy with

objective function satisfy the generalized Gini social welfare function [285]; [286] consider the fairness

of item exposure problem in recommendation systems and extend CPO algorithm [281] to satisfy

the fairness constraint; [287] propose an offline RL algorithm called quasi-Sheldonian reinforcement
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learning algorithm to determine whether given sets of policy distributions satisfy a set of return

constraints with guarantees; [288] analyze how static fairness constraints affect the dynamics of group

qualification rates. In contrast to their work, we propose the notion of return parity to quantify

the dynamics of performance disparity in general changing environments: we theoretically analyze

the notion of return parity by providing sufficient conditions where return parity can be satisfied

and propose a decomposition theorem for return disparity. Based on our decomposition theorem,

we propose algorithms to mitigate return disparity and empirically show the effectiveness of our

algorithms.

Fairness under Other Temporal Models A series of works focus on study fairness in the

setting of online learning [257, 258, 289], multi-armed bandit [259–261], and one-step feedback

model [256,262,290]. In particular, [264] show that empirical risk minimization amplifies representation

disparity over time with a low group retention rate for the underrepresented group. They further

propose distributionally robust optimization to minimize the worst-case risk overall group distributions.

[291] propose a time-dependent individual fairness notion that requires similar individuals should

receive similar outcomes during the same time epoch. [263] model predictive policing problem using

Pólya urn model and show that all police officers will be allocated to one location if more officers are

constantly assigned to the locations with higher predicted crime rates. [292] propose effort-based

fairness, which measures unfairness as the disparity in the effort made by individuals from each group

to get a target outcome. [266] quantify the condition of the exacerbation of relative group ratio under

the fairness constraints such as demographic parity and equalized odds.

7.7 Limitations and Future Work

One limitation of our approach is that experimental results show trade-offs between return parity

and return maximization, which is possible if state (feature) visitation distributions induced by

the optimal group policies for the MDPs are largely different. As a future direction, we plan to

propose more stable and efficient algorithms to achieve Pareto optimality for return maximization

and mitigation of return disparity beyond binary demographic groups.

It is also worth noting that in the special case when the length of time horizon is 1, then our notion

of return parity corresponds to accuracy parity in classification settings (i.e., return maximization

is reduced to accuracy maximization). However, it remains unclear whether our proposed fairness

notion is compatible with other group fairness notions, such as demographic parity and equalized
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odds. We also leave this analysis as future work as it is a fundamental question that warrants an

independent study.

7.8 Conclusions

In this work, we investigate the problem of return parity in MDPs both theoretically and empirically.

In particular, we prove a decomposition theorem for return disparity which decomposes the return

disparity of any two MDPs into the distance between group-wise reward functions, the discrepancy of

group policies, and the discrepancy between state visitation distributions. We then provide algorithmic

interventions to mitigate return disparity via state visitation distributional alignment with IPMs. To

corroborate our theoretical results, we conduct experiments on two real-world benchmark datasets.

Experimental results suggest that our proposed algorithms help to mitigate return disparity while

maintaining the performance of policies. We believe our work takes an important step towards better

understanding the dynamics of performance disparity in changing environments.

7.9 Appendix of Chapter 7

7.9.1 Missing Proofs

Proof of Proposition 7.3.1

Proposition 7.3.1. For any constant c > 0, there exist two MDPs that share the same state and

action spaces, such that ∀ π0, π1 ∈ Π, the return disparity ∆Ret ≥ c.

Proof. Consider two MDPs share two states s1 and s2. Let r(s1, a) = c(1 − γ) > 0 and r(s2, a) =

0, ∀a ∈ A, T (s2 | s1, a) = T (s1 | s2, a) = 0 and T (s1 | s1, a) = T (s2 | s2, a) = 1, ∀a ∈ A. Given

µ0 = [1, 0]T and µ1 = [0, 1]T , then the expected return for group 0 is c, while the expected return for

group 1 is 0. In this case, the return gap ∆Ret = c ≥ 0.
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Proof of Proposition 7.3.2

Proposition 7.3.2. For ∀ ρ̂0(s, a), ρ̂1(s, a), b0, b1 ≥ 0, if there exists i ∈ [m], such that∑
a

ρ̂0(si, a)− γ
∑
s

∑
a

T0(si | s, a)ρ̂0(s, a) > (b0 − b1)(µ0)i

∑
a

ρ̂1(si, a)− γ
∑
s

∑
a

T1(si | s, a)ρ̂1(s, a) > (b1 − b0)(µ1)i

∑
s

∑
a

ρ̂0(s, a)r0(s, a) + ρ̂1(s, a)r1(s, a) ≤ (b0 + b1)ϵ

then the optimal policies π∗
0 and π∗

1 that maximize the expected returns of two MDPs satisfy ϵ-return

parity.

Proof. Let µ0 and µ1 be initial distributions of group 0 and 1, respectively, and denote V π0 =

[vπ0(s1), . . . , vπ0(sm)]T and V π1 = [vπ1(s1), . . . , vπ1(sm)]T . By definition, in order to satisfy return

parity, the following equation should be satisfied:

µT0 V
π0 = µT0 V

π1 .

Consider solving the optimal value function via linear programming while satisfying the constraint of

return parity, then the whole optimization problem becomes

min
V π0 ,V π1

λµT0 V
π0 + (1 − λ)µT1 V

π1

s.t. vπ0(s) ≥ r0(s, a) + γ
∑
s′

T0(s′ | s, a)vπ0(s′), ∀a ∈ A, s ∈ S

vπ1(s) ≥ r1(s, a) + γ
∑
s′

T1(s′ | s, a)vπ1(s′), ∀a ∈ A, s ∈ S

|µT0 V π0 − µT1 V
π1 | ≤ ϵ

Next, we convert the constraints of the LP in the standard form:

(γT0(s | s, a) − 1)vπ0(s) + γ
∑
s′ ̸=s

T0(s′ | s, a)vπ0(s′) ≤ −r0(s, a) ∀a ∈ A, s ∈ S

(γT1(s | s, a) − 1)vπ1(s) + γ
∑
s′ ̸=s

T1(s′ | s, a)vπ1(s′) ≤ −r1(s, a) ∀a ∈ A, s ∈ S

µT0 V
π0 − µT1 V

π1 ≤ ϵ

µT1 V
π1 − µT0 V

π0 ≤ ϵ.
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The variant of Farkas’ Lemma states that either the system Ax ≤ b has a solution with x ≥ 0, or

the system ATy ≥ 0 has a solution with bTy < 0 and y ≥ 0. In other words, if we want the above

system has a non-negative solution, we can easily show that ∄ ρ̂0(s, a), ρ̂1(s, a), b0, b1 ≥ 0, ∀ i ∈ [m]

such that ∑
s

∑
a

T0(si | s, a)ρ̂0(s, a) −
∑
a

ρ̂0(si, a) + (b0 − b1)(µ0)i ≥ 0

∑
s

∑
a

T1(si | s, a)ρ̂1(s, a) −
∑
a

ρ̂1(si, a) + (b1 − b0)(µ1)i ≥ 0

∑
s

∑
a

ρ̂0(s, a)r0(s, a) + ρ̂1(s, a)r1(s, a) − (b0 + b1)ϵ > 0

By the law of contraposition, it is equivalent to its contrapositive: ∀ ρ̂0(s, a), ρ̂1(s, a), b0, b1 ≥ 0,

∃ i ∈ [m] such that

∑
s

∑
a

T0(si | s, a)ρ̂0(s, a) −
∑
a

ρ̂0(si, a) + (b0 − b1)(µ0)i < 0

∑
s

∑
a

T1(si | s, a)ρ̂1(s, a) −
∑
a

ρ̂1(si, a) + (b1 − b0)(µ1)i < 0

∑
s

∑
a

ρ̂0(s, a)r0(s, a) + ρ̂1(s, a)r1(s, a) − (b0 + b1)ϵ ≤ 0

Reorganizing the above equations then completes the proof.

Proof of Theorem 7.3.1

Theorem 7.3.1. For g ∈ {0, 1}, given policies π0, π1 ∈ Π and assume there exists a witness function

class F = {f : S × A → R}, such that the reward functions rg(s) = Ea∼πg(·|s)[rg(a, s) | s] ∈ F for

∀ s ∈ S, a ∈ A, and g ∈ {0, 1}, then the following holds:

∆Ret ≤
1

1 − γ

(
∥r0 − r1∥∞ +R · min

{
Es∼µπ0

[
dπ0,π1(s)

]
,Es∼µπ1

[
dπ0,π1(s)

]}
+ dF (µπ0(s), µπ1(s))

)
,

where dπ0,π1(s) := ∥π0(· | s) − π1(· | s)∥1.
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Proof. By definition, the return disparity is

∆Ret =
∣∣Es∈µ0

[vπ(s)] − Es∈µ1
[vπ(s)]

∣∣
=

1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) −
∑
s∈S

∑
a∈A

r1(s, a)ρπ1(s, a)

∣∣∣∣
=

1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣
=

1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ0(s, a) + r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣
≤ 1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ0(s, a)

∣∣∣∣ +
1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣,
where the first term is upper bounded by

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ0(s, a)

∣∣∣∣ =

∣∣∣∣∑
s∈S

∑
a∈A

(
r0(s, a) − r1(s, a)

)
ρπ0(s, a)

∣∣∣∣
≤max

s,a
|r0(s, a) − r1(s, a)|

∑
s∈S

∑
a∈A

ρπ0(s, a) = ∥r0 − r1∥∞,

and the second term is upper bounded by

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣
=

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)µπ0(s)π0(a | s) − r1(s, a)µπ1(s)π1(a | s)
∣∣∣∣

=

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)µπ0(s)π0(a | s) − r1(s, a)µπ0(s)π1(a | s) + r1(s, a)µπ0(s)π1(a | s) − r1(s, a)µπ1(s)π1(a | s)
∣∣∣∣

≤
∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)µπ0(s)π0(a | s) − r1(s, a)µπ0(s)π1(a | s)
∣∣∣∣

+

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)µπ0(s)π1(a | s) − r1(s, a)µπ1(s)π1(a | s)
∣∣∣∣.

(7.9)

The first term in the upper bound of 7.9 is

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)µπ0(s)π0(a | s) − r1(s, a)µπ0(s)π1(a | s)
∣∣∣∣ ≤ R

∑
s∈S

∑
a∈A

µπ0(s)

∣∣∣∣π0(a | s) − π1(a | s)
∣∣∣∣

≤ R Es∼µπ0

[ ∑
a∈A

∣∣∣∣π0(a | s) − π1(a | s)
∣∣∣∣]

= R Es∼µπ0

[ ∑
a∈A

∥π0(· | s) − π1(· | s)∥1
]
,
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and the second term in the upper bound of 7.9 is

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)µπ0(s)π1(a | s) − r1(s, a)µπ1(s)π1(a | s)
∣∣∣∣

=

∣∣∣∣∑
s∈S

µπ0(s)
∑
a∈A

r1(s, a)π1(a | s) −
∑
s∈S

µπ1(s)
∑
a∈A

r1(s, a)π1(a | s)
∣∣∣∣

=

∣∣∣∣∑
s∈S

µπ0(s) r1(s) −
∑
s∈S

µπ1(s) r1(s)

∣∣∣∣
≤ sup

r1(s)∈F

∣∣∣∣∑
s∈S

µπ0(s) r1(s) −
∑
s∈S

µπ1(s) r1(s)

∣∣∣∣
= dF (µπ0(s), µπ1(s)).

By symmetry of 7.9, we also have

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣
≤ R Es∼µπ1

[ ∑
a∈A

∥π0(· | s) − π1(· | s)∥1
]

+ dF (µπ0(s), µπ1(s))

Combining the above results then completes the proof.

7.9.2 Experimental Details

MovieLen-1M The original rating matrix of the dataset is a sparse matrix. In order to learn a

good item embedding for each user, we first filter out the items which get less than 64 ratings (the

dataset has ensured that each user has at least 20 ratings). We take gender (e.g., male/female) and

age (e.g., ≥ 45 / < 45 years old) as the binary demographic groups. Similar to [279], we also perform

the matrix completion [280] on the original rating matrix to avoid the sparsity of rating signals in

the original data. To mimic the real-world scenarios where the number of users could be skewed

across different demographic groups, we downsample one group’s data by a factor of 10. Similar

to [278,293], we fix the item embedding when updating our models and pre-train the RNNs.5 The

dimension of the item embedding vector, reward vector and user status (i.e., the inputs of RNNs)

are 50, 20, and 9, respectively. Thus, the state dimension is 88. We give the details of training

hyperparameters in Table 7.1.

Book-Crossing Similar to MovieLen-1M, we first filter out the items which get less than 32 ratings

and users who have less than 16 ratings. We take age (e.g., ≥ 35 / < 35 years old) as the binary

5https://github.com/chenhaokun/TPGR

https://github.com/chenhaokun/TPGR
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demographic groups. The rest of data pre-processing pipelines are similar to those in the MovieLen

dataset. The dimension of the item embedding vector, reward vector and user status (i.e., the inputs

of RNNs) are 60, 20 and 9, respectively. Thus, the state dimension is 98. We give the details of

training hyperparameters in Table 7.1.

MovieLens (Gender) MovieLens (Age) Book-Crossing (Age)

Q-network MLP with hidden size [128]
Soft-update frequency τ 0.99
Iteration 400
Learning Rate 1e-3
Q-network Weight Decay 1e-6
ε-greedy Policy Linear decay from max ε = 1.0 to min ε = 0.1 with decay steps 160
Sample Batch Size 1000
Update Batch Size 10000
Update per Iteration 10
Buffer Size 200000
Feature Extractor MLP with hidden size the same as the state dimension

Table 7.1: Hyperparameter settings in our experiments.

7.9.3 Another Decomposition Theorem for Return Disparity

Theorem 7.9.1. For g ∈ {0, 1}, given policies π0, π1 ∈ Π and assume there exists a witness function

class F = {f : S × A → R}, such that the reward functions rg(·, ·) ∈ F for ∀ s ∈ S, a ∈ A and

g ∈ {0, 1}, then the following holds:

∆Ret ≤
1

1 − γ

(
∥r0 − r1∥∞ + dF

(
ρπ0(s, a), ρπ1(s, a)

))
,

Remark We see that return disparity is upper bounded by two terms: the distance between group-

wise reward functions and the discrepancy between occupancy measures of the two MDPs. Given any

two MDPs, the distance between group-wise reward functions is constant. If we further assume the

two MDPs share the same reward function (i.e., r0(s, a) = r1(s, a) = r(s, a), ∀s ∈ S, a ∈ A), then

the upper bound is simplified as

∆Ret ≤ dF
(
ρπ0(s, a), ρπ1(s, a)

)
.

In this case, Theorem 7.9.1 implies a sufficient condition to minimize return disparity is to find

policies π0, π1 ∈ Π that minimize the distance between induced occupancy measures in the two
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MDPs. In what follows, we first give the detailed proof of Theorem 7.9.1 and give the algorithm

design inspired by Theorem 7.9.1 in the subsequent section.

Proof. By definition, the return disparity is

∆Ret =
∣∣Es∈µ0

[vπ(s)] − Es∈µ1
[vπ(s)]

∣∣
=

1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) −
∑
s∈S

∑
a∈A

r1(s, a)ρπ1(s, a)

∣∣∣∣
=

1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣
=

1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ0(s, a) + r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣
≤ 1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ0(s, a)

∣∣∣∣ +
1

1 − γ

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣,
where the first term is upper bounded by

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ0(s, a)

∣∣∣∣ =

∣∣∣∣∑
s∈S

∑
a∈A

(
r0(s, a) − r1(s, a)

)
ρπ0(s, a)

∣∣∣∣
≤max

s,a
|r0(s, a) − r1(s, a)|

∑
s∈S

∑
a∈A

ρπ0(s, a) = ∥r0 − r1∥∞,

and the second term is upper bounded by

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣ =

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)
(
ρπ0(s, a) − ρπ1(s, a)

)∣∣∣∣
≤ sup
r1∈F

∣∣∣∣∑
s∈S

∑
a∈A

r1(s, a)
(
ρπ0(s, a) − ρπ1(s, a)

)∣∣∣∣
=dF

(
ρπ0(s, a), ρπ1(s, a)

)
.

By symmetry, we also have

∣∣∣∣∑
s∈S

∑
a∈A

r0(s, a)ρπ0(s, a) − r1(s, a)ρπ1(s, a)

∣∣∣∣ ≤ dF
(
ρπ0(s, a), ρπ1(s, a)

)
.

Combining the above results then completes the proof.

7.9.4 Algorithms to Mitigate Return Disparity via Occupancy Measures

Alignment
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Algorithm 2 Algorithm to mitigate return disparity via occupancy measures alignment under the
framework of [294].

1: Initialize policies πϕ0
, πϕ1

, Q-functions qθ1 and qθ2 , feature extractors fψ0
and fψ1

, environment
buffers D0 and D1

2: for each iteration do
3: for each environment step do
4: for g ∈ {0, 1} do
5: Sample an action ag using policy πϕg

; add the sample (sg, ag, s
′
g, rg) to Dg;

6: end for
7: end for
8: for each model update step do
9: for g ∈ {0, 1} do

10: Update policy πϕg
, Q-function qθg , and feature extractor fψg

following [294];
11: end for
12: end for
13: for each occupancy measures alignment c do
14: Update feature extractors fψ0 and fψ1 via occupancy measures alignment via IPM

(Wasserstein-1 distance/MMD);
15: end for
16: end for

Inspired by Theorem 7.9.1, we introduce an occupancy measures alignment procedure when learning

group policies for the two MDPs. We use the Wolpertinger policy [294] based on Deep Deterministic

Policy Gradient (DDPG) [295] as as our baseline backbone algorithm, which is an actor-critic

approach designed for learning policy in large discrete action spaces. We give an outline of our

algorithm in Algorithm 2 and readers can refer to [295] for more clarification of the Wolpertinger

policy. The details of the occupancy measures alignment step are similar to those of state visitation

distributional alignment step. The experimental results of the implementation of Algorithm 2 are

shown in Figure 7.6.

The overall results in Figure 7.6 are similar to those in Figure 7.3. However, compared to the

Algorithm 1, the training processes of Algorithm 2 are more unstable. Besides, it also incurs

additional learning costs since we have to train one policy for each MDP instead of one policy for

both MDPs.
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Figure 7.6: Learning curves of DDPG, DDPG-WASS and DDPG-MMD in three different settings.



Chapter 8

Trade-offs and Guarantees of

Adversarial Representation

Learning for Information

Obfuscation

8.1 Introduction

With the growing demand for machine learning systems provided as services, a massive amount of

data containing sensitive information, such as race, income level, age, etc., are generated and collected

from local users. This poses a substantial challenge and it has become an imperative object of study

in machine learning [81], computer vision [104,296], healthcare [297,298], speech recognition [299],

and many other domains. In this chapter, we consider a practical scenario where the prediction

vendor requests crowdsourced data for a target task, e.g, scientific modeling. The data owner agrees

on the data usage for the target task while she does not want her other sensitive information (e.g.,

age, race) to be leaked. The goal in this context is then to obfuscate sensitive attributes of the

sanitized data released by data owner from potential attribute inference attacks from a malicious

adversary. For example, in an online advertising scenario, while the user (data owner) may agree

119
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to share her historical purchasing events, she also wants to protect her age information so that no

malicious adversary can infer her age range from the shared data. Note that simply removing age

attribute from the shared data is insufficient for this purpose, due to the redundant encoding in data,

i.e., other attributes may have a high correlation with age.

Under this scenario, a line of work [99–107] aims to address the problem in the framework of

(constrained) minimax problem. However, the theory behind these methods is little known. Such a

gap between theory and practice calls for an important and appealing challenge:

Can we prevent the information leakage of the sensitive attribute while still maximizing

the task accuracy? Furthermore, what is the fundamental trade-off between attribute

obfuscation and accuracy maximization in the minimax problem?

Under the setting of attribute obfuscation, the notion of information confidentiality should be attribute-

specific: the goal is to protect specific attributes from being inferred by malicious adversaries as much

as possible. Note that this is in sharp contrast with differential privacy (we systematically compare

the related notions in Sec. 8.5 Related Work), where mechanisms are usually designed to resist

worst-case membership query among all the data owners instead of preventing information leakage of

the sensitive attribute [300]. From this perspective, our relaxed definition of attribute obfuscation

against adversaries also allows for a more flexible design of algorithms with better accuracy.

Our Contributions In this chapter, we first formally define the notion of attribute inference attack

in our setting and justify why our definitions are particularly suited under our setting. Through the

lens of representation learning, we formulate the problem of accuracy maximization with information

obfuscation constraint as a minimax optimization problem. To provide a formal guarantee on

attribute obfuscation, we prove an information-theoretic lower bound on the inference error of the

protected attribute under attacks from arbitrary adversaries. To investigate the relationship between

attribute obfuscation and accuracy maximization, we also prove a theorem that formally characterizes

the inherent trade-off between these two concepts. We conduct experiments to corroborate our formal

guarantees and validate the inherent trade-offs in different attribute obfuscation algorithms. From our

empirical results, we conclude that the adversarial representation learning approach achieves the best

trade-off in terms of attribute obfuscation and accuracy maximization, among various state-of-the-art

attribute obfuscation algorithms.
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8.2 Preliminaries

Problem Setup We focus on the setting where the goal of the adversary is to perform attribute

inference. This setting is ubiquitous in sever-client paradigm where machine learning is provided as a

service (MLaaS, [301]). Formally, there are two parties in the system, namely the prediction vendor

and the data owner. We consider the practical scenarios where users agree to contribute their data

for specific purposes (e.g., training a machine learning model) but do not want others to infer their

sensitive attributes in the data, such as health information, race, gender, etc. The prediction vendor

will not collect raw user data but processed user data and the target attribute for the target task. In

our setting, we assume the adversary cannot get other auxiliary information than the processed user

data. In this case, the adversary can be anyone who can get access to the processed user data to

some extent and wants to infer other private information. For example, malicious machine learning

service providers are motivated to infer more information from users to do user profiling and targeted

advertisements. The goal of the data owner is to provide as much information as possible to the

prediction vendor to maximize the vendor’s own accuracy, but under the constraint that the data

owner should also protect the private information of the data source, i.e., attribute obfuscation. For

ease of discussion, in our following analysis, we assume the the prediction vendor performs binary

classification on the processed data. Extensions to multi-class classification is straightforward.

Notation We use X , Y and A to denote the input, output and adversary’s output space, respectively.

Accordingly, we use X,Y,A to denote the random variables which take values in X ,Y and A. We

note that in our framework the input space X may or may not contain the sensitive attribute A. For

two random variables X and Y , I(X;Y ) denotes the mutual information between X and Y . We use

H(X) to mean the Shannon entropy of random variable X. Similarly, we use H(X | Y ) to denote the

conditional entropy of X given Y . We assume there is a joint distribution D over X×Y×A from which

the data are sampled. To make our notation consistent, we use DX , DY and DA to denote the marginal

distribution of D over X , Y and A. Given a feature map function f : X → Z that maps instances

from the input space X to feature space Z, we define Df := D ◦ f−1 to be the induced (pushforward)

distribution of D under f , i.e., for any event E′ ⊆ Z, PrDf (E′) := PrD({x ∈ X | f(x) ∈ E′}).

To simplify the exposition, we mainly discuss the setting where X ⊆ Rd,Y = A = {0, 1}, but the

underlying theory and methodology could easily be extended to the categorical case as well. In what

follows, we first formally define both the accuracy of the prediction vendor for the individualized

service and the attribute inference advantage of an adversary. It is worth pointing out that our
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definition of inference advantage is attribute-specific. In particular, we seek to keep the data useful

while being robust to an adversary on protecting specific attribute information from attack.

A hypothesis is a function h : X → Y. The error of a hypothesis h under the distribution D over

X × Y is defined as: Err(h) := ED
[
|Y − h(X)|

]
. Similarly, we use Êrr(h) to denote the empirical

error of h on a sample from D. For binary classification problem, when h(x) ∈ {0, 1}, the above loss

also reduces to the error rate of classification. Let H be the space of hypotheses. In the context of

binary classification, we define the accuracy of a hypothesis h ∈ H as:

Definition 8.2.1 (Accuracy). The accuracy of h ∈ H is Acc(h) := 1 − ED
[
|Y − h(X)|

]
.

For binary classification, we always have 0 ≤ Acc(h) ≤ 1, ∀h ∈ H. Similarly, an adversarial

hypothesis is a function of hA : X → A. Next we define a measure of how much advantage of attribute

inference gained from a particular attack space in our framework:

Definition 8.2.2 (Attribute Inference Advantage). The inference advantage w.r.t. attribute A under

attacks from HA is defined as Adv(HA) := maxhA∈HA

∣∣PrD(hA(X) = 1 | A = 1) − PrD(hA(X) =

1 | A = 0)
∣∣.

Again, it is straightforward to verify that 0 ≤ Adv(HA) ≤ 1. Based on our definition, Adv(HA) then

measures maximal inference advantage that the adversary in HA can gain. We can also refine the

above definition to a particular hypothesis hA : X → {0, 1} to measure its ability to steal information

about A: Adv(hA) =
∣∣PrD(hA(X) = 1 | A = 1) − PrD(hA(X) = 1 | A = 0)

∣∣.
Proposition 8.2.1. Let hA : X → {0, 1} be a hypothesis, then Adv(hA) = 0 iff I(hA(X);A) = 0

and Adv(hA) = 1 iff hA(X) = A almost surely or hA(X) = 1 −A almost surely.

Proposition 8.2.1 justifies Definition 8.2.2 on how well an adversary hA can infer about A from X:

when Adv(hA) = 0, it means that hA(X) contains no information about the sensitive attribute

A. On the other hand, if Adv(hA) = 1, then hA(X) fully predicts A (or equivalently, 1 − A)

from input X. In the latter case hA(X) also contains perfect information of A in the sense that

I(hA(X);A) = H(A), i.e., the Shannon entropy of A. It is worth pointing out that Definition 8.2.2

is insensitive to the marginal distribution of A, and hence is more robust than other definitions such

as the error rate of predicting A. In that case, if A is extremely imbalanced, even a naive predictor

can attain small prediction error by simply outputting constant. We call a hypothesis space HA
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symmetric if ∀hA ∈ HA, 1 − hA ∈ HA as well. When HA is symmetric, we can also relate Adv(HA)

to a binary classification problem:

Proposition 8.2.2. If HA is symmetric, then Adv(HA) + minhA∈HA
Pr(hA(X) = 0 | A = 1) +

Pr(hA(X) = 1 | A = 0) = 1.

Consider the confusion matrix between the actual sensitive attribute A and its predicted variable

hA(X). The false positive rate (eqv. Type-I error) is defined as FPR = FP / (FP + TN) and the

false negative rate (eqv. Type-II error) is similarly defined as FNR = FN / (FN + TP). Using

the terminology of confusion matrix, it is then clear that Pr(hA(X) = 0 | A = 1) = FNR and

Pr(hA(X) = 1 | A = 0) = FPR. In other words, Proposition 8.2.2 says that if HA is symmetric, then

the larger the attribute inference advantage of HA, the smaller the minimum sum of Type-I and

Type-II error under attacks from HA.

8.3 Main Results

Given a set of samples S = {(xi, yi, ai)}ni=1 drawn i.i.d. from the joint distribution D, how can the

data owner keep the data useful while keeping the sensitive attribute A obfuscated under potential

attacks from malicious adversaries? Through the lens of representation learning, we seek to find a

(non-linear) feature representation f : X → Z from input space X to feature space Z such that f still

preserves relevant information w.r.t. the target task of inferring Y while hiding sensitive attribute A.

Specifically, we can solve the following unconstrained regularized problem with λ > 0:

min
h∈H,f

max
hA∈HA

Êrr(h ◦ f) − λ
(

Pr
S

(hA(f(X)) = 0 | A = 1) + Pr
S

(hA(f(X)) = 1 | A = 0)
)

(8.1)

It is worth pointing out that the optimization formulation in (8.1) admits an interesting game-

theoretic interpretation, where two agents f and hA play a game whose score is defined by the

objective function in (8.1). Intuitively, hA seeks to minimize the sum of Type-I and Type-II error

while f plays against hA by learning transformation to removing information about the sensitive

attribute A. Algorithmically, for the data owner to achieve the goal of hiding information about the

sensitive attribute A from malicious adversary, it suffices to learn a representation that is independent

of A:

Proposition 8.3.1. Let f : X → Z be a deterministic function and HA ⊆ 2Z be a hypothesis class

over Z. For any joint distribution D over X,A, Y , if I(f(X);A) = 0, then Adv(HA ◦ f) = 0.
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Note that in this sequential game, f is the first-mover and hA is the second. Hence without explicit

constraint f possesses a first-mover advantage so that f can dominate the game by simply mapping

all the input X to a constant or uniformly random noise1. To avoid these degenerate cases, the first

term in the objective function of (8.1) acts as an incentive to encourage f to preserve task-related

information. But will this incentive compromise the information of A? As an extreme case if the target

variable Y and the sensitive attribute A are perfectly correlated, then it should be clear that there is

a trade-off in achieving accuracy and preventing information leakage of the attribute. In Sec. 8.3.2

we shall provide an information-theoretic bound to precisely characterize such trade-off.

8.3.1 Formal Guarantees against Attribute Inference

In the unconstrained minimax formulation (8.1), the hyperparameter λ measures the trade-off

between accuracy and information obfuscation. On one hand, if λ → 0, we barely care about the

information obfuscation of A and devote all the focus to maximize our accuracy. On the other

extreme, if λ→ ∞, we are only interested in obfuscating the sensitive information. In what follows

we analyze the true error that an optimal adversary has to incur in the limit when both the task

classifier and the adversary have unlimited capacity, i.e., they can be any randomized functions from

Z to {0, 1}. To study the true error, we hence use the population loss rather than the empirical loss

in our objective function. Furthermore, since the binary classification error in (8.1) is NP-hard to

optimize even for hypothesis class of linear predictors, in practice we consider the cross-entropy loss

function as a convex surrogate loss. With a slight abuse of notation, the cross-entropy loss CEY (h)

of a probabilistic hypothesis h : X → [0, 1] w.r.t. Y on a distribution D is defined as follows:

CEY (h) := −ED[I(Y = 0) log(1 − h(X)) + I(Y = 1) log(h(X))].

We also use CEA(hA) to mean the cross-entropy loss of the adversary hA w.r.t. A. Using the same

notation, the optimization formulation with cross-entropy loss becomes:

min
h∈H,f

max
hA∈HA

CEY (h ◦ f) − λ · CEA(hA ◦ f) (8.2)

Given a feature map f : X → Z, assume that H contains all the possible probabilistic classifiers

from the feature space Z to [0, 1]. For example, a probabilistic classifier can be constructed by first

defining a function h : Z → [0, 1] followed by a random coin flipping to determine the output label,

1The extension of Proposition 8.3.1 to randomized function is staightforward as long as the randomness is independent
of the sensitive attribute A.
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where the probability of the coin being 1 is given by h(Z). Under such assumptions, the following

lemma shows that the optimal target classifier under f is given by the conditional distribution

h∗(Z) := Pr(Y = 1 | Z).

Lemma 8.3.1. For any feature map f : X → Z, assume that H contains all the probabilistic classifiers,

then minh∈H CEY (h ◦ f) = H(Y | Z) and h∗(Z) := arg minh∈H CEY (h ◦ f) = Pr(Y = 1 | Z = f(X)).

By a symmetric argument, we can also see that the worst-case (optimal) adversary under f is the

conditional distribution h∗A(Z) := Pr(A = 1 | Z) and minhA∈HA
CEA(hA ◦ f) = H(A | Z). Hence

we can further simplify the optimization formulation (8.2) to the following form where the only

optimization variable is the feature map f :

min
f

H(Y | Z = f(X)) − λH(A | Z = f(X)) (8.3)

Since Z = f(X) is a deterministic feature map, it follows from the basic properties of Shannon

entropy that

H(Y | X) ≤ H(Y | Z = f(X)) ≤ H(Y ), H(A | X) ≤ H(A | Z = f(X)) ≤ H(A)

which means that H(Y | X) − λH(A) is a lower bound of the optimum of the objective function in

(8.3). However, such lower bound is not necessarily achievable. To see this, consider the simple case

where Y = A almost surely. In this case there exists no deterministic feature map Z = f(X) that is

both a sufficient statistics of X w.r.t. Y while simultaneously filters out all the information w.r.t. A

except in the degenerate case where A(Y ) is constant. Next, to show that solving the optimization

problem in (8.3) helps to remove sensitive information, the following theorem gives a bound of

attribute inference in terms of the error that has to be incurred by the optimal adversary:

Theorem 8.3.1. Let f∗ be the optimal feature map of (8.3) and define H∗ := H(A | Z = f∗(X)).

Then for any adversary Â such that I(Â;A | Z) = 0, PrDf∗ (Â ̸= A) ≥ H∗/2 lg(6/H∗).

Remark Theorem 8.3.1 shows that whenever the conditional entropy H∗ = H(A | Z = f∗(X)) is

large, then the inference error of the protected attribute incurred by any (randomized) adversary has

to be at least Ω(H∗/ log(1/H∗)). The assumption I(Â;A | Z) = 0 says that, given the processed

feature Z, the adversary Â could not use any external information that depends on the true sensitive

attribute A. As we have already shown above, the conditional entropy essentially corresponds to
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the second term in our objective function, whose optimal value could further be flexibly adjusted

by tuning the trade-off parameter λ. As a final note, Theorem 8.3.1 also shows that representation

learning helps to remove the information about A since we always have H(A | Z = f(X)) ≥ H(A | X)

for any deterministic feature map f so that the lower bound of inference error by any adversary is

larger after learning the representation Z = f(X).

8.3.2 Inherent trade-off between Accuracy and Attribute Obfuscation

In this section we shall provide an information-theoretic bound to quantitatively characterize the

inherent trade-off between these accuracy maximization and attribute obfuscation, due to the

discrepancy between the conditional distributions of the target variable given the sensitive attribute.

Our result is algorithm-independent, hence it applies to a general setting where there is a need to

preserve both terms. To the best of our knowledge, this is the first information-theoretic result to

precisely quantify such trade-off. Due to space limit, we defer all the proofs to the appendix.

Before we proceed, we first define several information-theoretic concepts that will be used in our

analysis. For two distributions D and D′, the Jensen-Shannon (JS) divergence DJS(D,D′) is:

DJS(D,D′) := 1
2DKL(D ∥ DM ) + 1

2DKL(D′ ∥ DM ), where DKL(· ∥ ·) is the Kullback–Leibler (KL)

divergence and DM := (D+D′)/2. The JS divergence can be viewed as a symmetrized and smoothed

version of the KL divergence, However, unlike the KL divergence, the JS divergence is bounded:

0 ≤ DJS(D,D′) ≤ 1. Additionally, from the JS divergence, we can define a distance metric between

two distributions as well, known as the JS distance [302]: dJS(D,D′) :=
√
DJS(D,D′). With respect

to the JS distance, for any feature space Z and any deterministic mapping f : X → Z, we can prove

the following lemma via the celebrated data processing inequality:

Lemma 8.3.2. Let D0 and D1 be two distributions over X and let Df
0 and Df

1 be the induced

distributions of D0 and D1 over Z by function f , then dJS(Df
0 ,Df

1 ) ≤ dJS(D0,D1).

Without loss of generality, any method aiming to predict the target variable Y defines a Markov

chain as X
f−→ Z

h−→ Ŷ , where Ŷ is the predicted target variable given by hypothesis h and Z is the

intermediate representation defined by the feature mapping f . Hence for any distribution D0(D1) of

X, this Markov chain also induces a distribution Dh◦f
0 (Dh◦f

1 ) of Ŷ and a distribution Df
0 (Df

1 ) of Z.

Now let DY
0 (DY

1 ) be the underlying true conditional distribution of Y given A = 0(A = 1). Realize
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that the JS distance is a metric, the following chain of triangular inequalities holds:

dJS(DY
0 ,DY

1 ) ≤ dJS(DY
0 ,Dh◦f

0 ) + dJS(Dh◦f
0 ,Dh◦f

1 ) + dJS(Dh◦f
1 ,DY

1 ).

Combining the above inequality with Lemma 8.3.2 to show dJS(Dh◦f
0 ,Dh◦f

1 ) ≤ dJS(Df
0 ,Df

1 ), we

immediately have:

dJS(DY
0 ,DY

1 ) ≤ dJS(DY
0 ,Dh◦f

0 ) + dJS(Df
0 ,Df

1 ) + dJS(Dh◦f
1 ,DY

1 ).

Intuitively, dJS(DY
0 ,Dh◦f

0 ) and dJS(DY
1 ,Dh◦f

1 ) measure the distance between the predicted and the

true target distribution on A = 0/1 cases, respectively. Formally, let Erra(h ◦ f) be the prediction

error of function h ◦ f conditioned on A = a. With the help of Lemma 8.7.2, the following result

establishes a relationship between dJS(DY
a ,Dh◦f

a ) and the accuracy of h ◦ f :

Lemma 8.3.3. Let Ŷ = h(f(X)) ∈ {0, 1} be the predictor, then for a ∈ {0, 1}, dJS(DY
a ,Dh◦f

a ) ≤√
Erra(h ◦ f).

Combine Lemma 8.3.2 and Lemma 8.3.3, we get the following key lemma that is the backbone for

proving the main results in this section:

Lemma 8.3.4 (Key lemma). Let D0, D1 be two distributions over X ×Y conditioned on A = 0 and

A = 1 respectively. Assume the Markov chain X
f−→ Z

h−→ Ŷ holds, then ∀h ∈ H:

dJS(DY
0 ,DY

1 ) ≤
√

Err0(h ◦ f) + dJS(Df
0 ,Df

1 ) +
√

Err1(h ◦ f).

We emphasize that for a ∈ {0, 1}, the term Erra(h◦f) measures the conditional error of the predicted

variable Ŷ by the composite function h ◦ f over Da. Similarly, we can define the conditional accuracy

for a ∈ {0, 1} : Acca(h ◦ f) := 1 − Erra(h ◦ f). The following main theorem then characterizes a

fundamental trade-off between accuracy and attribute obfuscation:

Theorem 8.3.2. Let HA ⊆ 2Z be the hypothesis space of all the classifiers from Z to {0, 1}. Assume

the conditions in Lemma 8.3.4 hold, then ∀h ∈ H, Acc0(h ◦ f) +Acc1(h ◦ f) ≤ 2− 1
3DJS(DY

0 ,DY
1 ) +

Adv(HA ◦ f).

The upper bound given in Theorem 8.3.2 shows that when the marginal distribution of the target

variable Y differ between two cases A = 0 or A = 1, then it is impossible to perfectly maximize
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accuracy and prevent the sensitive attribute being inferred. Furthermore, the trade-off due to the

difference in marginal distributions is precisely given by the JS divergence DJS(DY
0 ,DY

1 ). Next, if we

would like to decrease the advantage of adversaries, Adv(HA ◦ f), through learning proper feature

transformation f , then the upper bound on the sum of conditional accuracy also becomes smaller, for

any predictor h. Note that in Theorem 8.3.2 the upper bound holds for any adversarial hypothesis

hA in the richest hypothesis class HA that contains all the possible binary classifiers. Put it another

way, if we would like to maximally obfuscate information w.r.t. sensitive attribute A, then we have

to incur a large joint error:

Theorem 8.3.3. Assume the conditions in Theorem 8.3.2 hold. If Adv(HA ◦ f) ≤ DJS(DY
0 ,DY

1 ),

then ∀h ∈ H, Err0(h ◦ f) + Err1(h ◦ f) ≥ 1
2

(
dJS(DY

0 ,DY
1 ) −

√
Adv(HA ◦ f)

)2
.

Remark The above lower bound characterizes a fundamental trade-off between information ob-

fuscation of the sensitive attribute and joint error of target task. In particular, up to a certain

level DJS(DY
0 ,DY

1 ), the larger the inference advantage that the adversary can gain, the smaller

the joint error. In light of Proposition 8.3.1, this means that although the data-owner, or the

first-mover f , could try to maximally filter out the sensitive information via constructing f such

that f(X) is independent of A, such construction will also inevitably compromise the joint accuracy

of the prediction vendor. It is also worth pointing out that our results in both Theorem 8.3.2 and

Theorem 8.3.3 are attribute-independent in the sense that neither of the bounds depends on the

marginal distribution of A. Instead, all the terms in our results only depend on the conditional

distributions given A = 0 and A = 1. This is often more desirable than bounds involving mutual

information, e.g., I(A, Y ), since I(A, Y ) is close to 0 if the marginal distribution of A is highly

imbalanced.

8.4 Experiments

In this section, we conduct experiments to investigate the following questions:

Q1 Are our formal guarantees valid for different attribute obfuscation methods and the inherent

trade-offs between attribute information obfuscation and accuracy maximization exist in all

methods?

Q2 Which attribute obfuscation algorithms achieve the best trade-offs in terms of attribute

obfuscation and accuracy maximization?
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8.4.1 Datasets and Setup

In our experiments, we use: (1) Adult dataset [219]: The Adult dataset is a benchmark dataset

for classification. The task is to predict whether an individual’s income is greater or less than

50K/year based on census data. In our experiment we set the target task as income prediction and

the malicious task done by the adversary as inferring gender, age and education, respectively. (2)

UTKFace dataset [303]: The UTKFace dataset is a large-scale face benchmark dataset containing

more than 20,000 images with annotations of age, gender, and ethnicity. In our experiment, we set

our target task as gender classification and we use the age and ethnicity as the protected attributes.

We refer readers to Sec. 8.7.3 in the appendix for detailed descriptions about the data pre-processing

pipeline and the data distribution for each dataset.

We conduct experiments with the following methods to verify our theoretical results and provide a

thorough practical comparison among these methods. 1). Privacy Partial Least Squares (PPLS) [99],

2). Privacy Linear Discriminant Analysis (PLDA) [100], 3). Minimax filter with alternative update

(ALT-UP) [101], 4) Maximum Entropy Adversarial Representation Learning (MAX-ENT) [304] 5).

Gradient Reversal Layer (GRL) [247] 6). Principal Component Analysis (PCA) 7). Normal Training

(NORM-TRAIN), 8) Local Differential Privacy (LDP) with Laplacian mechanism, 9). Differentially

Private SGD (DPSGD) [78]. Among the first seven methods, the first five are state-of-the-art

minimax methods for protecting against attribute inference attacks while the latter two are normal

representation learning baselines for comprehensive comparison. Although DP is not tailored to

attribute obfuscation, we can still add two DP baselines to examine the accuracy and attribute

obfuscation trade-off for comparison2. To ensure the comparison is fair among different methods,

we conduct a controlled experiment by using the same network structure as the baseline hypothesis

among all the methods for each dataset. For each experiment on the Adult dataset and UTKFace

dataset, we repeat the experiments for ten times to report both the average performance and their

standard deviations. Sec. 8.7.3 in the appendix provides detailed descriptions about the methods

and the hyperparameter settings.

Note that in practice due to the non-convex nature of optimizing deep neural nets, we cannot

guarantee to find the global optimal conditional entropy H∗. Hence in order to compute the formal

guarantee given by our lower bound in Theorem 8.3.1, we use the cross-entropy loss of the optimal

adversary found by our algorithm on inferring the sensitive attribute A. Furthermore, since our

2Some other methods [105,305] in the literature are close variants of the above, so we do not include them here due
to the space limit.
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analysis only applies to representation learning based approaches, we do not have similar guarantee for

DP-related methods in our context. We visualize the performances of the aforementioned algorithms

on attribute obfuscation and accuracy maximization in Figure 8.1 and Figure 8.2, respectively.

8.4.2 Results and Analysis

Validation of Our Theory (Q1) From Figure 8.1, we can see that the formal guarantees are

valid for all representation learning approaches. With the results in Figure 8.2, we also see that no

methods are perfect in both achieving both attribute obfuscation and accuracy maximization: the

methods with small accuracy loss comes with relative low inference errors and vice versa.

Comparison with Different Methods (Q2) Among all methods, LDP, PLDA, ALT-UP, MAX-

ENT and GRL are effective in attribute obfuscation by forcing the optimal adversary to incur a large

inference error in Figure 8.1. On the other hand, PCA and NORM-TRAIN are the least effective

ones. This is expected as neither NORM-TRAIN nor PCA filters information in data about the

sensitive attribute A.

From Figure 8.2, we can also see a sharp contrast between DP-based methods and other methods in

terms of the joint conditional error on the target task: both LDP and DPSGD could incur significant

accuracy loss compared with other methods. Combining this one with our previous observation from

Figure 8.1, we can see that DP-based methods either make data private by adding large amount of

noise to filter out both target-related information and sensitive-related information available in the

data, or add insufficient amount of noise so that both target-related and sensitive-related information

is well preserved. As a comparison, representation learning based approaches leads to a better

trade-off.

Among the representation learning methods, PLDA, ALT-UP, MAX-ENT and GRL perform the best

in attribute obfuscation. Compared to PLDA and GRL, ALT-UP and MAX-ENT incur significant

drops in accuracy when λ is large. It is also worth to note that different adversarial representation

learning methods have different sensitivity on λ: a large λ for MAX-ENT might lead to an unstable

model training process and result in a large accuracy loss. In contrast, GRL is often more stable,

which is consistent to the results shown in [248].
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Figure 8.1: Performance on attribute obfuscation of different methods (the larger the better). The horizontal lines
across the bars indicate the corresponding formal guarantees given by our lower bound in Theorem 8.3.1.
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Figure 8.2: The joint conditional error (Err0 + Err1, the smaller the better) of different methods.

8.5 Related Work

Attribute Obfuscation Various minimax formulations and algorithms have been proposed to

defend against inference attack in different scenarios [99–102, 104–107, 306]. [106] proposed the

optimization problem where the terms in the objective function are defined in terms of mutual

information. Under their formulation, they analyze a trade-off between between utility loss and

attribute obfuscation: under the constraint of the attribute obfuscation I(A;Z) ≤ k, what the

maximum utility loss I(Y ;X | Z) is. Compared with these works, we study the inherent trade-off
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between the accuracy and attribute obfuscation and provide formal guarantees to quantify worst-case

inference error given the transformation.

Differential Privacy Differential privacy (DP) has been proposed and extensively investigated to

protect the individual privacy of collected data [77] and DP mechanisms were used in the training of

deep neural network recently [78,79]. DP ensures the output distribution of a randomized mechanism

to be statistically indistinguishable between any two neighboring datasets, and provides formal

guarantees for privacy problems such as defending against the membership query attacks [12,307].

From this perspective, DP is closely related to the well-known membership inference attack [12]

instead. As a comparison, our goal of attribute obfuscation is to learn a representation such that

the sensitive attributes cannot be accurately inferred. Although the two goals differ, [70] show the

there are deep connections between membership inference and attribute inference. An interesting

direction to explore is to draw more formal connections to these two notions. Last but not least, It is

also worth to mention that the notion of individual fairness may be viewed as a generalization of

DP [51].

Algorithmic Fairness Recent work has shown that unfair models could lead to the leakage of

users’ sensitive information [211]. In particular, adversarial learning methods have been used as

a tool in both fields to achieve the corresponding goals [101, 243]. However, the motivations and

goals significantly differ between these two fields. Specifically, the widely adopted notion of group

fairness, namely equalized odds [52], requires equalized false positive and false negative rates across

different demographic subgroups. As a comparison, in applications where information leakage is

a concern, we mainly want to ensure that adversaries cannot steal sensitive information from the

data. Hence our goal is to give a worst case guarantee on the inference error that any adversary

has at least to incur. To the best of our knowledge, our results in Theorem 8.3.1 is the first one to

analyze the performance of attribute obfuscation in such scenarios. Furthermore, no prior theoretical

results exist on discussing the trade-off between attribute obfuscation and accuracy under the setting

of representation learning. Our proof techniques developed in this chapter could also be used to

derive information-theoretic lower bounds in related problems as well [213, 308]. On a final note, the

relationships of the above notions are visualized in Figure 8.3.
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Individual Fairness
(Dwork et al., 2012)

Group Fairness
(Zemel et al., 2013)

Membership Inference
(Shokri et al., 2017)

Attribute Inference
(Fredrikson et al., 2015)

Figure 8.3: Relationships between different notions of fairness and inference attack.

8.6 Conclusion

We develop a theoretical framework for analyzing attribute obfuscation through adversarial rep-

resentation learning. Specifically, the framework suggests using adversarial learning techniques to

obfuscate the sensitive attribute and we also analyze the formal guarantees of such techniques in

the limit of worst-case adversaries. We also prove an information-theoretic lower bound to quan-

tify the inherent trade-off between accuracy and obfuscation of attribute information. Following

our formulation, we conduct experiments to corroborate our theoretical results and to empirically

compare different state-of-the-art attribute obfuscation algorithms. Experimental results show that

the adversarial representation learning approaches are effective against attribute inference attacks

and often achieve the best trade-off in terms of attribute obfuscation and accuracy maximization.

We believe our work takes an important step towards better understanding the trade-off between

accuracy maximization and attribute obfuscation, and it also helps inspire the future design of

attribute obfuscation algorithms with adversarial learning techniques.

8.7 Appendix of Chapter 8

In this appendix we provide the missing proofs of theorems and claims in our main paper. We also

describe detailed experimental settings here.

8.7.1 Technical Tools

In this section we list the lemmas and theorems used during our proof.

Lemma 8.7.1 (Theorem 2.2, [309]). Let H−1
2 (s) be the inverse binary entropy function for s ∈ [0, 1],

then H−1
2 (s) ≥ s/2 lg(6/s).

Lemma 8.7.2 ( [310]). Let D and D′ be two distributions, then DJS(D,D′) ≤ 1
2∥D − D′∥1.
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Theorem 8.7.1 (Data processing inequality). Let X ⊥ Y | Z, then I(X;Z) ≥ I(X;Y ).

8.7.2 Missing Proofs

Proposition 8.2.1. Let hA : X → {0, 1} be a hypothesis, then Adv(hA) = 0 iff I(hA(X);A) = 0

and Adv(hA) = 1 iff hA(X) = A almost surely or hA(X) = 1 −A almost surely.

Proof. We first prove the first part of the proposition. By definition, Adv(hA) = 0 iff PrD(hA(X) =

1 | A = 1) = PrD(hA(X) = 1 | A = 0), which is also equivalent to hA(X) ⊥ A. It then follows that

hA(X) ⊥ A⇔ I(hA(X);A) = 0.

For the second part of the proposition, again, by definition of Adv(hA), it is clear to see that we either

have PrD(hA(X) = 1 | A = 1) = 1 and PrD(hA(X) = 1 | A = 0) = 0, or PrD(hA(X) = 1 | A = 1) = 0

and PrD(hA(X) = 1 | A = 0) = 1. Hence we discuss by these two cases. For ease of notation, we

omit the subscript D from PrD when it is obvious from the context which probability distribution we

are referring to.

1. If Pr(h(X) = 1 | A = 1) = 1 and Pr(h(X) = 1 | A = 0) = 0, then we know that:

Pr(hA(X) ̸= A) = Pr(A = 0) Pr(hA(X) ̸= A | A = 0) + Pr(A = 1) Pr(hA(X) ̸= A | A = 1)

= Pr(A = 0) Pr(hA(X) = 1 | A = 0) + Pr(A = 1) Pr(hA(X) = 0 | A = 1)

= Pr(A = 0) · 0 + Pr(A = 1) · 0

= 0.

2. If Pr(hA(X) = 1 | A = 1) = 0 and Pr(hA(X) = 1 | A = 0) = 1, similarly, we have:

Pr(hA(X) ̸= 1 −A) = Pr(A = 0) Pr(hA(X) ̸= 1 −A | A = 0) + Pr(A = 1) Pr(hA(X) ̸= 1 −A | A = 1)

= Pr(A = 0) Pr(hA(X) = 0 | A = 0) + Pr(A = 1) Pr(hA(X) = 1 | A = 1)

= Pr(A = 0) · 0 + Pr(A = 1) · 0

= 0.

Combining the above two parts completes the proof.
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Proposition 8.2.2. If HA is symmetric, then Adv(HA) + minhA∈HA
Pr(hA(X) = 0 | A = 1) +

Pr(hA(X) = 1 | A = 0) = 1.

Proof. By definition, we have:

1 −Adv(HA) := 1 − max
hA∈HA

Adv(hA)

= min
hA∈HA

1 −
∣∣Pr(hA(X) = 1 | A = 1) − Pr(hA(X) = 1 | A = 0)

∣∣
= min
hA∈HA

1 −
(

Pr(hA(X) = 1 | A = 1) − Pr(hA(X) = 1 | A = 0)
)

= min
h∈H

Pr(hA(X) = 0 | A = 1) + Pr(hA(X) = 1 | A = 0),

where the third equality holds due to the fact that maxhA∈HA

∣∣Pr(hA(X) = 1 | A = 1)−Pr(hA(X) =

1 | A = 0)
∣∣ = maxhA∈HA

(
Pr(hA(X) = 1 | A = 1) − Pr(hA(X) = 1 | A = 0)

)
. To see this, for any

specific hA such that the term inside the absolute value is negative, we can find 1 − hA ∈ HA such

that it becomes positive, due to the assumption that HA is symmetric.

Proposition 8.3.1. Let f : X → Z be a deterministic function and HA ⊆ 2Z be a hypothesis class

over Z. For any joint distribution D over X,A, Y , if I(f(X);A) = 0, then Adv(HA ◦ f) = 0.

Proof. First, by the celebrated data-processing inequality, ∀hA ∈ HA:

0 ≤ I(hA(f(X));A) ≤ I(f(X);A) = 0.

By Proposition 8.2.1, this means that ∀hA ∈ HA, Adv(hA) = 0, which further implies that

Adv(HA ◦ f) = 0 by definition.

Lemma 8.3.1. For any feature map f : X → Z, assume that H contains all the probabilistic classifiers,

then minh∈H CEY (h ◦ f) = H(Y | Z) and h∗(Z) := arg minh∈H CEY (h ◦ f) = Pr(Y = 1 | Z = f(X)).
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Proof. Let Df be the induced (pushforward) distribution of D under the map f : X → Z. By the

definition of cross-entropy loss, we have:

CEY (h ◦ f) = −ED [I(Y = 0) log(1 − h(f(X))) + I(Y = 1) log(h(f(X)))]

= −EDf [I(Y = 0) log(1 − h(Z)) + I(Y = 1) log(h(Z))]

= −EZEY |Z [I(Y = 0) log(1 − h(Z)) + I(Y = 1) log(h(Z))]

= −EZ [Pr(Y = 0 | Z) log(1 − h(Z)) + Pr(Y = 1 | Z) log(h(Z))]

= EZ [DKL(Pr(Y | Z) || h(Z))] +H(Y | Z)

≥ H(Y | Z).

It is also clear from the above proof that the minimum value of the cross-entropy loss is achieved

when h(Z) equals the conditional probability Pr(Y = 1 | Z), i.e., h∗(Z) = Pr(Y = 1 | Z = f(X)).

Theorem 8.3.1. Let f∗ be the optimal feature map of (8.3) and define H∗ := H(A | Z = f∗(X)).

Then for any adversary Â such that I(Â;A | Z) = 0, PrDf∗ (Â ̸= A) ≥ H∗/2 lg(6/H∗).

Proof. To prove this theorem, let E be the binary random variable that takes value 1 iff A ̸= Â, i.e.,

E = I(A ̸= Â). Now consider the joint entropy of A, Â and E. On one hand, we have:

H(A, Â, E) = H(A, Â) +H(E | A, Â) = H(A, Â) + 0 = H(A | Â) +H(Â).

Note that the second equation holds because E is a deterministic function of A and Â, that is, once

A and Â are known, E is also known, hence H(E | A, Â) = 0. On the other hand, we can also

decompose H(A, Â, E) as follows:

H(A, Â, E) = H(Â) +H(A | Â, E) +H(E | Â).

Combining the above two equalities yields

H(A | Â, E) +H(E | Â) = H(A | Â).
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Furthermore, since conditioning cannot increase entropy, we have H(E | Â) ≤ H(E), which further

implies

H(A | Â) ≤ H(E) +H(A | Â, E).

Now consider H(A | Â, E). Since A ∈ {0, 1}, by definition of the conditional entropy, we have:

H(A | Â, E) = Pr(E = 1)H(A | Â, E = 1) + Pr(E = 0)H(A | Â, E = 0) = 0 + 0 = 0.

To lower bound H(A | Â), realize that

I(A; Â) +H(A | Â) = H(A) = I(A;Z) +H(A | Z).

Since Â is a randomized function of Z such that A ⊥ Â | Z, due to the celebrated data-processing

inequality, we have I(A; Â) ≤ I(A;Z), which implies

H(A | Â) ≥ H(A | Z).

Combine everything above, we have the following chain of inequalities hold:

H(A | Z) ≤ H(A | Â) ≤ H(E) +H(A | Â, E) = H(E),

which implies

Pr
Df∗

(A ̸= Â) = Pr
Df∗

(E = 1) ≥ H−1
2 (H(A | Z)),

where H−1
2 (·) is the inverse function of the binary entropy H(t) := −t log t− (1 − t) log(1 − t) when

t ∈ [0, 1]. To conclude the proof, we apply Lemma 8.7.1 to further lower bound the inverse binary

entropy function by

H−1
2 (H(A | Z)) ≥ H(A | Z)/2 lg(6/H(A | Z)),

completing the proof.

Lemma 8.3.2. Let D0 and D1 be two distributions over X and let Df
0 and Df

1 be the induced

distributions of D0 and D1 over Z by function f , then dJS(Df
0 ,Df

1 ) ≤ dJS(D0,D1).

Proof. Let B be a uniform random variable taking value in {0, 1} and let the random variable ZB

with distribution Df
B (resp. XB with distribution DB) be the mixture of Df

0 and Df
1 (resp. D0 and
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D1) according to B. It is easy to see that DB = (D0 + D1)/2, and we have:

I(B;XB) = H(XB) −H(XB | B)

= −
∑

DB logDB +
1

2

(∑
D0 logD0 +

∑
D1 logD1

)
= −1

2

∑
D0 logDB − 1

2

∑
D1 logDB +

1

2

(∑
D0 logD0 +

∑
D1 logD1

)
=

1

2

∑
D0 log

D0

DB
+

1

2

∑
D1 log

D1

DB
=

1

2
DKL(D0 ∥ DB) +

1

2
DKL(D1 ∥ DB)

= DJS(D0,D1).

Similarly, we have:

DJS(Df
0 ,Df

1 ) = I(B;ZB).

Since Df
0 (resp. Df

1 ) is induced by f from D0 (resp. D1), by linearity, Df
B is also induced by f from

DB . Hence ZB = f(XB) and the following Markov chain holds:

B → XB → ZB .

Apply the data processing inequality, we have

DJS(D0,D1) = I(B;XB) ≥ I(B;ZB) = DJS(Df
0 ,Df

1 ).

Taking square root on both sides of the above inequality completes the proof.

Lemma 8.3.3. Let Ŷ = h(f(X)) ∈ {0, 1} be the predictor, then for a ∈ {0, 1}, dJS(DY
a ,Dh◦f

a ) ≤√
Erra(h ◦ f).
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Proof. For a ∈ {0, 1}, by definition of the JS distance:

d2JS(DY
a ,Dh◦f

a ) = DJS(DY
a ,Dh◦f

a )

≤ ∥DY
a −Dh◦f

a ∥1/2 (Lemma 8.7.2)

= (|Pr(Y = 0 | A = a) − Pr(h(f(X)) = 0 | A = a)|

+ |Pr(Y = 1 | A = a) − Pr(h(f(X)) = 1 | A = a)|) /2

= |Pr(Y = 1 | A = a) − Pr(h(f(X)) = 1 | A = a)|

= |E[Y | A = a] − E[h(f(X)) | A = a]|

≤ E[|Y − h(f(X))| | A = a]

= Erra(h ◦ f),

where the expectation is taken over the joint distribution of X,Y . Taking square root at both sides

then completes the proof.

Theorem 8.3.2. Let HA ⊆ 2Z be the hypothesis space of all the classifiers from Z to {0, 1}. Assume

the conditions in Lemma 8.3.4 hold, then ∀h ∈ H, Acc0(h ◦ f) +Acc1(h ◦ f) ≤ 2− 1
3DJS(DY

0 ,DY
1 ) +

Adv(HA ◦ f).

Proof. Before we delve into the details, we first give a high-level sketch of the main idea. The proof

could be basically partitioned into two parts. In the first part, we will show that when HA contains

all the measurable prediction functions, Adv(HA ◦ f) could be used to upper bound DJS(Df
0 ,Df

1 ).

The second part combines Lemma 8.3.3 and Lemma 8.3.2 to complete the proof.

In this part we first show that DJS(Df
0 ,Df

1 ) ≤ Adv(H ◦ f):

DJS(Df
0 ,Df

1 ) ≤ 1

2
∥Df

0 −Df
1∥1

= dTV(Df
0 ,Df

1 )

= sup
A∈B

|Df
0 (A) −Df

1 (A)|,

where dTV(·, ·) denotes the total variation distance and B is the sigma algebra that contains all the

measurable subsets of Z. On the other hand, when HA contains all the measurable functions in 2Z ,
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we have:

Adv(HA ◦ f) = max
hA∈HA

|Pr(hA(Z) = 1 | A = 0) − Pr(hA(Z) = 1 | A = 1)|

= max
hA∈HA

|D0(h−1
A (1)) −D1(h−1

A (1))|

= sup
A∈B

|Df
0 (A) −Df

1 (A)|,

where the last equality follows from the fact that HA is complete and contains all the measurable

functions. Combine the above two parts we immediately have DJS(Df
0 ,Df

1 ) ≤ Adv(HA ◦ f).

Now using the key lemma, we have:

dJS(DY
0 ,DY

1 ) ≤ dJS(DY
0 ,Dh◦f

0 ) + dJS(Df
0 ,Df

1 ) + dJS(Dh◦f
1 ,DY

1 )

≤
√

Err0(h ◦ f) +
√
Adv(HA ◦ f) +

√
Err1(h ◦ f)

=
√

1 −Acc0(h ◦ f) +
√
Adv(HA ◦ f) +

√
1 −Acc1(h ◦ f)

≤
√

3(1 −Acc0(h ◦ f) + 1 −Acc1(h ◦ f) + Adv(HA ◦ f))

=
√

3
(
2 − (Acc0(h ◦ f) + Acc1(h ◦ f) −Adv(HA ◦ f))

)
.

Taking square at both sides and then rearrange the terms then completes the proof.

Theorem 8.3.3. Assume the conditions in Theorem 8.3.2 hold. If Adv(HA ◦ f) ≤ DJS(DY
0 ,DY

1 ),

then ∀h ∈ H, Err0(h ◦ f) + Err1(h ◦ f) ≥ 1
2

(
dJS(DY

0 ,DY
1 ) −

√
Adv(HA ◦ f)

)2
.

Proof. Similarly, using the key lemma, we have:

dJS(DY
0 ,DY

1 ) ≤ dJS(DY
0 ,Dh◦f

0 ) + dJS(D0,D1) + dJS(Dh◦f
1 ,DY

1 )

≤
√

Err0(h ◦ f) +
√
Adv(HA ◦ f) +

√
Err1(h ◦ f)

Under the assumption that Adv(HA ◦ f) ≤ DJS(DY
0 ,DY

1 ), we have dJS(DY
0 ,DY

1 ) ≥
√

Adv(HA ◦ f),

hence by AM-GM inequality:

√
2
(
Err0(h ◦ f) + Err1(h ◦ f)

)
≥

√
Err0(h ◦ f) + Err1(h ◦ f) ≥ dJS(DY

0 ,DY
1 ) −

√
Adv(HA ◦ f).

Taking square at both sides then completes the proof.
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8.7.3 Detailed Experiments

In this section, we provide more details of the experiments. First we provide the details of different

existing methods we evaluate. Then we elaborate more dataset description, model architecture and

training parameters in different experiments.

Details on Methods

We provide a detailed description of each method here:

1). Privacy Partial Least Squares (PPLS): It learns n×Xd matrix for the feature transformation.

The matrix is learned by maximizing the covariance of the learned representation and target attribute

while minimizing the covariance of the learned representation and sensitive attribute.

2). Privacy Linear Discriminant Analysis (PLDA): It learns n ×Xd matrix for the feature trans-

formation. The matrix is learned by maximizing the Fisher’s linear discriminability of the learned

representation and target attribute while minimizing the Fisher’s linear discriminability of the learned

representation and sensitive attribute.

3). Minimax filter with alternative update (ALT-UP): The representation is learned via optimizing

Equation 8.2 in an alternative way, first we update the parameters of the feature transformation

module and the target attribute classifier, and then accordingly update the sensitive attribute

classifier.

4). Maximum Entropy Adversarial Representation Learning (MAX-ENT): The objective equation is

the slightly different from ALT-UP. The latter term contains additional entropy term to maximize

unpredictability of the sensitive attribute.

5). Gradient Reversal Layer (GRL): The objective equation is the same as ALT-UP, and we train the

feature transformation module by adding a gradient reversal layer between the feature transformation

module and the sensitive attribute classifier.

6). Principal Component Analysis (PCA): It generates a n×Xd matrix for the feature transformation

where the rows of the matrix are the n largest eigenvectors of the input dataset X.

7). Normal Training (NORM-TRAIN): It is equivalent to normal training by setting λ = 0 in

Equation 8.2.
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8). Local Differential Privacy (LDP): Standard Laplace mechanism of local differential privacy,

where the noise is added to the raw representation for erasing the information of the sensitive

attribute.

9). Differentially private SGD (DPSGD): It is one of the state-of-the-art differential privacy methods

on deep learning. It adds Gaussian noise to the gradients when training the model.

Details on UCI Adult Dataset Evaluation

UCI Adult dataset is a benchmark machine learning dataset for income prediction. Each data record

contains 14 categorical or numerical attributes, such as occupation, education and gender, to predict

whether individual annual income exceeds $50K/year. The dataset is divided into training set (24130

examples), validation (6032 examples), and test set (15060 examples). We choose gender, age, and

education as the sensitive attributes, respectively.

Table 8.1: Data distribution of income (Y )
and gender (A) in UCI Adult dataset.

Y = 0 Y = 1

A = 0 20988 9539
A = 1 13026 1669

Table 8.2: Data distribution of income (Y )
and age (A) in UCI Adult dataset.

Y = 0 Y = 1

A = 0 18042 2473
A = 1 15972 8735

Table 8.3: Data distribution of income (Y )
and education (A) in UCI Adult dataset.

Y = 0 Y = 1

A = 0 20447 4248
A = 1 13567 6960

We process each sensitive attribute as binary label for each experiment: for age label, 0 if the

person is no greater than 35 years old and 1 otherwise; for education label, 0 if the person has

not entered college or receive higher education than college, and 1 otherwise. In the mean time,

we also remove corresponding sensitive attribute from the input, so the dimension of input data

for each experiment is different. The input dimensions for income-gender experiment, income-age

experiment, and income-education experiment are 113, 104 and 99, respectively. Table 8.1, Table 8.2

and Table 8.3 summarize the data distribution of UCI Adult dataset for protecting different sensitive

attributes.

We use the two-layer ReLU-based neural net for f and one-layer neural net for h. The output

dimensions of f are 64. We train all methods using SGD with the initial learning late 0.001 and
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momentum 0.9 for 40 epochs. In the DP-SGD experiment, we set the noise multiplier as 0.45 and 4.0

for small noise and large noise, respectively, and set the clipping norm as 1.0. (ϵ, δ) for DPSGD small

noise and DPSGD large noise are (33.7, 10−5) and (0.572, 10−5), respectively. Among all methods,

we report the one achieving the best performance on the target task in the validation set. We run

the experiments for ten random seeds and compute the average.

Details on UTKFace Dataset Evaluation

UTKFace dataset is a large scale face dataset with annotations of age (range from 0 to 116 years

old), gender (male and female), and ethnicity (White, Black, Asian, Indian, and Others). It contains

23,705 64× 64 aligned and cropped RGB face images and we split the dataset into training set (15171

examples), validation set (3793 examples) and test set (4741 examples), respectively. We further

process age label and ethnicity label as binary labels: 0 if the person is not greater than 35 years old

for age label (is white for ethnicity label), and 1 if the the person is greater than 35 years old for age

label (is non-white for ethnicity label). Table 8.4 and Table 8.5 summarize the data distribution of

UTKFace dataset for protecting different sensitive attributes.

Table 8.4: Data distribution of gender (Y )
and race (A) in UTKFace dataset.

Y = 0 Y = 1

A = 0 5477 4601
A = 1 6914 6713

Table 8.5: Data distribution of gender (Y )
and age (A) in UTKFace dataset.

Y = 0 Y = 1

A = 0 6889 8218
A = 1 5502 3096

Since NORM-TRAIN, ALT-UP, GRL and DP can directly enjoy the benefits of using the state-of-

the-art neural network architecture as feature extraction module, so we use the feature extraction

module of Wide Residual Network [311] for the (non-linear) feature transformation module, while

PPLS, PLDA, and PCA learn 12288 × 2048 matrix filter for f . We train all methods using SGD

with the initial learning late 0.01 and momentum 0.9 for 30 epochs. The learning rate is decayed

by a factor of 0.1 for every 10 epochs. In the DP-SGD experiment, we set the noise multiplier as

0.45 and 1.0 for small noise and large noise, respectively, and set the clipping norm as 1.0. (ϵ, δ) for

DPSGD small noise and DPSGD large noise are (25.7, 10−5) and (2.7, 10−5), respectively. Among all
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methods, we report the one achieving the best performance on the target task in the validation set.

We run the experiments for ten times and compute the average.

8.7.4 Additional Experimental Results

In this section, we present additional experimental results to gain more insights into how the trade-off

parameter λ affects the performances of different adversarial presentation learning methods. We

varies the values of λ and report the accuracies of both tasks using the Adult dataset when the

sensitive attribute is gender. Note that all hyperparameter settings follow the previous experiments.

The results are shown in Table 8.6. We can see that the overall trend is that when λ increases, the

accuracies for both tasks decrease. Compared to ALT-UP and GRL, the training of MAX-ENT is

unstable when λ is large.

Table 8.6: Performances of different adversarial representation learning methods when λ changes.

Gender

ALT-UP
λ 0 0.1 1 5
TAR. ACC. 0.8501±0.0010 0.8496±0.0013 0.8483±0.0010 0.8456±0.0014
SEN. ACC. 0.7408±0.0096 0.6682±0.0026 0.6627±0.0021 0.6737±0.0005

GRL
λ 0 0.1 1 5
TAR. ACC. 0.8501±0.0010 0.8465±0.0017 0.8449±0.0010 0.8387±0.0019
SEN. ACC. 0.7408±0.0096 0.6677±0.0060 0.6677±0.0039 0.6764±0.0054

MAX-ENT
λ 0 0.1 1 5
TAR. ACC. 0.8501±0.0010 0.8450±0.0038 0.8411±0.0055 0.7891±0.0449
SEN. ACC. 0.7408±0.0096 0.6928±0.0084 0.6897±0.0038 0.5695±0.1679

Age

ALT-UP
λ 0 0.1 1 5
TAR. ACC. 0.8467±0.0011 0.8468±0.0009 0.8472±0.0011 0.8451±0.0008
SEN. ACC. 0.7190±0.010 0.6516±0.0038 0.5422±0.0133 0.5573±0.0438

GRL
λ 0 0.1 1 5
TAR. ACC. 0.8467±0.0011 0.8444±0.0009 0.8445±0.0012 0.8422±0.0013
SEN. ACC. 0.7190±0.010 0.6486±0.0067 0.5361±0.0134 0.5381±0.0133

MAX-ENT
λ 0 0.1 1 5
TAR. ACC. 0.8467±0.0011 0.8379±0.0056 0.8194±0.0345 0.7795±0.0406
SEN. ACC. 0.7190±0.0100 0.6633±0.0669 0.6201±0.0820 0.5400±0.0316

Education

ALT-UP
λ 0 0.1 1 5
TAR. ACC. 0.8494±0.0008 0.8498±0.0004 0.8497±0.0012 0.8494±0.0015
SEN. ACC. 0.7088±0.0080 0.6062±0.0108 0.6044±0.0145 0.5462±0.0358

GRL
λ 0 0.1 1 5
TAR. ACC. 0.8494±0.0008 0.8525±0.0010 0.8518±0.0007 0.8500±0.0013
SEN. ACC. 0.7088±0.0080 0.6082±0.0119 0.6015±0.0154 0.5528±0.0260

MAX-ENT
λ 0 0.1 1 5
TAR. ACC. 0.8494±0.0008 0.8365±0.0033 0.8253±0.0376 0.8087±0.0468
SEN. ACC. 0.7088±0.0080 0.5790±0.0383 0.5484±0.0001 0.5386±0.0305



Chapter 9

Conclusion

This dissertation presents two parts of works that aim to help build ethical ML systems. In the first

part of the dissertation, we develop NLP tools to extract fine-grained and structured information

extraction from privacy policies, a type of policy documents describing the practices of using, sharing,

and protecting users’ data. The developed NLP tools could help users better understand how ML/AI

service providers deal with their data and codify that information for ML/AI practitioners to build

ethical AI systems. The second part of the dissertation provides the theoretical understanding and

development of algorithmic interventions for ethical AI. In particular, we study the fairness problems

for various machine learning tasks, such as classification, regression, and sequential decision-making.

In addition, we also study adversarial representation learning, a technique that has been widely used

for algorithmic fairness, and its implications for information obfuscation. The outcomes in the second

part could help (1) answer the questions such as whether ethical AI requirements provided in the

policy documents are achievable; (2) provide methods to achieve the requirements (3) understand

the costs to achieve such requirements.

The presented works in this dissertation by no means cover all practices toward building ethical AI

systems. For example, there might be other ways to present ethical AI requirements (e.g., model

cards [312]) to users and ML/AI practitioners. Besides, there are a variety of notions of ethical

AI, such as fairness and privacy, that the research in the dissertation could not cover. We view

the outcome of this dissertation as a supportive step for building ethical ML systems. We hope

the research presented in the thesis will facilitate the practices of building ethical machine learning
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systems and help increase the understanding and trust among stakeholders towards the machine

learning systems.
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