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Anomalous Thermal Relaxation and the Mpemba Effect in Over-
damped Langevin Systems and Markov Jump Processes.

Matthew Robert Walker

(ABSTRACT)

The Mpemba effect is an example of anomalous thermal relaxation. It occurs when

a physical system cools down faster, starting from a hot temperature, than starting

from a warm temperature when coupled to the same cold bath. There’s also an inter-

esting counterpart in the heating process, often dubbed the Inverse Mpemba effect.

The two effects have been observed in a variety of systems, including water, clathrate

hydrates, polymers, magnetic alloys, quantum dots, quantum circuits, and colloidal

systems. This work concerns our efforts in understanding the Mpemba effect, guided

by the recent colloidal experiments, and it’s applications in Markov jump processes.

Below, you will find a summary of our findings.

In particular, we will focus more on the Strong Mpemba effect – a more pronounced

version of the Mpemba effect, characterized by a jump in the relaxation time, which

yields an exponentially faster approach to equilibrium. Sometimes, the “regular”

Mpemba effect is referred to as the Weak Mpemba effect to delineate between the

two. In an attempt to gain intuition with the occurrence of the Mpemba effect, we

model an overdamped Brownian particle diffusing on a potential energy landscape.

We solve the Fokker-Planck equation for a piecewise constant potential for two wells

separated by a barrier. Using this simple model that can be solved exactly, we ex-

plore the phase space and note that we can observe the Mpemba effect in systems

that lack a notion of metastability. This challenged the previous intuition that the
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Mpemba effect requires metastability. In the considered physical system, the borders

of the areas where the effect happens correspond to either eigenvector changes of

direction or to phase transitions. Finally, we discuss the topological aspects of the

strong Mpemba effect and propose using topology to search for the Mpemba effect

in a physical system. Later, colloidal experiments conducted measured the inverse

Mpemba effect for a system without metastability [1].

Next, we now consider a continuous and smooth potential energy landscape like

the one used by [2]. We derive the condition for the Mpemba effect in the small-

diffusion limit of overdamped Langevin dynamics on a double-well potential. Our

results show the strong Mpemba effect occurs when the probability of being in a well

at initial and bath temperature match, which agrees with experiments. We also, for

the very first time, derive the conditions for the weak Mpemba effect and express

the conditions for the effects in terms of mean first passage times. We confirm our

theoretical findings by simulating the dynamics using Monte Carlo simulations.

In the next two chapters, we study the Mpemba effect in Markov jump processes

on linear reaction networks as a function of the relaxation dynamics. The dynam-

ics are characterized by the so-called load factor, which is introduced to control the

transition rates in a manner that ensures the system still relaxes to the same thermal

equilibrium (i.e., detailed balance holds). We find a surprising connections between

optimal transport and the Mpemba effect. Optimal transport is a resource-efficient

way to transport the source distribution to a target distribution in a finite time. By

“a resource-efficient way,” what is often meant, and what we will consider, is with

the least amount of entropy production. Our paradigm for a continuum system is

a particle diffusing on a potential landscape, while for a discrete system, we use a

three- and four-state Markov jump process. The Mpemba effect is generically associ-

ated with high entropy production in the continuous case. At large yet finite times,
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the system evolution toward the target is not optimal in this respect. However, in

the discrete case, we show that for specific dynamics, the optimal transport and the

strong variant of the Mpemba effect can occur for the same relaxation protocol.

In our last example, we provide analytical results and insights on when the

Mpemba effect happens in the unimolecular reactions of three and four species as

a function of the dynamics. We derive that in the unimolecular reactions of three

species, the regions of the Strong Mpemba effect in cooling and heating are non-

overlapping and that there is, at most, a single initial temperature leading to the

Strong Mpemba effect. Next, we apply our results for the Markov jump processes on

a Maxwell demon setup. Maxwell demon setups first appeared as thought experiments

that explored the connection between information processing and thermodynamics.

The first one to introduce such concepts was James Clerk Maxwell. We show that one

can utilize the Strong Mpemba effect to have shorter cycles of the Maxwell demon

device, leading to increased power output. We find a region of parameters where the

device has increased power output and stable operation without sacrificing efficiency.
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Chapter 1

Introduction

1.1 Motivation

The Mpemba Effect, first observed in 1969 by Tanzanian student Erasto Mpemba

and Dennis G. Osborne in 1969 [3], is a phenomenon where a hot system reaches

thermal equilibrium faster than an identical cold system under certain conditions.

This counterintuitive phenomenon has puzzled scientists for decades and continues to

spark debate and intrigue in the scientific community. The Mpemba Effect challenges

our understanding of the physics of freezing and thermal dynamics, as it goes against

the conventional belief that colder temperatures lead to faster cooling times. The

exact mechanism behind the Mpemba Effect remains a subject of ongoing research

and investigation.

Systems where the Mpemba effect has been observed include: water [4, 3], clathrate

hydrates [5], magnetic systems [6], polymers [7], colloidal particle systems [2], and

qubits [8]. Numerically it has been seen in spin-glasses [9], systems without equipar-

tition [10], driven granular gasses [11, 12, 13, 14, 15, 16, 17, 18], cold gasses [19],

quantum systems [20, 21, 22], molecular gases [23, 24], and antiferromagnets [25, 26,

27, 28, 29]. The copious observations imply that the effect is general. It was studied

in several theoretical works [25, 26, 30, 31, 32, 33, 34]. The prevalence of the effect

suggests that in understanding such “shortcuts” to thermalization, we might gain in-
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sight into a general aspect of nonequilibrium statistical mechanics. On the practical

level, the Mpemba effect is closely tied to optimal heating and cooling protocols and

efficient sampling of phase spaces. It is thus of broad interest to industry and science

to characterize this effect.

In this doctoral dissertation, we aim to explore the Mpemba Effect in depth,

examining the various factors that may contribute to this phenomenon, both using

theoretical models and by directly modeling the experimental conditions that demon-

strated the existence of the strong Mpemba effect in a colloidal setting.

Additionally, this dissertation will consider the potential applications of the Mpemba

effect in various situations, such as optimal transport, and engine performance. By

shedding light on this mysterious phenomenon, we hope to contribute to the growing

body of knowledge surrounding the Mpemba Effect and its broader implications for

scientific understanding.

1.2 Outline

The subject of this dissertation is out-of-equilibrium dynamics in stochastic systems

studying the existence of the Mpebma effect. There are two distinct parts of this

work. In the first half, we will consider overdamped Langevin dynamics and search

for intuition by examining when you see the Mpemba effect and what might be

the reason for its existence. In the second half, we consider discrete Markov jump

processes and look to introduce the Mpemba effect in order to take advantage of

faster relaxation, or more optimal transport protocols.
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1.2.1 Anomalous thermal relaxation of Langevin particles in

a piecewise constant potential

Our intuition tells us that we would expect a cold system to reach thermal equilibrium

than an identical warm system when both are in contact with an even colder bath.

The Mpemba effect is when the opposite is observed. Originally it was believe that

metastability might be required for the Mpemba effect to be present in a system. In

chapter 2 we model a system of overdamped Langevin particles diffusing in a double

well system separated by a barrier. We use a piecewise constant bistable potential that

is analytically solvable, and this allows us to solve the spectrum of the corresponding

Fokker-Planck equation in closed form. By controlling the width and height of the

barrier, we can explore the systems phase space and note the existence of the strong

Mpemba effect. In particular, we find the existence of the strong Mpemba even when

there is no notion of metastability in the system. We show that the regions where

the strong Mpemba effect is present have borders where either eigenvector changes

of direction or there is a phase transition. We also explore the mismatch in the

cumulative probability for each of the wells as a function of the barrier width and

height. This will become an important point of interest that we will revisit in chapter

3.

1.2.2 Mpemba effect in terms of mean first passage times

The colloidal experiment conducted by [2] was the first time the strong Mpemba effect

was experimentally measured. In chapter 3. we seek to model their experiment by

following a similar approach like the model introduced in chapter 2. However, this

time we will consider a smooth continuous double well potential very similar to the
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one used by [2]. We will analytically derive the conditions for both the strong and

weak Mpemba effects in terms of mean first passage times. We get good agreement

with the experimental findings, and for the first time, derive conditions for the weak

effect. We also compare our analytical findings to numerical Monte Carlo simulations

of overdamped Langevin particles diffusing down the potential energy landscape.

We condlude by making some remarks on how general the Mpemba effect is for

overdamped Langevin systems.

1.2.3 Optimal transport and anomalous thermal relaxations

Optimal transport deals with finding the most resource-efficient way to transport one

distribution to another. It has applications in diverse fields, including economics,

image processing, and machine learning. In chapter 4. we explore a surprising con-

nection between optimal transport and the Mpemba effect. In this chapter we will

no longer fix the dynamics and optimize the initial conditions, instead we fix the

initial and finial conditions and vary the dynamics. We begin with our bread and

butter example of an overdamped particle diffusing on a potential energy landscape.

In this case we find an intriguing result that there seems to be an “antipodal” rela-

tion between optimal transport and fast relaxation for continuous energy landscapes.

However, in certain discrete cases, we observe that the trajectory for fastest relax-

ation is also the one that exhibits minimal cost, indicating optimal transport. This

unexpected relationship challenges our conventional understanding of the Mpemba

effect and highlights the complex nature of the underlying dynamics.
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1.2.4 Effect of dynamics on anomalous thermal relaxations

and information exchange

In chapter 5. we continue in the spirit of chapter 4. by systematically varying the

dynamics of the system and investigate how it influences the occurrence and charac-

teristics of the Mpemba effect. This approach allows us to explore the regions of the

parameter space where the Mpemba effect is enhanced or suppressed in the context

of discrete Markov jump processes. This methodology provides valuable insights into

the underlying mechanisms. Furthermore, we extend our investigation to the inter-

play between dynamics and information exchange in anomalous thermal relaxations.

We study a three-level Markov jump process that interacts with a thermal reservoir

and an information-carrying tape kept at a finite temperature. This setup resembles

a Maxwell’s demon, a thought experiment that explores the connection between in-

formation processing and thermodynamics. The main objective in this chapter is to

understand how the dynamics of a system can be harnessed to enhance the perfor-

mance of thermodynamic devices. By carefully designing the dynamics protocol, we

aim to achieve a strong variant of the Mpemba effect, which can stabilize and increase

the power output of a Maxwell demon setup without compromising efficiency.
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Chapter 2

Anomalous thermal relaxation of

Langevin particles in a piecewise

constant potential

2.1 Introduction

Simple models that are exactly solvable serve as a foundation of condensed matter

physics. These straightforward cases often yield significant insights and illuminate the

intricate phenomena present in the natural universe. A representative instance is the

quantum particle confined within a square well, an essential topic any undergraduate

physics student studying quantum mechanics encounters. Utilizing this fundamental

model allows for the exploration and explanation of numerous physical phenomenon

seen in the laboratory. For example, George Gamow famously employed the square

well to explain alpha decay [35].

We will begin our analysis with an infinite square well separated by a barrier to

represent a double well potential energy landscape. The Fokker-Planck equation will

be introduced, which we can transform into a Schrödinger equation using specific

techniques. This transformation allows the resolution of the problem in closed form,
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where we can manipulate the width of the barrier separating the two wells. Our

findings will demonstrate that the Mpemba Effect can occur even in systems that lack

metastability—a claim that was validated experimentally shortly after publishing our

results [1, 30].

Furthermore, in chapter 3. we will extend our consideration from a piecewise

constant double well potential to a continuous model, which will enhance our under-

standing of the Mpemba Effect.

Driven by our desire to deepen our understanding of the Mpemba effect, we

explore this phenomenon in the context of a Langevin particle diffusing and ad-

vecting across a potential energy landscape, specifically in the overdamped regime.

Our investigation into the Mpemba effect—characterized by non-monotonic thermal

relaxation—focuses on how various parameters of the potential landscape influence

this behavior. It’s worth mentioning that Kumar and Bechhoefer conducted an exper-

imental study of a similar system, utilizing optical tweezers to establish a double-well

potential [2]. They observed how a colloidal particle submerged in water responded as

it approached equilibrium, becoming the first to report a pronounced Mpemba effect

experimentally. Furthermore, in collaboration with Chétrite, they also identified the

inverse Mpemba effect [1]. In this work, we take a theoretical approach, examining

several straightforward potential forms and highlighting the key attributes that lead

to strong Mpemba effects depending on the potential configurations.

An overly simplistic heuristic explanation of the Mpemba effect suggests that

systems at lower temperatures become trapped in metastable states, unlike identical

systems that start at higher temperatures. This explanation rides on the premise that

specific metastable states with appropriate geometrical characteristics are essential

for the effect to manifest. However, our findings indicate that metastable states are
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not a prerequisite for the Mpemba effect to occur. Specifically, in the context of

a piecewise-constant potential, both analytical and numerical analyses reveal phase

space regions where the Mpemba effect is present, including areas without a notion

of metastable states. Our model further demonstrates that the boundaries of these

regions correspond to significant changes in eigenvector direction and phase transi-

tions. We also explore methodologies for identifying anomalous relaxation behavior

and discuss potential applications for these findings.

The chapter is organized as follows. In section 2.2 we introduce the physical

model, section 2.3 defines the Mpemba effect and relevant topological properties of

it. In section 2.4 we specify the potential and solve for the Mpemba effect. Section 2.5

contains our main results on the strong Mpemba effect in the case of overdamped-

Langevin dynamics in a piecewise-constant potential and 2.6 summarizes the paper.

2.2 Model

We consider a particle subject to potential Ũ(x̃), and damping γ̃, in a thermal envi-

ronment, characterized by noise Γ̃(t̃). The mean and the variance of the noise are

⟨Γ̃(t̃)⟩ = 0 and ⟨Γ̃(t̃)Γ̃(t̃′)⟩ = 2γ̃kBT̃bδ(t̃− t̃′), (2.1)

where T̃b is the temperature of the surrounding heat bath and kB is the Boltzmann’s

constant. For damping γ̃ large compared to inertia, the motion of the particle is

described by the overdamped-Langevin equation

dx̃

dt̃
+

1

γ̃

dŨ

dx̃
=

Γ̃(t̃)

γ̃
. (2.2)
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The evolution of a probability density p̃(x̃, t̃) of having a particle at position x̃ at time

t̃ obeys the Fokker-Planck equation

∂p̃

∂t̃
=

∂

∂x̃

[
1

γ̃

dŨ

dx̃
p̃

]
+

2kBT̃b
2γ̃

∂2p̃

∂x̃2
, (2.3)

c.f. [36, 37, 38]. The Fokker-Planck equation arises in many situations, such as in

Brownian motion [37, 39], colloids held with optical tweezers [2], chemical reactions

[40, 38], fluctuations of the current on a Josephson junction, and stretching of a

polymer [41, 42, 43].

It is convenient to use the following normalized coordinate x, time t, potential U

and temperature T defined as

x ≡ 2π

L
x̃, t ≡ (2π)2

L2

kBT̃b
γ̃

t̃, U ≡ Ũ

kBT̃b
, T ≡ T̃

T̃b
. (2.4)

The normalized coordinate is in the domain x ∈ D ≡ [−π, π]. Note that the normal-

ized potential U and time t depend on the bath temperature T̃b. In the new variables

the Fokker-Planck equation is

∂p

∂t
= LF p = −∂J

∂x
, (2.5)

where LF is the Fokker-Planck operator

LF ≡ ∂

∂x
U ′ +

∂2

∂x2
, (2.6)

and J(x, t) is the probability current

J(x, t) ≡ −e−U(x)[eU(x)p(x, t)]′. (2.7)
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Here U ′ ≡ dU/dx, and the equilibrium probability density at Tb = 1 is

π(x|T = 1) =
e−U(x)/T

Z(T )

∣∣∣∣
T=1

, (2.8)

where Z(T ) ≡
∫
D π(x|T ) dx is the norm. The Fokker-Planck operator LF is not self-

adjoint, but it can be transformed into a self-adjoint operator L with the following

transformation

L = e
U(x)
2 LF e

−U(x)
2 =

∂2

∂x2
− V (x), (2.9)

where

V (x) ≡ e
U(x)
2

(
∂2

∂x2
e−

U(x)
2

)
=
U ′ 2

4
− U ′′

2
, (2.10)

for details see e.g. [37]. Finding the spectrum of the Fokker-Planck operator LF ,

reduces to solving a Schrödinger eigenvalue problem

Lψµ = λµψµ. (2.11)

The eigenvalues are ordered and non-positive λ1 = 0 > λ2 ≥ λ3 ≥ ... The general

solution with the initial condition p(x′, 0) is

p(x, t) =

∫
D
G(x, x′, t)p(x′, 0) dx′, (2.12)

where the transition probability is

G(x, x′, t) = e−
U(x)
2

+
U(x′)

2

∑
µ

ψµ(x)ψ
∗
µ(x

′)e−|λµ|t, (2.13)
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and the eigenvectors ψµ fulfil the completeness relation
∑

µ ψµ(x)ψ
∗
µ(x

′) = δ(x− x′).

The first eigenvector, corresponding to λ1 = 0, is ψ1(x) = e−U(x)/2/
√
Z(1). Thus the

general solution for the probability density is

p(x, t) =
e−U(x)

Z(1)
+
∑
µ>1

aµe
−U(x)

2 ψµ(x)e
−|λµ|t, (2.14)

with

aµ ≡
∫
D
dx′p(x′, 0)e

U(x′)
2 ψ∗

µ(x
′) dx′. (2.15)

Assuming λ2 > λ3 at times t≫ |λ3|−1 we have

p(x, t) ≈ e−U(x)

Z(1)
+ a2e

−U(x)
2 ψ2(x)e

−|λ2|t. (2.16)

2.3 The Mpemba effect

Let us choose for the initial condition the equilibrium distribution at temperature T ,

i.e.

p(x, 0) = π(x|T ) = e−U(x)/T

Z(T )
. (2.17)

In this case the overlap coefficients aµ are

aµ(T ) = Z−1(T )

∫
D
dx′e−U(x′)( 1

T
− 1

2)ψµ(x
′) dx′. (2.18)

Notice that because of orthogonality of ψµ eigenvectors we get aµ(1) = 0 as expected

(no cooling or heating if T = Tb = 1). As T → ∞, aµ becomes independent of
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temperature, and plateaus to a constant. Assuming that λ2 > λ3 the Mpemba effect

occurs for a2(T ) non-monotonic as a function of initial temperature T [25]. The strong

Mpemba effect occurs for a2(T ) = 0 for select T ̸= Tb, [26]. If a2(T ) = 0 for all T ,

then the relaxation to equilibrium does not have that mode and one needs to look at

µ > 2 for anomalous relaxations.

2.3.1 Parity analysis

One way to check for the strong Mpemba effect in cooling is to check for parity,

Pdir ≡
[
− da2
dT

∣∣∣∣
T=1

a2(T = ∞)

]
, (2.19)

Pinv ≡ lim
ε→0+

[
da2
dT

∣∣∣∣
T=1

a2(ε)

]
, (2.20)

which was introduced in [26]. There is an odd number of zero crossing of a2(T )

between T ∈ (1,∞) if Pdir > 0. From Eq. (2.15) we have

a2(∞) =
1

2π

∫
D
ψ2(x)e

U(x)
2 dx, (2.21)

da2
dT

∣∣∣∣
T=1

=
Z(2)

Z(1)
[⟨Uψ2⟩1 − ⟨U⟩1⟨ψ2⟩2] , (2.22)

where ⟨g(x)⟩T ≡
∫
D g(x)e

−U(x)
T [Z(T )]−1 dx. Thus the parities of the direct and inverse

strong Mpemba effect are

Pdir =

[
(⟨U⟩1⟨ψ2⟩2 − ⟨Uψ2⟩1)

∫
D
e

U(x)
2 ψ2(x)dx

]
, (2.23)

Pinv = lim
ε→0+

[
(⟨Uψ2⟩1 − ⟨U⟩1⟨ψ2⟩2)×

×
∫
D
e

U(x)
2

−U(x)
ε ψ2(x)dx

]
. (2.24)
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2.4 Piecewise-constant potential

We examine the occurrence of the Mpemba effect in the context of simple potentials

to better understand the conditions under which this phenomenon arises. In scenarios

involving symmetric potentials, V (x) and U(x), the eigenvector corresponding to the

first excited state, ψ2, is odd. Consequently, for symmetric domains, the overlap

coefficient a2, as described by Eq. (2.18), becomes null, indicating the absence of a

Mpemba effect associated with this coefficient. Further details can be found in A.0.1

Additionally, in the case of the quadratic potential U(x) = kx2/2, representative of

the Ornstein-Ühlenbeck process, we demonstrate in A.0.2 that the Mpemba effect

does not manifest.

As we proceed to the next simplest scenario, we introduce an analytically solvable

model featuring a piecewise constant potential with three distinct regions. Here, we

analytically and numerically derive the areas within the phase space defined by the

parameters of the potential, where the system exhibits a Mpemba effect. Our principal

findings are detailed in 2.5.

Let us choose the potential as

U(x) =


U1, x ∈ [−π,−απ/2)

U0, x ∈ [−απ/2, π/2]

0, x ∈ (π/2, π]

, (2.25)

where U0, U1, and α ∈ [0, 1]. Our potential has finite jumps at −απ/2 and π/2, and

it diverges to infinity at ±π. For a finite discontinuity of the potential the probability

current must be constant to satisfy the conservation of probability. Assuming we
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Figure 2.1: Piecewise-constant potential U(x) with parameters U0, U1, and α ∈ [0, 1].

have a finite jump at x the “jump” conditions are

e
U(x+)

2 ψµ(x
+) = e

U(x−)
2 ψµ(x

−),

(2.26)

e−
U(x+)

2

[
ψ′
µ(x

+) +
1

2
U ′(x+)ψµ(x

+)

]
= e−

U(x−)
2

[
ψ′
µ(x

−) +
1

2
U ′(x−)ψµ(x

−)

]
.

We demand that the potential takes on an infinite positive value at the boundaries of

the domain. For a meaningful steady state to exist, it is essential that the probability

current is zero at these boundaries, specifically J(±π) = 0.
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2.4.1 Bistable symmetric rectangular potential well

Let’s set U1 = 0, α = 1, and explore different values for U0. In this scenario,

the potential represents a bistable symmetric rectangular well. The Fokker-Planck

equation can be solved analytically [44]. The eigenvector associated with the first

excited state is

ψ2(x) =


− 1√

π
cos[ν(π + x)], x ∈ [−π,−π

2
)

1√
π

sin[νx], |x| ≤ π
2

1√
π

cos[ν(π − x)], x ∈ (π
2
, π]

, (2.27)

with ν ≡ (2/π) arctan[e−U0/2]. We find the relevant eigenvalues are nondegenerate:

λ1 = 0, λ2 = ν2, and λ3 = 1. The first excited state ψ2 is odd, leading to a2 = 0,

because the integral of an odd function over a symmetric domain equals zero. This

implies there is no Mpemba effect associated with a2. This finding is consistent with

the finding of Kumar and Bechhoefer, who observed that the Mpemba effect is absent

for a2 in their experiments with a double-well symmetric potential in a symmetric

domain [2].
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2.4.2 Varying the heights and the widths of a piecewise-

constant potential

Let’s now consider the cases of α ∈ [0, 1], and vary U0 and U1. The eigenfunctions

are

ψµ =


Aµ cos[

√
λµ(x+ π)], −π ≤ x < −απ

2

Bµ cos[
√
λµx] + Cµ sin[

√
λµx],

−απ
2

≤ x ≤ π
2

Dµ cos[
√
λµ(x− π)], π

2
< x ≤ π

. (2.28)

The zero-current boundary conditions, ψ′
µ(±π) = 0, are fulfilled by construction.

The jump conditions, Eqs. (2.4) and (2.4), and the normalization of ψµ’s, specify the

coefficients Aµ, Bµ, Cµ and Dµ. The transcendental equation that specifies λ2 is

−eU1 cos
[√

λ2απ
2

]
+ eU0 sin

[√
λ2απ
2

]
tan
[√
λ2π

(
1− α

2

)]
eU1 cos

[√
λ2απ
2

]
− eU0 sin

[√
λ2απ
2

]
tan
[√
λ2π

(
1− α

2

)] =
cot
[√

λ2π
2

]
− eU0 tan

[√
λ2π
2

]
eU0 + 1

.

(2.29)

It is important to note that the width parameter α appears solely within trigonometric

functions, thereby limiting its contribution. For a general α, an explicit form for λ2

cannot be derived. However, explicit forms do exist for the specific cases when α = 1

and α = 0. In the following sections, we will present analytical results for these two

scenarios, along with numerical results applicable to any arbitrary width parameter

α.



17

Figure 2.2: The temperature of the strong Mpemba effect TSM as a function of po-
tential parameters U0, U1 and α = 1. Here kB = 1 and Tb = 1.

Equal widths of the left and right sections, the α = 1 case

In the case α = 1 we have the transcendental equation gives λ2 as

λ2 =

[
2

π
tan−1

[√
2− tanh

[
U0

2

]
− tanh

[
U0−U1

2

]
2 + tanh

[
U0

2

]
+ tanh

[
U0−U1

2

]]]2 . (2.30)

Plugging in ψ2 and λ2, into Eq. (2.18) we get the overlap coefficient a2

a2 =
2 sin

[
π
√
λ2

2

]
π
√
λ2

×

(
A2e

U0
T

+
U1
2 + 2B2e

U0
2
+

U1
T +D2e

U0
T

+
U1
T

)
(
e

U0
T

+
U1
T + e

U0
T + 2e

U1
T

) .

The jump conditions, Eqs. (2.4) and (2.4), and the normalization of ψ2, specify the

coefficients A2, B2, C2 and D2. The zeros of the numerator of a2 define the set

of temperatures for which we have the strong Mpemba effect [26]. For particular

choices of potential parameters U0 and U1, we get the Mpemba effect. The strong
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Figure 2.3: The strong Mpemba effect is present along the isolines of a2 = 0 for the
potential heights U1, U0, α = 1 and initial temperature T . Here Tb = 1 and kB = 1.
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Mpemba temperature TSM as a function of U0, and U1 is shown on Fig. 2.2. The

isolines of the strong Mpemba effect in the U0U1−plane are depicted on Fig. 2.3. On

Fig. 2.4 the green region shows the region of existence of the direct strong Mpemba

effect (cooling), and the yellow region shows the region of existence of inverse strong

Mpemba (heating). In the blue region, there is no strong Mpemba effect. We ob-

serve the strong Mpemba effect for U1 > U0 and U0 < 0, which corresponds to the

absence of metastable states. Note that we see the Mpemba effect in the absence of

metastable states – this challenges the heuristic explanation attempt described in the

introduction, c.f. also [45]

Below in Section 2.5 we argue that the strong Mpemba effect for α = 1 happens

when the mismatch between the initial probability and the final probability in the

left region matches that the mismatch between the initial and final probabilities of

the right region.

Wide left section, the α = 0 case

Above we demonstrated the α = 1 case is exactly solvable. Next we obtain an analytic

solution for the α = 0 case. In this example, the width of the left section is twice

the width of the center section and right section. The form of the eigenfunctions

is Eq. (2.28), but the eigenvalue λ2 is different

λ2 =

[
2

π
tan−1

(√
eU1−U0 − tanh

[
U0

2

]
+ 1

eU1−U0 + tanh
[
U0

2

]
+ 1

)]2
, (2.31)

and the domains with the strong effect are changed respectively, see Fig. 2.5. Now

we see that the region with the strong Mpemba effect is dramatically smaller. It

requires fine-tuning the potential to demonstrate the Mpemba effect. However, unlike
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Figure 2.4: The strong Mpemba effect for α = 1. In the green region we have the
direct strong Mpemba effect (the parity Pdir > 1) and in the yellow region we have
computed the inverse strong Mpemba effect (the parity Pinv > 1, where ε = 0.02).
The parities are defined in Eqs. (2.19) and (2.20). In the blue region there is no
strong Mpemba effect. Here Tb = 1 and kB = 1.
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Figure 2.5: The strong Mpemba effect as a function of the potential parameters U0,
U1, and α = 0. In the green region we have the direct strong Mpemba effect (the
parity for the direct effect is Pdir > 1; see Eq. (2.19)) and in the yellow region we
have the inverse strong Mpemba effect (the parity for the inverse effect is Pinv > 1)
region. The parity Pinv was computed by choosing ε = 0.02 in Eq. (2.20). In the blue
region there is no strong Mpemba effect. Here Tb = 1 and kB = 1.
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Figure 2.6: The temperature of the strong Mpemba effect TSM as a function of po-
tential parameters U0, U1, and α = 0. Here Tb = 1 and kB = 1.

the α = 1 case, one now has a Mpemba effect for a barrier in the middle section

(U0 > U1 and U0 > 0) and metastable states, akin in the experiment of Kumar and

Bechhoefer [2]. The strong Mpemba temperature TSM as a function of U0, and U1 is

shown on Fig. 2.6. The isolines of the strong Mpemba effect in on the U0U1−plane

are depicted on Fig. 2.7.

Varying middle section’s width, the case α ∈ (0, 1)

Next, we consider what happens if we change the width of the left and middle piece-

wise sections, with α ∈ (0, 1). It is important to note that we are not solving the

system perturbatively; we are solving the whole problem for new widths, starting with

the transcendental equation given by Eq. (2.29). In the case of arbitrary α Eq. (2.29)

does not have an explicit solution for λ2, but it is solvable numerically. After the
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Figure 2.7: The strong Mpemba effect is present along the isolines of a2 = 0 for the
potential parameters U1, U0, α = 0 and initial temperature T . Here Tb = 1 and
kB = 1.
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Figure 2.8: The strong Mpemba effect as a function of potential parameters U0, U1,
and α ∈ [0.25, 1]. In the green region we have the direct strong Mpemba effect (the
parity Pdir > 1) and in the yellow region we have the inverse strong Mpemba effect
(Pinv > 1) region. There is no strong Mpemba effect in the blue region. Here we
looked for the strong effect between initial temperatures 0.02Tb ≤ T ≤ 200Tb, where
Tb = 1 and kB = 1. The parity was calculated via Eqs. (2.19) and (2.20).
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eigenvalue is obtained, the coefficients A2 B2, C2 and D2 are calculated from the

jump conditions, Eqs. (2.4) and (2.4), and the normalization of the eigenvector. Now

we can go about calculating a2 numerically and study what happens. In the parity

plots Fig. 2.8 we see the behavior changes immediately. This change can be under-

stood through the symmetry breaking of the middle section. The eigenvector for this

region is, Bµ cos[
√
λµx] + Cµ sin[

√
λµx]. When we integrate this eigenvector over a

symmetric domain, as we do in the α = 1 case, the contribution of the sin[
√
λµx]

piece always vanishes. By changing α, we break this symmetry and now sin[
√
λµx]

term in the middle section, −απ/2 ≤ x ≤ π/2, will also contribute to the overlap a2.

2.5 General remarks on the strong Mpemba effect

for the piecewise-constant potential

2.5.1 Regions of the direct and strong Mpemba effect

Here the direct and inverse strong Mpemba effect regions are disjoint, see Fig. 2.8,

while in general, the effects can coexist. For example, in Glauber dynamics on the

mean-field antiferromagnet on a complete bipartite graph, there is a region where one

has both strong Mpemba effects [26].

Also, note that the region where we have the inverse effect in this range of param-

eters seems smaller than where we have the direct effect. It results from a temperature

unit scale we have imposed on the problem by setting Tb = 1. Namely, there is less

“room” to create non-zero curvature between the Tb and zero temperature, then be-

tween Tb and infinity, which corresponds to less phase space area for the inverse strong

Mpemba effect than the direct strong Mpemba effect.
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2.5.2 Ratio of the mismatch in equilibrium probabilities in

the flanking regions

To shed some intuition on when we see the strong Mpemba effect we look at the

difference of the equilibrium probabilities for the particle to be at the left and the

right region at the bath temperature Tb and the temperature of the strong Mpemba

effect TSM. The equilibrium probability of a particle being in region Di is

Πi(T ) ≡
∫
Di

π(x|T )dx, (2.32)

where D1 = [−π,−απ/2) is the left, D0 = [−απ/2, π/2] is the middle and D2 =

(π/2, π] is the right region. The ratio of the difference in equilibrium probabilities is

defined as

R ≡ Π1(Tb)− Π1(TSM)

Π2(Tb)− Π2(TSM)
. (2.33)

From Fig. 2.9 we notice that for left and right regions of the same width, α = 1

case, the ratio R = 1. In this case, we have the strong Mpemba effect only if there

is a difference between the initial and final probabilities in the left region, matching

that of the right region. Also, R = 1, can be used as an implicit formula for TSM.

For flanking regions of different widths, α < 1, the ratio R is less than R(α =

1) = 1. I.e., in this case, we have the strong Mpemba effect when the wider region

contains less probability mismatch than the narrower region – how much less depends

on all of the parameters of the potential, that is R(U0 − U1, U0, α). Namely, we see

from Fig. 2.9 that the ratio R is a function of both the gap U0 − U1 and U0. As we

make the left region wider, reduce α, the dependence on U0 becomes weaker compared
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Figure 2.9: Ratio of difference of equilibrium probabilities at the bath temperature,
Tb, and the temperature where we have the strong Mpemba effect, TSM, for the left
region (1) and the right region (2) as a function of the gap U0 − U1, U0 and α. Here
Tb = 1 and kB = 1. We notice that the ratio R is equal to 1 for α = 1. In other cases,
α ∈ [0, 1), the ratio depends on both the gap U0 − U1 and U0.
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to the dependence on the gap U0 − U1.

Note that in the case of the metastable Mpemba effect, described in [1, 2], the

authors see the effect for potentials that simultaneously satisfy Π1(Tb) = Π1(TSM) and

Π2(Tb) = Π2(TSM), which is quite different from our case. Indeed, for the piecewise-

constant potential that we are considering, metastability is not needed to have the

effect. Even more, for α = 1, we do not have the effect if we have metastability.

2.5.3 Topological considerations

The existence of the strong Mpemba effect could be thought of as a topological invari-

ant [26]. Namely, it is a non-trivial intersection of the locus of points corresponding

to the equilibrium distribution at different temperatures and the a2 = 0 hyperplane.

The number of times this locus of points intersects the a2 = 0 hyperplane is the

intersection number and was named the Mpemba index by the authors of [26]. As

a topological invariant, the Mpemba index can change under perturbations, but its

modulo two cannot. Our results show agreement with this assertion. In our analysis

of the piecewise-constant potential, we show that the strong Mpemba effect cannot

be removed or introduced without changing the Mpemba index modulo two, which

can only happen if, as laid out in [26]:

(i) The perturbation changes the ordering of the eigenvalues – it causes λ3 to

become larger than λ2.

(ii) The perturbation causes a2(0) or a2(∞) or both to change sign. For this to

occur, the eigenvector ψ2 must change “direction.”

(iii) There is a phase transition. For example, the ground state of the system
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changes.

We obtain the full spectrum of eigenvalues analytically and conclude that eigenvalues

λ2 and λ3 do not cross in our case; thus, (i) never happens. In our case, removing or

introducing the strong Mpemba effect requires that the system goes through a change

of the direction of the eigenvector (ii) or through a phase transition (iii), or both.

Fig. 2.4, Fig. 2.5, and Fig. 2.8 provide a simple phase diagrams. The green, yellow,

and blue regions are divided by domain walls, demarking the region of existence of the

direct, the inverse strong Mpemba effect, and the absence of both effects, respectively.

For equally wide outer sections, in the α = 1 case, one can only get a strong

Mpemba on a part U0 < 0 half-plane where U0 < U1 (see Fig. 2.4). In this case, one

cannot get a strong Mpemba effect in a2 if the middle section is a barrier. Regardless

of how small one makes the middle section, i.e. U0, it cannot be the highest potential

height. The symmetry of the problem protects this. It seems that as if one needs

remove the metastable states for the effect to occur. Likewise, choosing U0 < 0 and

crossing the U1 = U0 line toward U1 < U0 introduces a metastable state and removes

the strong Mpemba effect. However, note that simply “removing” metastable states

will not introduce the effect; in the region U1 < U0 < 0, there is no strong Mpemba

effect, despite the absence of metastable states.

In the case that the outer potential sections have different widths, the α ̸= 1

case, there now exists additional domain walls, compared to the α = 1 case, where

the Mpemba index modulo two can change, see Fig. 2.5 and Fig. 2.8. As before, these

domain walls correspond to the eigenvector changing the direction and to changes of

the ground state.

The line between the direct and the inverse effect (between green and yellow
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regions on the phase diagrams on Fig. 2.4, Fig. 2.5, and Fig. 2.8) corresponds to two

zeros of a2, one at T > Tb and the other at T = Tb, merging into one at T = Tb

and the becoming two distinct zeros again where one is now at T < Tb and the other

remains at T = Tb.

To conclude, by studying how a Brownian particle diffuses on a potential energy

landscape, we see how the particle behaves vastly differently depending on the ge-

ometry of the potential landscape. Intuitively this is to be expected, but what is

interesting is that there are particular initial temperatures for which the system re-

laxes exponentially faster than when starting from other temperatures. By studying

this phenomenon in our piecewise-constant potential, we see that this behavior is

protected by symmetries present in our problem and is robust to perturbations. To-

gether, these provide intuition on the dynamical behavior of our Brownian particle.

The described exotic behavior could be considered a topological phase because the

system’s behavior is topologically protected against perturbations.

Additionally, out of the three cases which change the Mpemba index, stated in 2.5,

the phase transitions and the crossing of eigenvalues are properties of the potential

and bath only; they do not depend on the initial conditions, while as the eigenvector

some changes of direction are significant for specific initial conditions. Thus one could

use eigenvalue crossings and phase transitions to gauge the domains which might yield

the Mpemba effect. Such explorations might be useful for experimental and numerical

applications.
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2.6 Summary

We studied the occurrence of the Mpemba effect in several simple potentials. We

show that there is no Mpemba effect for symmetric potentials in symmetric domains

related to the first excited state. We further show that to find a Mpemba effect, one

needs to go beyond a quadratic potential to polynomials of higher degrees or make

the diffusion coefficient spatially dependent.

Next, we solved analytically and numerically the case of a piecewise-constant

potential with variable height and variable width sections. We analyzed the existence

of the strong Mpemba effect as a function of the parameters of the potential and

remarked on the topological aspects of the strong effect. In particular, we found that

in the case of equal-width outer sections and a variable height of the sections, there

seems to be no strong Mpemba effect if the system has metastable states. I.e., the

middle section cannot be a barrier between the two wells. If the outer sections are

not of equal width, this condition is relaxed, and we can also have the Mpemba effect

with metastable states present. In summary, we challenge the intuition that for the

strong Mpemba effect, one needs metastable states. Instead, we demonstrate by our

example that it sometimes becomes more challenging to have a Mpemba effect if the

potential contains metastable states. The phase diagrams that we obtained show

manifestly different relaxation behavior on every line that denotes a change of the

deepest well.

Moreover, in the case of equal-width outer sections we found that the strong

Mpemba effect occurs when the ratio of the mismatch between initial and final prob-

abilities in the two outer sections is equal.

A particle diffusing in a potential landscape is a frequent effective description in
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phenomenological theories. For an arbitrary potential, the problem is not analytically

tractable. We chose this conceptually simple situation to gain intuition on anoma-

lous relaxation processes and nonmonotonicity in relaxation times. We looked at a

piecewise-constant potential, where we could solve for the dynamics of the probability

distribution function exactly. We analyzed the connection between the occurrence

of the strong Mpemba effect and the parameters of the potential. Based on topo-

logical considerations, we have identified the domains in the phase space, formed by

the potential parameters, where one might expect to see the effect. These are areas

on whose boundaries where there is a phase change (in our case, the deepest well

changes) or where the eigenvector changes the direction significantly compared to the

initial condition. In our example, for the phase space parameters that we checked,

the areas with the strong Mpemba effect seemed simply connected. Studying the

topology of such regions would be an exciting future avenue of study.

Understanding better when the Mpemba effect occurs will enable us to design

auxiliary potential traps, such as with electromagnetic fields or optical lattices, that

could facilitate optimal cooling and heating of our system and allow better preparation

of a system in a particular state.
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Chapter 3

Mpemba effect in terms of mean

first passage times

3.1 Introduction

Rapid changes in temperature can lead to unexpected thermal relaxation behaviors in

physical systems. A notable instance of such an anomaly is the Mpemba effect. This

phenomenon occurs when a system initially set to a higher temperature surpasses an

identical system at a lower, yet still warm, temperature, leading it to equilibrate more

swiftly with a cold environment [25]. A similar effect has been observed during heat-

ing processes as well [25, 1]. When comparing two identical systems as they relax to

their surroundings, one might intuitively expect that the system with a closer temper-

ature to the environment would thermalize more rapidly. However, this is not always

the case. The Mpemba effect has been documented in various materials including

water [4, 3], clathrate hydrates [5], magnetic systems [6], polymers [7], and colloidal

particle systems [2]. Additionally, numerical studies have indicated its presence in

spin-glasses [9], systems lacking equipartition [10], driven granular gases [11, 12, 13,

14, 15, 16, 17, 18], cold gases [19], quantum systems [20, 21, 22], molecular gases [23,

24], and antiferromagnets [25, 26, 27, 28, 29]. The widespread nature of these obser-

vations suggests that the effect is quite general, prompting significant exploration in
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theoretical studies [25, 26, 30, 31, 32, 33, 34].

The significance of the Mpemba effect lies in its potential to enhance our un-

derstanding of such “shortcuts” to thermalization, which could provide insights into

broader concepts within nonequilibrium statistical mechanics. Practically, it holds

relevance for optimizing heating and cooling protocols and for effective phase space

sampling, making it a topic of interest across both scientific and industrial domains.

To investigate the Mpemba effect as a representative case study, we utilize over-

damped Langevin dynamics applied to a double-well potential. This approach has

significant applications, including in chemical reactions, polymers, colloids, escape

from metastable states, models of quantum tunneling, and scalar field theories. The

classic Kramers’ escape problem, related to a classical point particle in a potential

with a metastable state, has been extensively studied [39, 46, 47, 48, 49], yet the

conditions for the emergence of the Mpemba effect within this framework remain

unclear.

In this chapter, we establish the necessary conditions for the Mpemba effect within

the small-diffusion limit of overdamped Langevin dynamics on a double-well potential,

expressing the conditions in terms of mean first passage times. Our findings align

with the experimental results reported by Kumar and Bechhoefer [2], who explored

the Mpemba effect in a colloidal system subjected to thermal quenching in water.

The structure of this chapter is as follows: we will first introduce the model

and the Mpemba effect, followed by the derivation of the necessary conditions for the

effect. Our analytical results are derived under the assumptions of small diffusion and

large barrier limits, where the Kramers’ problem can be solved analytically. Lastly,

we will confirm our results through Monte Carlo simulations of Langevin dynamics.
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3.2 Model

3.2.1 Overdamped Langevin dynamics and Fokker-Planck equa-

tion

We examine the overdamped Langevin dynamics of a particle situated within a

double-well potential U , as illustrated in Fig. 3.1, while immersed in a thermal bath

of solvent molecules. The trajectory of the particle, denoted as x(t), obeys

γ
d

dt
x(t) = − 1

m
U ′[x(t)] + Γ(t), (3.1)

the force is represented by −U ′ ≡ −dU/dx, while γ denotes the friction coefficient,

and Γ(t) signifies the thermal noise per unit mass. In scenarios where the time signif-

icantly exceeds the particle-solvent collision time, Γ(t) adheres to Gaussian statistics,

characterized by E[Γ(t)] = 0 and E[Γ(t)Γ(t′)] = 2γ(kBTb/m)δ(t − t′). The diffu-

sion coefficient is given by kBTb/mγ. For the purposes of our analysis, we set the

Boltzmann constant and particle mass to unity (kB = 1, m = 1). The correspond-

ing Fokker-Planck (FP) equation articulates the evolution of the probability density,

p(x, t), representing the probability of finding a particle at a specific coordinate x at

time t,

∂tp(x, t) = 1
γ
∂x {[U ′(x) + Tb∂x] p(x, t)} ≡ L p(x, t), (3.2)

where L is the FP operator. We also denote the probability current density, j(x, t),

as ∂tp(x, t) ≡ −∂xj(x, t). The system is closed and we thus have reflective boundary
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Figure 3.1: Double-well potential U(x) with the barrier centered at x = 0, and minima
at xL and xR. The barrier heights are ∆UL and ∆UR.

conditions. The stationary distribution is the Boltzmann distribution,

πTb
(x) =

1

Z(Tb)
e
−U(x)

Tb , (3.3)

where Z(Tb) ≡
∫ xmax
xmin

exp[−U(x)/Tb] dx is the partition function.

The scalar product is defined as ⟨u, v⟩ ≡
∫ xmax
xmin

u(x)v(x) dx and the adjoint opera-

tor of the FP operator is denoted L† = γ−1[−U ′∂x + Tb∂
2
x]. The corresponding eigen-

value problems can be expressed as: Lvi = λivi and L†ui = λiui. The relationship

between the eigenfunctions is given by ui(x) = exp[U(x)/Tb]vi(x). The eigenvalues

are arranged in order, with λ1 = 0 representing the eigenvalue corresponding to πTb
,

while the remaining eigenvalues are negative: 0 > λ2 ≥ λ3 ≥ . . . The probability

density p(x, t) is introduced as follows:

p(x, t) = πTb
(x) +

∑
i>1

aie
λitvi(x), (3.4)
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with overlap coefficients

ai ≡
⟨ui, pinit⟩
⟨ui, vi⟩

, (3.5)

and pinit is the initial condition.

3.2.2 Strong and weak Mpemba Effect

We begin by assuming that the system is in equilibrium at temperature T , denoted

as πT . We then examine scenarios where there is a gap between the second and third

eigenvalues, specifically λ2 > λ3. The strong Mpemba effect is observed when the

overlap a2, as defined in Eq. (3.5), is equal to zero. Which is expressed mathematically

as:

⟨u2⟩T = 0. (3.6)

Here ⟨·⟩T represents the equilibrium expectation value at temperature T .

The strong Mpemba effect is defined by jump in relaxation time from −λ−1
2 to

−λ−1
3 , leading to exponentially accelerated relaxation process toward equilibrium. It

occurs for initial conditions that are orthogonal to the slowest relaxation mode. The

concept of the strong Mpemba effect was established by Klich, Raz, Hirschberg, and

Vucelja in [26], and experimentally first observed by Kumar and Bechhoefer [2]. The

strong Mpemba effect implies the weak Mpemba effect, which happens when a2 is a

non-monotonic function of initial temperature T [25]. Specifically, this condition is



38

met when ∂Ta2 = 0, which for finite T reduces to

⟨u2U⟩T − ⟨u2⟩T ⟨U⟩T = 0. (3.7)

We will proceed to determine λ2 and u2.

3.3 Spectrum of the adjoint Fokker-Planck opera-

tor

For the spectrum of the adjoint FP operator, we look at the following eigenvalue

problem

∂x

[
e
−U(x)

Tb ∂xui(x)

]
=
γλi
Tb
e
−U(x)

Tb ui(x). (3.8)

Integrating the equation from xmin to x twice and using the conservation of probability,

we have

ui(x) = ui(xmin)×

1 + γλi
Tb

∫ x

xmin
e

U(y)
Tb dy

∫ y

xmin
e
−U(z)

Tb ui(z) dz

ui(xmin)

 . (3.9)

For details, see the supplementary material. Similarly integrating twice from x to

xmax and using the boundary condition u′i(xmax) = 0, we get another expression for

ui,

ui(x) = ui(xmin)αi ×

1 + γλi
Tb

∫ xmax
x

e
U(y)
Tb dy

∫ xmax
y

e
−U(z)

Tb ui(z) dz

ui(xmax)

 ,
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with αi ≡ ui(xmax)/ui(xmin).

In the small-diffusion limit the eigenfunction ui over the domain DL ≡ [xmin, 0] can

be more accurately approximated starting from Eq. (3.9) than Eq. (3.10). Conversely,

over the domain DR ≡ [0, xmax], it is preferable to utilize Eq. (3.10). By imposing the

continuity condition for ui at x = 0, we determine the eigenvalue

γλi
Tb

= (1− αi)

αi

∫ xmax
0

e
U(y)
Tb dy

∫ xmax
y

e
−U(z)

Tb ui(z) dz

ui(xmax)
−
∫ 0

xmin
e

U(y)
Tb dy

∫ y

xmin
e
−U(z)

Tb ui(z) dz

ui(xmin)

−1

.

(3.10)

In the following derivation, we will identify the first nonzero eigenvalue, λ2, along with

its corresponding left eigenfunction, u2. The magnitude of λ2 signifies the switching

rate between the two wells. The Kramers’ problem presents an analytical solution

in the regime of small diffusion and large barriers, as referenced in, c.f. [37, 50]. It

is important to note that both barriers illustrated in Fig. 3.1 must be significantly

larger than the diffusion factor, specifically |∆UL| ≫ Tb and |∆UR| ≫ Tb. In this

scenario, the transition rate between the wells is minimal, indicating that λ2 is small.

We utilize this to determine λ2 and u2. In the zeroth approximation, diffusion is

negligible, resulting in no transitions between the wells, thus λ(0)2 = 0. This condition

leads to the conclusion that u2, defined in Eqs. (3.9) and (3.10), is a step function,

u
(0)
2 =


u2(xmin), x ∈ DL

u2(xmax), x ∈ DR

. (3.11)

In this instance, we observe a breakdown of ergodicity.

It is crucial to highlight that we have centered the potential to establish a local
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maximum at x = 0. The coefficient α(0)
2 is derived from the requirement that u′2(x)

remains continuous at x = 0. In the zeroth-order approximation, the condition of

continuity at x = 0 yields the following results:

α
(0)
2 = −

∫ 0

xmin

e
−U(z)

Tb dz/

∫ xmax

0

e
−U(z)

Tb dz ≡ −ΠL(Tb)/ΠR(Tb), (3.12)

where we label with ΠL(Tb) and ΠR(Tb) the probabilities of the particle being in left

and right well at temperature Tb. By substituting u(0)2 , Eq. (3.11), within the precise

formula for λ2, Eq. (3.10), we arrive at the following result.

γλ
(1)
2

Tb
= − Z(Tb)

ΠR(Tb)AL(0)+ΠL(Tb)AR(0)
, (3.13)

where we denoted

AR(x) ≡
∫ xmax
x

e
U(y)
Tb dy

∫ xmax
y

e
−U(z)

Tb dz, (3.14)

AL(x) ≡
∫ x

xmin
e

U(y)
Tb dy

∫ y

xmin
e
−U(z)

Tb dz. (3.15)

The eigenvector is

u
(1)
2 (x) ∝


1 +

γλ
(1)
2

Tb
AL(x), x ∈ DL

α
(1)
2 + α

(0)
2

γλ
(1)
2

Tb
AR(x), x ∈ DR

. (3.16)

From continuity of u2(x) at x = 0, we have α(1)
2 = α

(0)
2 .

The values for λ2 and u2 can also be derived by analyzing the ground state and

the lowest eigenfunction of the adjoint FP operator, employing the inverted potential

−U(x) alongside absorbing boundary conditions. It is important to note that there
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exists a precise mapping between these two problems [37]. The following section

presents the initial nonzero corrections to λ2. For clarity, we will omit the superscripts

for u2, λ2, and α2. Before proceeding further, it is instructive to express AL(x) and

AR(x) in terms of mean first passage times.

3.4 Mean first passage time

A typical scenario for analyzing Mean First Passage Time (MFPT) involves tracking

particles as they exit a specific domain for the first time never returning, as detailed in

references like [50]. Let’s consider the domain denoted as DR. The movement of the

particles is described by the Langevin equation Eq. (3.1). Assuming our starting point

is x0 ∈ DR, we define the first passage time as the moment when the particle exits

the domain. To determine the MFPT, we concentrate on trajectories that remain

within the boundaries of DR up to time t. The distribution of such particles follows

the Fokker-Planck (FP) equation given by

∂tp̃ = L̃p̃, (3.17)

where we set L̃ = L. The inclusion of the tilde indicates that the initial and boundary

conditions differ from those discussed elsewhere in the paper.

The initial condition is given by p̃(x, 0) = δ(x−x0), where x0 ∈ DR. The boundary

conditions are defined as follows: j̃(xmax) = [p̃′ + U ′p̃]x=xmax
= 0 and p̃(0, t) = 0. The

total number of points remaining in DR at time t is expressed by the equation:

P̃ (t, x0) =

∫
DR

p̃(x, t) dx. (3.18)
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The number of points that have yet to leave by time t, but do leave during the interval

(t, t+ dt), is given by:

P̃ (t, x0)− P̃ (t+ dt, x0) = ρ(t, x0)dt, (3.19)

where ρ(t, x0) represents the distribution of first passage times. The MFPT is defined

as the first moment of t with respect to ρ(t, x0):

τR(x0) =

∫ ∞

0

tρ(t, x0) dt =

∫ ∞

0

P̃ (t, x0) dt. (3.20)

In the one-dimensional case, τR can be calculated explicitly (refer to the supplemen-

tary material), yielding:

Tbγ
−1e

U(x)
Tb ∂xe

−U(x)
Tb ∂xτR(x) = −1, (3.21)

with a boundary condition of τR(0) = 0, indicating that any initial point on the

boundary exits immediately. We further assume that the MFPT at x = xmax ap-

proaches a constant, which leads to τ ′(xmax) = 0. Upon integrating Eq. 3.21 twice

for the right domain, we obtain:

AR(x) = Tbγ
−1 [τR(xmax)− τR(x)] , (3.22)

for x ∈ DR. The derivation for the left domain, DL, follows a similar procedure. The

MFPT τL satisfies the equation:

Tbγ
−1e

U(x)
Tb ∂xe

−U(x)
Tb ∂xτL(x) = −1, (3.23)
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with boundary conditions τ ′L(xmin) = 0 and τL(0) = 0. By integrating this equation

twice for x ∈ DL, we derive:

AL(x) = Tbγ
−1 [τL(xmin)− τL(x)] . (3.24)

Utilizing Eq. 3.24 and 3.22, we can express the eigenvalue as:

λ2 = − Z(Tb)

ΠR(Tb)τL(xmin) + ΠL(Tb)τR(xmax)
. (3.25)

In the small-diffusion limit, the exponential integrals in Z(Tb), τR(xmax), and

τL(xmin) can be accurately approximated using Laplace’s method. Therefore, in this

limit, λ2 simplifies to the sum of Kramers’ rates from one well to another, as detailed

in the supplementary material and compared to the work of [37]. Having derived the

expression for u2 (refer to Eq. (3.16) in terms of the MFPT, we can now state the

necessary conditions for the Mpemba effect.

3.5 Conditions for the Mpemba effect

3.5.1 Strong Mpemba effect

Plugging in the expression for u2, as defined in Eq. (3.16), into Eq. (3.6), we derive

the condition for the strong Mpemba effect:

0 =

(
ΠL(T )

ΠL(Tb)
− ΠR(T )

ΠR(Tb)

)
+
γλ2
Tb

(
⟨AL⟩L,T

ΠL(T )

ΠL(Tb)
− ΠR(T )

ΠR(Tb)
⟨AR⟩R,T

)
,
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where ⟨·⟩X,T denotes the average over DX with the probability distribution π(T )Z(T )/ΠX(T ),

with X representing either L or R. In the limit of vanishingly small γλ2/Tb, and uti-

lizing the relation ΠL +ΠR = 1, the expression simplifies to:

ΠL(T ) = ΠL(Tb), (3.26)

which aligns with the observations made by Kumar and Bechhoefer in their experi-

ment [2]. Specifically, they noted that the strong Mpemba effect manifests when the

probability of a particle residing in a well remains constant between the initial and

bath temperatures. Therefore, under conditions of small γλ2/Tb, the strong Mpemba

effect emerges when the equilibrium probability of being in a well is predominantly

established at the outset. A plausible explanation for this phenomenon is that, par-

ticularly in scenarios involving large barriers, relaxing the probability density within

each well can occur more rapidly than transitioning between wells. Consequently, the

strong Mpemba effect is most pronounced when the system starts with an optimal

allocation of probability across the wells. Additional corrections that are linear in

γλ2/Tb provide insights into how this condition relates to the MFPT. An example of

the strong Mpemba effect and use of Eq. (3.26) is shown in Fig. 3.2.

3.5.2 Weak Mpemba effect

After substituting u2 from Eq. (3.16) into Eq. (3.7), we arrive at the condition for

the weak Mpemba effect given by:

0 = W (0) + γλ2

Tb
W (1), (3.27)
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Figure 3.2: An example of a strong Mpemba effect at T ≈ 256Tb. The small-
diffusion parameters are: Tb/|∆UL| = 0.24 and Tb/|∆UR| = 0.17. The eigenvalue is
λ2 ≈ −0.287 numerically and λ(1)2 ≈ −0.284 with our approximation. The inset shows
the potential. The condition for the strong Mpemba effect stated in Eq. (3.6) (blue
line) and approximated with Eq. (3.26) (orange circles are 0th order and cyan triangles
are 1st order approximation). In the zeroth order, we neglected terms proportional
to γλ2/Tb in Eq. (3.26). Both orders agree well with the numerics.
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where we define W (0) as:

W (0) ≡ ⟨U⟩L,T ΠL(T )
ΠL(Tb)

− ΠR(T )
ΠR(Tb)

⟨U⟩R,T − ⟨U⟩T
(

ΠL(T )
ΠL(Tb)

− ΠR(T )
ΠR(Tb)

)
, (3.28)

and for W (1):

W (1) ≡ ⟨UAL⟩L,T
ΠL(T )

ΠL(Tb)
− ΠR(T )

ΠR(Tb)
⟨UAR⟩R,T − ⟨U⟩T

(
⟨AL⟩L,T

ΠL(T )

ΠL(Tb)
− ΠR(T )

ΠR(Tb)
⟨AR⟩R,T

)
.

(3.29)

When considering a very small value for γλ2/Tb, the condition for the Mpemba effect

simplifies to W (0) = 0. Here, the dependence on the MFPT is encapsulated in λ2 and

W (1). An illustration of the weak Mpemba effect and the application of Eq. (3.27)

can be found in Fig. 3.3.

The necessary conditions for the Mpemba effect, denoted as Eqs. (3.26) and (3.27),

articulate the relationship between the MFPT, mean energy, and the correlation

between the MFPT and energy that must be satisfied for the effect to manifest.

These equations represent the principal findings of this letter.

3.5.3 No Mpemba effect for a two-level system

It is important to note that by simplifying the diffusion problem in a double-well

potential to a two-level system where the two states correspond to the minima of

the potential, the Mpemba effect is not observed. Within the framework of a two-

level system, it becomes evident that Eqs. (3.26) and (3.27) are valid only under the

condition that T = Tb. This outcome aligns with the requirements for the Mpemba

effect, which necessitates at least three eigenvectors and a gap (λ2 > λ3).
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Figure 3.3: (top left) The overlap coefficient a2 obtained numerically (green), and
by using approximate u2, Eq. (3.16) (red circles). At initial temperature T ≈ 19Tb
the overlap a2 has a local maximum, which is the hallmark of the weak Mpemba
effect. (top right) The potential with small-diffusion parameters: Tb/|∆UL| = 0.36

and Tb/|∆UR| = 0.13. The eigenvalue is λ2 ≈ −0.92 numerically and λ
(1)
2 ≈ −0.89

with our approximation. (bottom) The condition for the weak Mpemba effect stated
in Eq. (3.7) (blue line) and approximated with Eq. (3.27) (to 0th order: orange circles
and 1st order: teal triangles). In the zeroth order, we neglected terms proportional
to γλ2/Tb in Eq. (3.27). Both orders agree well with the numerics.
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3.6 Stochastic simulations

We set out to validate our theoretical results from the FP analysis, specifically

Eqs. (3.26) and (3.27), with respect to overdamped Langevin dynamics. To illustrate

our findings, we will utilize the potentials shown in Fig. 3.2 and Fig. 3.3 to simulate

the motion of an overdamped Langevin particle. We implement the algorithm intro-

duced in [51], simulating N = 300, 000 trajectories for each initial condition, using a

time step of δt = 5× 10−4 over 500,000 time steps. The distance from equilibrium is

calculated as L1 =
∫ xmax
xmin

|p(x, t)−πTb
(x)|dx, following the method applied by Kumar

and Bechhoefer [2]. While we approximate the FP equation using the eigenfunction

expansion defined in Eq. (3.4), we can only achieve accurate results for the first few

eigenfunctions. As a result, the initial values along the y-axis of the figures below may

not align perfectly. Nonetheless, our numerical approximation of the FP equation,

analytical results, and stochastic simulations are in agreement. Refer to Fig. 3.4 and

Fig. 3.5 for more details.

3.7 Generalizations

Our findings extend to scenarios involving spatially-dependent diffusion, thereby pre-

dicting the Mpemba effect for potentials that are multiples of the original potential.

The approximate solutions for the largest nonzero eigenvalue and eigenfunction can

also be adapted to accommodate multiple barriers, as outlined below.
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(a)

(b)

Figure 3.4: Showing the numerical solutions (a) for the Strong Mpemba effect (SME)
obtained from the FP equation vs the stochastic simulations (b). Here we are
simulating N = 300, 000 trajectories and calculating the L1 distance at each in-
stance in time. In both figures you can see that Ti = 120Tb is the situation that
reaches equilibrium the fastest. This initial condition is the SME. The parameters
are γ = 17, Tb = 1.2, λ2 = −0.035, the potential U(x) is the inset of Fig. 3.2, and
we are only using the first i = 6 eigenfunctions in the expansion Eq. (3.4). In
this case the first order correction to Eq. (3.26) is small and the SME occurs when
ΠL,R(Ti) = ΠL,R(Tb)
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(a)

(b)

Figure 3.5: (a) Showing the numerical solutions (right) obtained from the FP equa-
tion. (b) Stochastic simulations for the Weak Mpemba effect (WME). Here we are
simulating N = 300, 000 trajectories and calculating the L1 distance at each instance
in time. In this case γ = 17, Tb = 1.2, the potential U(x) is the top right of Fig. 3.3,
and we are only using the first i = 6 eigenfunctions in the expansion Eq. (3.4). In
this case there is no SME, and only WME.



51

3.7.1 Spatially dependent diffusion

For a one-dimensional Fokker-Planck equation, the diffusion coefficient that depends

on the coordinate can always be redefined to a constant value, D(Tb) > 0, as shown in

works like [37]. If we denote the original coordinate as x̃, where the diffusion coefficient

is given by D̃(x̃, Tb), the new coordinate x relates to it through the equation: D(Tb) =(
dx
dx̃

)2
D̃(x̃, Tb). The relationship between the new and old coordinates is expressed

as follows:x(x̃) =
∫ x̃

x̃0
dỹ
(

D(Tb)

D̃(Tb,ỹ)

)1/2
. Here, the choice of x̃0 influences the value of D.

The potential in transformed coordinates is described by the equation

−1

γ
U ′(x) =

dx

dx̃

(
−1

γ
Ũ ′(x̃)

)
+

(
d2x

dx̃2

)
D̃(x̃, Tb). (3.30)

Given this transformation and the presence of a Strong Mpemba effect (a2 = 0) at

the temperatures {Tinit = T, Tb}, we can conclude that there is also a Strong Mpemba

effect observed for the force −Ũ ′(x̃), the diffusion coefficient D̃(x̃, Tb), and the same

temperature conditions, {Tinit = T, Tb}.

3.7.2 Scaling argument

Since the temperature is always related to the potential in a consistent way, we

can use the same expression for the Boltzmann distribution and the eigenfunction

u2 for the pairs {U, T} and {κU, κT}, where κ represents a constant. Therefore, a

Strong Mpemba effect for the potential U , the diffusion coefficient Tb/γ, and the

temperatures {Tinit = T, Tb} suggests a Strong Mpemba effect for the potential κU ,

the diffusion κTb/γ, and the temperatures {Tinit = κT, κTb}.
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3.7.3 Multiple barriers

It’s important to note that the approximation method for finding the second eigen-

value and eigenfunction in the case of a double-well potential can be easily extended

to potential scenarios with multiple minima in the small-diffusion limit. However,

determining the conditions for the Mpemba effect in such potentials necessitates a

more detailed analysis.

3.8 Discussion

We explore the essential conditions required for the Mpemba effect by examining over-

damped Langevin dynamics within a double-well potential framework. Our research

identifies particular initial temperatures that can lead to the Mpemba effect, which

we illustrate through integral equations outlining the probabilities of occupancy in

either well and the mean first passage times. The exponential integrals we encounter

can be easily addressed using Laplace’s method.

Concerning the Strong Mpemba effect, our primary observations agree with the

experimental findings documented by Kumar and Bechhoefer [2]. Their studies reveal

that this effect manifests when the probabilities of being in a well at the initial

temperature coincide with those at the bath temperature. In cases where barriers are

substantial, the speed at which the probability distribution adjusts within a well far

exceeds that of transitions between wells. Thus, it appears plausible that the Strong

Mpemba effect emerges from initial conditions that possess the “right amount” of

probability in the wells—akin to what is observed in equilibrium.

Furthermore, we have established the criteria for the weak Mpemba effect, which
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would be interesting to explore in experiments. Given that overdamped Langevin

dynamics offer a versatile and phenomenologically rich framework applicable to a

variety of systems, the physical implications of the conditions prompting the Mpemba

effect across different scenarios are indeed captivating.

Lastly, we replicate the experimental conditions of Kumar and Bechhoefer [2]

through Monte Carlo simulations. Our results affirm that the theoretical condi-

tions derived from the Fokker-Planck equation correspond well with the statistics

obtained from simulating over-damped Langevin dynamics for both the weak and

Strong Mpemba effect.
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Chapter 4

Optimal transport and anomalous

thermal relaxations

4.1 Introduction

In the preceding two chapters, we have sought to understand the Mpemba effect

through the lens of optimizing initial conditions. By optimization, we refer to the

selection of initial conditions that facilitates the relaxation process in the shortest

possible time frame. This relaxation may be perceived as a transition from one dis-

tribution, π(Ti), to another, π(Tb). In this chapter, we will adopt an alternative

viewpoint regarding the Mpemba effect. Specifically, we will hold the initial distri-

bution, π(Ti), and the final conditions, π(Tb), constant while varying the dynamics

of the process. This approach aims to elucidate how we can transform the initial

distribution into the final one by optimizing the cost-effectiveness of the protocol

employed. Traditionally, the Mpemba effect has implied that cost-effectiveness refers

to achieving outcomes “as swiftly as possible.” However, starting in this chapter, we

will redefine cost-effectiveness in terms of minimizing dissipation, or in other words,

reducing entropy production. We will illustrate that the same protocol responsible for

what we have previously referred to as the Strong Mpemba effect also yields a cost-

effective transport protocol. In this context, we will establish a relationship between
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the two phenomena, particularly within the frameworks of Markov jump processes

and continuous Langevin dynamics.

Optimal transport is a rich mathematics and statistics problem concerned with

the optimal way of transporting a distribution from a source to a target function in

a finite amount of time. The problem has a long history, starting with Monge 1781,

who formalized it and illustrated with an example of the most economical way of

transporting soil from one place to another [52]. Major advances and connections to

linear programming were later made by Kantorovich [53, 54]. The applications of

the specific solution to the optimal problem span a variety of fields, such as, e.g.,

statistics and machine learning [55], molecular biology [56], classical mechanics [57],

linguistics [58] and computer vision [59]. Recently geometrical [60], thermodynami-

cal [61], and topological [62] interpretations of the aspects of the optimal transport

problem were made. The thermodynamical interpretation is especially relevant in

stochastic thermodynamics [63].

Besides optimal routes to a target distribution, fast routes are also of interest.

One such “shortcut” is the Mpemba effect – a counter-intuitive relaxation process

in which a system starting at a hot temperature cools down faster than an iden-

tical system starting at an initially lower temperature when both are coupled to

an even colder bath. An analogous effect exists in heating. By now Mpemba ef-

fect was seen in water [3], colloidal systems [2, 1], polymers [7], magnetic alloys [6],

clathrate hydrates [5], granular fluids [17, 13], spin glasses [9], quantum systems [20],

nanotube resonators [64], cold gasses [19], mean-field antiferromagnets [26], systems

without equipartition [10], molecular dynamics of water molecules [65], driven gran-

ular gasses [18], and molecular gasses [23]. The Mpemba effect was formulated for

a general Markovian system in [25]. The strong variant of the effect, the so-called
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Strong Mpemba effect, was introduced in [26] and experimentally observed in [2].

Optimal heating strategy applications were discussed in [66]. The Mpemba effect

in the overdamped limit of a particle diffusing on a potential landscape was studied

in [25, 30, 67, 68, 69]. Other theoretical advances involving the Mpemba phenomenon

link it to phase transitions [34], relaxations to nonequilibrium steady states [32], Otto

cycle efficiency [33], stochastic resetting [31], random energy models [26], quantum

analogs in Lindblad dynamics [20, 22, 70], and quantum analogs related to symme-

try breaking [71]. Recently the effects of the type of coupling between the system

and the bath [28, 27], effects of dynamics [72] and of eigenvalue crossings [29] on the

phenomenon were studied.

The Mpemba effect can be viewed as an optimization of the initial condition.

However, in scenarios where the initial conditions are fixed, sometimes we can vary

the dynamics and obtain an analogous effect starting from the same initial condition

but with different dynamics [72]. Below we refer to this similar effect as the Mpemba

effect. In that case, our initial and final points in the probability distribution space

are fixed, and the situation starts to resemble a problem of transport from a source

to a target. Here we ask if there are cases in which the same dynamics corresponds

to the optimal transport, i.e., minimal entropy production and the Mpemba effect.

Our enabling examples are the two main paradigms of stochastic thermodynamics –

a particle diffusing over a potential landscape with overdamped-Langevin dynamics

and a Markov jump process. Surprisingly, the strong variant of the Mpemba effect

in certain discrete cases coincides with the optimal transport. Below we show that

the results depend on the large time we are looking at, the relaxation modes, and net

probability currents.

The chapter is organized as follows. We first introduce the notation relevant to
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Figure 4.1: (a) Fully connected graph G(V , E) with 3 edges and vertices. (b) Larger
graph that could resemble a biophysical network, distribution network of some orga-
nization, or perhaps a computer network linking different servers. (c) There is some
distribution of stuff that must be transported across the network in (a). The optimal
transport protocol would be the most cost efficient way to do so in the finite amount
of time τ

Markov jump processes. Next, we present the optimal transport and the Wasserstein

distance as a good measure of optimal transport. We continue by introducing the

Mpemba effect. Afterward, we discuss anomalous thermal relaxations and optimal

transport for a particle diffusing on a potential landscape, a three-state, and four-state

Markov jump process. We finish with a discussion of the results.

4.2 General setup

Although we consider both continuous and discrete examples, we will first introduce

the the concepts and notations of optimal transport, mobility, and the Mpemba effect

on Markov jump processes.

We consider a Markov jump process on a graph G(V , E), with vertices V , and



58

edges E (see Fig. 4.1), which obeys the Master equation

∂tp = Rp, (4.1)

where px(t) is the probability of finding the system is state x ∈ Ω at time t, and R is

the rate matrix, with Rxy as the transition rate from y to x labeled as an edge E in the

graph. Each state x is a vertex on the graph characterized by energy Ex. Examples

of Eq. (4.1) include chemical reaction networks, open quantum systems, birth-death

populations, and biophysical and flow networks [73, 74]. We consider rate matrices

that obey Detailed Balance (DB),

Rxyπ
Tb
y = Ryxπ

Tb
x . (4.2)

where πTb is stationary solution of the system described by the Master equation. We

assume that the stationary system corresponds to thermal equilibrium and is give by

the Boltzmann distribution πTb,x = 1
Z(Tb)

e−βbEx , with Z(Tb) =
∑

x∈Ω exp [−βbEx] as

the partition sum. Below we label βb = 1/(kBTb) and set the Boltzmann constant to

be unity, kB = 1. We look at cases where, given two probability distributions, at initial

time t = 0 and at the finite final time, τ , and a protocol specifying the dynamics,

there is an optimal transport protocol between the two, which minimizes the entropy

production. The solution to the optimal transport problem provides an optimal

transport plan between the source and target distributions. The Wasserstein distance

is a metric in the space of probability distributions useful in quantifying the optimality

of the transport. Other names for this metric are the Monge-Kantorovich distance or

the earth mover’s distance. The Wasserstein metric was extensively studied, and has

thermodynamics [61], geometric [60], topological [62], and fluid mechanics [75, 76, 77]
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interpretations. The discrete L1 Wasserstein metric is defined

W1(p
A, pB) = min

pAB

∑
x,y∈Ω

Cxy p
AB
xy , (4.3)

where Cxy is the cost function, pAB
xy is a joint distribution, with marginals correspond-

ing to pAx and pBy , and the minimum is taken over a set of all admissible couplings, see

e.g. [53, 54]. Eq. (4.3) allows us to introduce the concept of an optimal transport pro-

tocol which transforms out initial state, pA into the final state, pB. The Wasserstein

distance W1(p
A, pB) is bounded from above by

W1(p
A, pB) ≤ J (τ) ≤ Cσm(τ) ≤ CΣM(τ), (4.4)

with J (τ) as the flow cost,

J (τ) ≡
∫ τ

0

∑
x>y
x,y∈Ω

|jxy(t)|dt, (4.5)

where jxy(t) = Rxypy(t)−Ryxpx(t) is the amount of current in each edge E . Eq. (4.2)

demands that the net current jxy(t) = 0 at thermodynamic equilibrium. Upper bound

Cσm(τ) depends on the entropy production rate and dynamical mobility Cσm(τ) ≡∫ τ

0

√
σ(t)m(t)dt, where

σ(t) =
∑
x>y

jxy(t) ln
[
Rxypy(t)

Ryxpx(t)

]
=
∑
x>y

mxy(t) [fxy(t)]
2 , (4.6)

mxy =
jxy
fxy

=
Rxypy(t)−Ryxpx(t

ln [(Rxypy(t)]− ln [Ryxpx(t)]
, (4.7)
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and

m(t) =
∑
x>y

mxy(t) (4.8)

Eq. (4.6), Eq. (4.7), and Eq. (4.8) allows one to introduce the microscopic analogs

of the Onsager coefficients, mxy(t), as the entropy production rate can be expressed

as a quadratic form of generalized forces fxy(t), and current jxy(t) . Upper bound

CΣM(τ) in Eq. (4.4) is simply the time averaged entropy production and kinetic

cost, CΣM(τ) ≡ Σ(τ)M(τ) = ⟨σ⟩τ ⟨m⟩τ , where we have defined the time average

of a qunaity as ⟨x⟩τ =
∫ τ

0
x(t)dt. See Appendix B and [61] for more details. The

Wasserstein distance is bounded below,

W1

[
pA, pB

]
≥ T

[
pA, pB

]
, (4.9)

by the total variation distance T ,

T
[
pA, pB

]
≡ 1

2

∑
x∈Ω

∣∣pAx − pBx
∣∣ . (4.10)

In essence, the Wasserstein metric is a measure of how efficient the protocol given

by R in the Master equation transforms the initial state into the final one. This

efficiency is bounded by the flow cost Eq. (4.5), or the integral amount of current

in each edge E during the process. The flow cost and Wasserstein distance are next

upper bounded by a Cσm(τ), which is proportional to the integral product of entropy

production Eq. (4.6), times the dynamic mobility Eq. (4.8). The entropy produc-

tion is a measure of the thermodynamic dissipation present in the systems, while the

mobility plays the role of response in the network. Likewise, CΣM(τ), tells us that
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the distance between pA and pB is bounded by the time averaged entropy production

times the average kinetic cost. Interestingly, the two quantities are not totally inde-

pendent. You cannot make one small while keeping the other fixed. These facts have

been of large interest lately to the statistical mechanics community. These so called

Thermodynamic uncertain relations, have been extensively studied and we direct the

reader to [78] for details.

In the continuous case, there is a beautiful fluid mechanics interpretation of the

optimal transport problem, given by Benamou and Brenier [75, 76, 77]. Suppose the

evolution of the probability density, p(x, t), is governed by a continuity equation,

∂tp(x, t) + ∂x[v(x, t)p(x, t)] = 0, (4.11)

then the L2−Wasserstein distance from pA = p(0) at initial time t = 0 to pB = p(τ),

at final time, τ , is given by the so-called the Benamou-Brenier formula,

W2(p
A, pB) = min

v

√
TbτΣ(τ), (4.12)

where the total entropy production during period τ is

Σ(τ) =
1

Tb

∫ τ

0

∫
D
[v(x, t)]2 p(x, t)dxdt, (4.13)

[63]. The Wasserstein distance W2(p
A, pB) is minimum is over all smooth paths

{v(t)}0≤t≤τ , subject to Eq. (4.11)

In the next section we will introduce anomalous thermal relaxation and the

Mpemba effect on a graph.
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4.3 Mpemba effect

The Mpemba effect occurs when a system prepared at initial temperature Th and

immersed in a bath of temperature Tb relaxes faster down to the bath’s temperature

than a replica of the same system starting at Tw, where Tb ≤ Tw ≤ Th, [25]. An

analogous effect also occurs in heating, and it is called the inverse Mpemba effect [25].

Below we specify what we mean by the Mpemba effect on a classical discrete case,

where the relaxation is governed by the Master equation Eq. (4.1). The generalization

to continuous systems evolving with Eq. (4.11). Note that we restrict our consider-

ations to systems with Markov property, i.e., the system’s future state depends only

on the present state. However, one can also consider systems with memory. Some-

times the Mpemba effect on systems with Markov property is called the Markovian

Mpemba [25].

At large times a probability distribution of a relaxing system, evolving according

to Eq. (4.1), that is initiated at temperature T , p(0) = πT , is characterized by

p(t) = πTb +
∑
i>1

aivie
λit, (4.14)

where λi are the eigenvalues of R, vi are the right eigenvectors of R, and ai are the

overlap coefficients of the left eigenvector ui of the rate matrix R and the initial

condition,

ai ≡
⟨ui, πT ⟩
⟨ui, vi⟩

, (4.15)

The eigenvalues of R are ordered and nonpositive, λ1 = 0 > λ2 ≥ λ3 ≥ .... We assume

that there is a gap between λ2 and λ3, thus in the long time limit, the evolution of



63

the system is

p(t) ≈ πTb + a2v2e
λ2t. (4.16)

The Mpemba effect occurs when the overlap coefficient a2 with respect to initial

conditions is nonmonotonic [25]. That is if comparing two identical systems, prepared

at Th and Tw, in their independent relaxation to thermal equilibrium at Tb, we have

the Mpemba effect for Th ≥ Tw ≥ Tb and |a2(Th)| ≤ |a2(Tw)|. The Mpemba effect is

the most pronounced if the slowest mode is orthogonal to the initial conditions, i.e.,

if a2(Th) = 0. In this case, the relaxation of the system approaches the equilibrium

state from the direction of v3, and there is a jump in the relaxation time from −1/λ2

to −1/λ3 at Th. We refer to the case where there is no projection of the slow mode

to the initial conditions as the Strong Mpemba effect.

4.3.1 Distance-from-equilibrium

Distance-from-equilibrium should satisfy the following properties [25]: (i) during a

relaxation process, the distance should monotonically decrease with time, (ii) the

distance from a Boltzmann distribution at T to equilibrium at Tb is a monotonically

increasing function of |T − Tb|, with, in general, different pre-factors for cooling and

heating, and (iii) the distance is a continuous and convex function of p(t). The

suitable choices are, for example, the Kulback-Leibler divergence and L1 norm, [25,

68]. We define them below.

The Kullback-Leibler (KL) divergence [79], is defined as

DKL
(
p(t)||πTb

)
≡
∑
x∈Ω

px(t) ln
[
px(t)

πTb
x

]
. (4.17)
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It can be thought of as the “entropic distance,” by which we mean the total amount

of entropy production in a relaxation process, starting from p(t) and ending at πTb ,

∫ ∞

t

σ(t′) dt′ = Σ(∞)− Σ(t), (4.18)

see e.g. [25]. With Eq. (B.11), the above expression can be written as

∫ ∞

t

σ(t′) dt′ =
∑
x∈Ω

{
βbEx

[
px(t)− πTb

x

]
+ px(t) ln px(t)− πTb

x ln πTb
x

}
, (4.19)

which is the KL divergence, Eq. (4.17), hence

DKL
(
p(t)||πTb

)
= Σ(∞)− Σ(t). (4.20)

The L1−norm is

∣∣∣∣p(t), πTb
∣∣∣∣

1
=
∑
x∈Ω

∣∣px(t)− πTb
x

∣∣ . (4.21)

Note that L1-norm is twice the total variation distance T , see Eq. (4.10).

Next, we extend our definitions to the continuous case and show how for over-

damped Langevin dynamics with metastability, the Mpemba effect and the optimal

transport protocol in general do not coincide.
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Figure 4.2: The figure above shows how a shortcut in the relaxation time can be mea-
sured using two different notions of distance. On the left, we plot the KL divergence
on a Log scale vs time, and on the right we show the same behavior using the L1

norm. The beginning and end points are the same for each curve, but each system
has different dynamics, δ. We see the dynamics with no overlap on the second slowest
eigenfunction, δ = 0.65, approach thermal equilibrium exponentially faster.

4.4 Examples

4.4.1 Particle diffusion on a potential landscape

Our intuition would suggest faster relaxation would be associated with higher entropy

production, and therefore would not be optimal. Essentially, you cannot be fast

and optimal for the same dynamics. This is ineed what we find for the case of a

overdamped particle diffusing on a potential energy surface.

Let us consider a Brownian particle subject to a potential force −U ′ ≡ −dU/dx

and suppose that the particle is subject to overdamped Langevin dynamics

γ
d

dt
x(t) = − 1

m
U ′[x(t)] + Γ(t), (4.22)

where x(t) is particle’s trajectory, γ is the friction coefficient, and Γ(t) is the thermal

noise per unit mass. In the limit of instantaneous collisions, we can assume that the
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thermal noise has Gaussian statistics, with

E[Γ(t)] = 0, E[Γ(t)Γ(t′)] = 2γ
kBTb
m

δ(t− t′), (4.23)

c.f. [37, 80, 81]. The diffusion coefficient is kBTb/mγ. We set the Boltzmann constant,

kB = 1, mass, m = 1, and friction constant, γ = 1, to unity. The probability density,

p(x, t) to find the particle at time t and coordinate x, obeys the Fokker-Planck (FP)

equation,

∂tp(x, t) = LFP p(x, t), (4.24)

LFP ≡ ∂x [U
′(x) + Tb∂x] , (4.25)

where LFP is the FP operator. We assume that the system is closed, x ∈ D ≡

[xmin, xmax]. In this case, the probability is conserved, and we have reflective bound-

ary conditions, which means that the current probability density, j(x, t), defined as

∂tp(x, t) = −∂xj(x, t), is zero at the boundaries, i.e. j(xmin, t) = j(xmax, t) = 0. The

stationary distribution is the Boltzmann distribution,

πTb(x) =
1

Z(Tb)
e
−U(x)

Tb , (4.26)

where Z(Tb) ≡
∫ xmax
xmin

exp[−U(x)/Tb] dx is the partition function. We assume that the

system is initially at thermal equilibrium at temperature T ,

p(x, 0) = πT (x). (4.27)

The continuity equation, Eq. (4.11), with the mean local velocity of the process
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x(t),

v(x, t) ≡ j(x, t)

p(x, t)
= −U ′(x)− Tb∂x ln p(x, t). (4.28)

is a FP equation, Eq. (4.24). From Eqs. (4.13) and (4.28) the entropy production is

explicitly is

Σ(τ) =

∫
D
dx

{
βbU(x)

[
πT (x)− p(x, t)

]
+ πT (x) ln πT (x)− p(x, t) ln p(x, t)

}
. (4.29)

In the case of Eq. (4.24) the minimum of dissipative dynamics can always be achieved

with a potential velocity v, i.e., a potential force [75, 76, 77, 61].

To search for the Mpemba effect we should look at the distance from equilibrium,

for example, the KL divergence. Using Eqs. (4.20) and (4.29), the KL divergence can

be written as

DKL
(
p(τ)||πTb

)
=

∫
D
dx

{
βbU(x)(p(x, t)− πTb(x)) + p(x, t) ln p(x, t)− πTb(x) ln πTb(x)

}
.

(4.30)

By restricting our consideration to a range of initial temperatures, one can ask about

the instances of minimal KL divergence and minimal total entropy production at times

τ ≫ max{tM ,−λ−1
2 }, where tM(T ) is the largest time when a pair DKL−curves, from

the considered set of initial conditions {Ti}, cross.

For the example initially introduced in [25], we compute KL divergence and the

total entropy production. The potential is shown on Fig. 4.3a. At large times, here

τγ = 104, we observe that for a range of initial temperatures, T ∈ [Tmax, 10Tmax],

that the total entropy production is a monotonically decreasing function of the KL
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divergence – resulting in minimal KL divergence and maximal total entropy produc-

tion at 10Tmax and maximal KL divergence and minimal total entropy production

at Tmax; see Fig. 4.3d. Hence the optimal transport in time τ for a range of initial

temperatures T ∈ [Tmax, 10Tmax] happens for T = Tmax, but this is also the “slowest”

trajectory, as it is farthest from equilibrium at the chosen time τγ = 104. While the

“fastest” trajectory, the closest to equilibrium at τ , among those labeled with initial

conditions from T ∈ [Tmax, 10Tmax] is the one starting at 10Tmax, at the same time

this trajectory also has the highest total entropy production of the set. To summa-

rize, the above example shows a case of an often “antipodal” relation between the

“optimal” transport (minimal total entropy production) and “fast” relaxation (here,

the Mpemba effect).

The optimal transport problem is typically defined with a well-defined starting

point pA and well-defined end pB after a finite time τ . The optimal transport is

the one that minimizes the total entropy production by altering the dynamics with

specified control parameters. Above, we did not change the dynamics; instead, we

considered a range of initial conditions, and we asked which initial condition minimizes

the total entropy production and, after a large but finite time τ , how far away from

the equilibrium distribution is the probability distribution at time τ .

Next, suppose we vary the potential in a continuous manner with a time-dependent

control parameter, δ(t), and let us assume the potential variations are with fixed

temporal endpoints, U [δ(t = 0)] = U [δ(t = ∞)]. Also, suppose that among different

variations of δ(t), there is a protocol, δSM(t), such that there is no overlap to the

slowest mode, i.e., for that protocol, a2 = 0, and the KL divergence is minimal,

min
δ(t)

DKL
(
p(τ)||πTb

)
. (4.31)
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Here τ is a sufficiently large time, meaning τ ≫ max{tM ,−λ−1
2 }, where tM(T ) is the

largest time when a pair DKL−curves, from the considered set of protocols conditions

{δ(t)}, cross. The KL divergence at τ is the difference between the entropy produc-

tion at infinity and at τ , Eq. (4.20). Since the entropy production at infinity only

depends on the initial condition and the equilibrium, see Eq. (4.29), the minimum

KL divergence corresponds to maximal total entropy production. Thus, for poten-

tial variations with fixed temporal endpoints, the Strong Mpemba effect and optimal

transport generically would not happen for the same dynamics.

In the previous chapters we saw that the Mpemba effect represents a shortcut in

the time for a system to reach thermal equilibrium. Usually this effect is measured

as a crossing in distance functions, where the hot system overtakes the colder and

initially closer system. In cases where there is a strong Mpemba effect, i.e. a2(Ti) =

0, the initial conditions correspond to exponentially faster approach to the target

distribution. Our main result in this chapter, which we detail in the next section, is

when considering discrete networks, with the initial and final distribution fixed, you

can find situations where varying the dynamics so a2(δ) = 0, corresponds to both

faster approach to the target distribution, and is also the most efficient transport

protocol. See Fig. 4.2 and Fig. 4.4. For example, in a chemical reaction network,

once can transform the initial concentrations into different concentrations both faster

and most efficiently. This result is quite unexpected, as most of our intuition suggests

that driving a system faster would be associated with high entropy production, and be

a less efficient protocol. Similarly, in the adiabatic limit, you will produce no entropy

as you change one system into another, but this protocol requires that the process

takes an infinite amount of time. This result is similar in nature to the Braess’s

paradox, in which one finds that adding links between two distant nodes on a graph
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Figure 4.3: (a) A one dimensional potential, previously considered in [25] with
overdamped-Langevin dynamics, Eq. (4.22) and diffusion constant proportioanl to
Tb = 0.45. (b) The overlap coefficient a2 is non-monotonic, indicating a Mpemba
effect, and has a maximum at Tmax = 1.0462. The eigenvalues are: λ2 = −2.5× 10−6

and λ3 = −0.001. (c) The time dependence of the KL divergence, DKL(p(t)||πTb) is
computed with approximate p(t) ≈ πTb +a2v2e

λ2t+a3v3e
λ3t. The crossings of the KL

divergence curves indicated the Mpemba effect – for example, the process starting at
10Tmax (red) by τγ = 104 overtakes all shown curves. The process starting at Tmax
(lightest blue) has maximal KL divergence. Therefore the closest to equilibrium at
τγ = 104 is the process starting at 10Tmax (red) and the farthest is one starting at
Tmax (lightest blue). (d) The parametric plot of the total entropy production Σ(τ)
with KL divergence DKL(p(τ)||πTb) at τγ = 104. In the interval T ∈ [Tmax, 10Tmax]
we have for Tmax the minimum of Σ(τ) and maximum of DKL, and for 10Tmax the
maximum of Σ(τ) and minimum of DKL. Here, within the chosen interval, the op-
timal transport is at Tmax, but the “fastest” (closest to equilibrium at τ) trajectory
has the highest entropy production (at 10Tmax).
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leads to a longer search time as opposed to a shorter one. Authors in [74] found

that by adding more edges to a graph the search time worsened, and that there is an

optimal amount of nodes and topology to have. In would be interesting to explore

how these two problems are related.

4.4.2 Three-level system

We consider a fully connected three-level system with energies {E1, E2, E3}. The

Mpemba effect on such systems was already considered in [25] and recently as a

function of dynamics in [72]. We define the clockwise direction as 1 → 2 → 3 → 1

and clockwise the transition rates are

R21 = γe−
1
2
βb(E2−E1), R13 = γe−

1
2
βb(E1−E3), (4.32)

R32(δ) = γe−βb(E3−E2)δ, (4.33)

where γ−1 = 1 sets the unit of time, and R32 has an additional control parameter,

δ ∈ [0, 1], for its magnitude. Detailed Balance(DB), sets the corresponding ”counter-

clockwise” transitions. DB does not prescribe the dynamics; it just sets the ratio

between the forward and backward rates. By changing δ, we change the magnitude

of the rates between states 2 and 3 – because of DB, this local change affects all of

the currents jxy. While in a larger graph, only currents connected to the two nodes

involved are affected. The parameter δ is often called the load factor, and it has

been studied in the context of molecular motors [82, 83, 84], differential mobility [85],

Markov jump processes [86], and recently by the authors, in the context of anomalous

thermal relaxations [72]. The conservation of probability sets the diagonal elements
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Figure 4.4: (a) Relaxation trajectories of probabilities of state occurrences, p1(t) and
p2(t), for a three-level system. The energies of the system are {0, 0.1Tb, 5Tb}, the
initial temperature is T = 2.97Tb and τ = 2/γ (with Tb = 1 and γ = 1). Different
colors represent different dynamics, parameterized by the load factor δ, introduced
in Eq. (5.36). The dashed black line is for δSM = 0.65, which corresponds to the Strong
Mpemba effect. The relaxation with δSM is along a straight line, as the projection on
the second eigenvector is zero. (b) The overlap |a2| vanishes for δSM = 0.65, which
corresponds to the Strong Mpemba effect. (c) Total variation distance T (τ), flow
cost J (τ) and upper bounds Cσm(τ) and CΣM(τ) as a function of the load factor δ.
The optimal transport has a minimal flow cost. In this example, the minimal flow
cost and the Strong Mpemba effect happen at the same load factor, δ = δSM.
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– the columns of the R matrix sum to zero, i.e.

Rxx = −
∑
y∈Ω
y ̸=x

Ryx, ∀x ∈ Ω. (4.34)

In general, the rate matrix depends on the properties of the system, the environment,

and time. However, we restrict our considerations below to rate matrices that depend

solely on the bath temperature, Tb, and a control parameter specifying the dynamics,

which we introduce below. Lastly, note that the three-level system considered here

is fully connected. Thus, the Wasserstein distance is equal to the total variation

distance, see Eq. (4.9).

We look at a situation where for the given initial temperature T and bath tem-

perature Tb, there is a Strong Mpemba effect at load factors 0 < δ < 1. We observe

that in the cases where the gap between λ2 and λ3 is large, (λ2−λ3)/τ ≪ 1, the flow

cost J (τ) has a minimum at the same load factor as the overlap coefficient |a2|, indi-

cating that in that case, the optimal transport is the one where the Strong Mpemba

occurs as shown in Fig. 4.4. The dynamic state mobility m(τ) saturates at large times

because it is proportional to the difference in activities, Eq. (B.14). Thus the even

later times’ contributions to the bounds Cσm(τ) and CΣM(τ) are mainly entropic –

due to the entropy production rate and the entropy production.

For smaller gaps or shorter times, the contribution of the fast mode also matters,

and the entropy production rate is not minimal for the same load factor as the oc-

currence of the Strong Mpemba effect. Looking at larger times τ , in this case, does

make things more entropy-dominated and slow-mode-dominated. Mobility likewise

again saturates in finite time.
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4.4.3 Four-level system

Similarly, for a fully-connected four-state system Fig. 4.1(b), we confirm the mini-

mum of the flow cost and Strong Mpemba effect happen at the same load factor δ,

see Fig. 4.5. We also show that the gap between the two slowest decaying modes, λ2

and λ3 does not need to be as large as in the three-level system in Fig. 4.7. This is

expected because you have a higher dimensional manifold, and even when a2(δ) → 0,

you still relax along the v2 and v3 directions. However, we note that in the case of

the four-state system, things can be more complicated as the eigenvalues of the rate

matrix can cross [29].

Figure 4.5: Showing that the minimum of the flow cost J (τ) happens at the same
point where a2 as a function of the load factor δ. Here E4 = 4., E1 = 0, E2 = 3.4, E3 =
0.1, βb = 1, and Ti = 5.0

4.4.4 Overlap of optimality and strong Mpemba effect

We define a notion of distance to measure the degree of separation between optimal

protocol and SM protocol as the Degree of seperation DOS = |δJmin
− δa2=0|. We

observe a highly regular but counter-intuitive behavior of DOS with increasing eigen-
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value gap in the three-level system Fig. 4.6. The four level system behavior, is very

Figure 4.6: A notion of distance is defined to measure the Degree of separation be-
tween optimal protocol and SM protocol as DOS = |δJmin−δa2 = 0|. A highly regular
but counter-intuitive behavior of DOS with increasing eigenvalue gap is observed. For
a larger eigenvalue gap, the optimal transport and Strong Mpemba protocols overlap;
that is, DOS is small. The above data is for a three-level system at βb = 1,with energy
spectrum E0 = 0, E2 = 0.18, 0 < E3 < 5, and for initial temperatures 1 < β−1 < 15.

similar, and has the same shape. However, the gap between |λ2 − λ3| does not need

to be as dramatic as in the three-level system.

4.5 Discussion

In discrete systems, a small change in the long time limit of the dynamic state mo-

bility might influence a large change in the total entropy dissipation, while in the

overdamped Langevin case, the long time limit of the dynamic state mobility is con-

stant with respect to the considered dynamics changes, and proportional to the dif-

fusion constant, Tb. The two cases also differ in the allowable probability currents –
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Figure 4.7: DOS = |δJmin−δa2 = 0| for the graph in Fig. 4.1(b). We see a similar
structure like the three-level system Fig. 4.6, but less dramatic. Here βb = 1,with
energy spectrum E1 = 0, E4 = 4.0, 0.05 < E3 < 0.1, and 0.05 < E2 < 3.7 and for
initial temperatures 1 < β−1 < 20.0. This plot was made with 120 random samples
of the 4-D parameter space.

in the continuous cases considered, the probability currents are continuous, while in

the discrete case, we can have quite a wide distribution of currents restricted only by

detailed balance.

We find seemingly counter-intuitive cases in which the Strong Mpemba effect and

the minimal Wasserstein distance occur at the same load factor. The exponentially

faster relaxation to thermal equilibrium also occurs with minimal entropy production

for specific types of dynamics. We argue that such a scenario is highly surprising,

especially considering our continuous paradigm – the overdamped Langevin dynamics

with continuous variations of continuous potential, where the Strong Mpemba effect

is generally observed together with a high entropy production.

More work is needed to verify our findings in a discrete case for a larger reaction

network and to specify what kind of variations of the dynamics are needed to ob-

serve the Mpemba effect and the optimal transport for the same protocol. Another
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consideration is the size of the system and the relative size of the perturbation of the

dynamics needed to have the optimal transport and Mpemba effect happen for the

same protocol.

Somewhat conceptually related to our results are the results of elastic network

alterations where even small local perturbations in specific networks can change their

macroscopic responses, flow, and functionality of these networks, see, e.g., and refer-

ences within [73].

Like optimal transport, the Mpemba effect could be helpful in designing effi-

cient samplers, optimal heating and cooling protocols, and preparations of state.

Real-world applications of our findings will depend on the feasibility of altering the

dynamics in such a way as to have both the Mpemba effect and optimal transport.

Separately, we note that the authors of [74] the authors studied how optimal search

protocols are related to the topology of the network, and found an analog of Braess’s

Paradox. By adding links between topologically distant vertices, they actually in-

crease the search time as opposed to decreasing it. In chapter 3. we saw how the

conditions for the Mpemba effect can be expressed in terms of mean first passage

times. It would be interesting to study how the Mpmeba effect, the dynamics, the

search time, and optimal transport plans are all related.



78

Chapter 5

Effect of dynamics on anomalous

thermal relaxations and

information exchange

5.1 Introduction

In chapters 2. and 3., we have sought to better understand why the Mpemba occurs.

Specifically, in the case of an overdamped particle diffusing in a potential energy

landscape. We found that the effect can happen in systems without metastability,

and in chapter 3. derived the conditions to observe the Mpemba effect in terms of

mean first passage times. In chapter 4., we observed a relation between the Mpemba

effect, and optimal transport protocols by changing the dynamics in discrete Markov

jump processes. In this chapter we will show an application of how changing the

dynamics allows one to take advantage of the Mpemba effect, in the context of a

Maxwell’s demon. We will show how Maxwell’s “neat figured being,” a information

engine like device, can use the Mpemba effect to optimize the performance of both the

work extracted, act a faster information eraser, and all without sacrificing efficiency.

We will also study the occurrence of the Mpemba effect in Markov jump process on

a small networks.
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Markov jump processes have extensive applications across various fields, including

physics, chemistry, biology, statistics, finance, and sociology. These processes serve

as effective models for investigating chemical reaction networks [87, 88, 89], magnetic

systems [90], as well as ecological and evolutionary dynamics [91, 92]. They are also

pivotal in the study of enzyme kinetics [92], diffusion on lattices [37, 80, 93], and the

modeling of stock markets [94], cloud cover [95], and social processes [96].

In particular, linear kinetic networks are crucial in biological contexts, function-

ing as kinetic pathway networks, metabolic models of the microbiome, and ecological

and evolutionary networks pertaining to biological or clonal species [91, 92]. More-

over, these networks have significant relevance in chemistry and physics, appearing

in processes such as isomerizations, the behavior of quantum dots, catalysis [92, 97],

protein functionality [98], and models of molecular motors [82].

The widespread applications of Markov jump processes highlights the significance

of efficient thermal relaxation in both scientific research and practical applications.

Potential applications include enhanced sampling methods, optimized heating and

cooling protocols, and more effective relaxation techniques for achieving specific poly-

mer configurations. We will investigate the Mpemba effect in Markov jump processes,

showing the phase space for small graphs when there is a strong forward, inverse, or

both at the same time. We also note an example of how such a “shortcut”, can have

applications.

The dynamics play a crucial role in characterizing out-of-equilibrium phenom-

ena [82, 84, 85, 86]. A well-known approach in this context is Glauber dynam-

ics, which is computationally advantageous due to its ability to bound transition

rates [99]. Nonetheless, employing capped rates can result in overlooking significant

effects, such as negative motility [85], where an increase in force results in decreased
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mobility, and alterations in the microscopic free energy landscape of the motor influ-

enced by force [82, 83, 84]. To gain a more profound understanding of the Mpemba

effect, we investigate the impact of dynamics on anomalous thermal relaxations. For

this study, we utilize Markov jump processes within linear reaction networks, intro-

ducing a one-dimensional family characterized by a control parameter known as the

load distribution factor, which allows for variations in the dynamics. Our findings

demonstrate that changes in the load distribution factor significantly influence the

regions of phase space in which the Mpemba effect is observed.

We also investigate the influence of dynamics on anomalous thermal relaxation

alongside the exchange of information, which is recognized as a valuable thermo-

dynamic resource. The foundational work establishing that information is physi-

cal [100] significantly advanced the connection between information theory and sta-

tistical physics.

In stochastic thermodynamics [63, 101], the two are often indelible, with examples

of thermodynamic efficiencies in the presence of information exchange [102, 103, 104,

105], information-carrying molecules in chemical systems [106], and Maxwell’s demons

setups [107, 108, 109, 110, 111]. Our paradigm is a three-level Markov jump process

that interacts with a tape kept at a finite temperature. Our setup is a Maxwell demon

setup. Our main result is that choosing the dynamics with which the device has a

strong variant of the Mpemba effect can stabilize and increase the device’s power

output without sacrificing efficiency.

The chapter is organized as follows. In Section 5.2, we introduce the unimolecular

reactions. Next, we focus on a three-level Markov jump process on a ring and study

the Mpemba effect in this system. In Section 5.5, we present the results on the effect

of the dynamics on our system. Lastly, in section 5.7 we illustrate the results and
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Figure 5.1: Examples of linear reaction networks of reactants on a ring (a) or with
fixed ends (b). Unlike the networks in the previous chapter, these networks are not
fully connected.

their application on an example of an autonomous Maxwell demon interacting with

a tape kept at finite temperature. We end with a discussion in section 5.8

5.2 Model

We focus on the linear reaction networks of M reactants, with Xi as distinct reactants,

which can represent, for example, molecules, conformations of a molecule, atomic

levels, or energy levels. A set of reactions

{
Xi

kji

⇄
kij

Xj

∣∣∣∣i, j ∈ [1,M ]

}
, (5.1)

where, kij is the reaction rate from Xj to Xi, and defines a reaction network. Special

cases of such networks include reactants on a ring or a line interval; see Fig. 5.1.

Each reactant Xi has internal energy ϵi. We assume the system is closed and the

total number of reactants is conserved, N = n1 + n2 + ... + nM . A system state

is described by its occupation numbers n = (n1, n2, ..., nM) of respective reactants
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{X1, X2, ..., XM}. The system has L =
(
N+M−1

N

)
states. We consider a system that

is immersed in a thermal bath of temperature Tb; thus, the rates kij obey Detailed

Balance (DB)

kij
kji

= e−βb(ϵi−ϵj), (5.2)

where βb ≡ (kBTb)
−1 is the inverse temperature of the bath. The Boltzmann constant

is taken to be unity, kB = 1. The Master equation governing the dynamics is

∂tpn(t) =
∑
m∈Ω

Rnm pm(t) (5.3)

where pn(t) is the probability to be at state n at time t and Rnm is the transition

rate from m to n. The rate matrix R obeys DB, and in general, it depends on the

particulars of the system and the environment. Here we restrict our considerations

to rate matrices that depend on the temperature Tb and a load distribution factor δ

that controls the magnitudes of the transitions. The general form of the rate matrix

obeying DB is

Rnm =


Γe−βb(Bnm−Em), n ̸= m

−
∑

l ̸=nRlm, n = m

, (5.4)

where En =
∑M

i=1 niϵi is the energy of the state n, Bnm = Bmn is interpretable as

a “barrier” between m and n, and Γ−1 sets the unit of time [112]. The rate matrix

obeys the eigenvalue equations

R vµ = λµvµ and uµR = λµuµ, (5.5)
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where vµ is a right eigenvector, uµ is a left eigenvector, and λµ is the corresponding

eigenvalue. The eigenvalues are real and labelled in descending order such that λ1 =

0 > λ2 ≥ λ3 ≥ . . . . The first eigenvalue, λ1 = 0, corresponds to the thermal

equilibrium at the bath temperature Tb,

πTb
n ∝ e−βbEn . (5.6)

The two eigenvectors are related as (uµ)n = eβbEn(vµ)n, andR can be symmetrized [26].

The probability of the system being in state n at time t is

pn(t) = πTb
n +

L∑
µ=2

aµ(T, Tb)e
λµt(vµ)n, (5.7)

here aµ is the overlap (or projection) of uµ on the initial conditions. We take the

initial condition to be thermal equilibrium at temperature T , πT , i.e.

aµ(T, Tb) =

∑
n∈Ω(uµ)nπ

T
n∑

m∈Ω(uµ)m(vµ)m
. (5.8)

At large times, if the system has λ2 > λ3 gap, the evolution of p(t) is dominated

by the first two terms

p(t) ≈ πTb + a2(T, Tb)e
λ2tv2. (5.9)

Non-monotonic behavior of a2 with respect to the initial temperature T leads to

a Weak Mpemba effect in the system [25], and zeros of a2 indicate a jump in the

relaxation time and a Strong Mpemba effect [26]. The Strong Mpemba effect implies

the Weak Mpemba effect.
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Below we focus on Strong Mpemba effect occurrence, i.e., zeros of a2. As the

Strong Mpemba effect is topological, it is convenient to check for parity of the direct

(effect in cooling) and inverse (effect in cooling) effects,

Pdir = −

[
∂a2
∂T

∣∣∣∣
T=Tb

a2(T = ∞, Tb)

]
, (5.10)

Pinv = lim
ε→0+

[
∂a2
∂T

∣∣∣∣
T=Tb

a2(T = ε, Tb)

]
, (5.11)

see [26]. There is an odd number of zero crossings of a2 between T ∈ (1,∞) if Pdir > 0

and an odd number of zero crossings of a2 between T ∈ (ε, 1) if Pinv > 0. An odd

number of zero crossings gives a lower bound for the occurrence of the Strong Mpemba

effect.

5.3 Single-particle picture

The dynamics of a single particle jumping through M states can be modeled as a

Markov jump process

d

dt
qi(t) =

M∑
j=1

Qijqj(t), (5.12)

where qi(t) is the probability of the particle being in state i (of type Xi), at time t,

and Qij is the transition probability from j to i. The eigenvalue problem is

Qwµ = νµwµ and xµQ = νµxµ. (5.13)
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The eigenvalues are ordered and ν1 = 0 > ν2 ≥ ν3 ≥ · · · ≥ νM . The left and the right

eigenvalues related as (xµ)i = eβbϵi(wµ)i. The probability vector q(t) is thus

q(t) = ρTb +
M∑
µ>1

bµe
νµtwµ, (5.14)

where

q(0) = ρT =
1

Z1(T )

(
e−βϵ1 , e−βϵ2 , . . . , e−βϵM

)
, (5.15)

is the initial condition, with Z1 =
∑M

i=1 exp[−βϵi] being the partition sum, and the

coefficients bµ(T, Tb) represent the overlap between the initial conditions and the µ−th

left eigenvector of Q, xµ:

bµ(T, Tb) =
xµ · ρT

xµ ·wµ

. (5.16)

In the long time limit, assuming ν2 > ν3, we have

q(t) ≈ ρTb + b2(T, Tb) e
ν2t w2. (5.17)

In the above expression, only the b2 overlap coefficient depends on the initial temper-

ature T .
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5.4 Multi-particle picture

The probability of having N molecules in state n is

pn(t) =
N !

n1!n2!...nM !
[q1(t)]

n1 [q2(t)]
n2 ... [qM(t)]nM . (5.18)

Substituting for each qi(t) its long time limit we get that the term corresponding to

the second eigenvector is

a2(T, Tb)(v2)n = b2(T, Tb)
N !

n1!n2! . . . nM !

M∏
i=1

[
ρTb
i

]ni
M∑
j=1

nj
(w2)j

ρTb
j

, (5.19)

where eigenvectors v2, ρTb , and w2 depend solely on Tb. The second eigenvalue is

λ2 = ν2.

In M ≤ 5, it is possible to find the coefficients (w2)i analytically, as one eigenvalue

is always zero (ground state) and the polynomial left is of order M − 1.

The Mpemba effect property is determined by the non-monotonicity of coefficients

b2(T, Tb) with respect to T . Hence, to infer the existence of the Mpemba effect, it is

enough to look at N = 1, and the results will also be valid in the thermodynamic

limit (large N limit). Thus below, we focus on N = 1. Note that we know the full

probability distribution in this case

pn(t) =
N∏
i=1

[
⟨ni(t)⟩ni

ni!
e−⟨ni(t)⟩

]
, (5.20)

where
∑

i ni = N , and ⟨ni⟩ ≡
∑

n pn(t)ni, is the average occupancy of state i at time

t. In the case of linear reaction networks, the full statistics are determined with only

averages of ⟨ni(t)⟩ and higher moments do not contribute [89, 88].
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5.5 Specifying the dynamics

Detailed Balance does not determine the dynamics; it only sets the ratio of the forward

and backward microscopic rates between two states

kij
kji

= e−βb(ϵi−ϵj). (5.21)

The choice of rates sets the dynamics. To study the influence of the dynamics on the

Mpemba effect, we introduce the so-called load distribution factor, δ. This control

parameter has been previously studied in molecular motors [82, 84], negative differen-

tial mobility [85], and Markov jump processes [86]. For example, for a cyclic system,

M−states on a ring, we define δ as follows

k21 = e−βb(ϵ2−ϵ1)(1−δ) , k12 = eβb(ϵ2−ϵ1)δ,

k32 = e−βb(ϵ3−ϵ2)(1−δ) , k23 = eβb(ϵ3−ϵ2)δ,

...

k1,M = e−βb(ϵM−ϵ1)(1−δ) , kM,1 = eβb(ϵM−ϵ1)δ. (5.22)

That is, the rates clockwise (CW), 1 → 2 → · · · → M → 1, get a factor (1 − δ)

and the rates of transitions in counter-clockwise (CCW) direction get δ. The load

distribution factor varies between δ ∈ [0, 1].

For N = 1, Ei = ϵi, and the barriers Bij can be expressed with the load distribu-
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tion factor δ as

B12 = B21 = E2(1− δ) + E1δ,

B32 = B23 = E3(1− δ) + E2δ,

B13 = B31 = E1(1− δ) + E3δ. (5.23)

Next, we look at cases with two-, three-, and four-level systems. There is no Mpemba

effect in the two-level system, as one needs at least three eigenvectors to observe the

effect, see Appendix C .

5.6 Three-level system

5.6.1 Three-level cyclic system

For the three-level system on a ring, the single-particle rate matrix is

Q =


−k21 − k31 k12 k13

k21 −k12 − k32 k23

k31 k32 −k13 − k23

 . (5.24)

The eigenvalues are

λ1 = 0, λ2,3 =
1

2
(ktot ±∆) , (5.25)

with ktot ≡
∑3

i,j=1;i ̸=j kij,

∆ ≡
√
(κ1 + κ2 + κ3)2 − 4κ1κ3, (5.26)
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and κ1 ≡ k12 − k13, κ2 ≡ k21 − k23, and κ3 ≡ k31 − k32. The second right eigenvector

of Q, w2, is

(w2)1 = −κ1 − κ2 − κ3 +∆,

(w2)2 = −2κ3 − (w2)1,

(w2)3 = 2κ3. (5.27)

As it should be, since w2 · u1 = 0, the entries of w2 sum to 0.

Regions of the Strong Mpemba Effect

Enhanced transition rate – the “highway picture” – We observe the Strong

Mpemba effect if two levels are close to each other, that is if |ϵi − ϵj| = O(Tb). The

Strong Mpemba regions in the phase space plots correspond to the rate of going from

the highest to the lowest energy level being larger than all of the other rates. Suppose

the reaction rates are pictured as “roads,” where the width of the road determines

a higher rate, in the regions of Strong Mpemba effect in the phase space plots of

M = 3. In that case, the “road” going from the highest single particle energy state

to the lowest single energy particle state becomes a “highway” compared to all the

other roads, see thick lines on Fig. 5.2. For example, for δ = 0 and ϵ1 = 0, the CCW

rates are 1, while the CW rates are: k21 = exp[−βbϵ2], k32 = exp[−βb(ϵ3 − ϵ2)], and

k13 = exp[−βbϵ3]. The regions of occurrence of the Strong Mpemba effect are

region I: ϵ3 > ϵ2 > 0, |ϵ2| ∼ O(Tb), (5.28)

region II: ϵ2 > 0 > ϵ3, |ϵ3| ∼ O(Tb), (5.29)

region III: 0 > ϵ3 > ϵ2, |ϵ3 − ϵ2| ∼ O(Tb), (5.30)
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Figure 5.2: The phase space of energies ϵ2 and ϵ3 showing regions with the Strong
Mpemba effect. The blue regions correspond to the lower bound for the Strong
Mpemba effect in cooling (Pdir = 1), the red for the Strong Mpemba effect in heating
(Pinv = 1), and in the gray regions, there is no effect. The red and blue regions also
correspond to the transition rate, kij, from the highest energy level to the lowest,
being the global maximum of the rates (thick arrows). In the text, we refer to this
enhanced transition rate as the “highway.” The bath temperature is Tb = 1, ϵ1 = 0,
and the load distribution factor is δ = 0.
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Figure 5.3: Thickness Strong Mpemba arms at ϵ2 = 10 and ϵ3 = 10 for bath temper-
ature Tb ∈ [1, 10]. The parameters of the plot are ϵ1 = 0 and δ = 0.

as can be seen on Fig. 5.2. We do not have the effect of any two energies being the

same. In all three regions, it is the transition from the highest level to the lowest

level that is the highest rate of the six (in region I: k13 > 1; in region II: k32 > 1, and

k21 > 1 in region III). The “arms” corresponding to the Strong Mpemba thicken to

∼ O(Tb) thickness at the widest part Fig. 5.2. Changing the bath temperature scales

the Strong Mpemba regions in the phase space in a way such that the thickness of

the arms increases monotonically with the bath temperature, see Fig. 5.3.

Non-overlapping regions and a unique solution for the Strong Mpemba

effect temperature – The regions of the Strong Mpemba effect (blue and red

on Fig. 5.2) do not overlap in the three-level cyclic system. The numerator of the

overlap coefficient b2, see Eq. (5.16), is

x2 · ρT = (x2)1 + [(x2)2 − (x2)1] ρ
T
2 + [(x2)3 − (x2)1] ρ

T
3 ,

where we used that
∑

i ρ
T
i = 1 and

∑
i(x2)i = 0. The condition for the Strong

Mpemba effect is that the numerator of the overlap coefficient b2 is zero at T ̸= Tb.

Given that it is zero at T = Tb, the Strong Mpemba effect condition can be written
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as

[(x2)2 − (x2)1]
(
ρT2 − ρTb

2

)
+ [(x2)3 − (x2)1]

(
ρT3 − ρTb

3

)
= 0. (5.31)

For there to be a nontrivial zero, all three components of x2 should be non-zero, and

no pair should be equal to each other; if it were, it would imply T = Tb, see Eq. (5.31).

Thus, we can rewrite the above equation as

ρT2 − ρTb
2

ρT3 − ρTb
3

=
1− (x2)1

(x2)2

2 + (x2)1
(x2)2

. (5.32)

Given that the Boltzmann distribution is a monotonic function of the temperature,

the equation has at most one solution for T ̸= Tb.

In contrast to the three-level system, a four-level system on a ring can have both

Strong Mpemba effects (in cooling and heating) for the same set of parameters and

even multiple zeros of the overlap b2 above or below Tb, see Fig. 5.4. Note that the

four-level system also has cases where the eigenvalues cross [113].

Chirality – Notice that the three-level cycle has the following symmetry: for ϵ1 = 0,

the systems with δ and 1− δ are equivalent if ϵ2 ⇄ ϵ3. Thus, it is sufficient to study

the system for δ ∈
[
0, 1

2

]
. The rates kij possess a chirality, see Eq. (5.22). In this case,

then δ = 1/2 is the only value at which chirality is not specified, and thus, as such,

the Strong Mpemba effect there has to be zero. From Fig. 5.5, we see that the phase

space plots for the Strong Mpemba regions are mirror-symmetric about δ = 1/2. For

δ = 0, the arms are the thickest, which gradually thins out in a continuous manner

as δ → 1/2. At δ = 1/2, the regions for Strong Mpemba disappear completely. As δ

moves away from 1/2, the arms of opposite chirality reappear and gradually thicken
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Figure 5.4: Phase space section of the Strong Mpemba effect in a four-level system
on a ring with fixed energies ϵ1 = 0 and ϵ4 = 4Tb. Here Tb = 1 and δ = 1. The Strong
Mpemba effect occurs in the yellow region in heating and cooling. In the blue region,
we have the Strong Mpemba effect in cooling only and the red region in heating only.
In the gray region, there is no Strong Mpemba effect.
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Figure 5.5: Phase space plot showing regions with the Strong Mpemba effect as δ
changes from 0 to 1 for a three-level system on a ring. The parameters are Tb = 1,
ϵ1 = 0.

in a continuous manner as δ → 1. Here, the Strong Mpemba effect appears in the

regions where we have an enhanced transition from the highest to the lowest state,

as a result of “symmetry breaking.”

For different topologies, such as the three-level system with open ends and the

four-level on a ring system, we no longer have the chiral symmetry of the rates, and

there is a Strong Mpemba effect for the “symmetric load” of δ = 1/2. For example,

in the three-level case with open ends, the phase space where the Strong Mpemba

occurs at δ = 1/2 in one connected region, see Fig. 5.6.

Appearance of islands – Here, we assume a pair of rates has a prefactor, k =

const. We single out the pair of rates k21 and k12,

k21 = ke−βb(ϵ2−ϵ1)(1−δ), k12 = ke−βb(ϵ2−ϵ1)δ, (5.33)
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Figure 5.6: Phase space plot showing regions with the Strong Mpemba effect as δ
changes from 0 to 1 for a three-level system with open ends. The parameters are
Tb = 1, ϵ1 = 0.

and the other rates we set by Eq. (5.22). As a rate decreases, one of the arms translates

to infinity along its axis while the other two arms vary minutely. Reading the top

row of Fig. 5.7 from right to left, we see that the arm along ϵ2 = ϵ3 pulls back. Here

we have k12 < 1 and constant, while the other two CCW rates are set to unity (i.e.,

δ = 0). This observation can be explained using the “highway picture” as follows:

for varying the reaction rate, k12, the arm that translates to infinity corresponds to

the condition where 0 > ϵ3 > ϵ2 thus, the “highway” exists from state 1 to 2 and

the highest rate is k21. As k12 decreases, k21 also decreases due to DB. In order to

maintain k21 as the maximal rate of the six, the decrease needs to be compensated

for, which can be done by decreasing ϵ2 so that the contribution from exp[−βbϵ2] is

large enough. Thus k21 becomes the highest rate after a sufficiently small ϵ2, enough

to compensate for the decrease in k21; hence the translation of the arm along the

ϵ2 = ϵ3 axis. On the other hand, increasing, such that k12 > 1 and δ = 0, while the
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Figure 5.7: Phase space section showing the Strong Mpemba effect in cooling (blue),
heating (red), and no effect (gray) for a three-level system on a ring and parameters
Tb = 1, δ = 0, ϵ1 = 0, and varying reaction rate k12 ∈ [0.1, 10], while the other CCW
rates are set to unity. In the top row, k12 increases to 1 from left to right, and we see
the arm close to ϵ2 = ϵ3 axis “approach” the origin, reducing the gap along ϵ2 = ϵ3.
In the bottom row, the arm close to ϵ2 = ϵ3 axis remains almost unchanged, while
the vertical arm pulls up, the horizontal arm pulls toward more positive values of ϵ2
and an “island” where we have the Strong Mpemba effect emerges above ϵ3 = 0 line
close to the origin.
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other CCW rates are set to unity, one arm stays the same while another arm slides

away from the center with the emergence of an island like structure close to the origin

between the two remaining arms. The third arm transforms in a way such that the

area within the arm for the Strong Mpemba effect in heating increases closer to the

center while simultaneously the whole arm moves away from the center as shown on

the lower panel of Fig. 5.7. Analogous figures can be obtained for adding a prefactor

to one of the other pair of rates while specifying the rest with Eq. (5.22).

Next, we apply the insights to the case of a three-level system on a ring performing

as a device in a Maxwell demon setup. We introduce the load distribution factor on

one edge only. The Mpemba effect on such three-level systems on a ring with one edge

subject to load distribution factor variations was already considered in connections

to optimal transport in [114], where it was observed that for large eigenvalue gaps,

(λ2 − λ3)τ ≫ 1, the optimal transport (minimal total dissipation) in finite time τ

and the Strong Mpemba effect occur for the same load distribution factor δ. Below

we look at not-so-large gaps and the power output when the device is connected to a

bath and an information reservoir.

5.7 Application of the Mpemba effect on a Maxwell

demon setup

Maxwell thought of an agent that would “ingeniously” deliver useful work by recti-

fying random microscopic fluctuations [115]. If possible, such an agent, the so-called

Maxwell demon, would violate the second law of thermodynamics. The paradox

caused numerous discussions on the thermodynamic implications of information pro-
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Figure 5.8: The device (demon) interacts with a heat bath reservoir with temperature
Tb, an information-carrying tape kept at temperature Tt, and a work reservoir. The
device and tape are three-level systems. The states of the tape are {0, ϵtTt, Tt}. The
states of the device are {0, ϵdTb, Tb}. To set the units, we work with bath temperature
Tb = 1 and rate constant γ = 1. During the interaction, the device and the tape form
a composite system with levels, being the sum of the corresponding device and tape
levels, {0, ϵtTt + ϵdTb, Tt + Tb}.

cessing. A consensus emerged that a mechanical demon could deliver work in recti-

fying fluctuations but in doing so, all of the gathered information has to be written

onto a tape, see e.g. [116, 117, 118].

Statistical physics and information theory “meet” in stochastic thermodynamics;

thus, we consider an application of our results to a three-level Markov jump process

that, besides a thermodynamic reservoir, has access to an information reservoir (a

tape). More specifically, we consider a Maxwell demon setup introduced in Hoppenau

and Engel [110] and look at the thermal relaxations of the system. The authors

primarily discussed a two-level system; here, we use a three-level system on a ring, as

the Mpemba effect can not be realized in two-level systems.

Recently, the Mpemba effect was studied for the Mandal-Jarzynski Maxwell de-

mon setup [109], where it was shown that the Mpemba effect could lead to faster
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functionalization of the demon and tape setup [119]. Likewise, with stochastic reset-

ting [120], the Strong Mpemba effect in a Mandal-Jarzynski setup can help minimize

the time cost to enter the working state [121]. In Hoppenau and Engel’s Maxwell de-

mon, the device is already in the functional state, and we can not study the function-

alization itself. Still, we can study what happens during the working state. In [33],

the authors showed that a three-level system operating as a heat engine with an

Otto cycle has improved performance with the Mpemba effect. The cycle length was

shorter, increasing the power output for the same efficiency without sacrificing the

stability of the engine. Here, we show an analogous occurrence in the operation of a

Maxwell demon setup as a function of the system dynamics.

The device, or the demon in this case, is the three-level system on a ring with

energies {Ed(y)|y ∈ [1, 3]} = {0, ϵdTb, Tb}. The three-level device is kept in a bath with

temperature Tb. During its operation, the device interacts with a tape. The tape is

another three-level system on a ring with energies {Et(y)|y ∈ [1, 3]} = {0, ϵtTt, 1.1Tt}

which is kept at temperature Tt. Due to the finite temperature Tt, the tape is non-

ideal, as the recordings on the tape have a finite probability of being corrupted, with

thermal fluctuations, [110]. The ideal tape limit is reached by taking Tt → 0. The

system is illustrated on Fig. 5.8. The tape cells are populated with states drawn

from the tape Boltzmann distribution, πTt
t (y) ∝ exp[−βtEt(y)]. A cell from the

tape interacts with the device for some time τ , called the coupling time. During

the coupling, we assume that the joint system has energies that are the sum of the

energies of corresponding states of the tape and the demon {Et+d(y)|y ∈ [1, 3]} =

{0, ϵtTt + ϵdTb, 1.1Tt + Tb}. The combined system acts as an effective three-level
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system with transition rates

R21 = Γe−
1
2
βb[Et+d(2)−Et+d(1)], (5.34)

R13 = Γe−
1
2
βb[Et+d(1)−Et+d(3)], (5.35)

R32 = Γe−βb[Et+d(3)−Et+d(2)]δ, (5.36)

where Γ−1 = 1 sets the unit of time. The transition rate R32(δ) has a control parame-

ter, the load distribution factor δ ∈ [0, 1], with which its magnitude can be controlled.

The DB condition,

Rxyπ
Tb
t+d(y) = Ryxπ

Tb
t+d(x), (5.37)

with πTb
t+d(x) ∝ exp[βbEt+d(x)] as the Boltzmann distribution of the joint system at

Tb sets the corresponding CCW transition rates. By changing the load distribution

factor δ, we vary the magnitude of the rates between states 2 and 3 – because of DB,

this local change affects all currents of this setup. The conservation of probability

sets the diagonal elements – the columns of the R matrix sum to zero, i.e.,

Rxx = −
∑

y∈Ω;y ̸=x

Ryx, x ̸= y, ∀x ∈ Ω. (5.38)

The system evolves with a Master eq.,

∂tpt+d = Rpt+d, (5.39)

where pt+d is the probability distribution of the joint system and R is the rate matrix

already introduced in Eqs. (5.34 - 5.38). Note that R depends on Tt as well because
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of the scaling of the tape energies with Tt. The solution for pt+d is

pt+d(t) = πTb
t+d + a2v2e

λ2t + a3v3e
λ3t, (5.40)

where vµ(δ, Tt, Tb), uµ(δ, Tt, Tb) are the right and left eigenvectors of R, λµ(δ, Tt, Tb)

are the eigenvalues of R, and

aµ(δ, Tt, Tb) =
u2 · πTt

t

u2 · v2

, (5.41)

are the overlap coefficients with πTt
t (y) ∝ exp[−Et(y)/Tt] as the Boltzmann distribu-

tion of the tape at Tt. The average work provided by the work reservoir during a

cycle of duration τcyc

⟨W ⟩ =
3∑

y=1

Ed(y)
[
πTt
t (y)− pt+d(y, τcyc)

]
. (5.42)

The average power output per cycle is P = ⟨W ⟩/τcyc. The fluctuations of power are

∆P 2 =
1

τ 2cyc

[ 3∑
y=1

(Ed(y))
2 [πTt

t (y)− pt+d(y, τcyc)
]
− ⟨W ⟩2

]
. (5.43)

The average heat Qb exchanged between the device and the heat bath per cycle

is

Qb =
3∑

y=1

Et+d(y)
[
pt+d(y, τcyc)− πTt

t (y)
]
. (5.44)
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While the average energy exchanged between the device and the tape is

Qt =
3∑

y=1

Et(y)
[
πTt
t (y)− pt(y, τcyc)

]
. (5.45)

The first law of thermodynamics gives the energy conservation,

⟨W ⟩+Qb +Qt = 0. (5.46)

Finally, the change in entropy of the tape at τcyc is

∆St = −
3∑

y=1

pt(y, τcyc) ln pt(y, τcyc) +
3∑

y=1

πTt
t (y) ln πTt

t (y)

= −Qt

Tt
−DKL

(
pt(τcyc)||πTt

t (y)
)
, (5.47)

where

DKL
(
pt(τ)||πTt

t

)
≡

3∑
y=1

pt(y, τ) ln
[
pt(y, τ)

πTt
t (y)

]
, (5.48)

is the Kullback-Leibler (KL) divergence. The entropy of the bath is ∆Sb = −Qb/Tb,

and the second law of thermodynamics is ∆Sb +∆St ≥ 0.

Depending on the parameters of the tape, device, and heat baths, the three-level

system can perform as an information heat engine, eraser, or as a dud, see Fig. 5.9.

In the heat engine phase, the device does the work; hence, the average work supplied

from the work reservoir is ⟨W ⟩ < 0. In the eraser phase, the work supplied from

the heat reservoir, ⟨W ⟩ > 0, is used to erase the tape, thus lowering the entropy of

the tape, ∆St < 0. While in the dud phase, the work produced, ⟨W ⟩ < 0, is used

to increase the entropy of the tape ∆St > 0. One can define different efficiencies
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to quantify the device’s behavior. For our examples below, it will be important to

consider the eraser efficiency

ηe = − Tb∆St

⟨W ⟩+Qt

, (5.49)

and the heat engine efficiency

ηh = −⟨W ⟩
Qb

, (5.50)

see [110]. also other efficiencies play a role in the heat engine region

The Strong Mpemba effect by altering dynamics – In some cases, depending

on the energies of the system and the tape, by adjusting the dynamics with the load

distribution factor δ, one can find a finite 0 < δSM < 1 for which the joint system

of the demon and the tape has a Strong Mpemba effect. In that case, provided that

λ2 > λ3, the joint system approaches the equilibrium,

pTb
t+d(τ) → πTb

t+d, (5.51)

faster, as it relaxes with dynamics that do not have the projection on the slow

mode, a2(δSM, Tt, Tb) = 0. This can be quantified by observing the correspond-

ing KL divergence between the state of the system at time t and the equilibrium,

DKL

(
pt+d(t)||πTb

t+d

)
, see e.g. [25] and Fig. 5.10a. At large enough times, the system

will be close to equilibrium πTb
t+d and the average power goes to zero, limτ→∞ ∂t⟨W ⟩|t=τ =

0. By choosing a cutoff time, DKL,cutoff, we define a cycle time of the information en-



104

(a)

(b)

Figure 5.9: (a) Phase space of the three level system for tape energies
{Et(y)|y�[1, 3]} = {0, 0.75Tt, 1.1Tt}, device energies {Ed(y)|y�[1, 3]} = {0, ϵdTb, Tb}
and Tb = 1. The system acts as a heat engine in the red region, an eraser in the
blue region and is a dud in the gray region. The orange triangle and blue circle is
the sample we use for the stability and power plots in Fig. 5.10. Both data points
have a SM effect for δ = 0.25. (b) The KL divergence DKL

(
pt+d(τ)||πTb

t+d

)
as a

function of time τ , measuring the thermal relaxation of the device for different load
distribution factors, δ. The KL divergence is minimal for δSM = 0.25. In this plot, we
have chosen the orange triangle data point in the erasure regieme. The system has a
Strong Mpemba effect at that value for the specified parameters: Tt = 0.438, Tb = 1,
ϵt = 0.75, and ϵd = 0.25.

.
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gine and erasure τcyc as a function of δ from

DKL

(
pt+d(τcyc)||πTb

t+d

)
= DKL,cutoff. (5.52)

Fig. 5.10a shows τcyc as a function of δ for DKL,cutoff = 10−12. We notice that τcyc

has a minimum for δ = δSM – i.e., the load distribution factor for which we have the

Strong Mpemba effect.

We measure the average work per cycle as a function of the control parameter of

the dynamics, δ. The average work itself is not increased, but the derivative of work

goes to zero the fastest, as the power in equilibrium is zero. Thus for a shorter cycle

τcyc, we can reach the same average work faster, which leads to a greater average

power output per cycle, see Fig. 5.10a. So the main advantage here is from having

shorter cycles. This means the same average work can be achieved in a shorter time,

increasing the average power output per cycle.

Given that in a small device fluctuations can be large [63]. To gauge the stability

of the device, we measure the so-called Fano factor [122]. The Fano factor is a measure

of dispersion, defined as the ratio of the variance to the mean. Here it can be used to

predict the device’s stability in power output. The Fano factor for the power output,

defined as ∆P 2/P , is shown on Fig. 5.10c. For our parameter choice, it is always

smaller than unity, indicating that running the device with this set of parameters,

one has a stable power output. Note that for this reason, the gap (λ2−λ3) can not be

too large, as we need to be able to have long cycles, τcyc, to reduce the Fano factor.

To conclude, above, we give an example of a Maxwell device setup with anomalous

thermal relaxations and enhanced power output. For the choice of dynamics, which

given the fixed parameters of the problem, yields the Strong Mpemba effect, we have
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Figure 5.10: (a) Cycle time τcyc chosen so that the KL divergence is 10−12, which is an
arbitrary cutoff that will determine the periodic solution that the device settles into.
For small enough cutoffs and large enough times, the cycle time has a minimum at the
load factor δSM where we have the Strong Mpemba effect. (b) Average power output
per cycle, although the work per cycle is the same, the cycle duration depends on the
load distribution factor, for τcyc(δ) see Fig. 5.9b. Thus the average power output per
cycle, P = ⟨W ⟩/τcyc is maximal for δSM, the load distribution factor where we have
the Strong Mpemba effect. In this plot we are plotting the absolute value since the
work is negative in the erasure regime. We also multiply the value of the work done
for the information engine by 100 so that they both fit on the same plot. (c) The
Fano factor is smaller that one, indicating that the device is stable.

a reduced cycle time. The reduced cycle time implies increased power output. It

is important to note that here the increase in power output does not come at the

expense of efficiency or the stability of the device.

5.8 Discussion

Often, one can not alter the initial condition. Here, we ask the question, if there is

no anomalous thermal relaxation in the original system, can we alter the dynamics so

that the overlap with the system’s slow modes is zero? In other words, can we choose

a new dynamic with a Strong Mpemba effect for the fixed initial temperature? We

investigate such cases on linear reaction networks by controlling the dynamics with

the load distribution factor.
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In the first part of the chapter for a three-level linear reaction network, we explain

the regions with the Strong Mpemba effect as a function of the dynamics. We derive

that in a three-level system, the regions of the Strong Mpemba effect in cooling and

heating are non-overlapping and that there is, at most, a single Strong Mpemba

temperature. We discuss the effect of topology and the existence of gaps and islands

of the energy landscape and where we see the Strong Mpemba effect.

In the second part of the paper, as an illustration of the effect of the dynamics

on the thermal relaxation of the system, we study a Maxwell demon setup. Here the

three-level Markov jump process interacts with a thermal and information reservoir.

We show that with a suitable dynamics protocol, one can achieve the same average

work with a shorter cycle. The “suitable” dynamics happens to be the one that

yields the Strong Mpemba effect. As the average work output is constant, a higher

average power output accompanies a shorter operation cycle. We find a regime of

parameters where the device’s performance is stable, and due to the Strong Mpemba

effect, the power output is increased without sacrificing efficiency – the efficiency does

not change considerably with load distribution factor variations.
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Chapter 6

Conclusions and Prospects

The study of physical systems that are far from thermal equilibrium, along with trans-

port phenomena, networks, and their relaxation dynamics, has captured significant

interest within the realms of statistical physics and biophysics. In this dissertation,

we have explored both the strong and weak forms of the Mpemba effect. We demon-

strated that metastability is not a prerequisite for this phenomenon, linked theoretical

predictions with experimental results, and developed a deeper understanding of when

and why the Mpemba effect can occur. Additionally, we illustrated how the Mpemba

effect can be applied to discrete systems governed by Markov jump processes through

manipulated dynamics, even when the initial and final conditions remain constant.

We started our investigation by exploring the strong Mpemba effect within a sys-

tem of over-damped Langevin particles moving through a piecewise constant double

well potential energy landscape. By analytically solving the Fokker-Planck equation,

we could examine the phase space of the system, adjusting the height and width of

the barrier that separates the two wells. This allowed us to gain a thorough un-

derstanding of both the inverse and forward Strong Mpemba effects. Our findings

revealed that metastability is not a necessary condition for the presence of a Mpemba

effect. Interestingly, in cases where the well is perfectly symmetrical, we observed no

Mpemba effect, irrespective of the barrier’s height. Additionally, we identified that

the areas where the Mpemba effect occurred had boundaries marked by a change in
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the eigenvectors or a shift in the system’s ground state.

Next, we proceeded with the same foundational concepts and utilized a continuous

double well landscape model. Through meticulous approximations, we obtained an

analytical solution for the Strong Mpemba effect expressed in terms of mean first

passage times, which aligned well with the experimental outcomes. Additionally, we

outlined the conditions necessary for observing the Weak Mpemba effect and validated

our findings through Monte Carlo simulations.

In the latter part of this work, we investigated how dynamics influence anomalous

thermal relaxations, optimal transport, and information transfer. By altering the dy-

namics, we successfully induced a Strong Mpemba effect, demonstrating its potential

to identify the optimal transport plan. This capability does not hold in continuous

dynamics but is achievable in a discrete context, which was quite unexpected. Finally,

we examined the presence of the Mpemba effect in three and four-state networks and

how dynamics impact this phenomenon. We concluded with an example illustrating

how such an effect could enhance performance in a Maxwell demon setup.

Future research could explore the applications of the Mpemba effect within a dou-

ble well system. This framework is fundamental across various areas in physics and

chemistry, offering insights into quantum physics, chemical reactions, and even cos-

mology. It would be worthwhile to identify other theoretical examples or laboratory

settings where the Mpemba effect can be measured or explored in these systems.

Another intriguing avenue to consider is the relationship between the Mpemba

effect and optimal transport within larger networks. Many complex biophysical sys-

tems can be modeled as continuous-time Markov jump processes, and it would be

fascinating to examine whether such an effect could be leveraged in biological con-
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texts.

This dissertation presents some intriguing findings that significantly advance our

understanding of non-equilibrium physics. It illustrates that the Strong Mpemba

effect and accelerated relaxation processes align with experimental observations, re-

vealing a fascinating aspect of our universe. Additionally, it explores applications

where leveraging out-of-equilibrium relaxation pathways can enhance the efficiency

of thermodynamic devices, facilitating the more effective transportation of materials.

Overall, this research aims to deepen our comprehension of the intricate and often

surprising mechanics of our world. Ultimately, we aspire to unify these insights into

a cohesive framework, aspiring for a comprehensive description of the universe—this

remains the foundational goal of physics.
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Appendix A

Supporting Information for

chapter 2–Anomalous thermal

relaxation of Langevin particles in

a piecewise constant potential

A.0.1 Symmetric potentials

For symmetric potentials, V (x) = V (−x), the reflection operator, the operator that

flips ψµ(x) → ψµ(−x), commutes with the Schrödinger operator L. Thus each non-

degenerate eigenvector of L must also be an eigenvector of the reflection operator,

which implies that each eigenvector must be either even or odd under the reflection,

see e.g. [123]. The ground state having no nodes must be even, and the first excited

state having one node must be odd. In the case that U is symmetric and V is

symmetric and the domain is symmetric, we have that a2(T ) = 0 for all T , as an

integral of an odd function over a symmetric domain. Hence there is no Mpemba

effect associated with a2 in this case. The effect can be present at a higher order, i.e.

for aµ with µ > 2 [45].



136

A.0.2 Quadratic potential

For the quadratic potential U(x) = kx2/2, the eigenvectors and eigenvalues are

known. The case corresponds to the Ornstein-Ühlenbeck process, see e.g. [38], which

is described by the following Fokker-Planck equation

∂tp(x, t) = ∂x [kxp(x, t)] +
Db

2
∂2xp(x, t) (A.1)

where Db = 2kBTb is the diffusion coefficient. The left eigenfunctions φn and corre-

sponding eigenvalues are

φn = (2nn!)−1/2Hn

[
x

√
k

2kBTb

]
, λn = nk, (A.2)

where Hn are the Hermite polynomials. The stationary solution of the Fokker-Planck

equation is

π(x|Tb) =
√

k

2πkBTb
exp

[
− kx2

2kBTb

]
, (A.3)

and the general solution for the probability distribution is

p(x, t) =
∑
n=0

√
k

2πkBTb
e
− kx2

2kBTbφn(x)e
−nktAn, (A.4)

with overlap coefficients An ≡
∫∞
−∞ φnp(x, 0) dx. In the case of p(x, 0) = π(x|T ) the

coefficients An can be found explicitly as

A2n(T ) =

√
(2n)!

22n
1

n!

(
T

Tb
− 1

)n

, A2n+1(T ) = 0. (A.5)
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Note the overlap coefficients are k independent. For finite temperatures, the coeffi-

cient A2n is zero only for T = Tb. Therefore there is no strong Mpemba effect for

the Ornstein-Ühlenbeck process. Moreover, (T/Tb − 1)n is a monotonic function of

T , thus there is no weak Mpemba effect either for the Ornstein-Ühlenbeck process.

The absence of the Mpemba effect is expected. Namely, starting from a Gaussian

(Boltzmann distribution at temperature T ) and evolving with a Gaussian kernel to get

another Gaussian (Boltzmann distribution at temperature Tb), we are allowed to vary

only the width of the Gaussian, there is no other variable to vary [124]. Thus with

polynomial potentials and spatially uniform diffusion coefficients, to find a Mpemba

effect, we need to go beyond a quadratic potential to polynomial of higher degree or

other functions.
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Appendix B

Supporting Information for

chapter 3–Optimal transport and

anomalous thermal relaxations

B.1 Definitions

It is useful to define the following quantities. The entropy change after a state change

from y to x is

sxy = ln Rxy

Ryx

= βb(Ey − Ex). (B.1)

The frequency of jumps from y to x at t is

axy(t) = Rxypy(t), (B.2)

and the probability current from state y to x at t is

jxy(t) = Rxypy(t)−Ryxpx(t). (B.3)
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The dynamical activity is the amplitude of the transitions between the states

a(t) =
∑
x̸=y
x,y∈Ω

axy(t). (B.4)

The average number of jumps during time τ is

A(τ) =

∫ τ

0

a(t)dt. (B.5)

The entropy of the system is the Shannon entropy

S(p) = −
∑
x

px ln px, (B.6)

thus the change in the entropy of the system is

∆Ssys = S(p(τ))− S(p(0)). (B.7)

The entropy change of the environment is

∆Senv =

∫ τ

0

∑
x ̸=y
x,y∈Ω

axy(t)sxy dt. (B.8)

By using Eqs. (B.1) and (B.2), it can be written in an explicit form as

∆Senv =
∑
x∈Ω

βbEx

[
πT
x − px(τ)

]
. (B.9)

The total entropy production is the sum of the change in the entropy of the environ-
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ment and the change in the entropy of the system,

Σ(τ) = ∆Senv +∆Ssys. (B.10)

Using Eqs. (B.6 - B.9), the total entropy production is explicitly

Σ(τ) =
∑
x∈Ω

{
βbEx

[
πT
x − px(τ)

]
+πT

x ln πT
x − px(τ) ln px(τ)

}
. (B.11)

The entropy production rate, σ(t) ≡ dΣ(t)/dt, is

σ(t) =
∑
x>y
x,y∈Ω

(axy(t)− ayx(t)) ln
[
axy(t)

ayx(t)

]
, (B.12)

[125, 63]. Note that the entropy production rate is always non-negative, as axy − ayx

and ln[axy/ayx] always have matching signs.

Close to equilibrium for macroscopic systems, the currents depend on the ther-

modynamic forces in a linear fashion. The coefficients of this linear dependence are

the Onsager coefficients [126, 127]. For microscopic systems far from equilibrium, one

can define Onsager-like coefficients. The generalized force between transitions is

fxy(t) = ln axy(t)
ayx(t)

, (B.13)

see e.g. [61]. The thermodynamic force is the sum of the entropy changes in the

system and the environment. The ratio of the currents to the forces

mxy(t) =
jxy(t)

fxy(t)
=

axy(t)− ayx(t)

ln axy(t)− ln ayx(t)
, (B.14)
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identifies the “linear response” coefficients, mxy, which play the microscopic analogs

of the Onsager coefficients, as the entropy production rate can be expressed as a

quadratic form of generalized forces

σ(t) =
∑
x>y
x,y∈Ω

mxy(t) [fxy(t)]
2 . (B.15)

The sum linear response coefficients

m(t) =
∑
x>y
x,y∈Ω

mxy(t), (B.16)

is the dynamical state mobility, while the kinetic cost is defined as

M(τ) =

∫ τ

0

m(t) dt. (B.17)

For the overdamped-Langevin dynamics, the dynamical mobility converges to a con-

stant proportional to the diffusion coefficient, m ∝ Tb, and thus, the kinetic cost

linearly scales with time,

M(τ) ∝ Tb τ. (B.18)

Other introduced quantities have straightforward analogs in the continuous case.

Next, we discuss the optimal transport solutions for continuous and discrete classical

cases.
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Appendix C

Supporting Information for

chapter 5– Effect of dynamics on

anomalous thermal relaxations and

information exchange

C.1 Multiparticle picture

pn(t) =
N !

n1!n2!...nM !

M∏
i=1

[
ρTb
i + b2(w2)ie

ν2t
]ni

. (C.1)

Keeping the constant term plus the first correction with temporal dependence, we

have

pn(t) =
N !

n1!n2! . . . nM !

{ M∏
i=1

[
ρTb
i

]ni

+
M∏
i=1

[
ρTb
i

]ni−1
[
n1(w2)1ρ

Tb
2 . . . ρTb

M

+ n2ρ
Tb
1 (w2)2ρ

Tb
3 . . . ρTb

M + · · ·+ nMρ
Tb
1 ρ

Tb
2 . . . ρTb

M−1(w2)M

]
b2e

ν2t

}
. (C.2)
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The above expression simplifies to

pn(t) =
N !

n1!n2! . . . nM !

M∏
i=1

[
ρTb
i

]ni

[
1 +

M∑
j=1

nj
b2(w2)j

ρTb
j

eν2t

]
. (C.3)

The equilibrium distribution is multinomial, with a constraint N =
∑M

i=1 ni,

πTb
n =

N !

n1!n2! . . . nM !

M∏
i=1

[
ρTb
i

]ni

=
N !

n1!n2! . . . nM !

e−βbEn

(Z1(Tb))N
.

C.2 Two-level system

For a system with two types of reactants, M = 2, the chemical reactions are

X1

k21
⇄
k12

X2. (C.4)

By looking at the single-molecule system, N = 1,

d

dt
q =

−k21 k12

k21 −k12

 q, (C.5)

we obtain

b2(T, Tb) =
1

2

(
tanh

[
β∆ϵ12

2

]
− tanh

[
βb∆ϵ12

2

])
, (C.6)

where ∆ϵ12 ≡ ϵ1 − ϵ2.

If ϵ1 = ϵ2 the overlap coefficient is zero, b2 = 0, for all initial temperatures

T . Moreover the only critical point, ∂T b2 = 0, is at ϵ1 = ϵ2. Thus there is no
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Weak Mpemba effect for M = 2 associated with the overlap coefficient b2. The

same conclusion also holds for the case of general N , which is expected, as we noted

in Eq. (5.19). The Appendix provides a complementary derivation of the coefficient

a2 for general N . Notice that in the case of a two-level system, the load distribution

factor, δ, does not play a role, as b2 is independent of δ.

C.2.1 Two-level system and general N

The reactants X1 and X2 are characterized by internal energies ϵ1 and ϵ2. The system

starts in thermal equilibrium at T . The rate matrix R is a (N+1)×(N+1) tridiagonal

matrix. The main diagonal of R is

{−Nk12,−k21 − (N − 1)k12, . . . ,−Nk21} . (C.7)

The subdiagonal (the first diagonal below the main) is

{Nk12, (N − 1)k12, . . . , k12}, (C.8)

and the superdiagonal (the first diagonal above the main) is

{k21, 2k21, . . . , Nk21}. (C.9)

Note that this tridiagonal matrix can be symmetrized, as the product of the corre-

sponding off-diagonal elements is positive, see e.g. [meurant_review_1992]. The

first three eigenvalues are

{λ1, λ2, λ3} = {0,−k21 − k12,−2(k21 + k12)} . (C.10)
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By noticing a pattern for specific N , after explicitly writing the cases for N = 1 to

N = 4, we conclude, via mathematical induction, that for arbitrary N the overlap a2

is

a2 =
Ne(N−1)βbϵ2

(
eβbϵ1+βϵ2 − eβϵ1+βbϵ2

)
(eβbϵ1 + eβbϵ2)N (eβϵ1 + eβϵ2)

. (C.11)

If ϵ1 = ϵ2 the coefficient a2 = 0 for all temperatures T and Tb. Moreover the only

critical point, ∂Ta2 = 0, is at ϵ1 = ϵ2. No weak Mpemba effect for M = 2 is associated

with the overlap coefficient a2. We notice from Eqs. (C.11) and (C.6) that

a2(T, Tb) =
N

(eβb∆ϵ12+1)N−1 b2(T, Tb). (C.12)
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