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Abstract

Understanding of nano-scale thermal transport has enabled significant advances in a wide variety

of fields including microelectronics, alternative energy, optics, and many more [1–4]. Utilized in

many of these applications are a class of materials known as functional oxides. These materials are

oxygen compounds with specific functional properties of interest (e.g., dielectrics [5–8], piezoelectrics

[9–11], photovoltaics [12–14], thermoelectrics [15–19]). Often it is the defects in these materials that

enable functionality and, depending on the processing and operating conditions, the concentration

and types of defects that are present in these materials can vary widely [20]. In this dissertation,

I aim to identify the role that defects play in functional oxide materials with respect to thermal

transport.

The major thermal carriers in most functional oxide crystals are collective lattice vibrations, or

phonons [21]. Phonon-dominated thermal conductivity is dictated by the scattering of these thermal

carriers with a variety of other components or the material system, including defects in the crystal

[22, 23]. I concentrate on three types of defects that are common in functional oxides: boundaries,

extrinsic point defects, and intrinsic point defects.

Boundaries such as film boundaries and grain boundaries with nano-scale dimensions can be

detrimental to the thermal conductivity of a material. As the length of the uninterrupted crystal

reduces to the phonon mean free paths in the crystal, phonons will scatter readily off of nano-scale

boundaries and will not be able to propagate as they would in a bulk environment. This becomes

particularly relevant in technologies such as the microelectronics industry, where device size scales

are well below common phonon mean free paths in the constituent materials. To study this, I turn

to one of the more common functional oxides used in the microelectronics industry, BaTiO3.

I study the effects of nano-scale grains on thin films of BaTiO3 grown via chemical solution

deposition. The films studied are 150 nm and range in grain size from 36 nm - 63 nm. I show that

the thermal conductivity of these nano-grained films scales with the grain size and film thickness

and demonstrate agreement of this trend with analytical models. This result demonstrates that

despite a complex crystal structure, there is a mean free path spectrum of phonons in BaTiO3 that

significantly exceeds the dimensions of the grains and film (contrary to the common “gray” mean



2

free path assumption seen in literature).

To address the role of extrinsic point defects, or dopants, on the thermal conductivity of functional

oxides, I study the effects of dysprosium doping in thin films of cadmium oxide deposited by molecular

beam epitaxy. In this experiment, the addition of Dy dopants in CdO actually increases the thermal

conductivity initially, owing to a reduction in the equilibrium concentration of oxygen vacancies (a

type of defect that is intrinsic to all oxides). The defect profile, and thus the thermal conductivity, can

be further manipulated with more doping to subsequently decrease the phonon thermal conductivity,

then increase the electronic thermal conductivity, and then ultimately saturate the system and scatter

all thermal carriers leading to a two peak behavior in the thermal conductivity vs. Dy concentration

curve. I isolate the role of various thermal carriers with measurements at 80 K as well as room

temperature. I further explore the influence of this complex interplay of point defects with analytical

modeling of the trends in phonon thermal conductivity, a process which reveals the signature of defect

compensation which was not initially expected.

Change in intrinsic defect concentration in functional oxides can occur both from processing as

well as defect evolution while under operation. During prolonged operation under high electric fields,

defects in dielectric materials can undergo migration and pile up at the boundaries of the material.

This phenomenon of dielectric degradation, which can lead to dielectric breakdown, is a major failure

mechanism in electronic components. The buildup of heat can significantly accelerate this process,

thus understanding the effects of increased concentration of intrinsic defects on thermal transport in

functional oxides is critical.

I address this aspect of phonon-defect interaction in this dissertation with single crystals of

rutile TiO2 that have been annealed in controlled oxygen environments to manipulate the intrinsic

defect profiles. Using this processing technique, along with an analytical model for the thermal

conductivity, I determine the effect that each type of intrinsic defect has on the thermal conductivity

of the material. The results of this study show that the thermal conductivity of the TiO2 decreases

significantly at defect concentrations exceeding 1 at.%. As the defect concentration increases beyond

1 at.%, the rutile crystal structure is eventually lost and new layered Magnéli phases form which have

much lower thermal conductivity. This result will help to guide the understanding of the transport

processes involved in dielectric breakdown, indicating a defect concentration threshold after which

the impact to thermal transport becomes significant. In dielectric degradation, electro-migration
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can drive the formation a local high defect concentration layer on the size scale of ∼200 nm, thus

in addition to gaining insight into the thermal processes in general, the use of a nano-scale thermal

measurement technique in this project can be directly carried over into extensions of this study.

I use time domain thermoreflectance (TDTR) to measure the thermal conductivity in each these

experiments. TDTR is an ultra-fast optical pump-probe measurement technique that is ideal for

the measurement of nano-scale thermal transport [24–26]. As each of the experiments described

above has a component of nano-scale dimensionality (in the case of the TiO2, the extension of

the experiment involves nano-scale defected layers), TDTR is an invaluable tool in the pursuit of

understanding the effects of defects on thermal transport in these functional oxides.

The results in each of the studies discussed will provide valuable insight into the role of thermal

transport in their respective applications. Furthermore, these results demonstrate a framework for

understanding the impact defects on thermal transport in functional oxides and will lead to an

advanced control of the thermal conductivity of oxides in general.
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1 Introduction

Many recent developments in materials technology are centered around nanoscale applications which

generate a significant amount of energy, such as integrated microelectronics, or capture generated

energy, such as photovoltaics and thermoelectrics. In these applications, where size scales of techno-

logical dimensions and thermal carriers begin to intersect, thermal characterization becomes critically

important. In this regime, nanometer sized defects can significantly change the way in which heat

moves through a material. There are many different types of materials that are critical to applica-

tions where nanoscale thermal characterization is needed. In the case of microelectronics, we need

to know the thermal properties of the metal interconnects, the semiconducting active layers, and

the dielectric functional oxides, to name a few. For each of those components, understanding how

changes in nanoscale properties affect thermal transport is crucial to enabling optimal performance.

In this dissertation, my goal is to determine how thermal transport is affected by defects in

functional oxide materials. To accomplish this, we must understand what functional oxides are, be

able to control the defects present in them, and be able to measure and understand the thermal

transport properties in these defected materials of interest. I will present the necessary fundamental

concepts and use representative experiments to build an understanding of the interaction between

thermal carriers and defects in functional oxides.

Functional oxides, such as TiO2 or BaTiO3, are a class of materials that are oxygen compounds,

often with metals, which have some intrinsic electronic or magnetic property of technological interest

[27]. These properties can include semiconductivity [28, 29], ferroelectricity [30–32], ferromagnetism

[29, 33–36], or superconductivity [37–39]. Functional oxides are used in applications including micro-

electronics [5, 8, 40–45], photovoltaics [12, 13, 46, 47], piezoelectrics [9–11], and thermoelectrics [16,

18, 19, 48–51]. I will discuss much more about the applications, and specifically the thermally driven

aspects of the applications utilizing functional oxide materials below and in the chapters to come.

In addition to the diversity in functionality and application, these materials have been fabricated in

a slew of different methods and can be configured into geometries ranging from bulk single crystals

to nanoparticles. This flexibility in processing techniques will allow us to dictate the parameters of

our study in a way that isolates thermal transport properties and highlights the dynamics between
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Figure 1.1: Illustration of major types of oxide crystal defects addressed in this dissertation, including grain boundaries,
interstitial atoms, substitutional impurities, and vacancies.

thermal transport and defects.

All materials have defects [52, 53]. The common types of microstructural defects in fully dense

oxides can be generally separated into three major categories: boundaries, line defects, and point

defects. Boundaries are essentially dictated by the degree of crystallinity, where a single crystal has

boundaries defined by the sample and polycrystalline materials can have smaller grain or domain

boundaries. In this dissertation, I will be working commonly with boundaries in materials that

range from nanometers (with thin and nano-grained films) to millimeters (with bulk single crystals).

Line defects are usually dislocations in crystalline materials, a topic which I will not cover in this

dissertation. Lastly, there are point defects, which are extremely important in functional oxides.

Point defects are atomic scale imperfections consisting of missing atoms (vacancies), the wrong types

of atoms (substitutional defects), or atoms where there should not be atoms (interstitials). The

presence of point defects in a crystal is thermodynamically driven, that is to say that any crystal in

equilibrium will have point defects. In functional oxides, point defects can lead to functionality and

dictate conducting properties via the transport of species such as oxygen vacancies or mobile cations.

Additionally, the concentration of point defects in oxides is environmentally dependent, dictated by

the amount of oxygen surrounding the material, which is critically important since we live in an

oxygen rich atmosphere.
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The last piece of the puzzle to introduce is thermal transport. In crystalline materials, heat is

largely transported in one of two ways, either by mobile electrons, or by vibrations of the atoms in

the crystal [21, 22]. If a material is electrically conductive, most of the heat is usually transported by

electrons, since they are able to move significantly faster than the atomic vibrations can propagate.

If this is not the case, the heat is carried by atomic vibrations. With a crystalline lattice and finite

boundaries, atomic vibrations can only take on certain wavelengths and frequencies (the longest

possible wavelength dictated by the crystal boundary and the shortest wavelength by the atomic

spacing). We define the various modes of these vibrations, each with their given wavelength and

frequency, as phonons. I will not go into extreme depth into the definition of a phonon, but it is

important to have some idea of this heat-carrying quasiparticle, as phonons are the major thermal

transport mechanism in many functional oxides.

In phonon-dominated thermal transport, we can define the thermal conductivity using an equa-

tion taken from the kinetic theory of gasses,

κ = 1
3Cvl = 1

3Cv
2τ (1)

where the thermal conductivity, κ, is equal to the product of the energy the thermal carrier can

store, or the heat capacity, C, the velocity of the thermal carrier, v, and the distance the thermal

carrier can travel before scattering given by the mean free path, l, or the scattering time, τ .

This last component, the phonon mean free path, is the major aspect that is impacted by defects

in a material. Taking into account defects, we see that phonons can only travel a certain distance

before they will eventually be impeded and scatter. This concept of phonon defect scattering will

lead us to be able to selectively control phonon transport in materials depending on the types of

defects present, and is central to understanding thermal transport in functional oxides.

1.1 Phonon Defect Scattering

In determining the total mean free path, or alternatively the total scattering time associated

with phonon thermal conductivity, we add all of the contributions to phonon scattering using

Matthiesenn’s rule, as follows
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that different scattering mechanisms alter different aspects of the phonon spectrum, leading to a phonon filtering effect.

τ =

(
1

τ1
+

1

τ2
+ . . .+

1

τn

)−1

(2)

where τ , the total scattering time is determined by all of the different mechanisms that can scatter

phonons in a material, τ1 − τn [22].

While I will discuss each scattering mechanism present in much more depth throughout this dis-

sertation, in this introductory chapter, it is important to point out that different types of defects will

scatter phonons in different ways. Point defects, for instance, will preferentially scatter phonons with

high frequencies while boundaries will limit the propagation of the lower frequency, long wavelength

phonons. This means that we can manipulate the intrinsic phonon spectrum such that we scatter at

long wavelengths, short wavelengths, or both, and essentially create short-pass, long-pass, or notched

“phonon filters” as illustrated in Fig. 1.2.

The spectral thermal conductivity is the component of the thermal conductivity that is deter-

mined by certain frequency phonons. This parameter can be determined by analyzing the phonon
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frequency-dependent components of Eq. 1 (described in greater detail in Ch. 2.2). We can visualize

the phonon spectrum of a material by plotting this against the phonon frequency as in Fig. 1.2

and, given various scattering mechanisms, we see the impact of phonon defect scattering on different

wavelength phonons. The area under the curve plotted in Fig. 1.2 is the total phonon thermal con-

ductivity. Naturally introduction of additional scattering mechanisms will reduce that area. In the

case of boundary scattering, we see that long wavelength, low frequency phonons contribute much

less to the thermal conductivity, but the high frequency phonons are unaffected. This makes sense in

that defects such as grain boundaries will stop phonon propagation if the phonons would otherwise

exceed the boundary length, but high frequency phonons will already scatter on much shorter length

scales such that their resistance is not dominated to that boundary. Point defects will have the

opposite effect. High frequency phonons will be greatly perturbed by these defects which are on the

size scale of high frequency phonon mean free paths and low frequency phonons are not impacted.

As illustrated by the black dotted line in Fig. 1.2, multiple defect mechanisms can be combined to

limit the spectrum of the phonons in a material and reduce the thermal conductivity in a controlled

manner through phonon defect scattering.

1.2 Thermal Transport in Functional Oxides

As the goal of this dissertation is to determine the impact of phonon defect interactions specifically

in functional oxides, it is important to introduce the characteristics of thermal transport in these

materials before moving forward.

Since phonons are collective vibrations of the atoms on a crystal lattice, it makes sense that

complex crystal structures will yield more complexities in phonon transport. Thermal transport in

functional oxides, which by definition have at least two (and often more) atomic species involved in

their crystal structure, can be significantly more complex than that in simple, monatomic materials.

Two common crystal structures for functional oxides relevant to the studies that will be discussed in

this dissertation and shown in Fig. 1.3 are rocksalt (e.g., MgO, CdO, NiO, CuO) and the perovskite

structure (e.g., BaTiO3, SrTiO3, CaTiO3). While complexities in oxide atomic structure lead to

significant variation in phonon behavior, we will see that it also opens the avenue for wide variability

in point defect dynamics among the variety of atomic species involved.

The structures depicted in Fig. 1.3 are cubic, however non-centrosymmetric structures are also
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Figure 1.3: Common functional oxide crystal structures are the (a) rocksalt and (b) perovskite crystal structures.
Visualized using CrystalViewerTM by CrystalMaker Software Ltd.

quite common in functional oxides. Centrosymmetry is an important property which encompasses

phases that are dictated by relatively small shifts in equilibrium sites that can lead to ferroelec-

tric polarizing behavior and give rise to electronic domains. BaTiO3 is an example of a non-

centrosymmetric material. In bulk, BaTiO3 transitions from a low temperature rhomobohedral

structure to orthorhombic to tetragonal just below room temperature, and finally to cubic at the

Curie temperature, 393 K, all of these phases are dictated by a small shift in the cation equilibrium

locations in the unit cell [54]. The Curie temperature is the temperature below which a crystal is

polarizable, whether electrically or magnetically.

Functional oxides can be fabricated via a number of different processing techniques, yielding a

wide variety of quality, ranging from single crystal growth via methods such as the Verneuil process

[55] or molecular beam epitaxy [56], to polycrystalline growth by methods including sintering [57]

or chemical solution deposition [58]. This processing variability in itself offers the opportunity to

prescribe well defined defect profiles and tune thermal conductivity. In addition, functional oxides

are often processed to have specific electrical properties and can be tuned to be electrically insulating,

semiconducting, or conducting [5, 29, 53, 59]. With such a vast set of variables, it is not surprising

that the thermal properties of these materials have been studied for decades [42, 60–69].

From a strictly thermal perspective, even stoichiometric functional oxides can exhibit a wide array

of behaviors. In Fig. 1.4, I show the trend in thermal conductivity over temperature for a number

of different bulk oxides. Some functional oxides behave as ordinary phonon dominated systems,

with a peak thermal conductivity in the 10’s of Kelvin range where phonon scattering mechanisms
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Figure 1.4: Thermal conductivity of a number of perovskite crystals (along with a-Si for reference) from Tachibana et
al. [69] along with the rutile TiO2 along the [001] and [100] directions from Thurber et al. [15]

shift from mainly boundary and impurity limited transport to phonon-phonon scattering. There

is added complexity in materials such as BaTiO3 which exhibit phase transitions, some of which

have a distinct impact on thermal transport. In addition, there are functional oxides that, while

not much different chemically and still fully crystalline, exhibit extremely low thermal conductivity,

approaching that of typical amorphous materials.

Historically, the underlying physics of thermal transport in oxides was observed experimentally

using bulk techniques involving a variety of macroscale heaters and temperature sensors [15, 61,

62, 70, 71]. This method has been somewhat standardized with tooling such as Quantum Design’s

Physical Property Measurement System (PPMS), which is the system used in the Tachibana et al.

studies featured in Fig. 1.4 [69, 72, 73]. Another common bulk measurement technique is the laser

flash method which is a transient method based on thermal decay from absorbed illumination but

can be susceptible to losses from radiation, especially in high temperature measurements [74].

Theory and modeling of the phonon thermal conductivity of functional oxides have evolved along-

side the advancements in experimental measurements. Much of this is covered in Ch. 2.2, but will
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be briefly discussed here in historical context. Starting in the 1950’s, alongside Callaway [75–77],

Klemens derived the functional form of phonon scattering with point defects, and specifically oxide

vacancies [78, 79]. He continued to refine this theory and demonstrate its application throughout

his career extending his theory into thin films and polycrystalline ceramics of various compositions

[65, 80–82]. With advancements in computational power, many groups went beyond the analytical

models pioneered by Klemens and developed molecular dynamics simulations that accurately pre-

dict phonon behavior in complex oxides [83, 84]. These modeling techniques, along with ab-initio

methods, allow for computational development of the theory revolving around phonon interaction

with nano-scale boundaries [85, 86] and point defects [87, 88]. It should be noted that these exam-

ples give significant insight into the physical system, but due to the complexity of functional oxides,

accurate modeling of these systems is often a heavy task and leads to a relative scarcity of examples

in literature.

To study the effects of defects and small scale structuring of complex materials, we turn to mea-

surement techniques that provide micro- and nano-scale resolution. The first of these techniques to

become vetted in the literature was pioneered by Cahill and based on modulated electrical resistivity

and thermometry [89, 90]. The 3ω technique, was used early on to provide thermal transport mea-

surements in very low thermal conductivity oxides. These data were used to determine transitions in

behavior between glassy and crystalline behavior, the span of which was discussed previously with

regards to the data presented in Fig. 1.4. This technique provides the resolution necessary to resolve

phonon dynamics in materials such as crystals with layered oxide unit cells resulting in variable

bonding between layers [91] and strained thin film oxides [92]. The drawback of the 3ω technique

however, is its spatial resolution, with sampling depths on the order of micrometers, it necessitates

complex experimental design in order to determine properties of micro- and nano-structured mate-

rials. Furthermore, 3ω requires the precise patterning of microelectronic components on the surface

of the oxide in question.

The evolution of thermal transport measurement of functional oxides in the literature has led

largely to the use of time domain thermoreflectance (TDTR) to understand the more complex aspects

of phonon physics in thin film and nano-structured materials. TDTR is uniquely well equipped

to measure thin film systems, allowing for experimental validation of the thermal impact of novel

architectures and additional complexities. In our group, we have used TDTR to measure transport in
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complex oxide systems ranging from layered single crystal systems [93] to nano-grained thin films [94,

95] and many more. As all of the materials being analyzed in this dissertation involve nanometer size

scales (or in the case of the TiO2, will be used to eventually analyze thermal transport in materials

with nanoscale layering), the functional oxide thermal characterization technique that I use is TDTR.

1.3 Applications of Thermal Transport in Functional Oxides

The fundamentals of thermal transport, defects, and functional oxides are the foundation of this

dissertation. However, without applications, the motivation and focus of this work would be incom-

plete. The following discussion will focus on applications centered around three concepts: thermal

mitigation, thermal insulation, and thermal control.

1.3.1 Functional Oxide Applications in Thermal Mitigation

In terms of thermal mitigation, the microelectronics industry is a major driver of technological ad-

vancement. The buildup of heat is a limiting factor to the efficient operation of large scale integrated

circuits, and with Moore’s law driving relevant size scales into the nanometer range, understanding

thermal transport in transistor architectures is of critical importance [3].

This application was initially on the minds of oxide thermal engineers with respect to degradation

and breakdown of gate dielectrics, the quintessential application of functional oxides in transistor

architectures [43, 96–98]. These works highlight the consideration of the phonon response not only

with degraded gate oxides, but also on hot electron collisions during operation [96, 97]. The processes

of dielectric breakdown and the thermal acceleration of breakdown are a major motivator of this

dissertation and as such, will be discussed in detail in Ch. 2.5.

Advances in the fabrication of gate oxide materials led to the implementation of much thinner

“high-k” dielectrics, which opened up the thermal community to exploration of relatively novel

materials such as halfnium (IV) oxide [44, 99, 100]. In this time period, the community experienced

an increase in the attention to thermal transport in fully integrated devices [101, 102].

Analysis of thermal transport in the oxide based components of microelectronic devices has

resulted in a number of technological advancements. In many device structures, a layer of SiO2 is

used to electrically isolate the active layer of the transistor architecture from the substrate. Bresson

et al. have proposed alternative substrate isolation schemes using oxide layers that have significantly
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higher thermal conductivities, thus decreasing thermal buildup [101]. Similarly, Maitra et al. have

suggested using gate dielectric materials that are chosen specifically to take into account thermal

transport [102]. Nowadays, thermal transport is often considered early in the design process, for

example in the application of graphene field effect transistors [103, 104] or thermally assisted novel

memory solutions [105, 106]. The microelectronics industry is putting significant concentration on

nano-scale thermal solutions, and with that comes similar considerations in all of the fields that feed

into that application.

1.3.2 Functional Oxide Applications in Thermal Insulation

The other extreme of oxide thermal engineering lies not in heat efficiently exiting a material, but in

engineering materials that can efficiently trap heat. The two major oxide-based applications that we

see in this case are thermal barrier coatings and thermoelectric materials.

Thermal and environmental barrier coatings are the thick film layers that are used to protect

turbine blades from the hot gas streams in engines [67]. The materials considerations for these

coatings are often centered in thermal insulation, but must also take into account stability in harsh

environments and extremely high operating temperatures [107]. Since many engines are operated

in oxidizing environments, and efficiency is increased with operating temperature, oxides are the

generally accepted solution for these protective coatings. Processing-wise, materials in question must

be compatible with common deposition techniques, the most popular of which is plasma-spray. The

most common material for thermal barrier coatings is yttria-stabilized zirconia (YSZ) which, as seen

in Fig. 1.5, has a thermal conductivity below 3 W m−1 K−1 at relevant operating temperatures [108].

The dependence of the thermal conductivity on the deposition technique demonstrates the role of

porosity on the thermal insulation through these thick films. Air plasma spray (APS) coating results

in a relatively porous material, which will exhibit additional scattering of phonons from boundaries

and defects, thus yielding a very low thermal conductivity.

The intrinsic low thermal conductivity of YSZ is quite interesting in itself. YSZ is essentially

heavily doped ZrO2. ZrO2 has many polymorphs and goes through phase changes at high tempera-

tures, however, the introduction of yttria forces a stabilization of the high temperature cubic phase

across all relevant operating temperatures. It would follow, then, that the reduced thermal conduc-

tivity of YSZ is a result largely of impurity scattering. Simulations of phonon transport in YSZ,
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Figure 1.5: Thermal conductivity of materials used in thermal barrier coatings using various deposition techniques, all
exhibiting very low thermal conductivities at high temperatures. Thermal conductivity of fused silica is included as a
reference [67].

however, have actually led to the conclusion that the heat carrying vibrations in the material behave

more like amorphous heat carriers than phonons [109]. This results in a very low thermal conductiv-

ity since the mean free paths of the heat carriers are extremely short and interaction between heat

carriers is not dictated strictly by typical phonon interactions.

In this vain, a course of investigation for new thermal barrier coating materials lies in exploration

of oxides with very complex crystal structures that will reduce phonon transport to an amorphous

limit [68, 93, 110]. Additionally, investigations into adding phonon scattering mechanisms such as

nano-scale boundaries have led to considering a variety of deposition techniques and materials [51,

111]. These efforts are quite challenging for a number of reasons. Operation at high tempera-

tures puts materials well into the regime where phonon-phonon scattering dominates, so incremental

changes to other scattering mechanisms may not have as profound an effect as they would at room

temperature. In the commercial implementation of new thermal barrier coating materials, one must

take into account many more factors aside from the phonon dynamics. Material constraints such as

environmental stability and ease of manufacturing processing which directly impact the reliability

and cost of the technology severely limit the flexibility in implementing new materials for thermal

barrier coatings.

Alternatively, an application for low thermal conductivity materials that is recently getting a lot
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of attention and has significant potential for innovation is thermoelectric materials [17–19, 48–51,

112–127]. Thermoelectrics are materials that generate a significant electrical bias from a thermal

gradient [48]. These materials are being explored for implementation in electrical generators from

waste heat as well as solid state refrigerators. Since a thermal gradient is necessary to operate a

thermoelectric device, having a low thermal conductivity material is crucial to the device design. For

energy generation, as in any heat driven generator, the hotter the device can run the more efficient

it will be, thus many materials considered for thermoelectrics are required to operate in the 100’s -

1000’s ◦C range. While many non-oxide materials are currently being explored for this application

(common materials currently being used range from simple SiGe compounds to complex materials

such as layered PbTe and skutterdites [18]), the combination of high temperatures and low thermal

conductivities steer us towards oxides as a potential solution.

The materials component of the device efficiency is characterized by a figure of merit, ZT [16]

ZT =
σS2T

κt
(3)

where σ is the electrical conductivity, S is the Seebeck coefficient, T is temperature, and κt is

the total thermal conductivity. The Seebeck coefficient is the proportionality constant between the

generated voltage and thermal gradient (with units of V/K) [128]. The total thermal conductivity is

determined by the combination of the contribution to the thermal conductivity both from electrical

transport and phonon transport as follows

κt = κel + κph (4)

where κph is the lattice or phonon contribution to the thermal conductivity and κel is the electronic

contribution to the thermal conductivity, which can be related to the electrical conductivity using

the Wiedemann-Franz law [129]

κel = σLT (5)

where L is the Lorenz number which is a proportionality constant (L = 2.44× 10−8 W Ω K−2).
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From this, one can see that thermoelectrics provide an interesting materials engineering challenge.

An increase in electrical conductivity results in an increase in the electrical contribution to the

thermal conductivity, which will have opposing effects on ZT . Meanwhile, the mechanisms in which

we use to reduce the phonon contribution to the thermal conductivity can also adversely effect the

electronic mobility, decreasing σ, and potentially having significant opposing effects on ZT . Thus it

is left up to the materials scientists and engineers to find an optimal balance of electronic mobility

and phonon hinderance that will maximize the ZT at a given temperature.

Complex oxides offer a tunability and control that is not seen in many other materials. Even in

the mid-1900’s, the thermoelectric properties of TiO2 were being investigated with modification of

extrinsic and intrinsic defect levels to alter the thermopower [15, 130]. More recently, careful process-

ing techniques have allowed researchers to identify the role of various dopants on the thermoelectric

properties of common complex oxides such as SrTiO3. Double doping effects have led to relatively

high figures of merit by doping SrTiO3 with both La and O vacancies [119, 121] as well as La and

Dy [131]. In these applications, phonon scattering from impurities is able to drive up the ZT and

enhance the potential for the thermoelectric efficiency of devices using these materials. Bhattacharya

et al. have investigated these specific scattering mechanisms and have analyzed the role of strain

field scattering of phonons in Y doped SrTiO3 [132]. Other dopant schemes have been investigated

in BaTiO3, for instance, substitutional doping to replace Ti cations with Nb resulting in changes

in thermopower [112]. Investigations into TiO2 have revealed that ZT and the Seebeck coefficient

can be maximized using defect engineering, moving into reduction as low as transitions into Magnéli

phases [17, 133, 134]. The ZT values for all of these studies mentioned have yet to exceed 0.4 by

defect engineering alone, but there are other favorable aspects of complex oxides that include tuning

conduction mechanisms between electrons and holes to establish n-type and p-type legs of the ther-

moelectric devices, relatively abundant source materials, and well known bulk processing techniques

that can still maintain control over defect profiles in a scalable way.

Aside from point defect scattering, common strategies to reduce thermal conductivity for thermo-

electrics lie in nano-structuring [49, 117, 118] and introduction of nano-particles [114, 135]. Advances

with respect to complex oxide thermoelectrics have been made in superlattice structures with in-

terrupted interfaces [51] as well as incorporation of nano-scale grain boundaries and inclusions into

already defected oxides [127].



1 INTRODUCTION 24

Complex oxide materials are beginning to push into the regime where thermal and electrical

engineering are enabling architectures that make for efficient thermoelectric devices. With further

understanding of the interaction of phonons with engineered defects in these materials, we will be

able to map out the future direction of oxides into thermoelectric and thermal barrier applications

which utilize these well-known and abundant materials.

1.3.3 Functional Oxide Applications in Thermal Tuning

Beyond maximizing or minimizing thermal transport, functional oxide materials can also be used to

tune thermal conductivity continuously. This can be extremely useful optimizing operating temper-

atures of nano structured electronic and energy generating devices [113, 115, 136], and is a crucial

concept in the creation of thermal devices such as thermal rectifiers [137, 138].

As mentioned previously, the primary means of tuning the thermal conductivity in complex oxide

materials lies in using defects to control thermal transport. While each of the studies that I present in

my dissertation focus specifically on their own primary applications (multi-layer capacitors, infrared

optics, and dielectric breakdown), the findings shown could easily be applied to thermal tuning

applications. In functional oxide materials, we are able to introduce defects that will not only

continuously decrease thermal transport, but bi-directionally tune the thermal conductivity using

various defect compensation mechanisms and by introducing electronic thermal carriers.

As will be discussed in Ch. 2.3, intrinsic defect concentrations in oxides can be modified by control

over the partial pressure of oxygen in growth or annealing environments. These partial pressures

can be continuously controlled, thus the concentration of defects can be smoothly modulated. This

was demonstrated by Luckyanova et al. where Pr-doped CeO2 was reduced continuously to map out

a thermal conductivity trend that goes from intrinsic to 50% of the intrinsic thermal conductivity

by annealing at various partial pressures of oxygen [139]. Bi-directional thermal conductivity tuning

was demonstrated by Brooks et al. in SrTiO3 [140] by moving through a continuous range of non-

stoichiometry that induces multiple layered phases (Ruddleson-Popper phases) [141, 142]. This

growth was performed using molecular beam epitaxy, and so the flux of the constituent atomic

species can be controlled, which enables the thermal conductivity tuning seen in Fig. 1.6 of up to an

80% reduction in the intrinsic thermal conductivity.

Utilizing molecular beam epitaxy, Sachet et al. doped CdO with Dy such that substitutional
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Figure 1.6: Tuning of the thermal conductivity of SrTiO3 using control over Sr stoichiometry in molecular beam epitaxy.
Extreme reductions in the thermal conductivity arise from the presence of new layered phases [140].

doping increased the concentration of free electronic carriers. In this collaborative work, I demon-

strated that the thermal conductivity of this system can be driven up by a factor of two beyond the

intrinsic value for CdO [143, 144]. Since this work is part of this dissertation, I will explain this in

much more depth in Ch. 5, however, I introduce this now since it is a prime example of thermal

conductivity tuning using point defects. Specifically, it represents a unique case in which the total

thermal conductivity can be tuned above the intrinsic level and then back down by using one type

of dopant and the interplay of various point defect equilibria in an oxide.

Alternative tuning mechanisms lie in the continuous spanning of nano-structured dimensions

that spectrally modify rates of boundary scattering. In the case of nanoscale grains, the well-known

and scalable method of chemical solution deposition can be used to fine tune grain sizes in oxides

spanning sizes from 10’s to 100’s nm grains [58, 145, 146]. This fine control over grain size enables

an expansion of mobile mean free paths of phonons in the system. As seen in previous publications

from our group [94] as well as the work in this dissertation [95], thermal conductivity tuning using

nano-grained oxides is a viable solution to thermal transport control.

Similar effects can be accomplished using nano-scale layering found in superlattices. Oxide super-
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Figure 1.7: Thermal conductivity controlled by interface density of CaTiO3/SrTiO3 superlattice interface density at
three different temperatures. Cross over into the coherent regime shifts and becomes more pronounced from changes
in phonon spectrum with temperature. Lines included to guide the eye [147].

lattices exhibiting low thermal conductivites have been grown using a number of techniques including

atomic and molecular layer deposition [51], molecular beam epitaxy [147], and even bulk sintering

techniques for naturally occurring superlattices [91, 148]. In this case, a continuous decrease in the

thermal conductivity follows the increase of boundary density. The exception to this is shown by

Ravichandran et al., where bi-directional thermal conductivity tuning is achieved through a cross-

over into a coherent phonon regime when the interface density approaches the coherence length of the

phonons [147]. Figure 1.7 shows this in the thermal conductivity of CaTiO3/SrTiO3 superlattices.

As the interface density increases (period thickness decreases), the phonons scatter incoherently at

each boundary, which results in a decrease in the thermal conductivity with decreasing boundary

thickness. However, as the superlattice layers become thin enough, the system begins to act essen-

tially as having a new unit cell that encompasses multiple superlattice layers. This resulting effect

is referred to as coherent behavior with respect to phonon transport and, upon entering this regime,

we begin to see the thermal conductivity increase with increasing interface density.

An extension of thermal tuning that can be accomplished with oxides is spatial thermal tuning,

that is, thermal rectification. The idea behind this is to have a material, or device, with thermal

transport properties that differ in a forward direction compared to a reverse direction [137]. There

are many mechanisms that can be used to achieve thermal rectification, the first example of which
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was demonstrated many decades ago with an oxide-metal interface [149]. In that example, it is

the electronic transfer at the interface that enables heat to move more easily from the metal to

the oxide than the reverse. From a phonon standpoint, other mechanisms that are oxide-relevant

have been suggested and demonstrated to accomplish thermal rectification. One such mechanism is

strain gradients, where a lattice mismatch can establish a gradient in strain that will preferentially

scatter phonons. This could be accomplished easily in an oxide thin film using a variety of processing

techniques and graded concentrations of defects in layers.

The results of the studies shown in this dissertation can be used to determine the relevant concen-

trations needed to accomplish a point defect gradient induced rectification, which was demonstrated

in the thick-layer limit using LaCoO3 and Sr doped LaCoO3 [150]. Kobayashi et al. showed that

with a bi-layer heterojunction (in a bulk series configuration) the difference in the thermal conduc-

tivity between the two directions was a factor of two (1.5 W m−1 K−1 and 3.3 W m−1 K−1 for LCO

and LSCO, respectively), and resulted in a change in thermal flux of 150% in the forward direction

compared to the reverse direction. Alternative mechanisms include geometrical limitations, utilizing

changes in boundary scattering to direct thermal transport and establish a gradient in the thermal

conductivity. Since the relevant size scales need to be small enough to exhibit size effects, this is

often seen in patterned graphene and graphene oxide that is shaped to have variable size effect based

phonon scattering [151, 152]. As will be discussed in Ch. 4, the results of this dissertation lead to a

potential path forward for accomplishing geometrically graded thermal rectification using common

oxide materials.

Clearly, the manipulation of thermal transport is important to a wide variety of applications.

The results put forward in this dissertation will not only answer questions posed by their respec-

tive motivating applications, but can be extended to further the understanding of phonon-defect

interactions in functional oxides in general.

1.4 Statement of Objectives and Impact

This dissertation will demonstrate the manipulation of phonon transport in functional oxides using

defect scattering. Through a fundamental understanding of phonon-defect interactions and precise

processing conditions, I will show that defect scattering can selectively scatter different spectral

windows of the heat carrying phonons, allowing control over the thermal conductivity of complex
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oxide materials. I will dedicate the next chapter of this dissertation to discussing some fundamental

ideas involved in thermal transport and functional oxides. This will be followed by a chapter on

the measurement of nanoscale thermal transport. The experimental findings that I will discuss are

based around three different types of oxide defects: grain boundaries, extrinsic point defects, and

intrinsic point defects, each with its own chapter. Through these studies I will demonstrate the form

of phonon-defect interactions, defining the thermal impact with respect to the applications of the

materials as well as providing additional insight into the relevant physical dynamics by analysis of

the trends in thermal transport.

• Chapter 2 - Background - In the background section I will address some key concepts in depth

that will be used throughout the three studies discussed in later chapters. I will cover the

definition of a phonon and the mathematical modeling of phonon thermal conductivity. I will

also address the manipulation of oxide point defect profiles, a concept which is key to the

final study that I will discuss. As mentioned above, I will also go into depth regarding the

application of dielectric breakdown in oxides. The dielectric breakdown process is the major

failure mechanism of oxides under high electric fields and directly motivates the final study of

this dissertation. Each chapter covering the results of the studies conducted will also include

some background on the specific subject and applications associated with that material and

defect system.

• Chapter 3 - Measurement of Nanoscale Thermal Transport - The measurement technique used

for the studies in this dissertation is time domain thermoreflectance. This non-contact, ultra-

fast, pump-probe measurement technique is ideal for the measurement of nanoscale thermal

transport. In this chapter, I explain the various components that go into a thermoreflectance

measurement, discussing not only time domain, but also frequency domain thermoreflectance

technique as well. I will go over the physical aspects of the system, as well as a full treatment

of the analysis of thermoreflectance data.

• Chapter 4 - Phonon Interactions with Grain Boundaries in BaTiO3 - Phonon boundary scat-

tering is a crucial component to thermal engineering of nano-structured materials. In this study

we analyze the effects of boundary scattering at nanometer size scales in BaTiO3, a material

that is a primary constituent in multilayer ceramic capacitors and other electronic components
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that necessitate size scaling for technological advancement. We find that the grain boundaries

scatter long wavelength phonons, demonstrating the spectral nature of phonons in oxides (a

characteristic that has been refuted in literature focused on complex oxides).

• Chapter 5 - Phonon Interactions with Extrinsically Controlled Point Defects in CdO - Complex

point defect interactions are common in oxides and can have a large impact on thermal con-

ductivity. In this chapter, we utilize molecular beam epitaxy to control the concentrations of

substitutional dopants and manipulate the defect profile resulting in tunability of the thermal

conductivity of CdO. We see that with the interaction between the extrinsic and intrinsic point

defects, we are able to reduce total phonon scattering, increase total phonon scattering, in-

crease electronic thermal conductivity, or decrease the total thermal conductivity with control

simply by Dy dopant concentration. We present a model that captures the data in various

doping regimes, indicating dominance of various defect interactions that occur over different

dopant concentrations. This study demonstrates not only thermal tunability, but the use of

thermal transport findings to further understand the complex defect interactions in oxides.

• Chapter 6 - Phonon Interactions with Intrinsic Point Defects in TiO2 - A major failure mech-

anism of functional oxide materials is dielectric breakdown under extreme conditions. During

breakdown, large concentrations of point defects have been shown to pile up at the electrodes,

which are suspected to lead to the buildup of heat from phonon scattering and accelerate the

breakdown process. In this chapter, we manipulate intrinsic defect concentrations to experi-

mentally determine the change in phonon transport properties in functional oxides. We anneal

bulk single crystals under various partial pressures of oxygen to determine the impact of point

defect scattering on the thermal conductivity. This study will provide insight into the changing

thermal properties during the dielectric breakdown process.

These findings will help to guide the use of functional oxides in the context of thermal engineering.

Whether being engineered to increase thermal gradients for energy harvesting, or to dissipate as much

heat as possible under high energy density electronic operation, the trends and models presented in

this work will help to provide a framework for understanding the phonon scattering mechanisms in

these materials. Functional oxides provide an ideal medium to explore the manipulation of phonon

transport through defect scattering thanks to the variety of processing techniques and well-known
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control of resulting defect profiles. We have shown that, using three different sample fabrication

methods, in both nano-structured and bulk, and various dimensionalities of point defects, that defect

control is an effective means of manipulating phonon profiles and controlling thermal conductivity.

The specific results shown in Ch. 4-6 will be published in a total of four publications. A number

of other publications relating to nanoscale thermal transport and following up from these studies are

listed in the final chapter of this dissertation.
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2 Background

This chapter will lay the groundwork and fill in the gaps of the reader as they progress on to the

specific projects addressed in my dissertation. I will begin by addressing the definition of a phonon

and some salient characteristics of phonons that are critical to the work that I have done. In addition,

each project described in this dissertation is accompanied by insight from an analytical model. I

will outline the basic process for arriving at that model in this chapter, and in each of the following

chapters I will delve into the specifics that are critical for the respective findings.

Aside from thermal transport concepts, I outline two major topics regarding functional oxides.

One is the formation of point defects in oxides. Point defects give rise to functionality in oxides

and allow for a significant engineering opportunity. In Ch. 5 we will tune point defect profiles

using extrinsic defects. In Ch. 6 we control point defect profiles using environmental controls during

annealing. A somewhat advanced knowledge of point defect formation and interaction is required to

understand these processes in depth, and so I will cover point defect formation in this chapter. The

other oxide related topic covered in this chapter is dielectric breakdown. Dielectric breakdown is the

motivating application for the work done in Ch. 6. In this chapter I delve into the prior work that

has been done in the field as well as the physics behind the breakdown process. This background

will help draw the connection between the study that I have performed in TiO2 and the dielectric

breakdown process, namely the importance of understanding the impact of significant point defect

concentrations on thermal transport in oxides.

Together, the topics covered in this chapter will provide the reader with a working knowledge of

the concepts discussed throughout the rest of this dissertation. Each of the results-based chapters

will also include some background information for the respective subject in a way that keeps the

specifics of that subject fresh in the reader’s mind throughout that chapter. In this way, the combi-

nation of common foundational knowledge in this chapter and specific motivation and supplemental

background in subsequent chapters will come together to paint an impactful story for each study

presented in this work.
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2.1 Phonons

Heat moves through electrically insulating crystals in the form of collective oscillations of atoms

about their equilibrium positions [21]. These oscillations have maximum and minimum wavelengths

dictated by the boundaries of the crystal and the atomic spacing between atoms, respectively. Since

the vibrational characteristics are dictated by fixed atomic positions, the various modes of oscillations

can be quantized into quasi-particles known as phonons.

Phonons are often conceptualized using a ball and spring model, where atoms are represented

by a ball of a given mass and the bonds between atoms in a crystal are the springs. Figure 2.1

gives a visualization of this concept in one dimension. In a three dimensional crystal, there exist 3N

phonon modes, where N is the number of atoms. These modes consist of three different polarizations;

one longitudinal and two transverse. The longitudinal vibrations are essentially compressions and

expansions of the bonds between atoms. The transverse modes are deviations from the equilibrium

atomic position either vertically or horizontally with respect to the direction of phonon propagation.

The restoring forces that keep these vibrations propagating come from the atomic bonds in the

material. Bonding characteristics, along with the mass of the constituent atoms, dictate the nature

of the phonon modes present.

Phonons can be classified into two types; acoustic phonons or optical phonons. In simple

monatomic crystals only acoustic phonons exist, these are lower frequency vibrational modes that

tend to a constant speed at long wavelengths (which is the sound speed in the crystal). If a crystal

has more than one atom in its basis, then optical phonons will also exist. These are out of phase

oscillations between the two different basis atoms and are generally higher frequency than acoustic

phonons (on the order of magnitude of common optical frequencies) [23].

These concepts are captured well using a dispersion diagram, examples of which are seen in

Fig. 2.2. These diagrams contain a wealth of information regarding thermal transport in a crystalline

material, so I will use these examples to guide an explanation of some of the complexities of phonons

that are important to this dissertation. Each branch in the dispersion diagram corresponds to a type

and polarization of phonon mode. In the case of gold, a monatomic material with a face centered

cubic lattice, there are three acoustic branches, one longitudinal and two transverse, with two different

characteristic trends of wave vector vs. frequency. The dispersion diagram gives us a map of the
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Figure 2.1: Illustration of lattice vibrations, or phonons, in a one dimensional crystal using the ball and spring model
for atomic bonding.

energy of any given phonon mode with respect to the associated wave vector (or inverse wavelength).

The wave vectors that exist range from nearly zero (corresponding to a long wavelength, or the

crystal boundary) up to a constant defined by the lattice parameter (corresponding to the minimum

wavelength). The energy of a given phonon mode, E, at a certain wave vector is defined in the

dispersion diagram by the phonon frequency, ν, and Planck’s constant, h̄, using the Planck-Einstein

relation similar to photons where E = h̄ν.

The group velocity of phonon propagation can also be determined from the dispersion diagram

as it is defined by v = ∂ω/∂k. As can be seen in Fig. 2.2, the dispersion of each acoustic branch is

linear at long wavelengths, corresponding to a constant phonon group velocity, which as mentioned

previously, is the sound speed in the crystal.

If there is more than a one atom basis for the unit cell of a material, then additional types of

phonon modes will exist. We see this in the silicon phonon dispersion in Fig. 2.2. Aside from the

acoustic phonon branches, optical phonon branches also exist at higher frequencies that correspond

to 180◦ out of phase vibrations at the zone center between the two different atoms of the basis.

Additional complexities in atomic structure of a crystal will result in more complex phonon

characteristics, as can be seen in TiO2, where the phonon dispersion has 18 branches total and the

two transverse phonon branches are not degenerate. I will explore this behavior in much greater depth
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Figure 2.2: Phonon dispersion diagrams for gold, silicon, and TiO2. These materials have increasingly complex crystal
structures leading to additional features in phonon characteristics [23, 153, 154].

in Ch. 6, but I will mention here that this complexity arises generally from the number of atoms in

the unit cell along with an anisotropic crystal structure. The number of branches corresponds to the

rutile unit cell with a six atom basis (three branches per atom in the basis) and the non-degeneracy

arises from the difference in lattice parameter between the [100] axis and the [001] axis (this also

results in a different dispersion relationship for these two directions).

From these basic phonon characteristics it is clear that phonon transport in functional oxides,

even just considering the differences in mass and bonding of the constituent atoms in stoichiometric

oxides, is quite complex and can vary significantly from oxide to oxide.

With this understanding of phonons, we can start to assemble a picture of thermal transport

in functional oxides which will consist of the energy a phonon can transport, the speed at which

the phonon can propagate, and the interaction that a phonon has with any non-idealities in the

crystal. This dissertation is centered around the last of these three components. It is taken into

account by a characteristic length that a population of phonons can travel freely without losing phase

or momentum, or a mean free path. The mean free path of a phonon is dictated by a number of

different physical aspects of a crystal (the presence of other phonons, the concentration of impurities

in the crystal, changes in crystal structure or orientation, etc.) which will be discussed further in

the following chapters. In the next section, I will show how thermal transport can be quantified in

an analytical model for the phonon thermal conductivity of a crystal.
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2.2 Modeling Phonon Transport

In order to better understand the trends in thermal conductivity that I measure, in each study

presented in this dissertation, I model the phonon thermal conductivity as a function of defect

concentration. In this chapter, I will describe the general approach to modeling frequency dependent

phonon thermal conductivity. I will use a simple, yet powerful and widely applied model for phonon

thermal conductivity, known as the Callaway model [77]. As this is an analytical model, it lacks the

complexity that approaches such as molecular dynamics or first principles models incorporate. This

choice of a simple, closed form model is a conscious choice that is justified by an attempt to limit

assumptions and fitting parameters that may obscure the physical nature of the model. I attempt

to make few enough assumptions, limiting the model to no more than three fitting parameters, such

that the model is sufficient to capture the magnitude and general trend in the data, but not over

parameterized. While this may lead to fitting that appears less than ideal, it allows me to isolate

important physical components of the model and identify the role they play without being masked

by adjustable parameters compensating for inaccurate modeling.

Defects influence the thermal conductivity by limiting the phonon mean free path, which I model

using a phonon scattering time that takes into account various defect scattering mechanisms. We

combine each of these components and integrate the product over each phonon frequency and wave-

length to model the total phonon thermal conductivity (i.e., the quantity that we measure). As can

be seen from the chapters that follow this background, these models can capture trends in phonon

transport rather well and lead to a significant improvement in understanding the mechanisms behind

defect-phonon interactions in the functional oxides that I have measured.

The model I use consists of a phonon wavelength-dependent product of the energy of a given

phonon mode, the velocity of this phonon mode, and the distance that this phonon mode will

traverse through a crystal before scattering and losing phase or momentum [77]. The component

of thermal transport that takes into account the energy of a phonon mode is the volumetric heat

capacity, C, the phonon propagation velocity is given by the group velocity, v, and the distance

traveled before scattering is the mean free path, l, which can be written as the product of the group

velocity and a scattering time, τ . Integrating these parameters over all phonon frequencies, ω, and

each branch of the phonon dispersion, i, yields
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κ(ω) =
∑

i

∫
Cvldω =

∑

i

∫
Cv2τdω (6)

This formulation will be used repeatedly throughout this dissertation.

I will start by discussing the first term in this integral, the volumetric heat capacity. The definition

of the volumetric heat capacity is the change in internal energy with respect to temperature at a

constant volume [52].

C =

(
dU

dT

)

v

(7)

The energy in the system is the product of the vibrational energy of a given phonon mode, the

density of states, and population of phonons at a given temperature. Thus the heat capacity for the

phonon modes present in the material is

C =
d

dT

∫
h̄ω ∗DOS(ω) ∗ FBE(T, ω)dω (8)

=

∫
h̄ω ∗DOS(ω) ∗ dFBE(T, ω)

dT
dω (9)

where h̄ is Planck’s constant, ω is the phonon frequency, T is the temperature, DOS is the phonon

density of states, and FBE is the Bose-Einstein distribution function, which is the only component

of the formulation that is temperature dependent and takes the form

FBE =
1

exp
(
h̄ω
kBT

)
− 1

(10)

where kB is Boltzmann’s constant.

We see the form of this function in Fig. 2.3. An important aspect of this distribution is the

change in frequency dependance with temperature. As temperature increases, the distribution shifts

towards higher frequencies. Conversely, at low temperatures, the phonon spectrum is more heavily

populated with long wavelength vibrational modes. Many phonon interactions that we will study

depend heavily on phonon frequency, thus manipulation of the phonon spectrum in a material can

help to identify the physical mechanisms dictating phonon transport. This concept drives the study
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of temperature dependent thermal transport in the experiments conducted in this dissertation.
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Figure 2.3: The functional form of the Bose-Einstein distribution at three different temperatures, illustrating the shift
in distribution vs. frequency as temperature of the system increases.

The other major component dictating the population of phonons in a given material is the phonon

density of states [21]. The spectral density of states for a three dimensional material is defined by

the number of allowed states per unit volume at a given energy. Combined with the distribution of

the population of phonons at a given frequency (determined from the distribution in Eq. 10), the

total population of phonons at a certain frequency can be determined.

To mathematically determine the density of states we define a volume, Ω, of k-space over which

we will determine the density of allowed energy states. The density of states is then the derivative

of this volume with respect to energy.

DOS(ω) =
dΩ

dε
(11)

where Ω is the k-space volume and energy is ε = h̄ω. Geometrically, this corresponds to determining

the number of allowed states in a differential surface area, SA, of the volume Ω at a given energy per
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unit volume.

DOS =
SAdk

(
2π
a

)3
L3h̄dω

(12)

In isotropic crystals, we assume a spherical Brillouin zone, which yields a density of states given

by

DOS =
4πk2dk

(
2π
a

)3
L3h̄dω

(13)

In order to quantify the relationship between phonon frequency, ω, and the wave vector, k, we

must make some simplifying assumptions about the phonon dispersion. Various approximations of

the phonon dispersion include the Einstein approximation, the Debye approximation, the sine-type

dispersion, and a polynomial approximation.
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Figure 2.4: Common models used for approximating the phonon dispersion of a material, in this case the transverse
branch of Si (black, diamonds), including the Einstein approximation (orange, dot), the Debye approximation (red,
dash), the modified Debye approximation (purple, dot dot dash), the sine-type approximation (blue, dot dash), and a
polynomial fit (green).
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The first two are named after the their creators and represent the state of understanding of vibra-

tions in crystalline solids in the earlier part of the 20th century. Einstein approximated a crystalline

solid as a lattice of uncoupled harmonic oscillators, whereas Debye extended this approximation to

take into account the coupling of atomic vibrations with their neighbors. Thus the Einstein ap-

proximation treats all of the atomic vibrations in a solid as having one frequency. With the Debye

approximation, we assume that all of the phonons in the system have a constant group velocity up

to a cutoff frequency at the edge of the Brillouin zone. Depending on the material system, and the

phonon dynamics of interest, the Debye approximation can be a very useful first pass estimation of

phonon transport. As seen in the comparison between dispersions in Fig. 2.4, the Debye approx-

imation lacks the true dispersive nature of phonons towards the edge of the Brillouin zone. Since

the thermal conductivity of a material is proportional to the group velocity (see Eq. 6), this over-

estimation of the contribution of these phonons to the thermal conductivity can lead to significant

deviations of the modeled system from the physical system. To account for this, a modified Debye

approximation is often assumed, where a prescribed transition frequency is determined at the point

where the true dispersion begins to deviate from a linear relationship [155, 156]. Beyond this fre-

quency, a second linear dispersion with a much lower group velocity is used to mimic the non-linear

dispersion of the physical system.

In the work presented in this dissertation, I investigate phonon interaction with defects, which

are highly dependent on phonon frequency. This leads to the necessity to go beyond these simple

approximations and turn to more complex relationships that model the physical system more accu-

rately. The first of these is the sine-type approximation, in which the acoustic phonon branches are

modeled by a sine function. This dispersion relationship appropriately mimics the shift in the group

velocity, with the dispersion flattening out towards the edge of the Brillouin zone. In addition, this

approximation can be easily treated mathematically, as I demonstrate in Ch. 4. This approximation

does not take into account the optical phonons in the crystal. In many cases, the group velocity of

these phonons is small and they have a negligible contribution to the thermal conductivity.

The last approximation that I discuss is the polynomial fit to the phonon dispersion [157]. This

is rather straight forward, provided the phonon dispersion for the material is available in the litera-

ture (often determined computationally with lattice dynamics and/or experimentally with neutron

scattering [154, 158, 159]), one can fit a higher order polynomial (usually 4th or 5th order) to the
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data and use this polynomial in the calculations of the model. This method does not easily lead to

the simple analytical solutions resulting from the Debye or sine-type approximations, but is easily

handled computationally. A major advantage of using a polynomial fit to the phonon dispersion is

the accurate representation of the phonon dispersion along a given, high symmetry direction of the

Brillouin zone. The polynomial fit can achieve extremely close fitting to known dispersions and can

be used to take into account effects of the optical phonon branches as well, which is not the case

for other simpler approximations. We will employ the polynomial fit to the phonon dispersion of

both CdO and TiO2 in Ch. 5 and Ch. 6, respectively. Since we are interested in phonon scattering

with point defects in these systems, which is known to depend heavily on the phonon frequency, it

is imperative that we represent the phonon dispersion as accurately as possible.

In the remainder of this chapter I will leave the density of states component as the symbolic

function DOS(ω), for which the appropriate approximation mentioned above should be used in the

computation of the heat capacity.

C(ω) =

∫
h̄ω ∗DOS(ω) ∗ h̄ω

kBT 2

exp
(
h̄ω
kBT

)

(
exp

(
h̄ω
kBT

)
− 1
)2 dω (14)

Using this formulation of the heat capacity in terms of ω, we can determine the thermal conductivity

related to each phonon polarization as a function of phonon frequency.

κ(ω) =

∫
h̄ω ∗DOS(ω) ∗ h̄ω

kBT 2

exp
(
h̄ω
kBT

)

(
exp

(
h̄ω
kBT

)
− 1
)2 v

2τdω (15)

(16)

As mentioned previously, the phonon group velocity, v, can be determined using the phonon disper-

sion as follows

v =
∂ω

∂k
(17)

thus for each branch of the dispersion, the derivative of the frequency with respect to wave vector
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will give the group velocity for that type and polarization of phonon. A good sanity check for when

assuming any phonon dispersion is to verify that the derivative of the zone center acoustic phonon

branches yields literature values for the sound velocity of the given material.

The only parameter left to model the thermal conductivity is the phonon scattering time, τ . The

phonon scattering time is dictated by a number of different mechanisms, which include interactions of

phonons with other phonons, τPh, interactions of phonons with the film or crystal boundary, τBound,

as well as the grain boundaries, τGrain. Phonons also will scatter with any point defects. In any

real crystal there will be a certain concentration of unintentional impurities present, which I refer

to as baseline impurities, with a corresponding phonon scattering time, τImp. Depending on the

application there may also be dopants or intentional added defects, referred to by the scattering time

τDef . Additionally, we can take into account scattering from known concentrations of vacant atomic

sites by the scattering time τV ac. Of course, there are many other mechanisms which influence the

phonon scattering time (electron drag, domain boundary scattering, magnon interactions, etc.[160–

165]) so it is important to analyze the material system of interest and determine which will dominate

the total scattering dynamics along with what mechanisms can be neglected without losing the

physical picture of the system.

In determining the total phonon scattering time, I use Matthiessen’s rule to combine the various

phonon scattering mechanisms [22].

1

τ
=

1

τPh
+

1

τImp
+

1

τBound
+

1

τGrain
+

1

τDef
+

1

τV ac
(18)

I have summarized the functional form of each of these scattering mechanisms in Table 1.

The scattering of phonons with other phonons in the system, often referred to as “Umklapp”

scattering [169], is dependent on the phonon frequency as ω2 and has a temperature dependence

that leads to a 1/T characteristic in the thermal conductivity, seen in Table 1. Phonon-phonon

scattering often dominates thermal transport at higher temperatures since the phonon population

increases with temperature (given by the Bose-Einstein distribution). This can be seen in Fig. 2.5

where the higher temperature thermal conductivity of bulk TiO2 decreases due to phonon-phonon

scattering. To determine the impact from phonon-phonon scattering in the materials that I work

with, I use fitting parameters, A and B, and perform a least squares fit on data such as that included
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Table 1: Phonon Scattering Factors with Descriptions, Mathematical Forms, and References

Scattering Type Factor Mathematical Form Reference

Phonon-Phonon 1
τPh

ATω2 exp
(−B
T

)
[75]

Baseline Impurity 1
τImp

Cω4 [76]

Thin Film Boundary 1
τBound

v
dfilm

[166]

Grain Boundary 1
τGrain

ν
dgb

[167]

Known Point Defects 1
τDef

ω4xDef

[(
∆MDef

MHost

)2
+ 2

[(
∆GDef
GHost

)
− 6.4γ

(
∆δDef
δHost

)]2
]

[168]

Known Vacancies 1
τV ac

ω4xV ac

[(
∆MV ac
MHost

)2
+ 2

[(
∆GV ac
GHost

)
− 6.4γ

(
∆δV ac
δHost

)]2
]

[80]

in Fig. 2.5.

At low temperatures, where phonon populations are not high enough to cause significant phonon-

phonon scattering, the major limitations to the mean free path of phonons are boundary and defect

scattering, which are temperature independent, resulting in a trend dictated by the heat capacity

(∝T3). Scattering with point defects follows the frequency dependence of Rayleigh scattering, or ω4

[170]. As seen in Table 1, I use the fitting parameter, C, to account for scattering from an unknown

baseline concentration of impurities in the crystal. In my experiments, I fit the thermal conductivity

data of the control sample to determine this value for the set of samples that I am measuring.

For known impurities, on which much of this dissertation will concentrate, we formulate trends in

phonon scattering that do not depend on any fitting parameters, but are dictated by the perturbations

of the defects with respect to mass, bond strength, atomic radius, etc. These dependencies will be

discussed in great detail in the respective results-based chapters. The scattering term maintains

the Rayleigh scattering behavior and is also dependent on the concentration of defects, xdef , and

the squares of the differences of known materials parameters such as the difference in mass between

the defect and the average host atom, ∆MDef , compared to the mass of the average host atom,

MDef . Differences in atomic strain are taken into account by the shear strength, G, and the atomic
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Figure 2.5: The thermal conductivity of [100] oriented rutile TiO2 over temperature with the dominant defect scattering
mechanisms and temperature trends highlighted [15].

radii, δ, in a similar way by the form outlined in the last two rows of Table 1 which also includes

the Grüneisen parameter, γ. This scattering time is similar for known point defects and vacancies,

except that the mass difference for vacancies is as follows

∆MV ac

MHost
= − MA

MHost
− 2 (19)

where MA is the mass of the missing atom [81].

Boundary scattering takes a relatively simple form. Phonons scattering with film boundaries,

crystal boundaries, and grain boundaries do so in proportion to the dimension of the coherent

crystal. Thus the mean free path of the phonon is dictated by the coherence of the crystal, which

has been demonstrated consistently in literature [4, 75, 78, 166, 167, 171, 172], and will be shown to

hold true in complex systems such as nano-grain BaTiO3.

With a formulation for the total scattering time of phonons in a system, and the use of ap-

proximations to the phonon dispersion to determine the group velocity and the heat capacity of

the material, we have the full analytical picture of the thermal conductivity in a phonon dominated

system. This process to determine the thermal conductivity will be used in each study outlined

in this dissertation. Any variations on this formulation will be discussed in respective chapters. In

Ch. 4 we will use this formulation to understand the physics of phonon scattering at grain boundaries
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of BaTiO3 by assuming a sine-type dispersion, determining baseline scattering parameters from a

single crystal film, and comparing the dependance of our thermal transport model to experimental

findings. In Ch. 5 we will use this model for thin film thermal conductivity of CdO with known

substitutional Dy impurities to understand the phonon dynamics and draw additional insight into

the interplay of point defect species that arise in various doping regimes. Finally, in Ch. 6 we will

demonstrate that given known intrinsic defect concentrations in bulk TiO2, these models can predict

thermal conductivity over a wide range of defect levels and can be used to predict thermal property

changes under extreme conditions.

2.3 Formation of Point Defects in Oxides

A significant aspect of the presented work revolves around manipulation of point defect concentrations

and their interactions with phonons. While the thermal interactions are the novel aspect of this work,

it is important to understand some basic concepts with regard to point defects in oxides. In this

section, we will address the thermodynamic origin of point defects in crystals and the background

behind controlling point defect profiles using atmospheric controlled anneals.

The presence of point defects in materials at equilibrium is a thermodynamic phenomenon that

is driven by the entropic contribution to the Gibbs free energy. In an elemental solid, the creation

of a point defect, such as a vacancy, will come at a certain energetic cost, but will also increase the

number of configurations that a system can take, which lowers the total energy of the system. This

balance is defined by the enthalpy of formation of a defect and the configurational entropy associated

with that defect formation [53].

The enthalpy of formation for a vacancy is given by the energy necessary to break the bonds

surrounding an atom in a crystal and move that atom to the surface of the crystal. Since there will

be an accompanied change in entropy with this process, driven by an increase in the vibrational

states of the system from the introduction of the vacancy, the free energy change associated with

vacancy formation, ∆Gform, is given by

∆Gform = n(∆Hv − T∆Sv) (20)

where n is the number of vacancies, ∆Hv is the enthalpy change associated with forming a vacancy,
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T is temperature, and ∆Sv is the change in entropy from the vacancy formation. In addition to

this change in free energy of the system, formation of a vacancy will also result in an increase in

configurational entropy or entropy of mixing. This configurational entropy is given by Boltzmann’s

equation [173].

∆Sc = kB lnW (21)

where ∆Sc is the change in configurational entropy given by W , the change in the number of mi-

crostates for a given macrostate and kB, the Boltzmann constant (∼ 1.38 × 10−23 J K−1). In the

case of a certain number of vacancies, n, and a certain number of lattice sites, N ,

W =
(n+N)!

n!N !
(22)

∆Sc = kB ln
(n+N)!

n!N !
(23)

where the factorial components of this equation can be simplified using an approximation based on

large sets of numbers [174] to yield

lnN ! = N ln(N)−N (24)

∆Sc = kB[(n+N) ln(n+N)−N ln(N)− n ln(n)] (25)

where Eq. 24 is the previously referred to approximation known as “Stirling’s Approximation”. With

this entropic component, we can determine the overall change in Gibbs free energy for the presence

of a vacancy, ∆Gv.

∆Gv = n∆Hv − nT∆Sv − TkB[(n+N) ln(n+N)−N ln(N)− n ln(n)] (26)

where the equilibrium concentration of vacancies, dictated by n, will be given at the minimum in the

change in ∆Gv with respect to n. This can be seen in the example of aluminum in Fig. 2.6 where



2 BACKGROUND 46

0.00 0.05 0.10

0

∆G

-nT∆S
v

 

 

 C
ha

ng
e 

in
 F

re
e 

En
er

gy
 

 n (mol)

 H
 Sv
 Sc
 delG

n∆H v

-T∆S
c

Reduction in 
free energy

Figure 2.6: The change in the Gibbs free energy (solid, black) of Al near its melting point due to addition of vacancies
along with the thermodynamic components that make up this value including the component from the enthalpy of
formation (dashed, blue), the component from the increase in vibrational entropy (dashed, green), and the component
from the increase in configurational entropy (dashed, red).

the separate components for the change in Gibbs free energy with respect to vacancy formation are

calculated with respect to number of vacancies near the melting point [175].

This dependence of the change in Gibbs free energy with vacancy concentration, which is similar

for other point defects, indicates that, as long as the system is above T = 0 K, there will be a non-

zero concentration of point defects that lowers the overall Gibbs free energy of the system. Thus, the

creation of point defects such as vacancies is a thermodynamically driven process and a system in

equilibrium will have a given concentration of point defects determined by the physical parameters

of the material and the environment.
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In oxides, there are many types of point defects that will exist beyond vacancies. Moving forward,

we will discuss these types of defects using Kröger-Vink notation where MN represents an atom M

on the crystal site where the atom N should be, a vacant N site is denoted as VN , M on an

interstitial site is Mi, and the associated electronic charge is defined by superscripts of ×, ′, and • for

neutral, negative, and positive charge, respectively [176]. This notation is quite useful as it allows

for concise representation of the formation of various defect species in terms of defect equilibrium

reactions (similar to chemical reactions) and to quickly ensure maintenance of charge conservation,

mass conservation, and site conservation.

An example of one such of these defect reactions is the formation of a Ti4+ interstitial in TiO2.

Considering only the Ti sublattice, this reaction is expressed as

TiTi
× ←→ Tii

4• + VTi
4′ (27)

where a neutral Ti atom on a Ti site becomes a quadruply positive interstitial, Tii
4•, and a quadruply

negative vacant Ti site, VTi
4′ .

In defect equilibrium reactions, we can use conservation of mass in the reaction to determine

an equilibrium constant which is dependent on the concentrations of the constituent defects or

structural components. For the reaction shown in Eq. 27, this constant would be the product of the

concentrations of the resulting defects divided by the concentration of Ti on Ti sites, denoted by

K1 =
[Tii

4•]1[VTi
4′ ]1

[TiTi
×]1

(28)

where the concentrations are denoted by brackets, and the first power is written explicitly to empha-

size that this part of the mass action constant is determined by any prefactor that the component

has in the defect equilibrium reaction. In this specific case, the concentration of Ti atoms on Ti sites

is expected to be extremely high and can be approximated to be unity

K1 = [Tii
4•][VTi

4′ ] (29)

Physically, these defect equilibrium constants are associated with a change in Gibbs free energy

associated with each reaction (similar to that discussed for the case of an elemental vacancy above)
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via

K1 = exp

(−∆G1

kBT

)
(30)

where ∆G1 is the change in Gibbs free energy associated with the reaction given in Eq. 27.

In the case of other constituents in the reaction, we can relate the electrical conductivity to

concentrations in reactions that involve the formation of charge carrying particles, such as electrons

and holes. We can relate the activity of gaseous constituents in the reaction to the partial pressure

of gas involved, which in this case is oxygen. This concept is demonstrated well in the case of the

formation of an oxygen vacancy, given by

OO
× ←→ 1

2O2(g) + VO
•• + 2e′ (31)

where OO
× is an oxygen on an oxygen site that is lost as half of a gaseous oxygen molecule, 1

2O2(g),

and has left behind a positively charged vacant oxygen site, VO
••, and two electrons, 2e′. Remem-

bering that the concentration of oxygen atoms on oxygen sites is treaded as unity, we can determine

the equilibrium constant for this reaction by the constituents in the product of the reaction.

Ka = (pO2)
1/2[VO

••]n2 (32)

where the concentration of the gaseous oxygen is determined by the partial pressure of oxygen in the

environment, pO2, and the concentration of electrons is represented as the variable n, in accordance

with literature.

Here we see that, given these equilibrium constants, we can start to formulate the trends of equi-

librium defect concentrations given by partial pressure of oxygen in the environment. Experimentally,

this means that by controlling the amount of oxygen in an annealing environment, and allowing the

system time to equilibrate, we can dictate the concentration of point defects in a material such as

TiO2.

Depending on the material in question, there will be a number of defect reactions that can be

defined that characterize the defect profile of the system. For example, in the case of a generic

metal-oxide, MO, where the metal has a valency of +2, and the majority defect type are Schottky
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defects [53], there will be two intrinsic mechanisms that cause the separation of electrons and holes

and the formation of the Schottky defects (vacant metal and oxygen sites),

nil −→ V ′′M + VO
•• (33)

nil −→ n′ + h• (34)

where V ′′M is a vacant metal site and h• is an electron hole with equilibrium constants

Kb = [V ′′M ][VO
••] (35)

Kc = np (36)

where p is the concentration of holes. Thus given equilibrium constants Ka−c and the partial pressure

of oxygen, we have four unknowns ([V ′′M ], [VO
••], n, p). We can determine a fourth equation from

conservation of electrical charge, given by

n+ 2[V ′′M ] = p+ 2[VO
••] (37)

where the concentration of electrons and holes is dictated by the concentrations of the charge carrying

defects. This final equation can be simplified in different regimes of defectivity. By moving through

these regimes, and determining the relationship between the defects of interest, we can construct a

full picture of the dependance on partial pressure of oxygen. These diagrams are known as Brouwer

diagrams and are quite common in literature [177].

In this general example, there are three major regimes: (I) electron dominated conduction, (II)

ion dominated conduction, and (III) hole dominated conduction. The corresponding electroneutrality

relationships are



2 BACKGROUND 50

I : n = 2[VO
••] (38)

II : [V ′′M ] = [VO
••] (39)

III : 2[V ′′M ] = p (40)

where we have dropped the minority concentrations from the full relationship given in Eq. 37 for

each regime. Thus, in regime I, Eq. 32 becomes

Ka = 1
2(pO2)

1/2(n)n2 (41)

n = (2Ka)
1/3pO

− 1/6
2 (42)

where the concentration of electrons (and the oxygen vacancy concentration) follows a trend of

pO
− 1/6
2 . Similar relationships can be determined (except with a pO

1/6
2 dependence) for the con-

centrations of holes and metal vacancies in regime III. In regime II, we use Eq. 37 and Eq. 36 to

determine the concentration of electrons (and subsequent holes) via

Kb = [VO
••][VO

••] (43)

n =
K

1/2
a

pO
1/4
2 [VO••]

1/4
(44)

n = K
1/2
a K

− 1/4
b pO

− 1/4
2 (45)

From this, and similar calculations for the other defect concentrations, we know the functional forms

of the defect profiles with respect to partial pressure of oxygen and, if plotted on a log-log scale, as

in Fig. 2.7, we can immediately identify the relevant slopes for the different regimes.

Given these thermodynamic equilibrium conditions, we can precisely dictate the intrinsic defect

concentration by equilibrating a material, such as TiO2, at a high temperature under a certain partial

pressure of oxygen. In our experiments, which will be covered in Ch. 6, we use forming gas to reduce
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Figure 2.7: Brouwer diagram of logarithmic defect concentration vs. logarithmic partial pressure of oxygen of a general
metal oxide (MO) for relevant vacancies and the charge carrying electrons and holes.
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the partial pressure of oxygen in the environment of a tube furnace and, by annealing for long times,

we can dictate the defect profile of single crystals of TiO2 to determine the impact of these defects

on thermal transport. Thus we can understand the impact of interactions between phonons and the

intrinsic defects in our system in a controlled way.
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2.4 Interaction of Point Defects in Reduced TiO2

At high concentrations, the assumption of non-interacting dilute point defects breaks down and point

defects can be influenced by neighboring point defects to form larger scale order. This concept is

particularly relevant to the work in this dissertation which is centered around TiO2 [178–180].

In highly reduced TiO2, the point defects aggregate along specific crystallographic planes to form

what are known as crystallographic shear planes [181]. These planes are shifts in the rutile crystal

structure that align along the {121} planes. At a high enough defect concentration, the density

of crystallographic shear planes reaches a point where a new material phase is formed. These new

phases, with composition TinO2n−1 (3 ≤ n ≤ 38), are referred to as Magnéli phases [178, 182].

Liborio et al. provide a good visualization of the crystal structure of a Magnéli phase, Ti4O7, by

looking at a plane of cations and anions in an idealized rutile structure along the [100] direction [183].

Shown in Fig. 2.8a, the small black titanium cations and large gray oxygen anions are an idealized

rutile structure. The crystallographic shear plane arrises when titanium interstitials occupy sites

that cause a shift in the phase of the rutile structure, seen in Fig. 2.8b along with the line marking

the (121) plane in the rutile structure.

Figure 2.8: Comparison of (a) an idealized rutile crystal structure along the [100] direction and (b)the Ti4O7 Magnéli
phase with (121) oriented crystallographic shear planes defined by the ordering of titanium interstitials [183].

The extent of the sub-stoichiometry will dictate the density of the crystallographic shear planes,

corresponding to many different Magnéli phases that are thermodynamically stable. These phases

are the line compounds below the 66.6% stoichiometry seen in the titanium-oxygen phase diagram
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in Fig. 2.9. Due to the variety of closely related structures, the formation of an isolated Magnéli

phase from reduced TiO2 is unlikely [184, 185].

Figure 2.9: Phase diagram for the titanium-oxygen in the neighborhood of TiO2 stoichiometry. Line compounds seen
at oxygen concentrations below this stoichiometry are referred to as Magnéli phases.

The exact crystallographic orientation of the layered Magnéli phase will depend on the extent

of the sub-stoichiometry with the associated phase. Original studies of Magnéli phase structures

analyzed layered phases that were layered parallel to the {132} direction [182, 186]. These layered

phase orientations are a combination of the stacking faults described above which order along the

{121} planes as well as the phase boundaries that are parallel to the {011} planes [187, 188]. From

this combination, it follows that Magnéli phase layering will occur parallel to {hkl} planes where

(hkl) = m(121) + n(011) (46)

where m and n are integers which will depend on the type of Magnéli phase. For example, in the

case of layered planes along the (132) plane, m and n would both be equal to one.

The fabrication of Magnéli phases is generally done by annealing rutile TiO2 in a reducing

atmosphere [178, 189, 190]. The mechanism for formation is reliant on the diffusion of titanium

interstitials [191] and the lowest formation energy phase is Ti4O7, however achieving a sample that
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Figure 2.10: X-ray diffraction patterns of Magnéli phases arising from reduced TiO2 powders [200]

is nearly pure Ti4O7 has only been demonstrated by annealing for times lasting on the order of weeks

[181, 188, 192, 193].

The most common characterization method for the identification of the presence of Magn’eli

phases is by diffraction imaging [182, 186, 187, 190, 194–200]. In polycrystalline samples, X-ray

diffraction has been used to identify the formation of of new Magnélie phases in TiO2 [190, 198–200].

Seen in Fig. 2.10, Ioroi et al. demonstrate this method of characterization while investigating TiO2

powders and are able to identify the presence of a variety of Magnéli phases that vary in concentration

depending on the length of a high temperature reducing anneal [200]. In this case it appears that the

nanoparticles shift to nearly pure Magnéli phase with various phases dominating at different anneal

temperatures. After two hours of annealing, the TiO2 crystal structure is lost and a mix of Magnéli

phases dominates the diffraction scan. At seven hours, Ti4O7 peaks dominate the diffraction pattern,

indicating that the nanoparticles have transitioned into that specific Magnéli phase.

Transmission electron microscopy offers the ability to visualize the structure of the sample as

well as analyze the diffraction pattern to gain information about crystallographic orientation. The

atomic scale layering of Magnéli phases makes TEM an ideal means of investigating the structure

of these materials, as seen by the wealth of such studies revolving around TEM in the literature

[182, 186, 187, 194–197]. With high resolution and scanning TEM imaging, the layered nature of

the Magnéli phases can be directly visualized, examples of both HR-TEM and STEM images are
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(a) HR-TEM Magnéli phase (b) STEM Magnéli phase

Figure 2.11: TEM visualization of the structure of a Magnéli phase seen (a) by high resolution TEM [195] and (b) in
a scanning TEM [197]

included in Fig. ??. The HR-TEM image shows the layered Magnéli phase which has formed in a

thin TiO2 film as a conducting pathway between two electrodes [195]. The STEM image gives a

clear atomic view of the periodic layering of the Magnélie phase structure [197]. In this image, the

periodic planes of oxygen vacancies along the [011] direction can be clearly seen.

In addition to direct visualization, TEM offers selected area electron diffraction (SAED) to verify

the existence of Magnéli phases as well. Evidence of these phases is seen in the form of crystallo-

graphically oriented features (streaking and weak diffraction peaks) in addition to the primary peaks

in an SAED image [182, 186, 194–196]. An early example of this is seen in Fig. 2.12, where the

presence of Magnéli phases parallel to the {132} planes manifests itself as streaks made up of weak

intensity peaks oriented in the corresponding directions in the diffraction pattern [182].

Common applications for Magnéli phase TinO2−n are in the form of ceramic electrodes [185, 200–

204]. The high concentration of oxygen vacancies results in significant electrical conductivity, which

coupled with the corrosion resistance of the oxide make Magnéli phase oxides desired materials.

Additionally, with the ability to decrease phonon thermal conductivity by defect scattering while

increasing electrical conductivity, Magnéli phase TinO2−n can be used in thermoelectric materials

engineering as well [133, 134, 205, 206].

In Ch. 6, these layered phases will play a large role in the limitation of thermal transport in
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Figure 2.12: Electron diffraction image of Magnéli phase in rutile with clear signature of streaking between peaks and
secondary weak diffraction peaks associated with a layered phase parallel to the {132} crystallographic planes [182].

reduced TiO2. Previous studies that have showed changes in thermal conductivity due to sub-

stoichiometry and Magnéli phases in reduced TiO2. Early studies showed a reduction of the thermal

conductivity with annealing at high temperatures for long times [15, 64]. More recent studies have

endeavored to better understand the physical dynamics behind these observations [81]. Motivated

by the ability to control thermal transport by phonon scattering in the layered Magnéli phases,

Portehault et al. induced sub-stoichiometry via spark plasma sintering and achieved thermal con-

ductivities ranging from 1∼ 1.6 W m−1 K−1 [207]. Harada et al. utilize hot pressing of TiO2 and

TiO powders in order to induced the formation of Magnéli phases and measure thermal conductivity

as low as 3.15 W m−1 K−1.

The study presented in Ch. 6 of this dissertation will utilize comparative thermal modeling in

order to highlight and help isolate the effects of Magnéli phase formation and defect agglomeration

on the thermal conductivity of reduced rutile. Furthermore, by controlling the defect concentration

using the partial pressure of oxygen in the annealing environment, we can use single crystal samples

to further exaggerate the effect of the formation of off-axis phase formation on thermal transport to

help identify the role of defect agglomeration in phonon scattering.
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2.5 Dielectric Breakdown

A major failure mechanism of dielectric materials in microelectronics, and many other common

applications, is dielectric breakdown. This process, in which conducting pathways are established

through normally insulative materials, can result in catastrophic failure. As this failure mechanism

is the major motivation behind the final study in my dissertation, I will go into some background

behind the dielectric breakdown process. The findings of my work, assessing the impact of defects

on thermal transport, will aid in determining the thermal profile of materials that are undergoing

extreme fields and defect redistribution prior to full dielectric breakdown.

The first major advances in understanding dielectric breakdown in solids came in the 1930’s with

the study of primitive bulk dielectric materials such as ordinary paper [208, 209]. These studies

brought about the general observations of dependance on electric field and temperature with respect

to the minimum voltage necessary to induce breakdown. Zener [208] outlines the concept of cascading

excitation of electrons and Whitehead and Nethercot [209] are the first to pay specific attention to

the thermal instabilities at play during the breakdown process. Whitehead and Nethercot note that

above a critical temperature there is a change in the dielectric breakdown characteristics.

These concepts were revisited with respect specifically to electronic materials in the 1970’s and

80’s as the microelectronics boom was beginning to take off [43, 210–213]. During this time, advances

in characterization technology had allowed for studies that identified the various regimes of dielectric

breakdown. Budenstein puts forth a progression of the process that proceeds as formation, “tree”

initiation, “tree” growth, and then a return streamer [212]. These concepts were developed using

then-novel imaging techniques of scattered light collection during the breakdown process, leading to

images such as Fig. 2.13 which shows the fractal-like propagation of the aptly named “tree” initiation

stage of dielectric breakdown.

This demonstrates the advancements in understanding of processes such as dielectric breakdown

that are available with new characterization techniques. The layout of a multi-step breakdown

process makes the issue more tangible, allows for subsequent research to address specific issues, and

advances the understanding of the field in general [213]. In the work shown in this dissertation, we

will address the change in material properties during the formation stages of dielectric breakdown;

the stages that are the precursors to the onset of the catastrophic failure process.
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Figure 2.13: Photograph of the “tree” initiation stage of dielectric breakdown using backscattered light into a microscope
[212].

The issue of dielectric breakdown in manufacturing applications brought about empirical studies

that utilize relatively large amounts of data to identify root causes and understand physical mech-

anisms of breakdown [43, 211]. These experiments yielded a number of interesting results showing

the dependence of time, thickness, device area, device structure, and operation history on break-

down characteristics. The relationship between breakdown and operation history, demonstrated in

Fig. 2.14, serves as further motivation that defect migration and long term material rearrangement

plays a significant role in breakdown. In this example, Anolick and Nelson show that breakdown

threshold decreases substantially after long term, sub-breakdown operation [211]. While many dif-

ferent mechanisms are likely at play in this result, the drift of point defects and resulting changes in

material properties are expected to play a large role in this change.

This research began a trend towards understanding the physical and materials mechanisms which

lead to dielectric breakdown, and it is DiStefano [214] who emphasized the role of ionic diffusion in

the formation and development of dielectric breakdown. This concept has been shown in more recent

work to be a fundamental part of the breakdown process and work presented in this dissertation is

motivated by exploring the effects of this process [197, 215, 216]. O’Dwyer highlighted the thermal

aspects of dielectric breakdown [210, 213]. His findings show that high temperatures may not directly
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Figure 2.14: Probability of failure and breakdown voltage for samples before operation (blue, square) and after a
significant time of operation at below-breakdown conditions (red, circle) [211]. Curves included to guide the eye.

cause dielectric breakdown, but lead to an acceleration of the process and can lower the dielectric

breakdown threshold.

As the microelectronics community realized the need to replace SiO2 gate dielectrics in transistors,

research into alternative materials, and thus the influence of various material properties on dielectric

breakdown, led to substantial new understanding [215, 217–220]. One of the early materials tested

was TiO2, where Kim et al. demonstrated a nice example of breakdown threshold testing, looking

for the sharp discontinuity in a current vs. voltage curve, seen in Fig. 2.15 [219].

Digging deeper into the physical mechanics behind dielectric breakdown, McPherson et al. in-

vestigated a wide array of dielectric materials and determined that there is an inverse square-root

relationship between breakdown strength and dielectric constant. Others have shown that the break-

down strength of a material can be improved significantly using nano-structuring [221–223]. Through

this evolution in the understanding of dielectric breakdown, we can extract an agreed upon general

form of the time to failure due to dielectric breakdown,

tfail = exp

(
∆H0

kBT
− γE

)
(47)

where tfail is the time to dielectric breakdown, ∆H0 is the activation energy for bond breakage in

the solid, kBT is the thermal energy in the system given by the product of Boltzmann’s constant and
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Figure 2.16: Schematics of the bond changes before (a) and after (b) the dielectric breakdown process in SiO2 [224].

temperature, E is the electric field, and γ is a field acceleration parameter that is dependent on a

number of physical aspects of the system including bonding, defect concentration, and temperature.

McPherson details this energetic process well [224]. Physically, under an applied electric field, a

polarization will occur and there will be an induced dipole between atoms that will result in strained

bonds. As demonstrated in Fig. 2.16a, if the dipole is oriented parallel to the electric field this will

stretch the associated bonds. This effect has been shown to be as large as a 2% strain in SiO2, which

in comparison to the 7% strain associated with bond breakage is quite large [224]. The straining of

these bonds leads to an overall reduction in the amount of thermal energy needed to break the bonds

(given at zero field to be the activation energy ∆H0 in Eq. 47).



2 BACKGROUND 62

When the strained dipoles under the electric field actually separate (i.e., when the thermal energy

in the system exceeds the activation enthalpy for bond breakage), dielectric breakdown is said to

occur. This process, shown for SiO2 in Fig. 2.16b, leads to a loss of the electrically insulative state

normally seen in dielectrics and ultimately failure of the associated device.

The atomic-scale effects of thermal energy in this process come into play in terms of phonon

interactions with polarized dipoles [215]. If atoms in a dipole already have a strained bond, interaction

with a phonon may impart a high enough perturbation to break the bond. Energetically, the phonon-

strained bond interaction brings the system to a state where it is in a lower energy state if the local

molecule is separated. Bond separation can lead to mobile electrons and point defects that alter the

conductivity of the material. The presence of point defects in this system will not only change the

energetic state of the local molecules, but may lead to a shift in local phonon frequencies that could

severely impact the threshold to dielectric breakdown.

Further advances in characterization have led to recent studies that utilized techniques such as

atomic force microscopy, scanning electron microscopy, transmission electron microscopy, scanning

tunneling, and even ultra-fast lasers to characterize the breakdown process [197, 225–228]. There have

also been recent advances in the modeling of dielectric breakdown [216, 229, 230] that, along with

the experimental characterization, point towards a filament driven breakdown process. This process

is essentialy an extension of the “tree” characteristics that were used to characterize breakdown

decades before, but extend our understanding by identifying the mechanisms behind the conductive

paths that would enable dielectric breakdown. Many of these studies point directly to defects in

dielectric materials as the source of filament formation and development [197, 231].

Using advanced nanoscale thermal characterization techniques, such as TDTR, we will be able

to identify the phonon-defect interactions and help to further the base of understanding that goes

into addressing the issue of dielectric breakdown in functional oxides.
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3 Measurement of Nanoscale Thermal Transport

In order to measure thermal transport on length scales in the nanometer to micrometer range, and

thermal carriers with scattering times of picoseconds, we must turn to ultra-sensitive techniques such

as Time Domain Thermoreflectance (TDTR) [24–26] and/or Frequency Domain Thermoreflectance

(FDTR) [232, 233] . These optical pump-probe measurement techniques rely on a frequency mod-

ulated heating event that is sampled by an unmodulated probe beam. A typical TDTR sample

consists of a material of interest coated with a thin (nominally 80 nm) metal transducer that con-

verts the modulated optical pump beam into a modulated thermal event penetrating into the sample.

A component of the previously unmodulated probe beam, if aligned with the pump, will then be

modulated at the prescribed frequency due to changes in reflectivity with temperature [234].

Using a lock-in amplifier, we are able to isolate the frequency component of the reflected probe

beam and accurately measure the changes in thermoreflectance at the surface of the sample from the

modulated heating event, penetrating 10’s of nm to micrometers into the sample (depending on the

material).

3.1 Frequency Domain Thermoreflectance

Both TDTR and FDTR utilize a frequency modulated optical pump beam for the thermal excitation.

In FDTR, the pump and probe beams can be either pulsed or continuous wave (CW), allowing for

a variety of experimental configurations, all of which fall under the FDTR technique. We will

first address FDTR, since frequency modulated heating is common to both techniques and is easier

conceptualized without pulsed sampling.

Frequency modulated heating for thermoreflectance characterization is the key component to
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Figure 3.1: Schematic of a pulse-CW Frequency Domain Thermoreflectance system.
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these multilayer nanoscale measurement techniques. One reason for this is the ability to use lock-

in detection to isolate the frequency component of the probe that samples the temperature of the

surface of the multilayer material. Changes in the reflectivity of a material with temperature are on

the order of 1×10−5 - 2×10−4 [234], so without the amplification of the signal from lock-in detection,

we would not be able to detect the thermal response.

Additionally, the modulated heating event establishes a steady state control volume through

the thickness of the sample, which we take as the sampled depth into the multilayer stack. In our

modeling and sensitivity analysis, discussed in later sections, our visibility into the system is limited

by this thermal penetration depth.

In comparison, an unmodulated beam simply heats the entire sample and will continue to do so

until it reaches a steady state with the ambient temperature, and a single shot of a heating event will

decay into the sample rather quickly (depending on the thermo-physical properties of the sample).

For frequency modulated heating, for which we utilize either sinusoidal modulation or modulation by

a square wave (on/off type of modulation), the situation results in a controlled thermal penetration

depth. As mentioned, this depth defines the physical volume of which our system samples. With

frequency modulated heating of a pulsed-pump, we actually have a combination of all of these effects.

We will discuss various physical aspects of the resulting signal in later sections, but depending on

the component of the resulting signal, we can isolate the single shot characteristics from the pulse,

the steady state temperature rise from the continuous input of energy, or the accumulation of the

pulsed heating separately.

In terms of on/off time of the heating, it follows that the lower the modulation frequency, the

longer the heater is on, and the deeper into the sample the thermal gradient will reach. Quantitatively,

this can be estimated as

dtherm =

√
κ

πCvfmod
(48)

where κ and Cv are the thermal conductivity and volumetric heat capacity of the layer of interest,

respectively, and fmod is the heating modulation frequency. To give an idea of orders of magnitude,

for a pure silicon substrate (assuming κ = 145 W m−1 K−1 and Cv = 1.6 MJ m−3 K−1) and an

8.8 MHz modulation frequency, the thermal penetration depth will be approximately 1.8 µm. In
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Figure 3.2: Dependence of thermal penetration depth for a modulated heating event on modulation frequency for TiO2

(red, κ ≈ 7 W m−1 K−1), MgO (green, κ ≈ 60 W m−1 K−1), and GaN (blue, κ ≈ 160 W m−1 K−1)

less thermally conductive materials, this depth will be significantly less (∼375 nm in TiO2) and can

dictate the ability to measure effects of interfaces other than the interface between the transducer

and the top layer. The change in thermal penetration depth with respect to modulation frequency

corresponds to a relatively wide range of sampling volumes. Seen in Fig. 3.2, for a frequency sweep

between kHz and MHz (which is not uncommon in an FDTR scan) the sampled volume can change

from 100’s of µm to 100’s of nm. Often this change in depth is exploited to account for resulting

sensitivity shifts associated with this change in sampling volume, such as fitting in-plane versus

cross-plane thermal conductivity in the different penetration depth regimes.

Fig. 3.1 shows a schematic of an FDTR system, which, in this example is a pulsed pump-CW probe

FDTR. We see the crucial components in this example are the pump beam, probe beam, electro-

optic modulator, and lock-in amplifier.The data that is collected during an FDTR scan consists

of the modulation frequency, the magnitude of the thermoreflectance signal, and the phase of the

thermoreflectance signal. In addition to these parameters, we also collect the magnitude of the

signal when the pump beam is blocked in order to record and subtract the noise floor during post-

processing. The most common signal analyzed in FDTR data in the literature is the phase offset, or

the difference in phase of the frequency modulated pump and the thermoreflected probe. In order

to determine this offset, and to correct the other parameters that may be of interest for analysis,
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we must first determine the shift in phase at each frequency due to the electronics. To do this, we

follow the method outlined by Yang et al. where the pump is reflected directly into the detector

(with the filters removed) and an FDTR scan is executed [235]. The strictly electronic phase shift

is then used to normalize other data using the same scan parameters to determine the real shift in

phase and correct the other signal components. It is crucial to mention here that all electronics stay

constant between the reference scan and the scan of interest, even a change of cording can alter the

electronic phase shift in your system.

In order to extract materials properties from an FDTR or a TDTR measurement, we must be

able to model the frequency-dependent heating response of the system. In Sect. 3.4 we delve into

the analysis process which takes into account the thermo-physical properties of a multilayer system

that is undergoing a modulated heating event.

Opportunity for Further Investigation: The FDTR configuration featured in Fig. 3.1 is one that has been

specifically built for some interesting potential experiments. Utilizing the pulsed-pump with the CW probe,

it is theoretically possible to reconstruct the time domain signal of the pulsed heating event by analyzing the

pulse frequency component of the CW probe. With a large enough frequency bandwidth on a lock-in detector

along with a boxcar averaging system that can recreate the pulse window, one should be able to resolve the

thermoreflectance decay between pulses.

3.2 Time Domain Thermoreflectance

While we can use FDTR to determine the frequency-dependent thermal response of a multi-layer

system, adding in the ability to monitor the temporal response offers some distinct advantages. We

use time domain thermoreflectance (TDTR) to elucidate information about the thermal carriers

in a system over characteristic times ranging from picoseconds to nanoseconds. Utilizing the time

component of the thermal response of a system allows us to glean information about electron-phonon

dynamics, acoustic strain wave propagation, thermal conductance across boundaries, and thermal

conductivity within various layers at spatial resolutions on the order of nanometers all in one scan,

an example of which is shown in Fig. 3.3. In addition, TDTR offers a direct method to eliminate

systematic electronic noise from gathered data as well as the ability to use advanced optics to more
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easily isolate the pump and probe (broad enough spectrum for wavelength separation, pulsed beam

for frequency doubling, etc.).
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Figure 3.3: A representative Time Domain Thermoreflectance (TDTR) scan for 30 nm of Au on a glass substrate. The
ratio of the in-phase and out-of-phase signals collected by the lock-in amplifier are plotted vs. pump-probe delay time.

Laid out in Fig. 3.4, TDTR is based around a train of ultra-fast laser pulses to thermally stimulate

a material system, and a time delayed probe pulse train to measure the change in thermoreflectance

due to the decay of the thermal energy deposited by the pump pulse. In our measurements, we

utilize sub-picosecond laser pulses emanating from a Ti:Sapph. laser system at 80 MHz. A sample

of interest is irradiated with a train of modulated pump pulses, while the thermoreflectance of the

time delayed probe pulses is monitored for up to 6.5 ns after the pump heating event on the sample

surface.

This is accomplished by splitting the pulse train emanating from the oscillator into two separate

beam paths, these paths are generally split such that the pump path has significantly higher power

than the probe path, since the pump will be inducing the heating event, and the probe will be

measuring said event and ideally not heating the sample significantly. The pump then travels through
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Figure 3.4: Schematic of a two-color Time Domain Thermoreflectance system.

an electro-optic modulator [236]. This is a Pockels cell which is driven at a prescribed frequency, and

amplitude modulates the beam with either a square wave or a sine wave modulation, dictated by an

external signal generator. In the system described here, the pump is then focused through a second

harmonic generating crystal made of BiB3O6 where a two-photon excitation event occurs doubling

the frequency of the emitted light and converting it from light with an 800 nm wavelength to a 400

nm wavelength [237].

We then steer the beam through a beam compressor (not shown in Fig. 3.4) before it is joined

co-linearly with the probe beam using a dichroic mirror. A dichroic mirror is an optical component

that is designed to either reflect or transmit light based on wavelength; in the case of this dichroic,

400 nm light is reflected while 800 nm light is transmitted; this is known as a cold mirror. The pump

is then focused onto the sample using an objective lens and it is this focused spot that creates the

modulated heating event (at the frequency prescribed by the input to the electro-optic modulator).

From the separation of the pump and probe, the probe travels first to a mechanical delay stage.

This delay stage is a set of translated reflecting mirrors that physically change the path length that

the probe travels before it arrives at the sample surface. Doing this enables us to change the time

that the pulses from the probe are sampling the pulsed, modulated heating event. After the probe

travels through the delay stage it is directed to a polarizing beam cube where the S-polarized light

is reflected towards the objective to be joined with the pump. Before joining the pump, the probe

passes through a λ/4 wave-plate where the polarization is rotated such that, upon being reflected

and passing through the λ/4 wave-plate a second time, the now P-polarized probe passes through the

polarizing beam cube. The probe beam, once co-linear with the pump, goes through the objective
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and is focused at the center of the pump spot (heating event). Since the alignment of the probe with

respect to the detection optics must stay static, we use the cold mirror to steer the pump beam and

monitor the thermoreflectance signal to ensure true overlap of the pump and probe at the sample

surface.

After the probe has arrived on the sample surface, it is reflected back down the objective to be

collected (the magnitude of this reflectance is dictated in part by the temperature of the sample

surface, thus the pump heating event). We can use a beam sampler along this path to steer a

component of this beam into a CCD camera to monitor the surface of the sample and to ensure

that the probe is focused as tightly as possible. The reflected probe, carrying information about

the modulated heating event that it has sampled is ultimately collected by a photodiode that sends

a response to a lock-in amplifier. In this experimental setup the photodiode is a simple Si-based

detector purchased from ThorLabs (DET10A) and the lock-in detector is from Zurich Instruments

(HF2LI). Depending on the noise levels in the system, a number of filters, amplifiers, and chokes

can be employed between the photodetector and the lock-in in order to ensure a high signal-to-noise

ratio. In addition, despite the majority of the pump being reflected away from the returning probe

path by the cold mirror, there is an optical filter (in this case, based on color) that ensures that no

pump light arrives at the photodetector. An easy experimental check for this “pump bleed-through”

lies in comparing the magnitude of the signal in the lock-in detector when both beams are blocked,

when the pump only is blocked, and when the probe only is blocked. If there is no pump light leaking

into the photodetector, all of these scenarios should result in the same low level of background noise.

The DC signal going into the photodetector should be used to determine the final alignment of

the reflected probe beam and the actual photodiode; for a constant probe power, this value should

be maximized based on alignment of the probe focused into the detector to ensure the best possible

signal. Once the signal arrives at the lock-in amplifier, it will be compared to a reference signal that

is fed in from the signal generator driving the electro-optic modulator and the frequency component

of the probe that corresponds to the modulation frequency will be detected. At each pump-probe

delay time and frequency, this signal will have a certain amplitude and phase offset from the reference

signal. These two pieces of information are collected at each pump-probe delay time in order to form

the TDTR decay curve shown in Fig. 3.3.

The mathematical analysis of this signal, as it relates to the physical modulated heating event
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and thermal properties of a multi-layer material will be addressed in Sect. 3.4. However, in order

to deconvolve the physical phase offset of the heating event (which contains a substantial amount of

information about the thermal dynamics of the sample) from the electronic detection phase offset,

we must correct this signal using the following method.

The in-phase, X, and out-of-phase, Y , signals can be determined using the detected amplitude,

R, and phase, φ of the lock in amplifier where

R exp(iφ) = X + iY = R cosφ+ iR sinφ (49)

X = R cosφ (50)

Y = R sinφ (51)

and the ratio of the in-phase and out-of-phase signals, or −X/Y , are generally analyzed in a TDTR

experiment. The output signals from the lock-in amplifier need to be modified to account for the

added phase offset before taking the ratio of these components. In FDTR, this is done by referencing

the pump beam directly and taking extra data [235]. In TDTR, we can utilize the known nature of

the out-of-phase signal in order to determine the phase offset. As the pump-probe delay time passes

through t0, or the time at which both the pump and probe arrive at the sample simultaneously,

the Y signal should not change [25, 26]. This is due to the fact that the Y signal is dominated by

the response from thermal accumulation between pulses and not significantly from the heating of

individual pulses (which is captured largely in the X signal). Knowing this, we can assign any change

in the “uncorrected” Y signal to the phase offset from the electronics and thus determine the value of

this phase offset and correct the respective signals. Along these lines, it is good experimental practice

to manually alter the phase offset at the lock-in amplifier to minimize the shift in Y through t0. This

process allows you to gain an understanding of the “real” Y signal as a corollary to the amount of

thermal accumulation on the sample based on pump-frequency and powers. After recording this, best

practice dictates manually adjusting the additional phase offset so that there is a significant “jump”

in the Y signal through t0 before starting a TDTR scan. This jump increases ease of identification
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of the phase offset in post-processing, allowing us to be sure that we have accounted for alterations

to our signal from the electronics in the detection.

We find the phase offset by subtracting the detected Y signal before t0 from the Y signal imme-

diately after t0.

φelec = − tan−1

(
∆Y

∆X

)
(52)

∆Y = |Y (t < t0)− Y (t > t0)| (53)

∆X = |X(t < t0)−X(t > t0)| (54)

where φelec is the offset phase from the electronics. When this has been determined, the correction

can be applied to the X and Y signals in order to be used for the subsequent analysis.

Xcorr =Xo cosφelec − Yo sinφelec (55)

Ycorr =Yo cosφelec +Xo sinφelec (56)

where Xo and Yo are the X and Y signals before the correction and Xcorr and Ycorr are the corrected

signals to be used in the analysis. Geometrically, this process can be thought of in terms of the unit

circle, shown in Fig. 3.5, where the signal vector with magnitude, R, given by the lock-in amplitude

and angle, φ, given by the lock-in phase are interchangeably defined by the in-phase, X, and out-of-

phase, Y , signals. The mathematical treatment in Eq.’s 55 and 56 is equivalent to rotation of the

signal vector by an angle corresponding to the induced phase offset by the detection electronics.

After applying these corrections, you can then use these values of the magnitude, corrected phase,

in-phase, and out-of-phase signals to analyze a TDTR decay curve along with the known model for

the thermal response of a multilayered system and determine any unknown quantities such as the

thermal conductivity of a layer or the thermal boundary conductance between two layers.

We can also use TDTR data to glean thermophysical information beyond the thermal conductivity
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phase components. Phase correction is done, geometrically, by rotating this vector by an amount corresponding to the
phase offset induced by the detection electronics.

and the thermal boundary conductance of a material, which is normally done by fitting the decay at

pump-probe time delays in the nanosecond range. The thermoreflectance signal in early pump-probe

delay times (in the picosecond range) can be useful in measuring fast dynamics such as electron-

phonon coupling and acoustic strain wave propagation.

Electron-phonon coupling is a field in-and-of-itself, with applications ranging from basic elec-

tronics to next generation alternative energy sources, characterization challenges that entice exper-

imentalists all over the world, and theoretical understanding that even still allows for significant

advances in fundamental understanding of these transport mechanisms [238–245]. My experience

with electron-phonon coupling has been peripheral, but TDTR and other femtosecond pump-probe

techniques are widely used to study these phenomena as they occur on timescales in the femtosecond

to single picosecond regime. Electron phonon coupling analysis involves investigation of the magni-

tude and characteristics of the thermoreflectance peak at and around t0, when the electrons in the

system have just absorbed the energy from the optical pump and are still out of equilibrium with

the phonons [239].

Another very useful aspect of the early time component of the TDTR scan occurs in the 10’s of

picoseconds range, and that is acoustic strain wave propagation. As can be seen in Fig. 3.3, effects of

a resonating strain wave appear in the TDTR scan in the form of perturbations of the decay of the
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thermoreflectance signal. These perturbations result from an initial expansion of the lattice during

the first stages of the pump absorbance that propagates at the speed of sound through the film and,

depending on the mechanical properties of the film and the neighboring layer, will reflect off of the

interface and change the film reflectance upon returning to the surface that the laser is sampling [246,

247]. This effect, referred to often as picosecond ultrasonics [248] or picosecond acoustics [249], can

be used to determine mechanical and bonding properties of interfaces, electron diffusion dynamics,

acoustic characterization of multi-phase interfaces, and the list goes on [250–258]. The most common

use in our research group is a verification of metal transducer film thickness [249]. With known speed

of sound, the time it takes to see a perturbation in the thermoreflectance signal compared to pulse

absorption time can be used to determine the thickness of the film being interrogated, since that is

the distance the strain wave must travel. This process has been employed in each experimental work

described in this dissertation. As long as there is a mismatch in acoustic impedance of the film and

the interface, and the film is thin enough so as to not damp out any oscillations that are present,

you can determine this sort of information using the short time information of a TDTR scan.

3.3 Thermal Transport in a Layered Structure with a Modulated Source

The response of the thermoreflectance signal can be fit to a thermal model to determine the physical

properties that dictate how heat will escape the control volume. The foundation of the thermal model

that we use for one dimensional conduction in a layered structure follows the method of Carlslaw

and Jaeger [259]. In this model, we determine the heat flux and temperature on either side of any

given layer by the conditions at each layer’s boundaries. Ultimately the system is defined by the

boundary conditions prescribed by the optical heating event at the surface of the top layer and an

assumed semi-infinite boundary condition at the back of the bottom layer, or substrate.

Generally in this analysis, when using a laser spot as a heating source, a three dimensional,

cylindrically symmetric thermal diffusion condition is the most physically accurate representation of

the Gaussian beam. However, by using a relatively large spot size for the pump and relatively high

modulation frequencies, we stay in the regime of probing strictly one dimensional thermal diffusion in

the cross-plane direction. In each experiment shown in this dissertation, the pump spot is larger than

30 µm in diameter and the probe is 20 µm or smaller, in this case the probe is essentially sampling

a radially constant heating event and is not sensitive to any of the thermal diffusion towards the
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outside edge of the pump.

Modulation frequency can also dictate sensitivity to the in-plane dimension of the thermal decay.

At high modulation frequencies the shallow depth of the thermal gradient compared to the radius of

the heating event result in one-dimensional diffusion throughout the thickness of the probed region.

At low modulation frequencies, however, the thermal penetration depth can reach similar orders of

magnitude as the radius of the pump and the thermal decay in the radial direction must be taken

into account. Again, the experiments presented in this dissertation all use modulation frequencies

which maintain one-dimensionally dominated thermal diffusion in the cross-plane direction, ranging

from 1 MHz - 8.8 MHz.

An easy check for the validity of the one-dimensional solution is a sensitivity analysis of a repre-

sentative multilayer structure at various spot sizes, comparing the sensitivity to the cross-plane and

in-plane thermal conductivities. The process behind the sensitivity analysis and full interpretation

of the results of a sensitivity analysis are outlined in Ch. 3.5. Figure 3.6 shows the results of a sensi-

tivity analysis for the BaTiO3 thin film measurement that will be shown in Ch. 4. The key aspect of

this measurement in this case is the relative magnitude of the sensitivity to each component of the

thermophysical system.

The analysis conducted for Fig. 3.6 clearly demonstrates that using the spot sizes and modulation

frequencies discussed, the assumption of one-dimensional thermal decay is valid for the studies in this

dissertation. Since this is the case, and for ease of explanation, I will ignore radial thermal diffusion

and discuss the formulation of the analysis of thermoreflectance decay for one-dimensional thermal

diffusion only over the course of this chapter.

We start the derivation for this relationship with the one-dimensional heat equation without

internal energy generation (the heat flux from the modulated pump will be treated as a boundary

condition).

∂2T

∂z2
=
Cv
κ

∂T

∂t
(57)

where the cross-plane thermal conductivity is κ, the volumetric heat capacity is Cv, T is the tem-

perature of the system, and z and t are depth and time, respectively. As mentioned, we assume

one-dimension thermal transport and set boundary conditions assuming we know the temperature
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Figure 3.6: Sensitivity analysis of the cross-plane and in-plane thermal conductivity of BaTiO3 thin films with 30 µm
and 18 µm pump and probe spot sizes, respectively, at two modulation frequencies (8.8 MHz and 1 MHz). In both
cases, the sensitivity to the in-plane thermal conductivity is negligible and verifies an assumption of one-dimensional
thermal diffusion in this TDTR experiment.

and heat flux at the top and bottom boundaries. The boundary conditions at the front face of the

layer of interest are determined by the known temperature at the front, Tfront, and back, Tback, of

the layer.

@z = 0→ T = Tfront (58)

@z = d→ T = Tback (59)

(60)

where d is the layer thickness. Other boundary conditions are dictated by the heat flux, q at the

front and back of the layer by Fourier’s Law, q = −κdTdx [260].
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@z = 0→ ∂T

∂z
=
−qfront

κ
(61)

@z = d→ ∂T

∂z
=
−qback
κ

(62)

since we will be dealing with a frequency-dependent heating event, we will transform the time

dependent form of the temperature into frequency-space using a Fourier transform. In general,

f(ω) = F{f(t)} =

∫ ∞

−∞
f(t)e−iωtdt (63)

where f is the Fourier transform of the arbitrary function, f , ω is frequency and t is time. In addition,

we know that

df(t)

dt
= iωf(ω) (64)

thus Eq. 57 becomes

∂2T

∂z2
=
iωCv
κ

T(ω) (65)

where T is the fourier transform of T , which is now a function of frequency and depth instead of

time and depth. We can substitute in the thermal diffusivity, α = κ
Cv

and rearrange.

∂2T

∂z2
− iω

α
T = 0 (66)

which is a differential equation with solutions in the form of

T(z, ω) = C1 cosh

(√
iω
α z

)
+ C2 sinh

(√
iω
α z

)
(67)

revisiting the boundary conditions, we will consolidate variables since we are only concerned with

dependance on the depth, z. We will refer to T(z, ω) as T(z) and
√

iω
α as b.
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@z = 0→T(0) = Tfront (68)

→T(0) = C1 = Tfront (69)

@z = 0→∂T(0)

∂z
=
−qfront

κ
(70)

→T(0)

∂z
= C2b =

−qfront
κ

(71)

@z = d→T = Tback (72)

→T(d) = Tfront cosh (bd)− qfront
sinh(bd)

bκ
= Tback (73)

@z = d→∂T(d)

∂z
=
−qback
κ

(74)

→T(d)

∂z
= Tfrontb sinh (bd)− qfront

cosh (bd)

κ
=
−qback
κ

(75)

(76)

this results in the following relationship between the temperatures and heat fluxes on either side of

the layer.

Tback =Tfront cosh (bd)− qfront
sinh(bd)

bκ
(77)

qback =− Tfrontbκ sinh (bd) + qfrontcosh (bd) (78)

(79)

which can be combined into a matrix for easier treatment.
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

Tback

qback


 =




cosh(bd)
− sinh(bd)

κb

−κb sinh(bd) cosh(bd)






Tfront

qfront


 (80)

through matrix multiplication, we can model a multilayer system and the thermal response with

modulated laser heating. In order to determine the thermal boundary conductance (TBC), we add

in layers that have no thickness or heat capacity between the finite layers. This simplifies to



Tback

qback


 =




1 −1/G

0 1






Tfront

qfront


 (81)

where G is the thermal boundary conductance.

This model allows us to determine the TBC between any given layers as long as the thermal

penetration depth of our measurement is large enough and the signal components being used are

sensitive to the TBC.

With this formulation for the temperature and heat flux at each boundary of a layered system,

we can employ the matrix multiplication of the layers of interest in order to obtain the form of the

temperature response (which is directly related to the thermoreflectance signal) of the top layer. For

the material system studied in Sect. 5, an Al film on a CdO film on a MgO substrate, the matrix

multiplication would look as follows.



Tback

qback


 =

[
LAl
][
BAl/CdO

][
LCdO

][
BCdO/MgO

][
LMgO

]

Tfront

qfront


 (82)

[
LAl
]

=




cosh(bAldAl)
− sinh(bAldAl)

κAlbAl

−κAlbAl sinh(bAldAl) cosh(bAldAl)


 (83)

[
BAl/CdO

]
=




1 −1/GAl/CdO

0 1


 (84)

where subscripts denote either the layer, L, or the boundary, B.
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The matrix multiplication of each layer and boundary can be simplified in one large 2×2 equivalent

matrix which represents the thermo-physical properties of the entire multi-layer system.

[
K
]

=

[
LAl
][
BAl,CdO

][
LCdO

][
BCdO,MgO

][
LMgO

]
(85)

where K is the matrix entries in the representative system. Thus, from Eq. 82



Tback

qback


 =

[
K
]

Tfront

qfront


 (86)

Using a semi-infinite boundary condition on the back of the multilayer stack, we are able to

determine that the back temperature, Tback will be the ambient temperature, T∞, and there will be

no heat flux, qback, out of the back side. This enables us to have unknowns only in the materials

parameters of interest since the incident heat flux is given by our laser parameters and the temper-

ature response at the top surface is monitored via thermoreflectance. If we consider a temperature

offset, Θ = T − T∞, then the semi-infinite boundary condition yields an equation that can be easily

solved for the components of the total thermo-physical system.




Θback

qback


 =




0

0


 =

[
K
]


Θfront

qfront


 (87)




0

0


 =



K11 K12

K21 K22







Θfront

qfront


 (88)

Θfront =
−K22

K21
qfront (89)

this functional form can then be used to determine any of the parameters contained in the total

thermo-physical system, as long as the other parameters are known. As a reminder these include the

volumetric heat capacity, thermal conductivity, and thickness of each layer, as well as the thermal

boundary conductance between layers. Of course, this determination is limited by sensitivity of the

measurement to these parameters, a concept which will be discussed in Sect. 3.5.
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Figure 3.7: Flowchart of the progress of information from the physically sampled heating event, to the lock-in detection,
through a transform analysis, ultimately to determine the thermo-physical parameters of a multi-layered system.

As mentioned, this analysis is derived for one-dimensional thermal diffusion, the major difference

when taking into account radial thermal diffusion is the b parameter, which would take into account

separate thermal conductivity in the radial, or in-plane, direction. In the next part of this chapter,

I will go on to use the result found in Eq. 89, keeping in mind a change in the b parameter for radial

thermal diffusion, to discuss the general relationship between the thermo-physical parameters and

the other aspects of the thermoreflectance signal. This is mathematically valid since the functional

form of Eq. 89 holds for radial transport and, if departing from the realm of one dimensional heat

transfer, the only change is in the formulation of K22 and K21.

3.4 Analysis of Lock-in Detection of a Thermoreflectance Signal

With respect to determining the thermal properties of a multi-layer material system using a mod-

ulated thermoreflectance response, we have discussed the nature of the TDTR signal in Sect. 3.2,

and the thermo-physical system in Sect. 3.3, but are missing the critical step of the transformation

between a thermoreflectance signal and the actual physical system.

The flow of information laid out in Fig. 3.7 shows that this final step in the analysis will bridge

the gap between the signal coming in to the detector and the relation to the thermal parameters

Tfront and qfront discussed in Eq. 89 in Sect. 3.3.

With the size and the incident power of the pump spot (measured by a beam profiler and power

meter), we can determine the parameter qfront. The incident heating event from the pump absorption

will be

qfront =
2E0

πR2
0

exp

(
2r2

R2
0

)
g(t) (90)

where E0 is the absorbed energy from the pump, R0 is the pump 1/e2 radius, and the function g(t)
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describes the input of the pump in time. In the case of the physical description of the beam, I leave

the formulation in terms of a radial profile, while the end result of this derivation will still yield

a valid one-dimensional thermal transport assumption, the process of the derivation is incomplete

without taking into account the beam shape. We can take the fourier transform of this function in

order to convert the time-dependent nature of the pump into the frequency domain, a shift which

will be useful when treating the frequency-dependent response in the FDTR and TDTR signals.

F{qfront} = qfront =
2E0

πR2
0

exp

(
2r2

R2
0

)
g(ω) (91)

where qfront is a function of both the pump radius and the pump frequency, ω. Plugging this into

Eq. 89 we see that

Tfront(r, ω) =
−K22

K21

2E0

πR2
0

exp

(
2r2

R2
0

)
g(ω) (92)

we now have a formulation for the surface temperature of the multilayer sample that depends on size

and frequency of the pump heating event, as well as the thermo-physical parameters of the system.

The resulting temperature will be sampled by the probe beam, which takes a form similar to the

pump.

qprobe(r, ω) =
2

πR2
1

exp

(
2r2

R2
1

)
p(ω) (93)

where qprobe is the profile of the probe in space and frequency, R1 is the 1/e2 radius of the beam,

and p is the general frequency-domain form of the probe (which will be constant with a CW probe

and depend on the pulse frequency in a pulsed probe). It should be noted here that the absorbed

energy from the probe is not taken into account since this is assumed to be very low.

At a given temperature the reflectance of the top layer of the system will be dictated by the

thermoreflectance coefficient, ß, which is proportional to the change in temperature [261].

∆R = ß∆T (94)

where R and T are the reflectance and temperature, respectively. Thus, given the rise in temperature
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dictated by Eq. 92

∆Rfront = ßTfront (95)

In transform space, the probe beam sampling of the surface temperature (dictated by the ther-

moreflectance) consists of a convolution of Eq. 93 and 95 (Ref. [262]).

qsamp = ßTfront ∗ qprobe = ß

∫ ∞

−∞
Tfront(r, ψ)qprobe(r, ω − ψ)dψ (96)

qsamp = ß

∫ ∞

−∞

−K22

K21

2E0

πR2
0

e

(
2r2

R2
0

)
g(ψ)

2

πR2
1

e

(
2r2

R2
1

)
p(ω − ψ)dψ (97)

qsamp = ß

∫ ∞

−∞
R(r)

−K22

K21
g(ψ)p(ω − ψ)dψ (98)

(99)

where qsamp is the probe beam after it has sampled the heating event and R contains the radial

dependence of the heating event and probe beams. This thermoreflected probe now contains the

information about the modulated heating event that we need to collect using a photodetector and

extract using the lock-in detector.

The collected probe beam will be converted into an electrical signal by the photodetector, which

integrates the incident power over the space of the detector. In radial coordinates this corresponds

to

Scoll(ω) =

∫ ∞

0
qsamp2πrdr = ß

∫ ∞

0

∫ ∞

−∞
R(r)

−K22

K21
g(ψ)p(ω − ψ)dψ2πrdr (100)

where Scoll is the frequency dependent signal from the photodetector. We can reduce the problem to

an integration only in frequency space by employing a treatment with zero order Hankel transforms.

The zero order Hankel transform is a spatial transformation using a weighted sum of zero order

Bessel functions, shifting from real space to inverse space much like Fourier transforms shift from

time to inverse time (or frequency).
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f̃(k) = H0{f(r)} =

∫ ∞

0
f(r)J0(kr)rdr (101)

where f̃(k) is the Hankel transform of an arbitrary function, f(k), J0 is a zero order Bessel function,

r is a radial variable and k is the transform variable in inverse distance. Applying this transform to

the spatially dependent parameters of Eq. 100

Scoll = ß

∫ ∞

0

∫ ∞

−∞
R̃
−K̃22

K̃21

g(ψ)p(ω − ψ)dψ2πrdr (102)

where S̃coll is the k-dependent collected signal, R̃ is the k-dependent beam and heating profiles,

and K̃22 and K̃22 are related to the thermo-physical parameters of the system which in general may

depend on κ. Here the integration over these spatially dependent parameters is in itself a Hankel

transformation, so grouping these parameters together we can reduce them to only an integration

over k.

B =

∫ ∞

0
R̃
−K̃22

K̃21

2πrdr =
1

2π

∫ ∞

0

−K̃22

K̃21

e

(
k2(R2

0+R
2
1)

8

)
dk (103)

where B is a function only of frequency due to the frequency dependence of the thermo-physical

parameters. Revisiting Eq. 102

Scoll(ω) = ß

∫ ∞

−∞
B(ψ)g(ψ)p(ω − ψ)dψ (104)

we now have the mathematical response of the photodetector that is sent to the lock-in amplifier

and depends on the geometry of the beams, the temporal characteristics of the beams, and the

thermo-physical parameters of the system. The final step is the detection of this signal by the

lock-in amplifier.

In the general case with FDTR and TDTR, the pump will be modulated at a given frequency.

g(ω) = goδ(ω − ωp) (105)

where go is the frequency independent form of the pump and δ(ω − ωp) is the frequency component

of pump beam, modulated at a prescribed frequency combined with any other frequency components
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present. Adding this component to Eq. 104 we see that

Scoll(ω) = ß

∫ ∞

−∞
B(ψ)goδ(ψ − ωp)p(ω − ψ)dψ (106)

with the property of the Dirac delta function

∫ ∞

−∞
f(ω)δ(ω − ωo)dω = f(ωo) (107)

we can determine that

Scoll(ω) = ßB(ωp)gop(ω − ωp) (108)

Now the probe can also be represented in terms of a product of its frequency dependent components

p(ω − ωp) = poδ(ω − ωp − ωb) (109)

where ωb is a frequency dependent component of the probe that is separate from pump frequency.

This general form leads to

Scoll(ω) = CgenB(ωp)δ(ω − ωp − ωb) (110)

Cgen = ßgopo (111)

where Cgen is a general constant dictated by the non-temporal factors in the system and the only

frequency component aside from the Dirac delta function is the frequency response of the thermo-

physical system at the pump frequency. Finally, we can feed this into the lock-in detector, which

will isolate only the reference frequency, ωo.

Slock = DScoll(ωo) (112)

where Slock is the signal from the lock-in that we will use for analysis, which can be explicitly

determined depending on the other frequency components of the pump and probe and D is a constant
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associated with gain from the electronics.

For a continuous wave pump and probe in FDTR

g(ω) = goδ(ω − ωo) (113)

p(ω) = po (114)

Slock = CcwB(ωo) (115)

Ccw = 2πßDαE0E1 (116)

This is the simplest of solutions where the signal is dictated only by the modulation frequency and

the signal is proportional to the energy in the pump, E0 and probe E1 multiplied by the absorptivity,

α. For a pulsed pump and continuous wave probe in FDTR

g(ω) = go

∞∑

n=1

δ(ω − ωo − nωs) (117)

p(ω) = po (118)

Scoll(ω) = C′cp

∞∑

n=1

B(ωo − nωs)δ(ω − ωo − nωs) (119)

Slock = CcpB(ωo) (120)

Ccp = ßDαE0E1ωs (121)

where ωs is the pulse frequency. Here you can see that the information that the photodetector collects

is much more substantial than what the lock-in detector isolates. The lock-in detector will reject

all of the n values that do not correspond to the reference frequency, so you still resolve the known

FDTR signal. This mathematical result, however, demonstrates that the information with respect

to the pulses is carried by the CW probe and, as mentioned previously, one could use alternative

detection electronics to reconstruct this information.

Finally, in the case of the pulsed pump and pulsed probe, we must take into account the temporal

offset between the two pulses. This is the situation for TDTR. This treatment is more mathematically
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extensive than the final lock-in signal for FDTR, so I will not delve into the derivation of this

component since it is well covered in a number of very well known manuscripts [24–26].

g(ω) = go

∞∑

n=1

δ(ω − ωo − nωs) (122)

p(ω) = poe
−iωτ

∞∑

m=1

δ(ω −mωs) (123)

Scoll(ω) = C′p

∞∑

n=1

∞∑

m=1

B(ωo −mωs)δ(ω − ωo − (n+m)ωs)e
−imωsτ (124)

Slock = Cp

∞∑

n=1

B(ωo − nωs)e−inωsτ (125)

Cp =
ßDαE0E1ω

2
s

2π
(126)

where τ is the pump-probe delay time. The concise results of these functional forms are summarized

in Table 2.

Table 2: Summary of Lock-In Signals for Thermoreflectance Measurements Using Continuous Wave or Pulsed Pump
Probe Configurations

Pump Type Probe Type Lock-in Signal Prefactor

CW CW B(ωo) ßDαE0E1

Pulse CW B(ωo)
† ßDαE0E1ωs

Pulse Pulse
∞∑
n=1

B(ωo − nωs)e−inωsτ ßDαE0E1ω
2
s/2π

† While the lock-in signal does not capture the pulsed response of the pump, the in-
formation is collected by the photodiode and can theoretically be extracted using other
electronics.

With this formulation, we now have all of the pieces needed to relate the signal output by the

lock-in amplifier, Slock, to the thermophysical parameters contained in the function B. Specifically,

the previously referred to X and Y signals are the real and imaginary parts of Slock, respectively.

This means that at every pump-probe delay time and/or reference frequency, given a certain lock-in

signal, the thermo-physical parameters of the multilayer system can be determined.
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Figure 3.8: Sensitivity, S, as a function of time of our TDTR measurements and analysis to various thermophysical
parameters, p, in our samples. We plot the thermal sensitivities to the thermal boundary conductances and the thermal
conductivities of layers of interest in published (a) GaN and (b) BaTiO3 measurements [95, 263].

In terms of dealing with the constant, Cx, for each of these signals, this is generally handled by

either using a component that will involve the ratio of the in-phase and out-of-phase components

(which will cancel out the constants) or to normalize the signal and compare a normalized model.

3.5 TDTR Sensitivity Analysis

A major consideration when using TDTR to measure thermal properties is the sensitivity of the

measurement to a property of interest. In order to determine this sensitivity, we employ a method

outlined by Costescu et al. which relates changes in a given property to changes in the modeled

decay of the thermoreflectance signal through a logarithmic derivative [264]. Mathematically the

sensitivity factor Sp is determined as follows

Sp =
δ lnS
δ ln p

(127)

where p is a thermo-physical parameter of interest (such as the thermal conductivity or thermal

boundary conductance of a layer) and S is a fitted component of the thermoreflectance decay between

pulses (such as the in-phase or out-of-phase signal of the lock-in amplifier, or the ratio of the two).

An example of this metric is shown in Fig. 4.4 where we compare the sensitivities to the thermal

boundary conductances and the thermal conductivities of two different material systems when fitting
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the ratio of the in-phase and out-of-phase TDTR signals [95, 263]. Intuitively, the magnitude of the

sensitivity parameter indicates how confidently we can measure that parameter. Another aspect

of this analysis is the difference in curvature of any two parameters. A general rule of thumb is

that distinctly different curvatures allows fitting for those parameters simultaneously, which is the

case for measuring the thermal boundary conductance across a metal/GaN interface and thermal

conductivity of GaN, as shown in Fig. 4.4b.

The major difference between Fig. 4.4a and Fig. 4.4b demonstrates the dominance of large thermal

resistors in a TDTR measurement. One dimensional thermal diffusion through multiple layers and

interfaces can be roughly conceptualized by a thermal series resistor network, and TDTR is most

sensitive to the largest thermal resistor in that network. This means for a layer with very low

comparative thermal conductivity, such as a thin film of BaTiO3 between aluminum and sapphire,

the TDTR measurement will be most sensitive to the thermal conductivity in that layer. This is an

important consideration to take into account when planning the measurement of a thermophysical

parameter in a multilayer stack. In the case of Fig. 4.4a a measurement of the thermal boundary

conductance between the BaTiO3 and the metal transducer would be very difficult to make accurately

without confidence in the value of the thermal conductivity, since the sensitivity to the thermal

conductivity is high and the sensitivity to the thermal boundary conductance is low.

Opportunity for Further Investigation: The sensitivity to the thermal boundary conductance adjacent to

low thermal conductivity materials is generally low. For a boundary in series with a low thermal conductivity

layer, the decay of the thermoreflectance will be dominated by the thermal conductivity of the layer and small

changes in the thermal boundary conductance will result in small changes in the overall signal characteristics.

This issue is often overlooked in measurements of thermal boundary conductance adjacent to thermally resistive

materials such as solid-liquid thermal boundary conductance. There is an opportunity here to address this

issue comprehensively and also use in depth analysis of measurement sensitivity to identify systems that can

accurately be measured using multi-layer thermal diffusion techniques such as TDTR. Precise measurement

can only be achieved in systems with very low thermal boundary conductances, in the case of liquids this

would be a solid-liquid interface with a low work of adhesion such as a hydrophobic solid and water or a an

oleophobic solid and oil.
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4 Phonon Interactions with Grain Boundaries in

BaTiO3

In this chapter I investigate the interaction of phonons with grain boundaries in thin films of barium

titanate (BaTiO3). BaTiO3 is a material that is a primary constituent in multilayer ceramic capac-

itors and other electronic components that necessitate size scaling for technological advancement.

Spectrally, we find that the grain boundaries scatter long wavelength phonons, demonstrating the

spectral nature of phonons in oxides (a characteristic that has been refuted in literature focused on

complex oxides). Much of the work in this chapter is taken from Donovan et al. “Spectral phonon

scattering effects on the thermal conductivity of nano-grained barium titanate,” which was published

Applied Physics Letters in 2014 [95].

Barium titanate (BaTiO3) is a widely used material in the electronics and ceramics industry due

to its favorable and well known dielectric and ferroelectric properties [5, 32, 45, 265]. For exam-

ple, BaTiO3 is the primary constituent in multilayer ceramic capacitors [266], a multi-billion dollar

industry that necessitates size scaling of their components into the nanometer range for continued

growth [8]. While the dielectric and structural properties of BaTiO3 have been widely studied, less

is known about the thermal properties. Relatively large discrepancies in the reputed values of the

thermal conductivity of BaTiO3 exist in literature; particularly, sub-micron-grained samples show

wide variation in the reported thermal conductivity. Having a robust understanding of the effects of

nano-scale features on thermal properties is of paramount importance as devices and device pack-

aging continues to scale. BaTiO3 is not only a material system that is technologically relevant with

uncertain thermal properties, it is also a system that allows for the exploration of the effects of grain

boundaries on phonon transport. With the processing techniques described below, it is possible to

extract clear dependancies of grain boundary effects on thermal conductivity.

In a previous work [94], Foley et al. has studied the role of phonon scattering mechanisms on the

room temperature thermal conductivity in nano-grained SrTiO3. In this simple perovskite system

with a cubic crystal structure, grain sizes as large as 100 nm can reduce the thermal conductivity of

thin film SrTiO3, alluding to the relative length scales of heat carrying mean free paths in this complex

oxide. This result suggested that a gray approximation to phonon transport may not be valid in
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ferroelectric oxides [69, 111, 132]. This begs the question whether a spectrum of mean free paths will

contribute to the thermal conductivity in ferroelectric materials with more complex crystal structures

and complicated atomic arrangements. The phonon transport processes in BaTiO3 with varying grain

sizes across a range of temperatures give insight into the fundamental thermal scattering mechanisms

and length scales dictating thermal conductivity in BaTiO3 and other ferroelectric perovskites.

To understand phonon scattering mechanisms and their effects on thermal conductivity in

BaTiO3, I have studied the influence of grain size on thermal conductivity in thin films over tempera-

tures ranging from 200 to 500 K. In a collaboration with Jon Ihefeld at Sandia National Laboratories,

we synthesize a series of nanograined (ng) BaTiO3 thin films via chemical solution deposition [267]

and measure their thermal conductivities with TDTR [24–26]. I show a consistent trend in the ther-

mal conductivity of the BaTiO3 films as a function of grain size, similar to what Foley et al. [94] has

previously observed in nanograined SrTiO3 films; this consistency in the effects of nano-structuring

on the thermal conductivity of BaTiO3 does not appear among previous works [268, 269]. My data

agree well with predictions for the grain boundary scattering effects on the thermal conductivity of

BaTiO3 using the simplified semi-classical model discussed later in this chapter. The temperature

trends suggest that phonon-boundary scattering events, both at grains and the film/substrate bound-

ary, are the dominant source of thermal resistance. This is in line with my model, which assumes

a spectrally dependent phonon mean free path in the BaTiO3 system. The influence of 36-63 nm

diameter grains on the thermal conductivity of BaTiO3 indicate phonons with this characteristic

length scale can contribute to the thermal conductivity of single crystal BaTiO3, which is contrary

to the typical kinetic theory calculation of the ∼2 nm mean free path assuming a gray medium.

Therefore, this work demonstrates the spectral nature of the thermal mean free paths of phonons in

BaTiO3 with typical length scales well beyond that predicted by a gray approximation using kinetic

theory [270].

4.1 Literature Thermal Conductivity of BaTiO3

In contrast to the variety of conflicting values in current works in literature, this work elucidates the

effects of grain size on thermal conductivity of thin films of BaTiO3 using a robust measurement tech-

nique, not susceptible to radiative loss, and a consistent sample set with uniform film thickness and

well characterized materials. Current literature values [269] regarding the effects of nano-structuring
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on BaTiO3 range from studies with 150 nm grains exhibiting near-bulk thermal conductivities of 5.1

W m−1 K−1 to studies with grain sizes of 100 nm exhibiting thermal conductivities of 10.22 W m−1

K−1, which is over twice that reported for the bulk thermal conductivity of BaTiO3 [71].

In terms of the thermal conductivity of polycrystalline/nano-grained BaTiO3, there exists no clear

agreement among the reported values in the literature. Jezowski et al. [268] measured the thermal

conductivity of polycrystalline BaTiO3. The values reported for a ceramic with 100 nm grains were

nearly twice the thermal conductivity of bulk single crystal values reported elsewhere. This is also in

contrast to values reported by Davitadze et al. [269] on 1 µm thin films with roughly 150 nm grains.

Jezowski et al. [268] also found that for the ceramics with 30 nm grains the thermal conductivity

was around 1.7 Wm−1K−1, which is lower than bulk and to be expected with nano-structuring.

They explain the wide variation in their data from potential radiation losses and photon thermal

conductivity from the surface of their samples due to an optically black ceramic, a characteristic

that could also indicate a highly defective material that could result in an increased concentration

of electronic carriers as well. Therefore, the measured values reported for their ceramics do not

represent the intrinsic phonon thermal conductivity of nano-grained BaTiO3.

Particularly in nano-grained and thin film systems, there have been a number of conflicting

values reported in the literature for the thermal conductivity of barium titanate (BaTiO3); these are

summarized in Table 3. In the mid 1900’s, bulk single crystal thermal properties were determined

by Mante and Volger using steady state heat flow techniques [71]. More recent measurements of the

thermal conductivity of bulk, single crystalline BaTiO3 have reported values slightly lower than the

original measurements [69]. In 2004, the thermal conductivity of bulk, ceramic BaTiO3 was shown

to have slightly lower values than the single-crystalline material, most likely due to point defects or

grain boundaries introduced by the sintering process [271].

The wide variety in values for thermal conductivity illustrates the nuances involved with thermal

measurements of ceramics, along with the need for consistent, accepted values of the thermal conduc-

tivity of nano-grained BaTiO3. Issues that arise from the processing, measurement, and analysis of

these properties such as porosity, defectivity, grain size, impurity contamination, and film thickness

can significantly alter findings if the system in question is not fully characterized and understood.

The study that I present in this dissertation establishes a consistent set of data for measured thermal

conductivity of nanograined and single crystalline BaTiO3.
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Table 3: Various Literature Values of Thermal Conductivity (κ) for Bulk and Nano-structured BaTiO3 at Room
Temperature

Avg. κ of BaTiO3

Data Source (year) @ RT (Wm−1K−1) Sample Type Measurement Method

Mante & Volger Physica (1967) 5.7 Bulk Single Crystal Steady State Heat Flow
Tachibana et al. APL (2008) 3.4 Bulk Single Crystal Bulk Meas System
He et al. Therm Acta (2004) 2.7 Bulk Ceramic Hot Disc

Davitadze et al. APL (2002) 5.1 1µm Thin Film w/ 150nm Grains 3ω method
Jezowski et al. APL (2007) 10.22 Bulk Ceramic w/ 100nm Grains Axial Stationary Flow
Jezowski et al. APL (2007) 1.73 Bulk Ceramic w/ 30nm Grains Axial Stationary Flow

2.17 ±0.22 175 nm Epitaxial Thin Film TDTR
1.71 ±0.06 175 nm Thin Film w/ 63±2.7 nm Grain TDTR

This Work 1.42 ±0.07 175 nmThin Film w/ 52±5.1 nm Grain TDTR
1.27 ±0.1 175 nm Thin Film w/ 47±7.4 nm Grain TDTR
1.08 ±0.07 175 nm Thin Film w/ 42±5.0 nm Grain TDTR
1.00 ±0.09 175 nm Thin Film w/ 36±4.9 nm Grain TDTR

Utilizing the sensitivity of TDTR and well understood processing with full characterization of

our materials, I show the effects of grain boundaries on the thermal conductivity of BaTiO3 and

illustrate the typical length scales of the thermal phonon mean free paths in the system. Taken with

previous work on SrTiO3 [94], this body of work suggests the spectral nature of phonons in complex

oxide perovskites in general.

4.2 BaTiO3 Film Fabrication and Characterization

Fabrication and characterization of these films were conducted by Dr. Jon Ihlefeld at Sandia Na-

tional Labs. BaTiO3 thin films were prepared via chemical solution deposition utilizing a varying

final anneal temperature to modify the final grain size [145]. A chelate chemistry comprised of

barium acetate, titanium isopropoxide, acetylacetonate, propionic acid, and methanol was used and

is described in more detail in prior work [272]. Cation precursors were assayed prior to batching

to ensure a stoichiometric composition. A single film was spin cast onto a polished polycrystalline

alumina substrate (CoorsTek Superstrate), which was chosen to minimize potential texturing effects

that may occur due to local epitaxy with a sapphire substrate. Films nine layers in total thickness

(ca. ∼175 nm as-fired thickness) were prepared with an 800◦C anneal after every layer to assure

that all carbonaceous species were removed and that a dense film was prepared [267, 273]. The

substrate was then diced and each section annealed at temperatures between 850 and 1000◦C in

50◦C increments for one hour in air to modify the grain size.

A 175 nm thick epitaxial BaTiO3 film was grown on a (001)-oriented SrTiO3 single crystalline
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substrate via 30◦ off-axis RF magnetron sputtering from a 75 mm diameter sintered BaTiO3 target.

The SrTiO3 surface was prepared with a TiO2 termination prior to growth [274]. The film was

grown with a substrate temperature of 700◦C in a 20 mTorr, 5:1 ratio argon:oxygen atmosphere with

a growth rate of 2.7 nm/min. The film was allowed to cool in the growth atmosphere to minimize

the formation of oxygen point defects.

Film phase assemblage and orientation was assessed with X-ray diffraction using a Philips X’Pert

MPD instrument with copper Kα radiation. Figure 4.1a shows representative X-ray diffraction

patterns for each film. In each case a phase pure film is identified. The solution deposited films

possess no preferred orientation and therefore can be consider randomly oriented and polycrystalline.

The epitaxial film possesses just peaks consistent with c-axis oriented BaTiO3. No evidence of other

a-axis or reflections from other planes could be observed. Rocking curves, seen in Fig. 4.1b, measured

for the substrate and film 002 peaks possessed full width at half maximum values of 0.092◦ and 1.142◦,

respectively. The increased width of the film peak can be attributed to strain fields around misfit

dislocations near the film/substrate interface [275].
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(a) XRD patterns of BaTiO3 films
(b) XRD rocking curve (BaTiO3 film on
SrTiO3)

Figure 4.1: (a) X-ray diffraction patterns for BaTiO3 films processed between 800 and 1000◦C on polycrystalline
alumina substrates and an epitaxial film prepared on a 001-oriented SrTiO3 substrate. The peak positions for cubic
BaTiO3 and corundum structured Al2O3 are indicated by the bar markers [276, 277]. * denotes SrTiO3 reflections,
♦ denotes a reflection of copper Kβ radiation, andˇ is an unknown peak that we have previously observed for these
SrTiO3 substrates and this diffractometer and is not believed to be a secondary phase in the film. (b) X-ray diffraction
rocking curves of the substrate and film 002 reflections. Full width at half maximum (FWHM) values for the substrate
and film are 0.092◦ and 1.142◦, respectively.

Film microstructure was assessed with scanning electron microscopy (Zeiss Supra 55VP in in-lens

imaging mode and FEI Varios) and atomic force microscopy (Park Scientific Autoprobe CP). Figure

4.2 shows scanning electron micrographs of the polycrystalline films after annealing at the different

temperatures. A clear increase in grain size with increasing annealing temperature is observed.

Cross-sectional images reveal relatively dense microstructures (>97% based upon image analysis,

ImageJ, National Institutes of Health) for each condition and smooth interfaces with the substrate.

Average grain sizes were assessed from the atomic force microscope images, seen in Fig. 4.3, using the

linear intercept method [278]. Error bars on the grain size measurements represent 95% confidence

intervals.
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Figure 4.2: Plan-view scanning electron micrographs of polycrystalline BaTiO3 films annealed between (a) 800◦C and
(e) 1000◦C. (f) is a cross-sectional image of the 1000◦C annealed BaTiO3 film.

Figure 4.3: 3 µm x 3 µm contact mode topographic atomic force microscope images of polycrystalline BaTiO3 films
annealed at (a) 800◦C (36±4.9 nm grain), (b) 850◦C (42±5.0 nm grain), (c) 900◦C (47±7.4 nm grain), (d) 950◦C
(52±5.1 nm grain), and (e) 1000◦C (63±2.7 nm grain).

4.3 Thermal Measurements and Phonon-Grain Boundary Interactions

I measured the thermal conductivity of the nanograined films with time domain thermoreflectance

[24–26]. The thermal conductivities of the nano-grained thin films were greatly reduced compared

to bulk values. Furthermore, the average size of the grains in each sample significantly affected its

thermal conductivity. A clear reduction in the thermal conductivity of the ng-BaTiO3 compared

to the epitaxial film is observed even for grain sizes as large as 63 nm. As expected, the epitaxial

thin film sample shows a higher thermal conductivity than any nano-grained samples, but is a factor

of two lower than the reported bulk values [69, 71], which is attributed mainly to film size effects.
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This coincides well with data taken by Foley et al. [94] on SrTiO3 showing a similar dependance of

thermal conductivity with grain size and a similar reduction from bulk values of approximately 11

W m−1 K−1.

In the analysis of the TDTR data, I assume literature values for the heat capacity of Al [279],

BaTiO3 [280], and Al2O3 [281], as well as the thermal conductivity of Al2O3 [282]. I confirmed a

more accurate thickness of 79 ± 2 nm for the Al layer location with picosecond acoustics [246, 247].

I assume a reduced thermal conductivity of the Al film based on electrical resistivity measurements

and the Weidemann-Franz law, though we are insensitive to this parameter in the TDTR analysis.

In this analysis, I also treat the thermal boundary conductance for the Al/BaTiO3 interface as a free

parameter in our model fit, our system is relatively insensitive to this as well as the backside interface

conductance. Reported error in the thermal conductivity measurement arrises from a combination

of small variation of thicknesses of constituent materials, particularly in the Al transducer, and

measurement of a number of different sites on the surface of each sample. Using laser spot sizes of

62.9 µm and 13.2 µm diameters for the pump and probe, respectively, allows a valid assumption of a

one dimensional heating event [26]. Room temperature measurements, along with an analytical model

for the grain size limited thermal conductivity are shown in Fig. 4.4. Additional measurements over

temperature were performed through a transparent window in a cryostat cooled by liquid nitrogen,

these are featured later in the chapter in Fig. 4.5.

The model of spectral phonon transport and grain boundary scattering in our BaTiO3 films is

based on semi-classical formalisms of the kinetic theory expression for thermal conductivity discussed

in Sect. 2.2. In this study, I approximate the phonon dispersion by a sine-type relation and only take

into account contributions to the thermal conductivity from the acoustic branches of the phonon dis-

persion. The boundary scattering is taken into account in the total scattering time by Matthiessen’s

rule given by

1

τ
= ATω2 exp

−B
T

+Dω4 +
v

dfilm
+

v

dgb
(128)

In this expression, from left to right, we account for the phonon-phonon scattering, impurity scat-

tering, film thickness scattering, and grain boundary scattering respectively. Here, T is the sample

temperature, ω is the phonon frequency, d is the appropriate thickness or grain size, and A, B, and
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Figure 4.4: Room temperature thermal conductivity of BaTiO3 as a function of grain size along with the measured
thermal conductivity of a single crystal film. For comparison, we also show the thermal conductivity of bulk, single
crystal BaTiO3 reported by Mante and Volger [71]. The dashed line represents our model calculations for BaTiO3 as
a function of grain size. Also included is similar data for another common perovskite, SrTiO3, from Foley et al. [94].

D are fitting parameters associated with the bulk scattering processes. These fitting parameters are

determined initially by fitting the model to bulk, single crystal data [71] without the additional grain

boundary and interface scattering components and are given as A = 700× 10−17 s K−1, B = 165 K,

and D = 1× 10−35 s3.

The simple sine-type relation to model the phonon dispersion in this system [21] has been shown

to be a good prediction for mean free path and thermal conductivity elsewhere in literature [283,

284]. This dispersion model yields a frequency dependance of

ω(k) = ωc sin

[
ka

2

]
(129)

where ω is the phonon frequency, ωc is the cutoff frequency, k is the phonon wavevector, and a is the

lattice constant. I model the group velocity, vg correspondingly by
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vg = vo

√
1−

(
ω

ωc

)2

(130)

where vo is the sound speed for a given phonon polarization in the material. This leads to a modeled

density of states in the form of

D(ω) =

2

(
2

a
sin−1

(
ω

ωc

))2

πωc

√
1−

(
ω

ωc

)2
(131)

Using this density of states, phonon velocity, scattering time, and a Bose-Einstein distribution, I am

able to accurately model the thermal conductivity of BaTiO3 and recreate temperature trends in the

bulk data using the fitting parameters given above.

For comparison to the spectral model described above, I also include a gray model [270] in which

there is a single mean free path of the phonons in a system at any given temperature. To determine

the values of this gray mean free path, I turn to literature values for heat capacity and thermal

conductivity and rearrange the equation

κ =
1

3
Cνλ (132)

to

λgray(T ) =
κ(T )

1
3C(T )ν

(133)

This enables the use of temperature dependent literature values for thermal conductivity, κ, and

heat capacity, C, along with the speed of sound, ν, to determine the gray mean free path of phonons

in bulk BaTiO3 as a function of temperature. By this process, at room temperature, the gray

model predicts a phonon mean free path in bulk BaTiO3 of λbulk = 2.3 nm. This result in itself

would suggest that introducing grain-boundaries from 36 - 63 nm grains should have no effect on

the thermal conductivity in the system, which is very clearly not the case. To further illustrate

this, and validate the spectral model of thermal conductivity in this system, I analyze the models

over temperature. Using the same approach to formulate scattering time as discussed previously, I
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determine the total scattering predicted by the gray model by Matthiessen’s rule.

1

τ
= ν

(
1

λgray
+

1

dfilm
+

1

dgb

)
(134)

The resulting prediction for thermal conductivity of the thin film, nano-grained system, with 36

nm grains as an example, is shown in Fig. 4.5. This prediction does not accurately depict the data

measured. The gray model predicts that the thin film, nano-grained BaTiO3 should show only a

slight deviation from the bulk thermal conductivity at operating temperatures. The trend given by

the gray model also helps to illustrate the quality of fit of the simple spectral model included in the

manuscript to the data measured.
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Figure 4.5: Thermal conductivity of BaTiO3 over varying sample temperature for two nano-grained and a single crystal
thin film with respective modeled trends. Included is the prediction by the gray model for the 36 nm grain, thin film
samples, showing very little deviation from bulk values [71] when neglecting the spectral nature of the phonons in the
system.

The dependance of thermal conductivity on grain size shown in Fig. 4.4 illustrates limitation

of the phonon mean free path spectrum by grain boundaries. With smaller grains, phonons with

mean free paths greater than the grain sizes scatter more readily, translating into a reduced ability to

conduct thermal energy. This is consistent with previous observations of nano-grained silicon [285]



4 PHONON INTERACTIONS WITH G . . . 100

and our previous measurements of grain size dependence on the thermal conductivity of SrTiO3 [94].

The strong dependence of thermal conductivity on grain sizes larger than 40 nm implies phonons

with mean free paths greater than 40 nm are conducting thermal energy. This directly conflicts with

the picture that phonons in these complex oxides (e.g., BaTiO3 and SrTiO3) have non-spectral (i.e.

gray) mean free paths that are ∼2 nm, which has been used to analyze phonon transport in SrTiO3

previously [111]. The spectral nature of thermal conductivity in BaTiO3 is illustrated by the model

used in this study, shown in the inset of Fig. 4.4. From this, it is clear that with the nano-structured

sample the reduction in thermal conductivity arises from a limited contribution of the low frequency,

long wavelength, phonons. At higher frequencies the contribution to thermal conductivity is identical

to bulk behavior.

Opportunites for Further Investigation:

(1) A simple model for grain boundary scattering has captured the trends in the data relatively well. While

this fit and theoretical form of phonon-boundary scattering leads to an accurate and efficient representation

of the physical system, there is always room for improvement of models. This experiment is one where there

may be an interesting investigation into the physical form of the phonon-grain boundary interaction. For

instance, extension of the grain boundary scattering time to include a phonon wavelength dependence, as it

is treated in some recent works in literature [286, 287], may yield some additional insight beyond the trends

and confirmation of spectral scattering seen in this experiment.

(2) Thermal rectification, or the bias of heat flow in a forward direction, can be achieved by graded size

effects. Using chemical solution deposition and controlled grain size, one could theoretically accomplish cross-

plane thermal rectification by incrementally layering BaTiO3 films of larger and larger grain size. This would

establish a thermal conductivity gradient, forcing a significant difference in heat flux from the top of the film

down as compared the bottom of the film up. This effect could be directly measured with TDTR using a

Pt-Al2O3 substrate and measuring transport on opposite sides of the thermal rectifying film.

The included figures show that the spectral model I have presented fits the measured data trend

well, is more appropriate than the gray model, and asymptotes towards our single crystalline mea-

sured values at large grains sizes. In this model, I assume both grain boundaries and film boundaries
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will scatter phonons equally, which accurately predicts that the epitaxial film data has a phonon

mean free path limitation of the film thickness of the sample.

The thermal conductivity as a function of temperature of three samples is plotted in Fig. 4.5.

Also for comparison in Fig. 4.5, I plotted the bulk data from Mante and Volger [71]. The temperature

trends among the epitaxial thin film, and the two nano-grained samples (average grain sizes of 36 and

63 nm) are nearly equivalent, which is the expected trend in boundary scattering limited transport

and is illustrated by the included model of the system. The agreement of the spectral model of

thermal conductivity and the measured data, especially when compared to a gray model, points

clearly towards grain size effects directly limiting the phonon spectrum.

In bulk systems, low temperature thermal conductivity is limited by boundary and impurity

scattering effects, and there is generally an increase in thermal conductivity until thermal energy

increases the population of phonons in the system to the point where phonon-phonon scattering

becomes dominant. This causes the characteristic hump and subsequent decrease of thermal con-

ductivity that is inversely proportional to temperature. Upon introduction of nanoscale scattering

sites, such as grain boundaries, the boundary scattering effects are so severe that the characteristic

hump gets smeared out into the modeled trend shown in Fig. 4.5. At somewhat higher temperatures,

the boundaries have essentially stabilized the temperature dependance of the system and hold the

thermal conductivity relatively constant over that range in temperature. This trend has been well

studied in silicon-based nano structures [4] and extends as well into complex oxides.

Another important variation from bulk temperature dependance of BaTiO3 seen in the nano-

grained samples is the behavior around phase transition temperatures. The bulk phase transition

progression of BaTiO3 is well known [54], with transitions from the rhombohedral, to orthorhombic,

to tetragonal, and finally to the cubic phase at 180 K, 270 K, and 400 K, respectively. In bulk

systems, thermal conductivity and heat capacity have been shown to spike through these transition

temperatures [71, 288], but in this nano-structured system I do not observe any measurable nonlin-

earities or inflections across these temperatures. It is well demonstrated in both bulk ceramics [6,

289, 290] and thin films [145] that as grain size is decreased below 1 µm, the phase transitions tend

to pinch together and diminish in their amplitude. Using a metric of the dielectric constant, Frey

et al. [291] were able to show a clear low temperature phase transition in BaTiO3 samples that had

grain sizes on the order of 1 µm, yet the peak in dielectric constant for grain sizes below 100 nm is
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nearly completely suppressed. Accompanying this suppression of peak permittivity was a decrease

in the latent heat of transition at the Curie temperature [289]. Ihlefeld et al. [145] show this same

relative permittivity trend as observed in bulk ceramics for thin film samples similar to those used

in this study, with nearly full peak suppression at grain sizes of about 76 nm. While we know from

previous work in similar systems [145] that these samples are still in a non-centrosymmetric crystal

structured regime, since we observe no obvious influence of the orthorhombic to tetragonal or tetrag-

onal to cubic phase transitions in both the single crystalline and nano-grained films, I hypothesize

that the fine grain and thin film geometry is suppressing the influence of these phase transitions on

thermal conductivity.

In summary, the nano-grained samples of barium titanate showed a significantly reduced thermal

conductivity compared to bulk. The thermal conductivity trended lower with decreasing grain sizes

showing a limitation of phonon mean free paths by grain boundaries. Over a range of industry and

material relevant temperatures it is clear that the thermal conductivity of the samples no longer

depends strongly on temperature, since the scattering component from grain boundaries dominates

over any other contribution to overall phonon scattering and thermal conductivity.
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5 Phonon Interactions with Extrinsically Controlled

Point Defects in CdO

In this chapter, I will show the tunability of the thermal conductivity of CdO using substitutional

doping and control of other intrinsic defects. With the interaction between the extrinsic and intrinsic

point defects, we are able to reduce total phonon scattering, increase total phonon scattering, increase

electronic thermal conductivity, or decrease the total thermal conductivity simply by Dy dopant

concentration. The work presented in this chapter has been published by Sachet et al. “Dysprosium-

doped cadmium oxide as a gateway material for mid-infrared plasmonics,” Nature Materials (2015)

[143] as well as Donovan et al. “Interplay between mass-impurity and vacancy phonon scattering

effects on the thermal conductivity of doped cadmium oxide,” Applied Physics Letters (2016) [144].

Featured in Donovan et al. [144], I include a model that captures the data in various doping regimes,

indicating dominance of various defect interactions that occur over different dopant concentrations.

This study demonstrates not only thermal tunability, but the use of thermal transport findings to

further understand the complex defect interactions in oxides.

The impact of point defects on phonon dominated thermal transport has been largely addressed by

experimental evidence garnered from studies of impurities in silicon and silicon-based materials [292–

294]. Going beyond impurity scattering in these silicon systems and looking towards oxides, previous

works quantified the role of oxygen vacancy interactions with phonons in bulk materials, starting

around the 1960’s [78–80]. With recent advances in materials processing and characterization, a new

level of capability and complexity has been introduced that is commonly being utilized in the form

of thin film oxide materials. With the move to nanoscale dimensionality, the addition of phonon

boundary scattering as a major concern for thermal engineering is another aspect that has been the

topic of recent investigation [82, 94, 95, 139, 147, 295]. Recent interest in thermoelectric materials as

a viable source of energy scavenging along with concentration on oxides for thermal barrier coatings

has encouraged more concentration on the ability to reduce thermal transport in oxides based on

variability in sample geometry, nanostructure and stoichiometry. It can be even more insightful to

leverage the complexity of these materials to fully tune thermal transport with the variety of controls

available through advanced processing and characterization.
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Cadmium oxide is a relatively simple functional oxide material; it has a rock salt crystal structure

and is used often in optical applications [296]. While the initial application pursued for these materials

is in infrared plasmonics, we will see that the tuning of thermal transport via substitutional doping

is quite significant and offers a wide array of opportunity in thermal engineering [143].

5.1 CdO Synthesis and Defect Control

CdO:Dy films were synthesized by colleagues in the Maria group at North Carolina State University

via plasma assisted molecular beam epitaxy. The CdO samples studied in this work range in Dy

doping levels from 0.0016 at.% to 1.2 at.% (near the solubility limit of 1.3 at.%). Heteroepitaxial

thin films were grown on MgO (100) substrates with a thickness of 500 nm. Dy acts as an n-type

dopant, replacing Cd atoms on the Cd site of the CdO crystal (DyCd
•). Doping with Dy encourages

a reduction in oxygen vacancies in the CdO via Fermi-level pinning [143]. This results in a shift of

the defect equilibrium to a state with a fixed substitutional impurity concentration. Considering that

the difference in radius due to substitution of Dy on a Cd site is much less than that of a vacancy in

an O site, the initial introduction of Dy into the system is accompanied with an increase in carrier

mobility.

This shift in defect equilibrium is not only crucial to this work and the range of manipulation of

thermal transport, but it also demonstrates the power of using functional oxide materials in thermal

transport applications. In pure CdO, there will be a baseline concentration of oxygen vacancies, the

equilibrium reaction for which is given below.

CdCd
× +OO

× ←→ CdCd
× + VO

•• + 2n+
1

2
O2(g) (135)

I have discussed the major concepts of intrinsic defect populations in functional oxides in Ch. 2.3

and will explore the impact of intrinsic defect on thermal transport in Ch. 6. In this study, using

extrinsic defects, the addition of a substitutional dopant leads to promotion of oxygen atoms onto

oxygen lattice sites.

Dy2O3
2CdO−−−→ 2DyCd

• + 2OO
× + 2n+

1

2
O2(g) (136)

Given these known defect interactions, we can formulate the general trend of electronic and ther-
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Figure 5.1: Qualitative illustration of the expected trend in electrical and thermal transport given interactions between
increasing population of substitutional Dy defects and resulting decrease in oxygen vacancies [143].

mal transport with respect to Dy doping concentration. Published in the first of the two manuscripts

associated with this work, Sachet et al. [143] illustrate these trends qualitatively in Fig. 5.1. In this

conceptual representation, there are five major regions of varying transport.

The first region, labeled “R1”, is the near intrinsic region, where transport is relatively unaf-

fected compared to the baseline level of impurities and other point defects in the system. In the

second region, “R2”, the Dy impurities act to drive out the oxygen vacancies from the system. Re-

placing oxygen vacancy scattering centers with Dy substitutional impurities results in less overall

scattering since the difference in radius of a Dy atom compared to a Cd atom is less than that of

a vacant oxygen site compared to an occupied oxygen site, quantified in Table 4. This decrease in

scattering results in an increase in both electronic and thermal mobility, thus increasing the respec-

tive conductivities. In addition, in this region we have started introducing a substantial population

of electronic carriers since Dy is an electron donor, thus the electronic conductivity is expected to
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begin rising significantly. The third region, “R3”, is where we start to see diminishing returns in

thermal transport for the addition of Dy into the system. The substitutional defect concentration

has now far exceeded the other defects in the system and the mobility can no longer increase due to

scattering from the Dy dopants. While the thermal and electronic mobilities will begin to decrease

in this region, the increasing dopant population will continue to introduce more free carriers into

the system, thus continuing to increase the total electronic conductivity further than the peak in

the mobility. Separating the phonon and electron contributions to thermal conductivity, we expect

the phonon thermal conductivity to decrease significantly in this region while the electron thermal

conductivity will trend with the electronic conductivity. In the fourth region, the electronic conduc-

tivity reaches its peak, no longer being able to rely on an increase in carrier population to make up

for the decrease in mobility. Finally, in the fifth region, “R5”, as we near the solubility limit for Dy

in CdO, all conductivities are expected to decrease from scattering of the large population of defects

in the system.

5.2 Modeling Phonon-Point Defect Interactions in CdO

To quantify this impact on phonon scattering, I use the parameters for defect scattering time reviewed

in Sect. 2.2

τ−1
Def = Aω4xDef

[(
∆MDef

MHost

)2

+ 2

[(
∆GDef
GHost

)
− 6.4γ

(
∆δDef
δHost

)]2
]

(137)

where A is a parameter determined by the lattice constant and phonon group velocity of the material,

ω is the phonon frequency, and xDef is the concentration of a given defect. The squared terms

represent the scattering characteristics due to the mass change and strain change from a defect in

the lattice. The mass difference is determined by the difference in mass of the defect from the host,

∆MDef divided by the average atomic mass of the host, MDef . The strain difference is determined

using similar factors where ∆GDef is the change in bond stiffness, ∆δdef is the change in lattice

parameter, and γ is the Grüneisen parameter [168]. In the case of a vacancy, the factor accounting

for the mass change takes the following form to account for potential energy differences with the

absence of an atom [65]
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Table 4: Comparison of Factors Influencing Phonon Scattering Times in Dy:CdO

Defect
∆MDef

MHost

∆GDef
GHost

∆δDef
δHost

DyCd
• 1.53 -0.06 0.15

VO
•• -2.24 1 -0.67

∆MV ac

MHost
= −MV ac

MHost
− 2 (138)

where MV ac is the mass of the missing atom.

Given this formulation, the scattering between the defects in question can be compared by ana-

lyzing the ∆MDef , ∆GDef , and ∆δDef parameters for both types of defects, summarized in Table 4.

The oxygen vacancy scattering is expected to be significantly higher for a given concentration com-

pared to the Dy dopants.

Physically, this difference makes intuitive sense; the perturbation of an atom that is slightly larger

but otherwise similar will be smaller than a site on the lattice where there should be a relatively

large atom, but it is not present at all. The relaxation that will occur around this vacant site will

then result in much different vibrational characteristics both from a perspective of the mass of this

vibrating species and the strain field that will be present around the vacancy.

5.3 Experimental Evidence of Phonon-Point Defect Interactions

In order to observe this change experimentally, I measured the thermal conductivity of a series of thin

films doped with Dy to isolate the role of phonon-vacancy and phonon-dopant scattering on thermal

conductivity [143, 144]. In addition, I compared the data to well-known theory and used these

experimental findings to evaluate the accuracy of decade-old models for phonon-vacancy scattering

effects on thermal conductivity [144].

I used time-domain thermoreflectance (TDTR) to measure the thermal conductivity of CdO thin

films at room temperature and 80 K in order to experimentally identify the role of phonon-vacancy

scattering on thermal conduction in CdO. By the mechanism of the 80 K thermal conductivity

measurements, I conclusively show that the behavior of the phonon and electron dominated thermal
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carrier regimes differ based on temperature, while the various point defect interactions obey relatively

well-known trends exhibited in the literature [21, 81].

In these TDTR experiments, the metal transducer was Al with a thickness of 83±3 nm, and

the pump and probe spot radii were 42 µm and 11 µm, respectively. I assume literature values for

the heat capacity of the Al [279], CdO [297], MgO [298] and thermal conductivity of the MgO [62].

I fit for the thermal conductivity of the CdO layer and the thermal boundary resistance between

the Al and CdO. Given the relative magnitudes of the thermo-physical properties of the constituent

materials and the modulation frequency of our heating event, we are not sensitive to the thermal

boundary resistance between the CdO and the MgO substrate. The major source of error in the

analysis arises from uncertainty in the thickness of the Al transducer. To minimize this uncertainty, I

verified the Al film thickness with both X-ray reflectivity data (provided by Professor Maria’s group

at NC State) and picosecond acoustic analyses [246, 247].

In order to understand the physical mechanisms affecting the measured thermal conductivities

in these materials, I conducted measurements at 80 K to compare to measurements at room temper-

ature. Seen in Fig. 5.2, the room temperature data show distinct double peak characteristics, with

local maxima in thermal conductivity occurring at Dy concentrations of 0.0182% and 0.083% [143].

This arises from the previously discussed interplay between various point defect populations and

the introduction of sufficient electronic carriers to elevate the electronic contribution to the thermal

conductivity to a significant level. In the low temperature data reported in this work, the electronic

conductivity is reduced and the lattice thermal conductivity is enhanced. By comparing the 80 K

measurements to the room temperature data, we observe clear signatures of the major contributions

to the thermal conductivity over the different regimes of Dy doping, discussed below.

Three major regions of defect interaction are captured by the data shown in Fig. 5.2. Initially, in

region “I” of Fig. 5.2, the addition of Dy results in a decrease in oxygen vacancies, thus decreasing

the total scattering of thermal carriers and increasing the total thermal conductivity. In the second

region, “II”, the Dy concentration is high enough to significantly scatter the thermal carriers (i.e.,

both electrons and phonons) in the system and the only contribution acting to increase the thermal

conductivity is the addition of free carriers from doping. The final data point in this region (0.08 at.

% Dy) represents the maximum electrical contribution to the thermal conductivity, κelec, which leads

to a second peak in the measured thermal conductivity at room temperature. In the final region,
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Figure 5.2: Measured thermal conductivity of CdO:Dy for various Dy concentrations. Markers and lines indicate total
measured thermal conductivity and calculated electronic contribution to thermal conductivity, respectively. Measure-
ments were taken at (a) 300 K and (b) 80 K.

“III”, the Dy concentration is high enough to effectively scatter all carriers and the total thermal

conductivity decreases. This final region includes data from near the solubility limit of Dy in CdO,

giving us an upper bound on the defect interactions, as we expect formation of secondary phases at

this concentration.

In Fig. 5.2b, there are clear differences in the trends in thermal conductivity as a function of Dy

concentration. This variation of thermal characteristics with temperature is crucial to understand-

ing the dominant thermal transport mechanisms being affected in each region. Here, region “I”,

delineated by the total peak in the thermal conductivity, has shifted, which can be understood by a

change in the phonon population (at low temperatures we expect less high frequency phonons which

are more impacted by point defect scattering). The increase in the magnitude of this peak arises

from a reduction in phonon-phonon scattering at low temperatures.

At 80 K, the second peak that is present at room temperature, which arises from increase in

electronic conductivity, has significantly diminished; this is due to the decrease in the electrical

contribution to thermal conductivity at 80 K relative to room temperature. Included in this fig-
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ure is the calculated electronic contribution to thermal conductivity, κelec, determined using the

Wiedemann-Franz law applied to our electrical resistivity measurements on these samples [143]. The

Wiedemann-Franz law, which holds well for electrical conductors, states that the electrical contri-

bution to the thermal conductivity, κel at a given temperature, T , is proportional to the electrical

conductivity, σ by a constant known as the Lorenz number, L [129].

κel = σLT (139)

L = 2.44× 10−8WΩK−2 (140)

To understand the effects of defect population modulation on the phonons in the system, the

electronic contribution is subtracted from the total measured thermal conductivity and only the

phonon thermal conductivity is analyzed, modeled by κph = 1/3Cvv
2τ , where Cv is the heat capacity,

v is the phonon velocity, and τ is the overall scattering time given in Eq. 141. In this material

system, we expect contributions to the phonon thermal resistance from anharmonic interactions,

τPh, natural impurity scattering, τImp, boundary scattering, τBound, dopant scattering, τDef , and

vacancy scattering, τV ac. This is combined via Matthiessen’s rule, given by

1

τ
=

1

τPh
+

1

τImp
+

1

τBound
+

1

τDef
+

1

τV ac
(141)

I used literature data to determine the heat capacity and phonon velocities as a function of

wavelength from the acoustic branches of the phonon dispersion curve [299]. In the model for this

study, I use a polynomial fit to the acoustic phonon branches of CdO, seen in Fig. 5.3, and follow the

modeling approach outlined in Sect. 2.2. I assume a spherical Brillouin zone with a radius of k = 2π
a ,

taken in the [100] direction. This corresponds to the rocksalt crystal structure, where the plane of

symmetry that dictates the Brillouin zone edge is located 1/2 of a lattice constant from the origin.

The data obtained in this study is then used to determine the impact and form of the major

phonon scattering mechanisms introduced by doping CdO with Dy. Since the optical branches have

a very low corresponding group velocity, the associated contributions to the thermal conductivity

are negligible, and I ignore them in the model.
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Figure 5.3: Literature values of acoustic phonon dispersion [299] for longitudinal (red) and transverse (blue) phonon
polarizations along with the polynomial fits (black) used for the model of thermal transport in CdO.

The baseline scattering mechanisms, which are assumed to be constant with doping, are phonon-

phonon scattering, natural impurity scattering, and film boundary scattering. To this extent I

calibrate the scattering parameters using temperature dependent literature data for phonon-phonon

scattering [300] and the undoped CdO film of our sample set for baseline impurity and film boundary

scattering. I measured the temperature dependent thermal conductivity of the undoped sample and

used these measurements, found in Fig. 5.4 along with the fitted model, to determine the baseline

impurity and boundary scattering parameters.

Using the previously discussed formalism for defect scattering, I modeled the thermal conduc-

tivity of the measured CdO films given the known concentration of Dy dopants and assuming a

concentration of oxygen vacancies based off of the electrical conductivity of the undoped films (esti-

mated to be 2×1019 cm−1) that decays an order of magnitude due to the substitutional Dy doping

[143]. This initial model assumes the major changing defects in the films are only the Dy dopants

and the oxygen vacancies.

This model, labeled as the “Dy Dominated” model in Fig. 5.5, captures the region “I” data rather

well. The data shown in Fig. 5.5 is the measured thermal conductivity with the calculated electrical

contribution subtracted off, leaving only the phonon thermal conductivity. It is interesting to note in
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Figure 5.4: Measured thermal conductivity as a function of temperature of the undoped film for calibration of the
model of thermal conductivity of CdO thin films (dashed line).

this model that the contribution to the thermal conductivity from the change in vacancy population

is relatively low; neglecting oxygen vacancies all together results in a 25% difference in the thermal

conductivity at low Dy concentrations, and the difference drops to less than 10% once the doping

level exceeds 10−2.

The Dy dominated model fails to capture the data for the phonon thermal conductivity in the

higher Dy doping concentrations (region “II”). Literature findings suggest that in highly doped

oxide systems, substitutional dopants can be compensated by other vacancy mechanisms in order to

reduce the overall energy of the system [301, 302]. In accordance with these findings, I investigated

the phonon scattering effects of Cd vacancies with populations dictated by the substitutional doping

concentration; for these calculations I rely on the model given in Eq. 137. This model, referred to in

Fig. 5.5 as the “Vacancy Compensated” model agrees with the measured data significantly better at

the higher Dy concentrations than the “Dy Dominated” model. This agreement, along with similar

findings in other oxide systems found in the literature, serves to indicate that there is an introduction

of other point defects compensating the Dy dopants at these high doping concentration levels, and

it is these compensating defects that drastically reduce the phonon thermal conductivity.

The highest doping concentration of the measured data set does not follow this continued down-
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Figure 5.5: Phonon thermal conductivity of CdO:Dy at (a) 300 K and (b) 80 K along with bounding models for a
system dominated by scattering from Dy doping (solid lines) and a model for a system with additional scattering from
vacancies with concentrations pinned by the Dy concentration (dashed lines).

ward trend in the phonon thermal conductivity. This is easily understood when considering that this

sample has exceeded the solubility of Dy in CdO and our characterization indicates that secondary

phases have formed [143]. In this case, it is likely that there are multiple regions that will behave

more similarly to dilute solutions of Dy in CdO rather than highly doped solutions. This hypothesis

is supported by the relative agreement with the “Dy Dominated” model compared to the “Vacancy

Compensated” model. Further characterization of the precipitated phases and their respective Dy

concentrations would need to be carried out in order to verify this hypothesis, but is beyond the

scope of this study.

There are a number of other components that could be at play to dictate the phonon thermal

conductivity of these films such as minority defect populations, contributions to the thermal conduc-

tivity from optical phonons, and phonon drag from the free electrons in the system [160]. However,

the agreement between the relatively simple models and the data measured, suggest that we have

identified the major phonon scattering mechanisms in these materials. Furthermore, the agreement

among the measured data in the various regimes of Dy doping suggests that the phonon thermal
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conductivity, and analytical modeling thereof, can be used to identify signs of complex defect inter-

actions in these functional oxides. The presentation of both models, one taking into account only

the known defects, and the other identifying the remaining scattering sites, serves as bounds for the

major phonon scattering mechanisms in this material and significantly aids in the understanding of

the phonon-related thermal conductivity tuning of CdO using Dy dopants.

In conclusion, the CdO:Dy material system illustrates intricate bi-directional tunability of thermal

conductivity in complex oxide materials, offering potential next steps for thermal engineering using

functional oxides. I have shown that with the introduction of Dy dopants, the thermal conductivity

of CdO can be increased or decreased via the interplay among the electronic contribution to thermal

conductivity and thermal carrier scattering due to point defect and vacancy concentrations present in

the system. Decreasing the intrinsic oxygen vacancy concentrations increases the electronic mobility,

leading to an increase in thermal conductivity at low Dy doping levels, but has a limited effect on

the phonon thermal conductivity. At higher Dy doping levels, the lattice thermal conductivity is

impacted. Using measurements at multiple temperatures, I have formulated a model for the phonon

thermal conductivity that highlights the major scattering mechanisms present in the system including

mass-impurity and vacancy scattering. I have shown that Dy mass-impurities contribute to thermal

scattering at low Dy concentrations, as expected. However, at higher Dy concentrations, additional

defects, namely cation vacancies, must be taken into account to capture the trend in the data. This

results in models which act as bounds for the measured data as the system transitions from dilute

dopant scattering, to scattering due to both dopant and vacancies at high Dy concentrations.
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6 Phonon Interactions with Intrinsic Point Defects in

TiO2

In this chapter, I will concentrate on the interaction of phonons with intrinsic point defects. Control

of intrinsic defect concentrations is achieved via annealing of bulk single crystals under various partial

pressures of oxygen. Using TDTR, I measure various samples with a range of defect concentrations

to determine the impact of point defect scattering on the thermal conductivity. This study will

provide insight into the changing thermal properties during the dielectric breakdown process.

The material system of choice for this study is single crystal TiO2. As TiO2 is an oxide that has

been studied for many years, there is a substantial collection of literature to refer to with respect

to defect dynamics and resulting properties. The two most common forms of TiO2 are anatase and

rutile. In this study, I will only concentrate on the rutile crystal structure, a body-centered tetragonal

structure with titanium cations on the corners and body center position, and oxygen anions forming

octahedra around each cation, as seen in Fig. 6.1.

6.1 Applications and Background of TiO2

Common applications of TiO2 range from a wide variety of optical applications to electronic applica-

tions. It is used as an ultraviolet radiation absorber in sunscreen [303] as well as a pigment for white

paints, plastics, paper, and cosmetics [304–306]. TiO2 also has some very interesting photocatalytic

behavior, leading to its use as photo-induced catalyst for chemical application as well as in pho-

tovoltaic applications [47, 307–309]. Nano-structured TiO2 particles, nanotubes, and nanoporous

membranes are a key component to the operation of dye-sensitized solar cells, where the photo-

induced electron-hole splitting occurs at the nano-structured TiO2 surface [310–312]. TiO2 is also

used in optics, for example as a multi-layer dielectric mirror for laser line applications [313–315].

The electronic applications of TiO2 are particularly relevant to this study. As mentioned in

Ch. 2.5, the major motivating application for the following experiment is based around understanding

thermal transport during dielectric degradation.

Dielectric degradation and breakdown are major reliability issues in microelectronic devices [216,

317]. Since thermal buildup can significantly accelerate dielectric breakdown, understanding the
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Figure 6.1: The unit cell of rutile TiO2 with Ti cations in blue and O anions in orange [316].

evolution of the intrinsic thermal properties of dielectric materials under prolonged electric fields is

of critical importance to addressing this failure mechanism [209, 210].

With increased concentration of point defects, thermal carrier propagation will be disrupted and

local hotspots may lead to increased probability of device failure [212, 215, 224]. In the region of

the electrodes of a dielectric material under prolonged electric fields, point defect concentrations can

increase well beyond initial, homogeneous concentrations and lead to highly defective layers that can

transition into entirely new phases from the severe non-stoichiometry [197, 318–321].

The impact of this defect buildup on thermal transport can be assessed in a systematic way by

analyzing systems with similar levels of homogenous defect concentrations. The literature clearly

outlines the general trend of reduced phonon transport with high point defect concentrations in a

crystal [78, 168]. The analytical form of this increase in phonon scattering with point defects has

been previously determined not only for elemental crystals, but for oxides as well [65, 80]. However,

a systematic experimental study that takes into account the full series of equilibrium point defects

and their effect on thermal conductivity in a dielectric crystal has yet to be demonstrated.

Control over defect profiles in oxides can be accomplished using control over the partial pressure

of oxygen during annealing to dictate oxygen activity and alter relative equilibrium concentrations

of point defects [53]. This technique can be used to fabricate single crystals with point defect
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concentrations that span the range of the variable defect concentrations found within a dielectric

during degradation and breakdown. The information gleaned from this study can then be used to

model the evolution of thermal transport under prolonged electric fields and determine the threshold

at which the local thermal conductivity will have an impact on thermal runaway and dielectric

breakdown.

In TiO2, defect accumulation has led to Magnéli phase formation at electrodes, indicating a

significant change in stoichiometry driven by the addition of Ti3+ interstitials, which are known to

be the mobile defects at room temperature [197]. The non-stoichiometry of this defected region,

which has a thickness on the order of 200 nm, is likely in the defect concentration range of 0.5-1

at.%.

This work aims to experimentally elucidate the impact of defect concentration on thermal trans-

port systematically by manipulating bulk point defect concentrations in rutile TiO2. I use analytical

models to further understand the trends in thermal transport and identify the threshold of the im-

pact of defectivity on the thermal conductivity as well as the impact of new phase formation at very

high defect concentrations. These findings will help serve as a guide for process conditions not only

in the dielectric breakdown process, but in general dielectric fabrication as well.

6.2 Measurement and Control of Reduced TiO2

Using TDTR, I measure the change in thermal conductivity of rutile single crystals that have been

processed to contain increasing concentrations of intrinsic point defects. In this study, the metal

film used as a thermal transducer is 65 nm of Al deposited with electron-beam evaporation onto

the crystal of interest. I use literature values of the volumetric heat capacities [298] and verify the

thermal conductivity of the Al with a four point probe measurement. As the main source of error

in the analysis arises from variation in the thickness of the Al, I use both picosecond acoustics and

profilometry to measure a thickness of at 64±3 nm.

The penetration depth of our thermal measurement is dependent on the frequency of the mod-

ulated pump heating event. The relationship between the 1/e decay in the thermal gradient, the

thermal properties of the material being studied, and the modulation frequencies is
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dtherm =

√
k

πfC
(142)

where dtherm is the thermal penetration depth, k is the thermal conductivity, C is the volumetric

heat capacity, and f is the modulation frequency. In order to verify that the thermal measurements

that we conduct are not dictated by the near-surface nature of our measurement, we probe various

thermal penetration depths to ensure that there is no depth dependence in the measured thermal

conductivity of the crystals. The modulation frequencies used range from 8.8 MHz to 500 kHz,

corresponding to thermal penetration depths in TiO2 ranging roughly from 300 nm to 1.3 µm.

The crystals were purchased from the MTI corporation and are 10 mm × 10 mm × 0.5 mm

polished (100)-oriented and (001)-oriented rutile TiO2. Annealing was done both at the University

of Virginia as well as at North Carolina State University in collaboration with Professor Dickey.

We annealed each crystal at 1100◦C for 36 h at varying partial pressures of oxygen (pO2) in order

to control the defect concentrations. In order to precisely control the pO2, we varied the flow

rate of an Ar/H2 forming gas mixture in the annealing furnace. Utilizing the interlock system at

NCSU, we quenched the crystals in the forming gas environment to room temperature using a sealed

interlock.We varied the pO2 during the anneal to range from 1.7× 10−12 to 8.4× 10−18 atm.

Using literature values for the equilibrium mass action constants of the major intrinsic defects

in TiO2 [302, 309, 322], I determined the concentration of various species of point defects dictated

by the environmentally controlled anneals. The major populations of point defects present are

oxygen vacancies, titanium interstitials, and titanium vacancies. The calculated concentrations of

these defects, along with the concentrations of the electrons and holes can be seen in Fig. 6.2,

calculated at 1100◦C with an Al impurity concentration of 5×10−5. The defect concentrations from

this calculation will be used in the model for the phonon thermal conductivity to predict the change

in phonon scattering by point defects in TiO2.

As discussed in Sect. 2.4, I expect the sub-stoichiometry of the reduced TiO2 to be severe enough

to induce the ordering of point defects and form Magnéli phases. This will be the largest contribution

to any departures from the model that is based on concentrations of homogeneously distributed

atomic scale phonon scattering centers.
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Figure 6.2: Concentration of primary point defects in TiO2 dictated by partial pressure of oxygen in 1100 ◦C anneal.

6.3 Modeling Phonon Transport in Rutile TiO2

In order to further understand the trends in the thermal conductivity of defected functional oxides,

I developed an analytical model for the phonon thermal conductivity of TiO2. The model consists

of an integration over phonon wave vectors for each branch in the phonon dispersion. Outlined

previously, the thermal conductivity, κ, is the product of the heat capacity, C, the phonon group

velocity, v, and the characteristic scattering time, τ .

κ =
∑

i

∫
Cv2τdk (143)

In the model used in this study, all of these components are modeled as phonon wave vector, k,

dependent with relationships dictated by the phonon dispersion relationship for each branch, i. The

rutile unit cell is made up of a tetragonal structure with a six point basis, with titanium on the

(0,0,0) and (1/2, 1/2, 1/2) sites and oxygen on the (1/4, 1/4, 0), (3/4, 3/4, 0), (1/4, 3/4, 1/2),

and (3/4, 1/4, 1/2) sites resulting in 18 total branches (3 acoustic and 15 optical). Since rutile is

anisotropic, we must take into account both the Γ→ X and Γ→ Z directions of the Brillouin zone
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Figure 6.3: Phonon dispersion in the Γ→ X and Γ→ Z directions compiled from theoretical and experimental findings
[154, 323].

when considering the dispersion diagram. As explained in the discussion below, in this case, I make

an assumption of a cylindrical Brillouin zone instead of the typical spherical Brillouin zone which is

assumed for an isotropic system. I fit the phonon dispersion which has been determined using lattice

dynamics [154] using a fifth order polynomial for each branch, the result of which can be seen in

Fig. 6.3.

The assumption of a cylindrical Brillouin zone leads to a definition of the phonon frequency,

ω, which depends on the cartesian wave vector relationships defined by the dispersion diagram as

follows

ω = ω
(√

k2
x + k2

y + k2
z

)
(144)

where kx, ky, and kz are the phonon wave vectors in the Γ → X, Γ → Y , and Γ → Z direction,

respectively. In the case of a cylindrically symmetric Brillouin zone the Γ→ X and Γ→ Y directions

will be identical and Eq. 144 becomes
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ω = ω
(√

2k2
x + k2

z

)
(145)

As outlined in Ch. 2.2, the general formulation for the heat capacity of a crystal can be written

as

C =
1

8π3

∫

kx

∫

ky

∫

kz

h̄ω
dF

dT
dkxdkydkz (146)

where h̄ω is the phonon energy dictated by the product of Planck’s constant and the phonon fre-

quency, and dF
dT is the change in the Bose-Einstein distribution with temperature. I have defined this

previously for a spherical Brillouin zone where

C =
1

8π3

∫ 2π

0

∫ π

0

∫

k
h̄ω

dF

dT
k2φ sin(θ)dkdφdθ (147)

=
1

4π2

∫

k
h̄ω

dF

dT
k2dk (148)

where the only spatial term that dictates the heat capacity is the radius of the Brillouin zone, or the

phonon wave vector.

In a tetragonal crystal, I approximate the Brillouin zone by a cylinder and the heat capacity is

defined by

C =
1

8π3

∫ 2π

0

∫

kr

∫ kz

−kz
h̄ω

dF

dT
krφdkzdkrdφ (149)

where kz is the wave vector associated with the anisotropic axis, [001] in the case of TiO2, and kr is

the wave vector in the isotropic plane, formulated as kr =
√
k2
x + k2

y where kx and ky are the wave

vectors in the [100] and [010] directions in TiO2. By symmetry, this simplifies to

C =
1

2π2

∫

kr

∫

kz

h̄ω
dF

dT
krdkzdkr (150)

The other components of the thermal conductivity are the phonon group velocity, which is deter-

mined by the first derivative of the phonon frequency with respect to wave number, and the phonon
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scattering time. Thus for each branch of the dispersion in the crystallographic direction of interest,

the thermal conductivity in the anisotropic system is

ki =
1

2π2

∫

kr

∫

kz

h̄ω
dF

dT
v2
gτkrdkzdkr (151)

where the group velocity, vg = ∂ω/∂k is taken in the direction of transport. Thus if I am modeling

the thermal conductivity in the [100] direction, I would use the group velocity dictated by the phonon

dispersion in the Γ→ X direction. The total phonon scattering time is modeled using Matthissein’s

rule, taking into account the following scattering times

1

τ
=

1

τPh
+

1

τImp
+

1

τBound
+

1

τInstl
+

1

τV ac
(152)

where τPh is the phonon-phonon scattering time, τImp is the scattering of phonons with impuri-

ties, τBound is the phonon-boundary scattering time, and the final components are the scattering of

phonons with intrinsic point defects such as interstitials, τInstl, and vacancies, τV ac.

In this experiment, I assume that the first three scattering mechanisms are constant within the

sample set and have a functional form as follows

1

τBaseline
= ATω2 exp

(−B
T

)
+ Cω4 +

v

d
(153)

where T is the sample temperature, d is the sample thickness, and A, B, and C are fitting parameters.

We determine A and B using a least squares fit of literature values of measured thermal conductivity

over a wide temperature range [15] and modify C to fit the measured values of the control sample in

our specific sample set.

The formulation for scattering from known concentrations of point defects takes the form of

Rayleigh scattering (∝ ω4) and is determined by mass differences, size differences, and bond strength

differences on the atomic level [78, 81, 156, 168] as

1

τDef
=

a2c

4πvgv2
p

xDefω
4

[(
∆M

M

)2

+ 2

[(
∆G

G

)
− 6.4γ

(
∆δ

δ

)]2
]

(154)

where a2c is the tetragonal unit cell volume, xDef is the atomic concentration of the defect of interest,

γ is the Grüneisen parameter, and ∆M/M , ∆G/G, and ∆δ/δ are the changes in mass, shear strength,
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and atomic radius, respectively, of the defect compared to the host. In this equation, the denominator

of the prefactor contains the product of the group velocity, vg, and the phase velocity, vp = ω/k,

which is also directionally dependent. This is an important addition particularly in this model since

we are considering contributions from the optical phonon branches in the full dispersion. Optical

phonon branches will have a relatively low group velocity, but may have a much higher phase velocity.

In the case of a substitutional or interstitial defect, the mass difference parameter takes the form

∆M

M
=
MDef −MHost

MHost

(155)

where MDef is the mass of the defect and MHost is the average atomic mass of the host. In the case

of a vacancy, this takes the form [80]

∆MV ac

M
= − MV ac

MHost

− 2 (156)

where MV ac is the mass of the vacant atom.

In the case of the interstitial defects, the change in radius is determined by the difference between

the radius of the interstitial site in rutile TiO2 [316] and the radius of the anion [324].

The values used for each type of defect accounted for in this model were taken from literature

[324–326]. The impact of intrinsic defects on the thermal conductivity of rutile TiO2 can be seen

in Fig. 6.4 for a wide range of concentrations of titanium interstitials (Ti3+ and Ti4+), titanium

vacancies, and oxygen vacancies (as well as a simple linear summation of all four). Comparing

this model to the results from our measurements, we can use inputs determined by the equilibrium

concentration at the anneal temperature, seen in Fig. 6.2, and determine the expected impact of

intrinsic defects in highly reduced TiO2 on thermal transport.

The model of the thermal conductivity dependence on point defect concentration allows us to

better understand the impact from each type of defect as the pO2 changes. In terms of thermal

resistances, the phonon scattering times can be combined as thermal resistors in series. As this is

the case, when deconvolving the effects of various scattering mechanisms, it is useful to analyze the

thermal resistivity instead of its inverse, the thermal conductivity.

The contribution of each type of defect scattering mechanism can be computed by considering only

one type of point defect at a time (at a concentration dictated by the equilibrium concentration)



6 PHONON INTERACTIONS WITH I . . . 124

0.01% 0.1% 1% 10% 50%
0.0

0.2

0.4

0.6

0.8

1.0

 Baseline
 All Defects
 Oxygen Vacancy
 Ti 3+ Intersitial
 Ti 4+ Intersitial
 Ti Vacancy

 BaseN
 DefN
 OVN
 Ti4N
 Ti3N
 TiVN

Defect Concentration (at.%)

 N
or

m
al

iz
ed

 T
he

rm
al

 C
on

du
ct

iv
ity

 (W
 m

-1
 K

-1
)

Figure 6.4: Normalized thermal conductivity with varying concentrations of titanium interstitials (Ti3+ and Ti4+),
titanium vacancies, and oxygen vacancies (as well as a simple linear summation of all four), determined by my analytical
model for phonon thermal conductivity.

along with the baseline thermal scattering mechanisms, thus the scattering time for each type of

defect is

1

τ
=

1

τPh
+

1

τImp
+

1

τBound
+

1

τDOI
(157)

1

τ
=

1

τBaseline
+

1

τDOI
(158)

where τDOI is the scattering time for the defect of interest. This computation results in the thermal

resistivities shown in Fig. 6.5, where we see that the major contribution to phonon scattering shift

throughout the range of pO2. At high pO2 levels, the major defects impacting thermal transport are

the oxygen and titanium vacancies. However, at very low pO2, the titanium interstitial concentration

rises high enough to drive a significant decrease in the expected thermal resistivity. This has a

profound implication in the process of dielectric breakdown, since it is the titanium interstitials that
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are the mobile defects under breakdown conditions, and this finding suggests that these defects do

in fact significantly inhibit phonon transport at high concentrations.

10-20 10-16 10-12 10-8 10-4 100
0.08

0.09

0.10

0.11

0.12

0.13

0.14

 Partial Pressure of Oxygen (atm.)

 Baseline
 All Defects
 Oxygen Vacancy
 Ti 3+ Intersitial
 Ti 4+ Intersitial
 Ti Vacancy

 Base
 Defect

 T
he

rm
al

 R
es

iti
vi

ty
 (m

 K
 W

-1
 )

Figure 6.5: Thermal resistivity of rutile computed with contributions from equilibrium concentrations of known intrinsic
defects along with the baseline thermal resistivity and the total thermal resistivity, which takes into account all of the
intrinsic defects combined.

The lower valency cation interstitials (Ti4+) play a negligible role in thermal transport as their

concentrations are expected to be extremely low. At the transition into the reducing regime (∼10−14

atm.) the titanium vacancy concentration begins to decline and the contribution to the thermal

resistivity becomes negligible by a pO2 of ∼10−16 atm. There is a distinct kink in the trend of

the thermal resistivity with pO2 that corresponds to a change into extreme reducing environments

expected at 5×10−18 atm. At this point the oxygen vacancy concentration is expected to level

out and further reduction in the thermal conductivity comes from the increasing Ti3+ interstitial

population.

6.4 Impact of Defects on the Thermal Conductivity of Reduced TiO2

The results of the model using the combination of equilibrium concentrations of defects, along with

the measurements taken on crystals annealed at corresponding pO2 levels, are shown in Fig. 6.6. The
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thermal conductivity of the reduced rutile TiO2 decreases with decreasing partial pressure of oxygen.

This effect does not come into play until the partial pressure of oxygen during the anneal is lower

than 10−14 atm. Total defect concentrations at partial pressures of oxygen below this level begin to

exceed 0.7 at.% as determined by the equilibrium concentrations of defects shown in Fig. 6.2. This

defect concentration is into the regime where the thermal conductivity is significantly impacted and

as the total concentration of defects is increased, the thermal conductivity drops compared to the

baseline.
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Figure 6.6: Thermal conductivity of [100]-oriented and [001]-oriented rutile TiO2 with various defect concentrations
dictated by pO2 during anneals. The dotted lines indicate the modeled impact to thermal conductivity using defect
concentrations found in Fig. 6.2.

This model is able to capture the onset of this decrease in the thermal conductivity as shown by

the comparison to the data in Fig 6.6. At more extreme pO2 levels, the decrease in the measured

thermal conductivity becomes more severe. With a total concentration of defects exceeding 1.5 at.%,

the system is sub-stoichiometric to a degree that we expect the formation of Magnéli phases. These

low density, layered phases reduce the thermal conductivity well beyond the expected impact from

non-interacting point defects. Furthermore, at the lowest pO2 levels that we could achieve, (as low as

8.4×10−18 atm.) the anisotropy in the thermal conductivity is no longer present. This suggests that
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the total thermal transport in the system is now being dominated by crystallites of an alternative

phase of the reduced TiO2 and not the single crystal anisotropic rutile.

The expected threshold of sub-stoichiometry to induce a phase change into a Magnéli phase

occurs at a O:Ti ratio of 1.97. Seen in Fig. 6.7, I have computed this ratio over the partial pressure

of oxygen used to fabricate the samples in this study. I have included the expected pO2 thresholds

considering all of the defects featured in the Brouwer diagram (Fig. 6.2) as well as considerations

of only the oxygen and titanium-related defects. The calculation of this ratio is based off of the

stoichiometric concentrations of each constituent atom modified by the concentrations of each defect

as follows

O : Ti ratio =
O(1− VO)

Ti(1 + Ti3+
i + Ti4+

i − VTi)
(159)

where O and Ti are the stoichiometric relative concentrations (2 and 1) and each other component

is a concentration from the brouwer diagram.

From this analysis I would expect Magnéli phase formation to occur in the crystals that were

annealed at pO2 levels below 6.4×10−17 atm. If considering only the oxygen related defects, the

pO2 threshold becomes somewhat lower (2.1×10−17 atm) and if only consider the titanium-related

defects, the threshold is considerably higher (1.7×10−15 atm).

To investigate the change in phase that seems to occur at the lowest pO2 levels in our experiment,

I turn to X-ray diffraction. The results of the X-ray diffraction scans shown in Fig. 6.8a show a

distinct shift in peak location for the most severely reduced samples, corresponding to pO2 levels

of 6.0×10−17 and 8.4×10−18. These samples are the two that show a total loss in anisotropy of

the thermal conductivity. Additionally, these are the two samples that are below the threshold pO2

determined for Magnéli phase formation shown in Fig. 6.7. Since these samples are single crystals,

the only 2θ peak that has strong intensity is the peak associated with the [002] direction (this

particular set of X-ray diffraction scans was done on the c-axis oriented crystals). While this shift in

the peak location does indicate a significant change in the crystal structure (change in the average

lattice constant), the lack of any additional peaks stops us from making concrete conclusions that

additional phases are forming. Figure 6.8b shows the polycrystalline X-ray diffraction pattern taken

from literature, comparing rutile to pure Magnéli phase powders [199]. From this its clear that the
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Figure 6.7: Ratio of oxygen to titanium in TiO2 dictated by the expected defect concentrations that arise from
annealing at various partial pressures of oxygen. Included are the expected O:Ti ratios for all defects (blue) as well
as just considering the oxygen (red) and titanium (green) related defects. The expected threshold for Magnéli phase
formation occurs at a O:Ti ratio of 1.97, corresponding to a pO2 level of 6.4×10−17 atm.

Magnéli phase featured has a peak that is shifted slightly higher in 2θ than the rutile [002] peak,

indicating that the two samples at the lowest pO2 have started going through the phase transition.
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Figure 6.8: (a) X-ray diffraction data taken on all of the reduced TiO2 crystals used in this study and (b) literature
values for diffraction scans from rutile and Magnéli phase powders [199].

With help from colleagues in Professor Dickey’s group at North Carolina State University, we

obtained electron diffraction patterns, which allow us to see additional crystallographic peaks around
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Figure 6.9: Electron diffraction patterns of the defected region of the TinO2n−1 crystal that has been annealed at a
pO2 level of 8.4×10−18 atm. Taken along the [100] zone axis with a JEOL 2010F at 200 kV.

the TiO2 peaks in the degraded crystal. Figure 6.9 shows the electron diffraction pattern of the rutile

in the [100] direction, the primary intensity peaks are clearly defined and labeled. There is also a

concrete signature of a layered secondary phase in the diffraction pattern in the form of smaller

peaks around the primary peaks. This diffraction signature mimics that seen in other studies on

Magnéli phase materials indicative of a superlattice structure aligned along the (075) direction with

spacing between layers of 1.4 nm. Additional diffraction patterns taken from this sample vary in

the extent of this defect signature. Figure 6.10 shows two other diffraction scans that show very

little signature of secondary phases or the signature of a highly defective crystal that has yet to form

secondary phases. Since the spatial window of these images is on the order of magnitude of 100’s

nm, our measurement (covering 10’s µm) would incorporate many of these regions, resulting in a

spatial average that includes Magnéli phases as well as defected rutile.

We are able to identify the onset of the layered defects that lead to the new ordered phase with

TEM analysis of a crystal that has been annealed at a pO2 level of 4.2×10−16 atm, which is the highest

pO2 for which we see a reduction in the thermal conductivity from defects. Figure 6.11a shows the

formation of extended defects from the high concentration of point defects and Fig. 6.11b shows the

corresponding electron diffraction pattern for this region, with peak widening in the crystallographic

directions that correspond to the extended defects. This bright field, phase contrast imaging allows

us to directly see the crystallographic shear planes that form by the ordering of the stacking faults as
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Figure 6.10: Electron diffraction patterns of other regions of the TinO2n−1 crystal that has been annealed at a pO2

level of 8.4×10−18 atm demonstrating the variety in extent of defect and secondary phase concentration.These were
taken along the [100] with a JEOL 2000FX at 200 kV.

the titanium interstitials rearrange, discussed in Sect. 2.4 as growing along 132 planes. This growth

direction corresponds to the smearing of the diffraction peaks seen in Fig. 6.11b which is accentuated

in the highly defected region that has yet to form an ordered phase in Fig. 6.10. The TEM analysis

from this additional sample gives an indication that, while we have not yet formed full Magnéli

phases, the defect concentration is high enough that the point defects are beginning to interact even

though the model that I have projected (based on non-interacting defects) still captures the data.

(a) Phase contrast TEM (b) Electron diffraction pattern

Figure 6.11: TEM analysis of a TiO2 crystal annealed at a pO2 level of 4.6 ×10−16 atm. (a) Low resolution phase
contrast image shows the presence of extended defects and (b) electron diffraction patterns show peak widening in the
crystallographic directions that correspond to the extended defects.
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In conclusion, there is clear evidence of the interaction of intrinsic point defects with phonons in

rutile TiO2. Control over the intrinsic point defect profile was accomplished using high temperature

anneals and regulated partial pressures of oxygen. At low partial pressures of oxygen, the total

intrinsic defect concentration is driven well beyond 1 at.% resulting in a significant reduction in the

thermal conductivity.

As the sub-stoichiometry becomes more severe, the rutile TiO2 undergoes a phase transition into

a less dense, layered Magnéli phase. This phase transition results in a reduction in the thermal

conductivity that is well beyond the expected reduction from a homogeneous, non-interacting profile

of point defects.

Using an analytical model for the thermal conductivity, I have shown that the various contri-

butions to phonon scattering by different types of intrinsic defects varies with different regimes of

reduction in TiO2. The model indicates that the oxygen and titanium vacancies play the most signif-

icant role in intrinsic point defect scattering at high pO2, but at low pO2, the titanium interstitials

(Ti3+) begin to dominate the phonon scattering. These findings have significance particularly to the

application of dielectric breakdown, showing the role of the various defects that drift and concentrate

during prolonged application of high electric fields in dielectric crystals.



6 PHONON INTERACTIONS WITH I . . . 132

Opportunity for Further Investigation: Driving a phase change into Magnéli phases of TiO2 using

single crystals is not the common technique used in literature [178, 185, 190, 202]; the initial TiO2 is usually

polycrystalline. This offers a unique opportunity to further study the nature of the change in phase in a

controlled way between defected rutile and a Magnéli phase TinO2n−1 using the single crystals that were

reduced in this study. Our initial investigation into this phase change offers concrete evidence that a change to

a highly defected new phase is occurring, which is sufficient to understand the trend in the thermal data, but

there are some interesting features that could be explored further. It seems from the TEM analysis that the

formation of these phases is nucleating from within the crystal, while the near-surface region is less defected

(near-surface in this case is relative to the dimension of the TEM lamella, the thermal probe used is deep

enough to fully sample the defective region, as seen in the thermal conductivity data). Additionally, the shift

in the X-ray diffraction peak would indicate that the lattice constant in the [001] direction is getting smaller,

which seems to be counterintuitive as these phases are less dense than rutile. High resolution microscopy (TEM

or STEM) could lend significant insight into these dynamics and result in an entirely new set of publishable

findings on the nature of the phase transition from rutile to Magnéli phases.
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7 Summary

Advances in technology will continue to push constituent materials, such as functional oxides, to ex-

treme environments, dimensionalities, and configurations. Understanding the interaction of thermal

carriers with the defects that arise from these conditions is a major component in the materials de-

sign process that enables progress. With advances in processing, complex defect profiles in functional

oxides can lead to new scattering mechanisms affecting thermal transport, with thermal conductivity

dictated by defects ranging from boundaries to low concentration impurities. Under extreme oper-

ation, defect migration can also lead to altered profiles that induce a variety of thermal transport

regimes. This work serves to address these material configurations and fully characterize the resulting

impact on thermal transport at the nanoscale. Thermal measurements accompanied by modeling for

three different material systems have been presented to illustrate the general interaction of phonons

with defects in functional oxides.

The motivation behind studying thermal transport in functional oxides stems from a number

of applications. In microelectronics applications, functional oxides are generally preferred to have

higher thermal conductivities in order to dissipate built up heat. In applications such as thermal

barrier coatings and thermoelectrics, desirable properties include very low thermal conductivities to

minimize heat flux through the material. In some advanced applications, continuous tuning of the

thermal conductivity is of interest and leads to some very interesting material design challenges.

In each regime of control of the thermal conductivity, understanding thermal transport and the

interaction of phonons with defects is crucial. I outline the nature and analytical form of phonon

transport in Sections 2.1 & 2.2. I discuss not only the method for modeling phonon transport,

but also review the form of various defect scattering mechanisms including grain boundaries and

point defects. The formation of point defects in oxides is crucial to the defect profiles present

in these materials, as well as determining the processing conditions necessary to mimic exposure to

extreme environments. I explain the thermodynamics behind the determination of defect equilibrium

concentrations in Sect. 2.3. In Sect. 2.5, I address the major application that drives the final study in

my dissertation which is dielectric breakdown. A key aspect of each of these studies is the accurate

measurement of the thermal conductivity of these materials. I accomplish this using time domain
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thermoreflectance and describe the measurement and analysis technique in depth in Ch. 3.

I have shown experimentally that functional oxide defects can be used to control the spectrum

of heat carrying phonons present in these materials. In Ch. 4, this is done using grain boundaries

in BaTiO3. The thermal conductivity increases with increasing grain size in BaTiO3 thin films,

up to a film boundary limited thermal conductivity. This result demonstrates the spectral nature

of phonons in functional oxides and highlights the presence of size effects dictated by grain size.

Boundary scattering is particularly pertinent in BaTiO3 as it is a primary constituent in multilayer

ceramic capacitors; an application which requires thermal stability and is consistently being driven

to smaller size scales. Also dictated by processing, extrinsic point defects can impact the thermal

conductivity in complex ways through multiple defect interactions.

Shown in Ch. 5, the thermal conductivity of Dy doped CdO films can be increased and decreased

both by electronic and phonon thermal conductivity using variations in Dy doping. As dopant

concentration is increased initially, the substitutional Dy shifts the equilibrium concentration of

oxygen vacancies down, resulting in less overall phonon scattering. Continuous increase in Dy defect

concentrations leads to an overall decrease in the phonon scattering rate eventually, but this is

also coupled with an increasing electronic population which results in a dual peak signature, the

magnitude of which was manipulated by reducing the sample temperature to 80 K. In this chapter,

I show that the model for phonon-defect scattering can be used to gain additional information

about the defect interactions through a comparison to the measured thermal conductivity. This

simple analytical model indicates an interaction, supported by the literature, where high enough

concentrations of Dy result in compensation by cation vacancies, significantly increasing the phonon

scattering rate in the secondary regime shown in Fig. 5.5.

The intrinsic defect profile can also lead to interesting interactions between defects that dictate

phonon scattering rates. I show the effect of increasing the intrinsic defect concentration on the

thermal conductivity of TiO2 in Ch. 6. In this case, the thermal conductivity is reduced after the

introduction of a significant concentration of defects via low oxygen partial pressure annealing. The

reduction in the thermal conductivity is accelerated by the formation of secondary layered phases at

severe TinO2−n sub-stoichiometry. The expected contribution of each type of defect can be identified

using the analytical model for the thermal conductivity, and demonstrates a dominant scattering

mechanism of oxygen vacancies at higher partial pressure of oxygen and titanium interstitials at very
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low partial pressure of oxygen. The results of this study will be critical in identifying the role that

thermal transport plays in the dielectric breakdown process, especially under high enough electronic

fields where significant defect migration takes place.

These three studies cover various aspects of defects that arise from processing and application of

functional oxide materials. Along with the background presented in this dissertation, these conclu-

sions frame a concrete understanding of the interaction of phonons with defects in functional oxide

materials. The various fields that deal with functional oxide thermal engineering will be benefitted

by the insights gained from these studies.

7.1 Opportunities for Further Investigation

Throughout this dissertation I have outlined a number of opportunities for further investigation relat-

ing to the study of thermal transport and thermal characterization. Along with these opportunities,

which I have summarized below, there are direct extensions of each project outlined in Ch. 4, 5,

and 6.

An extension of the BaTiO3 work is in the thermal boundary conductance across nano-grained

boundaries with low thermal conductivity constituents. There is an effort in the field of solid-liquid

thermal boundary conductance research to accurately determine this value experimentally. These

material systems offer an interesting opportunity to test analysis techniques that are sensitive to

boundaries adjacent to low thermal conductivity materials. If accurate analysis is possible, with the

data that I have already taken, the understanding of spectral phonon scattering dictated by grain

boundaries can be extended to a study of a limited phonon spectrum on one side of an interface that

is controlled in the long wavelength limit by grain size.

The CdO work can be extended in two different ways. In terms of thermal measurements,

modeling of the changes in electron transport could help to establish a full picture of the trends in

the thermal conductivity without having to decompose the data before comparison to the model. In

terms of the material system, the control over the growth and defect states of this system offer some

interesting extensions. One which is being explored is the control of dislocation density in thin CdO

films. Our collaborators at North Carolina State University are working on modulating dislocation

density at the CdO-substrate interface, after which we may be able to measure thermal boundary

conductance changes and study the effect of dislocations on thermal transport across an interface.
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The TiO2 study can be extended into direct application and in-stiu testing of dielectric break-

down. Now that there is clear evidence that these point defect concentrations in TiO2 significantly

inhibit phonon transport, we can begin to test crystals which have been electrically degraded and

attempt to resolve the known defected layer that results from defect migration, an experiment that

is ideal for TDTR. If that experimental resolution is possible, the next step will be use the TDTR

transducer as an electrode and monitor the change in the thermal conductance at or near the interface

as point defects migrate towards, and build up at the electrode.

I will continue to work with Prof. Hopkins and the other collaborators that we have for each one

of these projects over the next few years to develop these extensions. Additionally, I will help Prof.

Hopkins pursue a number of the other opportunities for further research that have been discussed

in this dissertation and are summarized below.

Pulsed-CW FDTR: The FDTR configuration featured in Fig. 3.1 is one that has been

specifically built for some interesting potential experiments. Utilizing the pulsed-pump with the

CW probe, it is theoretically possible to reconstruct the time domain signal of the pulsed heating

event by analyzing the pulse frequency component of the CW probe. With a large enough frequency

bandwidth on a lock-in detector along with a boxcar averaging system that can recreate the pulse

window, one should be able to resolve the thermoreflectance decay between pulses.

Low thermal conductivity thermal boundary conductance: The sensitivity to the

thermal boundary conductance adjacent to low thermal conductivity materials is generally low.

For a boundary in series with a low thermal conductivity layer, the decay of the thermoreflectance

will be dominated by the thermal conductivity of the layer and small changes in the thermal

boundary conductance will result in small changes in the overall signal characteristics. This issue is

often overlooked in measurements of thermal boundary conductance adjacent to thermally resistive

materials such as solid-liquid thermal boundary conductance. There is an opportunity here to

address this issue comprehensively and also use in depth analysis of measurement sensitivity to

identify systems that can accurately be measured using multi-layer thermal diffusion techniques such

as TDTR. Precise measurement can only be achieved in systems with very low thermal boundary

conductances, in the case of liquids this would be a solid-liquid interface with a low work of adhesion
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such as a hydrophobic solid and water or an oleophobic solid and oil.

Analytical model for grain boundary scattering: A simple model for grain boundary

scattering has captured the trends in the data relatively well. While this fit and theoretical form

of phonon-boundary scattering leads to an accurate and efficient representation of the physical

system, there is always room for improvement of models. Measurement of the thermal conductivity

of nano-grained BaTiO3 is an experiment where there may be an interesting investigation into

the physical form of the phonon-grain boundary interaction. For instance, extension of the grain

boundary scattering time to include a phonon wavelength dependence, as it is treated in some recent

works in literature [286, 287], may yield some additional insight beyond the trends and confirmation

of spectral scattering seen in this experiment.

Grain size directed thermal rectification: Thermal rectification, or the bias of heat flow

in a forward direction, can be achieved by graded size effects. Using chemical solution deposition

and controlled grain size, one could theoretically accomplish cross-plane thermal rectification by

incrementally layering BaTiO3 films of larger and larger grain size. This would establish a thermal

conductivity gradient, forcing a significant difference in heat flux from the top of the film down as

compared the the bottom of the film up. This effect could be directly measured with TDTR using

a Pt-Sapphire substrate and measuring transport on opposite sides of the thermal rectifying film.

Exploration of Magnèli phase formation in single crystal rutile: Driving a phase change

into Magnèli phases of TiO2 using single crystals is not the common technique used in literature

[178, 185, 190, 202]; the initial TiO2 is usually polycrystalline. This offers a unique opportunity

to further study the nature of the change in phase in a controlled way between defected rutile and

a Magnèli phase TinO2n−1 using the single crystals that were reduced in this study. Our initial

investigation into this phase change offers concrete evidence that a change to a highly defected new

phase is occurring, which is sufficient to understand the trend in the thermal data, but there are

some interesting features that could be explored further. It seems from the TEM analysis that the

formation of these phases is nucleating from within the crystal, while the near-surface region is less

defected (near-surface in this case is relative to the dimension of the TEM lamella, the thermal
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probe used is deep enough to fully sample the defective region, as seen in the thermal conductivity

data). Additionally, the shift in the X-ray diffraction peak would indicate that the lattice constant

in the [001] direction is getting smaller, which seems to be counterintuitive as these phases are less

dense than rutile. High resolution microscopy (TEM or STEM) could lend significant insight into

these dynamics and result in an entirely new set of publishable findings on the nature of the phase

transition from rutile to Magnèli phases.

7.2 Contributions to the Scientific Body of Knowledge

The findings of the work presented in this dissertation will help to guide the path of thermal en-

gineering in functional oxide materials in the future. Understanding the interplay of various defect

mechanisms and the major thermal carriers in these materials will enable advances in applications

ranging from energy generation to microelectronics. Furthermore, this experimental work serves

as validation of the fundamental physics involved and helps to elucidate the nature of phonons in

functional oxides.

With regards to impact within the field of nanoscale thermal characterization, the steps taken

to obtain these measurements will serve as a guide to future thermal characterization of functional

oxides. The experimental setup, quality of sample fabrication, and additional characterization done

in these studies is exemplary in terms of achieving impactful and publishable results. Lastly, the work

that I have done in setting up facilities including sample treatment and preparation, temperature

variable testing, electrically variable testing, pulsed-CW FDTR, and TDTR in the Exsite Lab at

UVA has had a significant impact on the productivity and diversity of projects that have taken place

during my graduate studies and will continue to have an impact after I have graduated.
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7.3 Published Work

The work discussed in Ch. 4 & 5 has been published in the form of three manuscripts, two in Applied

Physics Letters and one in Nature Materials. I am the first author on two of the three manuscripts.

The work in Ch. 6 is currently in the process of being submitted as well. In addition to these

manuscripts, I have been involved with additional published findings, all of which are related to

nanoscale thermal transport. Some of the manuscripts listed here have directly impacted the design

of the discussed projects.

15. B. F. Donovan, D. M. Long, A. Moballegh, E. C. Dickey, and P. E. Hopkins, “Impact of intrinsic point

defect concentration on thermal transport in TiO2,” In Preparation, 2016

14. B. F. Donovan, W. A. Jensen, N. Liu, J. A. Floro, and P. E. Hopkins, “Strain induced reduction of

silicon thermal conductivity with aluminum inclusions,” In Preparation, 2016

13. L. Chen, B. F. Donovan, P. E. Hopkins, and S. J. Poon, “Length scale dependence of the thermal

conductivity accumulation in nanograined Si-Ge alloys,” In Preparation, 2016

12. B. F. Donovan, C. J. Szwejkowski, A. Giri, R. Cheaito, J. T. Gaskins, and P. E. Hopkins, “Contrast

of macro-scale wetting and nano-scale thermal interactions between solids and fluorinated liquids,” In

Preparation, 2016

11. B. F. Donovan, A. Giri, J. T. Gaskins, and P. E. Hopkins, “Localized thin film dewetting and sourced

and monitored via ultra-fast optics,” Under Review, 2016

10. L. D. Zarzar, B. S. Swartzentruber, B. F. Donovan, P. E. Hopkins, and B. Kaehr, “Using laser-induced

thermal voxels to pattern diverse materials at the solid-liquid interface,” Under Review, 2016

9. A. Giri, J.-P. Niemelä, T. Tynell, J. T. Gaskins, B. F. Donovan, M. Karppinen, and P. E. Hopkins,

“Heat-transport mechanisms in molecular building blocks of inorganic/organic hybrid superlattices,”

Phys. Rev. B, vol. 93, p. 115 310, 11 2016

8. B. F. Donovan, E. Sachet, J.-P. Maria, and P. E. Hopkins, “Interplay between mass-impurity and

vacancy phonon scattering effects on the thermal conductivity of doped cadmium oxide,” Applied Physics

Letters, vol. 108, no. 2, 021901, 2016

7. E. Sachet, C. T. Shelton, J. S. Harris, B. E. Gaddy, D. L. Irving, S. Curtarolo, B. F. Donovan, P. E.

Hopkins, P. A. Sharma, A. L. Sharma, J. Ihlefeld, S. Franzen, and J.-P. Maria, “Dysprosium-doped

cadmium oxide as a gateway material for mid-infrared plasmonics,” Nature Materials, vol. 14, no. 4,

pp. 414–420, Apr. 2015
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6. J. Loureiro, T. Mateus, S. Filonovich, M. Ferreira, J. Figueira, A. Rodrigues, B. F. Donovan, P.

Hopkins, and I. Ferreira, “Hydrogenated nanocrystalline silicon thin films with promising thermoelectric

properties,” Applied Physics A, pp. 1–6, 2015

5. R. Cheaito, J. T. Gaskins, M. E. Caplan, B. F. Donovan, B. M. Foley, A. Giri, J. C. Duda, C.

J. Szwejkowski, C. Constantin, H. J. Brown-Shaklee, J. F. Ihlefeld, and P. E. Hopkins, “Thermal

boundary conductance accumulation and interfacial phonon transmission: measurements and theory,”

Phys. Rev. B, vol. 91, p. 035 432, 3 2015

4. C. J. Szwejkowski, N. C. Creange, K. Sun, A. Giri, B. F. Donovan, C. Constantin, and P. E. Hopkins,

“Size effects in the thermal conductivity of gallium oxide (β-G22O3) films grown via open-atmosphere

annealing of gallium nitride,” Journal of Applied Physics, vol. 117, no. 8, 084308, p. 084 308, 2015

3. A. Giri, J. T. Gaskins, B. F. Donovan, C. Szwejkowski, R. J. Warzoha, M. A. Rodriguez, J. Ihlefeld,

and P. E. Hopkins, “Mechanisms of nonequilibrium electron-phonon coupling and thermal conductance

at interfaces,” Journal of Applied Physics, vol. 117, no. 10, 105105, p. 105 105, 2015

2. B. F. Donovan, C. J. Szwejkowski, J. C. Duda, R. Cheaito, J. T. Gaskins, C.-Y. Peter Yang, C.

Constantin, R. E. Jones, and P. E. Hopkins, “Thermal boundary conductance across metal-gallium

nitride interfaces from 80 to 450 K,” Applied Physics Letters, vol. 105, no. 20, 203502, p. 203 502, 2014

1. B. F. Donovan, B. M. Foley, J. F. Ihlefeld, J.-P. Maria, and P. E. Hopkins, “Spectral phonon scattering

effects on the thermal conductivity of nano-grained barium titanate,” Applied Physics Letters, vol. 105,

no. 8, 082907, p. 082 907, 2014
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