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Abstract

Phonon thermal conductivity is often modeled using the phonon gas model (PGM),
which assumes that all normal modes of a material can be described by plane waves
(i.e. delocalized and propagating). However, as the translational symmetry of a
crystal is broken through the introduction of impurities, dislocation or nanoscaling,
the normal modes depart from plane wave-like nature. Allen and Feldman first
developed the theory for non-plane wave modes when modeling thermal
conductivity showing that with increasing frequency modes become increasingly
localized. Localizing modes limits the ability of vibrations to transmit energy
through the material, which leads to a reduction of overall measured thermal
conductivity. In addition to changing the nature of the vibrational modes in a
material, breaking the translation symmetry creates scattering sites that further
reduces vibrational thermal conductivity. It is difficult to separate the convoluted
effects of scattering and localization in experimental thermal conductivity
measurements since most investigations employ the PGM, which only accounts for
phonon scattering. The next generation of models to predict thermal transport in
disordered and nanoscaled materials will hinge on a detailed understanding of both
the nature and behavior of vibrations. Raman spectroscopy is uniquely equipped to
study vibrational nature (localization) and behavior (scattering) since they are
directly related to the linewidth and asymmetry of the spectral peak of the Raman
active mode, respectively. Therefore, Raman spectroscopy is employed to monitor
the influence of alloying, nano-scaling and crystal imperfections/dislocations on
temperature dependent scattering and localization. While the information gleaned
from the optical Raman modes cannot be directly related to thermal conductivities
it provides insight into how various material properties influence the combined
scattering and localization of vibrations. It is found that breaking the periodicity of
a crystal through alloying, nanoscaling or dislocations influences scattering of
vibrations more than simply through temperature independent scattering sites.
Additionally, breaking translational symmetry of the crystal leads to localization of
the modes which is temperature dependent.
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2w0 Laser spot diameter

α Absorption coefficient

∆ε Energy uncertainty

∆q Wavevector uncertainty

δp Penetration depth

ε1 Real component of dielectric function

ε2 Imaginary component of dielectric function

1
τ

Scattering rate

Γ Raman peak FWHM

Γ-point Brillioun zone center

Γ3 Klemens 3-phonon decay model for the Raman linewidth

Γ3
0 Temperature dependent component of the linewidth for Klemens 3-phonon

decay model

Γ4 4-phonon decay model

Γ4
0 4-phonon temperature dependent component of the Raman linewidth

Γ0 Linewidth at 0 cm−1/px resolution

ΓI0 Temperature independent component of Raman linewidth

ΓG Gaussian component of the Voigt linewidth

ΓL Lorentzian component of the Voigt linewidth

ΓS Laser spot FWHM

~ Planks constant divided by 2π

κ Imaginary component of refraction



iv

λ Wavelength

λL Laser wavelength

∇T Temperature gradient

ω Frequency

ω′ Voigt Function integration variable

ω(0) Optical phonon frequency at Brillioun zone center

ω(q) Phonon dispersion relation

ω0 Raman peak position

ωn Frequency of the nth normal vibrational mode

ωref Reference frequency

ωSG Si-Ge peak frequency of the SiGe alloy

ωSiGe Si50Ge50 peak position at room temperature

ωSi Si peak position at room temperature

ωSS Si-Si peak frequency of the SiGe alloy

τ Scattering time

τA mklapp scattering time

τB Boundary scattering time

τI Mass impurity scattering time

τU Umklapp scattering time

θ Lens/objective collection angle

ε̃ Complex dielectric function

ñ Complex index of refraction

ε Material strain

A Fit parameter

a Interatomic spacing

B Fit parameter

C Fit parameter
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C(q) PCM Fourier Coefficient

Cv Vibrational specific hest

D Fit parameter

f Focal length

G Gaussian function

h Plank constant

I0 Raman peak intensity

IF Fano function intensity

IR Raman penetration intensity

IV Intensity of the Voigt function

IBL Beer-Lambert Law

IPCM Phonon Confinement Model intensity

ISim Simulated Raman spectrum

k Vibrational thermal conductivity

kB Boltzmann constant

keff Effective spring constant

L Lorentzian function

La Phonon correlation length

lu Unit cell length

m Atomic mass

mred Reduced mass

N Number of atoms

n Real Component of Index of Refraction

Nbase Baseline noise

Npeak Peak noise

p Quantum momentum

Q Fano asymmetry parameter
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q Phonon wavevector

qT Thermal flux

R Spectrometer resolution

r Material relaxation

randn Normal distribution random number function

t Time

Tref Reference temperature

u Atomic displacement

v Phonon group velocity

vp Phonon phase velocity

vs Sound speed

x Molar fraction of Ge

z Film depth

AFM Atomic force microscopy

CCD Charge couple device

CNT Carbon nanotubes

CVD Chemical vapor deposition

CWP Cahill-Watson-Pohl

DOF Depth of field

FWHM Full width at half maximum

MBE Molecular beam epixaty

MEM Micro-electromechanical systems

NA Numerical aperture

ND Neutral density filter

PCM Phonon Confinement Model

PGM Phonon Gas Model

QCL Quantum cascade laser
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RBM Radial breathing mode

RPI Relative peak intensity

STM Scanning tunneling microscopy

TED Thermoelectric device
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Chapter 1

Introduction

1.1 Background

In a book titled ”The Next Big Thing is Really Small”, Jack Uldrich and Dev

Newberry discuss how nanotechnology will change the future of business and

technology[8]. In this book, they predict that,

“Over the next ten years, the fields of chemistry, physics, material

sciences, biology, and computational sciences will converge in a way that

will define nanotechnology and impact almost every industry, including

computers, semiconductors, pharmaceuticals, defense, health care,

communications, transportation, energy, environmental sciences,

entertainment, chemicals, and manufacturing. Previously distinct

disciplines will also combine: medicine and engineering, law and science,

art and physics, etc. This merging will result in developments that are

not simply evolutionary; they will be revolutionary.”

The nanotechnology that they were referring to is technology developed by

manipulating and arranging materials on the atomic scale. This ability will clearly

be advantageous for nearly every scientific field and will require the combined effort

of each of these fields to implement. For example, advances in nanotechnology for
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the medical field will require the fundamental knowledge of physicists, while

advances in electrical engineering will require the nano-growth techniques developed

by the material scientist. This effect of blurring scientific fields is already being seen

in mechanical engineering, among others. Heat transfer, which has traditionally

been a macroscopic science entrenched in mechanical engineering, has evolved into

the study of fundamental heat particles (phonons) on the nanoscale, which has

created a subculture within mechanical engineering made up of scientists with a

wide range of backgrounds, from physics and chemistry to material science and

mechanical engineering.

In the nanoscale thermal transport field, the fundamental goal is to understand

and control thermal energy at the nanoscale. This is particularly important for micro-

electronics which make up the majority of consumer electronics, such as smart phones

and PCs. Micro-electronics are designed to ideally operate under a stable thermal

environment and within a particular temperature range, necessitating the thermal

conductivity to be tuned along with the electronic properties during development.

Unfortunately, however, thermal conductivity is currently only tunable up to 6 orders

of magnitude at room temperature while electrical conductivity is tunable over 20

orders of magnitude.[9] Additionally, nano-structuring the materials that compose

the device introduces additional effects for which macroscopic models of thermal

conductivity cannot account.

An example of a material that is ubiquitously used in micro-electronics and has

the advantage of highly tunable electrical conductivity, but suffers from low thermal

conductivity is the silicon-germanium (SiGe) alloy. The first solid state transistors

were fabricated using Si, but by alloying Si with Ge, the electron mobility could be

strongly enhanced resulting in SiGe alloys replacing Si as the gate in many

transistors[10]. However, the relatively low thermal conductivity of SiGe leads to a

significant impediment to thermal abatement near where the majority of heat in the

transistor is generated. Additionally, as transistor sizes are pushed smaller by a
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drive for higher performance micro electronics, the SiGe layers have reached length

scales in the 10’s of nanometers, adding complication to device modeling.

On the macro-scale, thermal conductivity obeys the Fourier Law, which states that

the flux, qT , applied through a material is proportional to the temperature gradient,

∇T , through the material,

qT = −k∇T, (1.1)

where the proportionality constant is the thermal conductivity, k[9, 11]. In bulk highly

crystalline material systems, the thermal conductivity is often modeled using the

phonon gas model (PGM), which treats thermal energy carriers as a gas of particles,

phonons. The thermal conductivity is then a function of the energy each particle

carries, specific heat (Cv), how fast the particle moves, velocity (v), and the frequency

at which it scatters with obstructions, scattering rate (1/τ),

k =
1

3

∫ ωmax

0

Cv2τdω, (1.2)

where the integration is over all frequencies, ω. The major assumption of the PGM

is that the normal modes of the system can be described mathematically by plane

waves, so that the wave vector and velocity are well defined and specific heat and

velocity can be extracted from the dispersion relation. Furthermore, it often

assumes that imperfections in the periodicity of the lattice can be treated as

perturbations accounted for by an additional temperature independent scattering

rate term. This assumption is accurate for small perturbations from periodicity.

However, as the perturbations become large as in the case of amorphous materials,

disordered alloys or nano-scaled materials, the normal modes of the system can no

longer be accurately described by plane waves and so the dispersion, wavevectors

and group velocities become ambiguous[12]. In order to model systems with such a

departure from periodicity, we must develop an understanding for how breaking of

periodicity (e.g., impurities, defects, nano-scaling) influences both the plane wave
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nature and scattering behavior of vibrations.

In the late nineties, Allen and Feldman published their seminal work presenting

the first theoretical attempt at accounting for a change in both the nature and

behavior of vibrations when modeling thermal conductivity in amorphous

silicon[12, 13]. Since then, several studies have built on their initial findings [14–17],

but the vast majority of these investigations are theoretical or computational. The

reason for this is that experimental thermal conductivity investigations measure the

net effect of both changes in nature and behavior of phonons. The results are then

modeled using the PGM which lumps any change in thermal conductivity caused by

changing material properties into a change in the temperature independent

scattering rates. By not being able to separately measure the individual changes to

the nature and behavior of vibrations, the effect cannot be deconvolved.

This dissertation aims to advance the understanding of how strong perturbations

to the periodicity of a material influence both the nature and behavior of the

vibrational system by circumventing the PGM and directly probing vibrational

scattering rates and measuring the vibrational departure from plane wave nature,

simultaneously, using Raman spectroscopy. The remainder of this chapter will

provide a brief overview of microelectronic systems which can be advanced through

a better understanding of nano-scale thermal transport and will conclude by

outlining the dissertation work in subsequent chapters.

1.2 Engineering Applications

Modern electronic devices are engineered such that they perform a specific

operational purpose. They meet this purpose by manipulating the flow of pertinent

energy carriers through material layers and across interfaces. As we push the limits

of miniaturization in these devices, the interface density increases and material

layers reach nano-scale thicknesses. No matter the energy carrier, this increase in
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interface density increases the scattering events of the carrier outside the coherent

regime. At the same time, nano-scaling leads to film thicknesses near the mean free

paths of carriers causing significant changes in the material properties when

compared to bulk.

The most pressing motivation for understanding the effect of nano-scaling on

energy carriers is the need to keep pace with nanoscaling and increasing transistor

densities in microelectronics[18, 19]. The consequence of increased transistor

densities is increased power density, which in turn results in an unwanted

temperature rise due to waste heat. Since a device’s lifetime and reliability are

significantly reduced for even small increases in operational temperature, it is

imperative that this thermal energy is properly abated[20, 21]. In the past, thermal

abatement was an after thought during the design process and was left to a thermal

engineer to manage through secondary measures such as heat sinks. However, as

transistors have reached nanoscale sizes, power densities have reached limits where

the efficacy of secondary measures is limited, which has led to the inability to keep

pace with Moore’s Law[22]. This has motivated device engineers to begin

accounting for thermal transport in device design.

The main issue with modeling nanoscaled systems is that Fourier’s law and the

PGM are no longer applicable[9, 23]. As material layers in transistors reach length

scales comparable to the mean free path of energy carriers, interfaces between material

layers become the dominant scattering mechanism and thus the major contributor to

thermal resistance. Additionally, nano-structuring breaks the periodicity of crystals

resulting in vibrations that are no longer plane wave-like. The plane wave nature

of the modes is further diminished when materials used for device layers have large

degrees of disorder, such as in an alloy or amorphous material. Since the PGM is

based on a planewave description of phonons, the nanoscaling and disorder reduces

the accuracy of the PGM for predicting thermal transport through devices.

Another device that is limited due to thermal concerns is the THz quantum
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cascade laser. The quantum cascade laser (QCL) is a major advance in laser

technology which has pushed the limits of coherent single wavelengths far into the

infrared region. QCLs are particularly advantageous in the field of IR spectroscopy,

where a finger print region used for identification of compounds exists[24].

Traditional IR spectroscopy methods are based on a non-coherent broad band light

source that requires the data to be post-processed with Fourier transform

techniques. A coherent light source allows for remote sensing while the single

wavelength source removes the need for post processing. These advantages open

opportunities for remote sensing applications such as measuring atmospheric

compositions and monitoring environments for harmful compounds. However, the

major limitation of QCLs is that they generate significant levels of waste heat and

require complex cryogenic cooling systems for operation.

Quantum cascade lasers are based on electrons cascading down a series of discrete

electron energy levels contained in a series of quantum wells separated by tunneling

layers, which form a superlattice[25–28]. The laser operates by applying a bias across

the device which injects electrons into the active region. Once an electron enters

the first quantum well it decays from the excited state to the ground energy level

emitting a photon. Then through a resonant tunneling process, the ground state

electron moves through the boundary layer into the next quantum well where it will

repeat the process. The resonant tunneling process is mediated by the emission

of an optical phonon into the boundary region, which generates waste heat from a

large non-equilibrium population of optical phonons[27, 29, 30]. Optical phonons are

particularly deleterious because of their low group velocities and high scattering rates,

which make it difficult to remove the resulting thermal energy effectively. For these

reasons, QCLs must be operated at cryogenic temperatures. Understanding of how

the optical phonons scatter and decay into high thermal conductivity acoustic modes

will be crucial for improving thermal abatement and in turn enabling the devices

to be used on a wider range of applications where cryogenic temperatures are not
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feasible.

Conversely, some applications require a reduction in the device thermal

conductivity. Thermoelectric devices (TEDs) are designed to take advantage of the

Seebeck effect to convert a temperature gradient into a usable voltage. With the

global push for energy efficiency, thermoelectrics have become attractive for

reclaiming waste heat in both industrial processes and consumer products. In the

U.S., more than 50% of energy consumed to generate electricity in power plants is

lost as waste heat while more than 30% waste heat is generated in automobiles[31].

Several industries are beginning to implement thermoelectrics as a way to recycle

this waste heat. For example, the automotive industry employs TEDs on high

temperature automobile components to reclaim waste heat and charge hybrid

vehicles[32].

The major limitation of TEDs is the relatively low efficiency compared to the

device cost. The figure of merit in thermoelectrics, a measure of device efficiency, is

proportional to the electrical conductivity while inversely proportional to the thermal

conductivity. The two main techniques for improving thermoelectric performance

are to either develop a new material or alloy with high electron mobility and low

thermal conductivity (such as SiGe alloys), or nanostructure a current material in a

way that will reduce the thermal conductivity while minimally affecting the electrical

conductivity (such as in a superlattice). Thus, advances in these systems will hinge on

a detailed understanding of thermal transport both in the material as well as across

interfaces.

1.3 Objectives

The overarching goal of this dissertation is to investigate and advance the

understanding of the fundamental principles, which govern vibrational physics.

There are two regimes in which vibrational transport studies can be categorized:
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transport in materials and at interfaces between materials. To fully understand

vibrational physics and in turn use these principles to predict thermal transport in

complex devices, we must understand vibrational behavior in both of these regimes.

The work performed over the course of this Ph.D. has touched on both regimes and

can be divided into two thrusts.

The first thrust of studies completed during this Ph.D. focused on theoretical

investigations of phonon transport across interfaces between dissimilar materials.

Several studies were performed to study phonon scattering at interfaces while

varying several properties, such as interface adhesion, interface impurities and

material properties[33–37]. The results of these studies have led to significant

advances in the understanding of phonon physics at interfaces and have prompted

several questions about phonon physics in material layers providing motivations for

the second thrust. The second thrust, which includes the topics covered in this

dissertation, shifts to experimental work investigating phonon physics in

nanostructured materials. The first study developed an experimental technique

based on Raman spectroscopy for measuring temperature profiles of

micro-electromechanical systems (MEMS)[38], while subsequent works have

investigated thermal transport in two phase nano-structured carbon systems[39, 40].

The final work, covered by this dissertation, studies the effects of breaking

translational symmetry on phonon behavior and nature. Of primary focus will be

the less well understood transition regime between fully periodic and fully

disordered/amorphous. Such knowledge will aid in advancing the understanding of

phonon physics so that the next generation of models can be developed to predict

thermal transport in non-periodic material systems. Work is also performed to

address accurately measuring phonon properties using Raman spectroscopy in

sub-micron thin films. These topics are divided in the following chapters:

• Chapter 2 - Thermal Transport; from the Bulk Crystal to the Disordered Nano-

structure
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This chapter aims to familiarize the reader with thermal transport in solid state

systems. The discussion begins with the periodic cystalline system and then

addresses complexities arising from imperfections in the crystal and disorder.

• Chapter 3 - Raman Spectroscopy

Raman spectroscopy will be the primary tool used to probe phonon physics in

this work. This chapter will describe the fundamentals of Raman scattering

and what physical insights can be extracted from the Raman spectrum.

• Chapter 4 - Limits of Phonon Linewidth Measurements

The spectra of SiGe thin films on Si substrates yield a spectrum with two

partially overlapping peaks; one due to the alloy thin film and the other the

substrate. This chapter addresses the complexities of separating the two spectra

while retaining low uncertainties in the measured spectral parameters.

• Chapter 5 - Laser Heating of SiGe Alloys

The linewidth of the Raman spectrum can be influenced by the probing laser

through optical heating. In nanoscaled Si, the incident laser power has lead

to changes in the shape of the Raman spectrum beyond the linewidth. This

chapter attempts explain why these changes are observed in SiGe thin films

through both experimental and computational methods.

• Chapter 6 - Phonon Scattering and Localization in Si(1−x)Gex Thin Films

Phonon behavior and nature is characterized in nanoscaled SiGe thin films using

Raman spectroscopy. The germanium content, dislocation density and film

thickness are systematically varied to gain insight into phonon physics in non-

periodic systems. Techniques developed to minimize uncertainties in Chapter

4 are employed. Temperature dependent scattering rate measurements are fit

to different scattering rate models to elucidate the effects of changing material

parameters on phonon scattering.
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• Chapter 7 - Conclusions

The scientific contributions and conclusions of this dissertation are summarized.
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Chapter 2

Thermal Transport:
from the Bulk Crystal to the Disordered Nano-structure

This chapter describes the physical nature of thermal transport. The first

section outlines the physics of thermal conductivity from first principles, including

how phonons are considered and how they interact with their environment. I then

present how imperfections to the periodic lattice are handled in the perturbation

approximation. The current understanding of phonon physics in amorphous

materials is then discussed. Finally, the transition regime between fully crystalline

and fully disordered/amorphous is addressed.

2.1 Bulk Crystal

In bulk periodic non-metallic crystals, thermal transport is treated in an analogous

manner as gas transport or diffusion, where the energy carrying particles are phonons

instead of gas molecules. The model ubiquitously used to predict phonon thermal

transport is the phonon gas model (PGM). The PGM has been successfully used

to predict thermal transport in a wide variety of bulk crystalline materials. This

section briefly outlines the background physics of the PGM including the definition

of a phonon.
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2.1.1 Phonons

Thermal transport in non-metallic condensed matter is driven by the transfer of

vibrational energy through a material. In semi-infinite defect free crystals, this

vibrational energy is transferred by what are called phonons[11, 41, 42]. Before

detailed discussions of thermal transport can be had, an understanding of some

basic principles of phonons must be developed. This section presents those

principles in preparation for the following sections discussing phonon thermal

transport and scattering.
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Figure 2.1: Silicon dispersion along several high symmetry direction in the Brillouin zone[1]. The
density of vibrational states calculated from the dispersion is shown in the right most panel.

A crystal can be roughly modeled by treating atoms in the crystal as point masses

and the interactions between the atoms as springs. In any system of springs and

masses, a system of equations describing the forces on each atom can be written using

classical Newtonian equations. The eigenvectors and eigenenergies of the system of

equations can be solved for yielding the atomic displacements, u, and frequencies, ω,

of each normal vibrational mode in the system. There are 3N normal modes in the

system, where N is the number of atoms in the system. In a perfect semi-infinite

crystal, these modes can be very accurately described by plane waves,

u(x, t) = exp(i(qx− ωt)) (2.1)

which have a characteristic frequency (eigenenergy) and wavevector, q = 2π/λ,
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where λ is the wavelength, x is spatial coordinate and t is time. The important

consequence of the plane wave result is that all the modes are delocalized and

propagating, meaning energy from a normal mode can be transmitted throughout

the entire crystal. Additionally, a wavevector is only definable in a planewave. Not

all combinations of wavevectors and frequencies are allowed, and the allowed

frequency and wavevector combinations are described by the dispersion relation.

Unlike photons, a phonon dispersion is not linear, in general, and is often very

complex, as is the case for crystalline Si[43] shown in Fig. 2.1. Additionally, phonons

have both a maximum wavevector and frequency (i.e., cutoff frequency) unlike

photons. The maximum wavevector arises from the minimum phonon wavelength

that is possible in a discrete medium and defines the Brillioun zone edge.
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Figure 2.2: (a) (left) Hypothetical 2-dimensional crystal. Dashed lines represent bisections of
lines between center atom and nearest neighbors. Red line outlines boundary of unit cell created by
bisections. (b) (right) Corresponding lattice in reciprocal space and resulting Brillioun zone in red.

In a perfect crystal, a unit cell can be defined which is the smallest unit of the

crystal that can be repeated an infinite number of times to reproduce the infinite

crystal, as shown in 2-dimensions in Fig. 2.2(a). The Brillioun zone is the unit cell

in reciprocal space and defines the maximum wavevector in each crystallographic

direction, as shown for 2-dimensions in Fig. 2.2(b). This maximum wavevector in

each direction is inversely proportional to the width of the unit cell in that direction,

lu, i.e., q ∝ /lu. For a crystal where the unit cell is made up of one atom, i.e, basis
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= 1, then the unit cell width is just equal to the interatomic spacing, a. However, in

the case of a unit cell that contains more than one atom, i.e., basis > 1, the unit cell

width is larger and thus the Brillioun zone is smaller than the basis = 1 case.

The Brillioun zone and dispersion describe the normal modes of the system,

however, these normal modes are not phonons. A phonon is a quanta of energy that

exists within a normal mode. The normal modes can be thought of as harmonic

oscillators with mass equal to the reduced mass of the unit cell, mred, and effective

spring constant, keff , with characteristic frequency ωn =
√
keff/mred. The energy

levels, defining the amplitude of oscillation, of a quantum harmonic oscillator are

discretized so that each energy level is separated by ~ωn, where ~ is Plank’s

constant divided by 2π. A phonon is a quantum particle of energy equal to ~ωn

within a normal mode. Therefore, when energy is transferred between normal

modes it must happen in discrete quanta, resulting in phonons having both particle

and wave characteristics.

2.1.2 Phonon Gas Model

Due to the particle-like behavior of phonon interactions, phonon thermal transport

is most often modeled using a physical description analogous to that used in gas

transport[9, 11, 41, 42]. Following simple kinetic theory arguments, the phonon gas

model for predicting frequency dependent phonon thermal conductivity, κ(ω), can be

written as,

κ(ω) =
1

3
Cv(ω)v2(ω)τ(ω), (2.2)

where Cv(ω) is the specific heat, v(ω) is the phonon group velocity and 1/τ(ω) is the

phonon scattering rate which is related to the mean free path, l = vτ . The PGM

assumes that the dispersion is well defined and that it remains roughly unchanged with

the introduction of imperfections to the lattice. It also assumes that the imperfections

do not change the planewave nature of the normal modes and only affect the scattering
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behavior of the modes. For crystalline systems, the dispersion is relatively easy to

calculate using lattice dynamics, which in turn can be used to calculate the phonon

group velocity and specific heat. However, understanding of scattering rates is in its

infancy making scattering rate calculations much more complicated.

Phonon scattering rates can be determined from first principles calculations such

as density functional theory (DFT)[44, 45], from molecular dynamic (MD)

simulations[46] or empirically from fits to experimental data[47, 48]. Both MD and

DFT are computationally expensive methods, which are not necessarily accessible to

the experimentalist. Additionally, DFT calculations are of a super cell with a size

limited by computational resources, which results in discretized phonon modes and

suppressed long wavelength modes. MD simulations, suffer from the same problems

as DFT calculations, and are based on classical forces rather than the quantum

mechanical principles that govern phonon physics. The most computationally

simple method to determine τ is to fit Eq. 2.2 to a set of temperature dependent

thermal conductivity data. However, this requires an assumption of the form of the

model. Since the group velocity and specific heat can be calculated directly from

the phonon dispersion, a form of the scattering rates must assumed.

2.1.3 Phonon Scattering

Three types of scattering events are most commonly considered when employing

the PGM: boundary, phonon-phonon and impurity scattering[9, 11, 41, 42], depicted

in Fig. 2.3. Boundary scattering is an elastic process, which is a result of phonons

impinging on the physical boundaries of the finitely sized crystal[49]. This can be

at grain boundaries or at interfaces between different materials. Impurity scattering

results from scattering of phonons with perturbations of the periodic lattice, such as

with mass impurities or bonding perturbations[50]. In real crystals, examples of such

impurities could be dopants, isotopes, dislocations or disordered regions. For each

of these scattering types, simple models have been derived to describe the frequency
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and temperature dependence.

phonon-phonon impurity/alloy boundary grain boundary

1/𝜏𝑈 = 𝐵𝜔2𝑇𝖾𝗑𝗉(-𝐶/𝑇)
1/𝜏𝐴 = 𝑥(1-𝑥)𝐴𝜔4

1/𝜏𝐼 = 𝐴𝜔4
1/𝜏𝐵 = 𝑣/𝑑

Figure 2.3: Diagram of various phonon scattering types with corresponding model equations used
in the phonon gas model.

In a perfectly periodic bulk non-metallic crystal, the only scattering events

possible are between phonons[42]. Phonon-phonon scattering is an inelastic process

caused by anharmonic interactions by which a phonon may decay into multiple

lower energy phonons or multiple phonons may combine to create a phonon of

higher frequency[51, 52]. Phonon-phonon scattering can be divided into two

categories: normal scattering, which conserves crystal momentum (wavevector) and

energy and Umklapp scattering which does not conserve momentum. Since

Umklapp scattering does not conserve momentum, it is a major contributor to

thermal resistance in pure or nearly pure crystals, and is the reason for the decrease

in thermal conductivity in highly crystalline materials above ∼10 K. Umklapp

scattering occurs when two or more phonons combine resulting in a phonon with a

wavevector that falls outside of the Brillioun zone which flips the sign of the

resulting momentum vector. Both types of phonon-phonon scattering events are

driven by anharmonicity in the potential energy between atoms. As temperatures

increase and modes become more populated, the oscillatory amplitude of the modes

increase leading to an increased expression of anharmonic behavior. Therefore,

phonon-phonon scattering in a crystal is temperature dependent, and has been
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functionally modeled as,

1

τU
= Bω2T exp(−C/T ), (2.3)

where B and C are both parameters extracted from fits of the PGM to temperature

dependent thermal conductivity data1.

Boundary scattering only depends on the frequency at which a phonon encounters

a boundary. Therefore, the boundary scattering rate is directly proportional to the

ratio of the phonon velocity and the limiting dimension of the crystal in which the

phonon exists[48, 55],

1

τB
=
v(ω)

d
. (2.4)

So, as the limiting dimension of a material decreases, phonons are scattered more

often leading to a reduction in thermal conductivity.

In 1955, assuming low temperature, i.e., a harmonic system and a Debye

dispersion, Klemens[50] used perturbation theory to derive a temperature

independent equation for the scattering of impurities with a 4th order frequency

dependence. This has remained the assumed dependence for scattering with

impurities and in alloys, and typically the formula,

1

τI
= Aω4 (2.5)

is used as the impurity scattering rate, where A is a fitting parameter gleaned from

fits to temperature dependent thermal conductivity data. This scattering rate is

extended to the case of alloys by multiplying by the fractional compositions of the

alloy components[56]. In the case of a two element alloy, e.g. Si(1−x)Gex,

1

τA
= x(1− x)Aω4 (2.6)

1The forms of the scattering rate equations presented in this section have been derived through a
variety of methods and have several forms[53–55]. For simplicity, only one form for each is presented.



18

where x is the molar composition of the element B and 1 − x is the composition of

element A.

While the simplicity of these scattering rate equations makes them wieldy, this

simplicity comes from derivations under very specific and special cases making their

application limited. Boundary scattering was derived using kinetic theory which

treats each phonon as a hard sphere thus forcing elastic scattering and in turn

temperature independent trends. Alloy and impurity scattering rates were derived

under harmonic conditions with an assumed Debye dispersion. The harmonic

condition forced the scattering to be elastic and temperature independent while the

Debye dispersion is responsible for the ω4 frequency dependence. Furthermore, the

Klemens impurity scattering rate equation was derived using perturbation theory

which is only applicable to very small perturbations of the system. Only the

Umklapp scattering rate was derived assuming anharmonic potentials, leading to

the temperature dependence.

The importance of dispersion considerations is illustrated in the derivation of

impurity/alloy scattering of optical phonons. The frequency dependence of Eq. 2.6

suggests that optical phonon scattering is dominated by alloy type scattering in

SiGe alloys[48]. However, the Debye dispersion used during this derivation does not

describe the optical phonon dispersion well. If the Debye dispersion in the Klemens

derivation is replaced with a linear dispersion (ω = −vpq + ω(0)) to approximate the

optical phonon dispersion, the impurity scattering rate becomes,

1

τ
=

a3

4πG

(
∆m

m

)2
ω2(ω − ω(0))2

v3p
, (2.7)

where a is the interatomic spacing, G is the number of atoms in the semi-infinite

crystal, m is the mass, ∆m is the mass difference between the impurity mass and

normal mass, ω(0) is the optical phonon frequency at the Γ-point and vp is the phase

velocity. Note that this equation is identical to the mass impurity scattering rate
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derived by Klemens, if we set ω(0) = 0 since we have recovered the Debye dispersion.

Equation 2.7 no longer has an ω4 dependence and instead is dependent on both

the frequency and the difference between the frequency and the Γ-point frequency.

The dependence can be rewritten as ω2/λ2 using the linear dispersion relationship

and q = 2π/λ where λ is the phonon wavelength, which shows that the scattering

rate is equally dependent on both frequency and wavelength. Additionally, several

other works have highlighted the importance of correctly describing the dispersion in

phonon transport[57–59].

In a recent unpublished study2, my co-authors and I investigated the impact of

anharmonicity on phonon scattering across a boundary using wave packet

simulations. In our case, we simulated the scattering of a single phonon at the

interface between two different harmonic materials with either a harmonic or

anharmonic interface. Figure 2.4 plots the Fourier transform of the atomic

displacements in the test cell before interface scattering and after with harmonic

and anharmonic interface potentials. In the harmonic case, we see that the single

phonon splits into two phonons, one transmitted and one reflected, with equal

frequency but different wavevector indicating elastic scattering. In the anharmonic

case, the phonon scatters into the same two wavevectors as the harmonic case, but a

third phonon also results indicating inelastic scattering. A similar result was

observed for scattering with an impurity mass. The degree of this inelastic

scattering is dependent on both the magnitude of the anharmonic potential term

and the amplitude of the atomic oscillation. Since the amplitude of oscillation

depends on the phonon population, which is temperature dependent, impurity and

boundary scattering should exhibit a temperature dependence in contrast to the

predictions of Eqs. 2.4 and 2.5.

With the limited ability of Eqs. 2.3-2.6 to describe temperature and frequency

trends of phonon scattering, there is a need for a direct probe of phonon scattering.

2Presented at Spring MRS 2013, N. Le, C. Saltonstall, P. Norris, abstract: V7.22
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Figure 2.4: Fourier transform of atomic displacements in wavepacket simulation before scattering
at interface and after with harmonic or anharmonic potentials at the interface. Anharmonicity causes
the incident phonon to split into two phonons after reflecting at the interface indicating inelastic
scattering processes, which in turn implies a temperature dependent scattering event.

In response, this study experimentally investigates the temperature and frequency

trends of impurity, alloy and boundary scattering of optical phonons in SiGe alloys

using Raman spectroscopy. The results will be used to help elucidate phonon behavior

in a variety of environments in an effort to improve our ability to predict and tune

thermal transport.

2.2 Breaking Periodicity

In real applications, materials rarely have properties consistent with the

theoretical conditions described above. Especially, with the current miniaturization

trend of electronics, materials are often applied in nanoscale forms. Additionally,

many materials do not fall into the category of crystalline and so their normal

modes cannot be described by plane waves making the application of the PGM

questionable[15, 16, 60].
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2.2.1 Nanoscaling

At the nanoscale, the physics that governs bulk thermal transport breaks down.

Fourier’s law for heat conduction no longer holds because material length scales reach

mean free path lengths of the primary energy carriers. When this happens, the phonon

gradient can no longer be well defined, similar to the problem of rarefied gas flow.

Under these conditions, thermal transport deviates significantly from the Fourier Law

and the thermal conductivity is no longer an intrinsic property of the material but

depends on the material size[48].

There are several regimes where nanoscaling influences thermal transport, each of

which affects transport through a different mechanism as outlined in Table 2.1[55].

These regimes can be bounded by the average thermal phonon mean free path, l, and

the average thermal phonon wavelength, λ0. The average mean free path in Si at

room temperature has been calculated using several methods to yield values from 41

to 300 nm. The thermal phonon wavelength (1.4 nm in Si at room temperature) can

be roughly calculated using λ0 = hvs/kBT , where h is Plank’s constant, kB is the

Boltzmann constant and vs is the sound speed.

When the limiting dimension of the crystal is much larger than the mean free

path of the thermal phonons, the bulk condition is met and the PGM and Fourier’s

law accurately describe phonon transport. As the material scale is reduced below

the mean free path but much greater than the thermal wavelength, boundary

scattering begins to play a significant role in the overall scattering rate. Further

reduction in the material size to near the phonon wavelength begins to modify the

dispersion through quantum confinement, by reducing the size of the Brillouin zone

and flattening the dispersion branches. This strongly reduces thermal conductivity

by increasing boundary and Umklapp scattering while also reducing the phonon

group velocities[55, 61–65]. This reduction in acoustic phonon thermal conductivity

also results in optical phonons contributing to a higher fraction of the total thermal

conductivity[66]. The transition between bulk and modified dispersion (regime 2 to
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Table 2.1: Four regimes of phonon transport at various scales. As material scales, d, decrease,
boundary scattering and dispersion modifications influence thermal transport.

Regime Scale Phonon Dispersion Scattering Processes

1. d >> l bulk τU , τI
2. λ0 << d ≤ l bulk τU , τI , τB
3. λ0 ≤ d << l modified τU , τI , τB
4. d < λ0 modified ballistic transport

3) does not occur sharply and is not well understood. So, the effect of dispersion

modification will likely be observed over a wide range of material scales at various

strengths in addition to boundary scattering. At the smallest scales, where the

material sizes are below the phonon wavelength, thermal conductivity becomes

quantized[67].

Several studies have also shown that localized vibrational modes are formed at

surfaces and interfaces which can trap vibrational energy[27, 68–71]. Additionally,

these localized modes reduce the plane wave like nature of thermal transport in

nanoscaled material leading to a reduction in the overall thermal conductivity. As

the size of a material is reduced, these localized modes contribute to a larger

fraction of the vibrational spectrum leading to significantly reduced thermal

conductivity.

Current transistor technology employs materials with dimensions in the tens of

nanometers[72], which is well in to regime 2 where boundary scattering is important

and approaches regime 3 where the dispersion begins to be modified. These

modifications significantly alter phonon transport making it difficult to design and

model devices from a thermal perspective. As was previously mentioned, thermal

issues are currently hindering the advance of many electronic devices, therefore, it is

imperative for the design of nanoscaled devices that we have a detailed

understanding of how nanoscaling influences both the scattering and dispersion on

phonons.
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2.2.2 Disorder

In addition to nanoscaling, the periodic structure of a material can be broken

through the introduction of disorder either through compositional disorder caused by

impurities or alloying, or spatial disorder as in amorphous materials. In any case, the

influence of the disorder causes a reduction in thermal conductivity when compared

to the periodic case, which can also lead to a change in temperature trends[73–75].

Moreover, the changes in thermal conductivity temperature trends depend on the

type of disorder. Several models have been developed to describe thermal transport

in each of the mentioned disorder types[15, 16, 44, 71, 75–78]. The main theories are

that disorder influences the mean free path (scattering rate) of phonons[75–77] or that

it modifies the phonon structure itself[15, 16, 71, 78]. However, the exact mechanism

for changes in thermal conductivity is still controversial and the transition from one

disorder type to another is not well understood.

Structurally, disorder can be classified as either compositional disorder or spatial

disorder. Spatial disorder is defined as disorder where the periodicity of the lattice is

destroyed, Fig 2.5 b). This may be at levels from disperse dislocations to nanograined

structures to completely amorphous materials. Compositional disorder results when

the periodic lattice of the crystal remains intact, while the arrangement of atomic

species on that lattice is disordered, Fig 2.5 c). Examples are crystalline alloys such

as SiGe or impurity disorder where very small fractions of impurities replace atoms

in a crystal such as in KBr-KCN or in substitutionally doped semiconductors. Note

that alloys can also be ordered, so that they have periodic arrangement of atoms in

both space and composition[79, 80], Fig. 2.5 d). Additionally, this order can vary

continuously and is quantified by an order parameter. Both of these disorder types

result in changes to thermal conductivity temperature trends, but in very different

ways.

There are three thermal conductivity temperature trends that result from the

introduction of disorder: impurity, alloy and glassy types, shown in Fig. 2.6. In a
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c) disordered alloy d) ordered alloy

a) elemental crystal b) amorphous phase

Figure 2.5: Diagram of different material phases illustrating spatial and compositional order and
disorder.

crystalline material, the thermal conductivity increases at low temperature due to

an increase in specific heat and around 10 K, the temperature trend begins to

decrease as a consequence of Umklapp scattering. Impurity trends occur when a

periodic crystal contains small levels of imperfections due to dislocations or

impurity masses. Impurity disorder results in a reduction of thermal conductivity

(usually less than a factor of 10) over all temperatures but does not change the over

all temperature trend. Impurity disorder is well handled by the PGM through a

temperature independent impurity scattering rate term, Eq. 2.5, and no

perturbation to the specific heat or group velocities[77]. Alloy trends occur when

significant levels of impurity atoms are introduced to a system so that the new

system must be considered a new material. These changes are adequately handled

using the PGM and Vegard’s law for the dispersion of the two materials along with
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Figure 2.6: Thermal conductivity of crystalline and amorphous silicon dioxide and compositionally
disordered SiGe alloys[2–4]. Amorphous SiO2 shows monotonic glass-like thermal conductivity
trends, while the crystalline phase shows typical arching crystalline temperature trends. The SiGe
alloys illustrate the flattening effect of alloying.

an alloy scattering rate term, Eq.2.6[48, 81]. Alloy disorder results in a large

(greater than a factor of 10) reduction in thermal conductivity and flattens the

temperature trend due to the temperature independence of alloy scattering. The

final case of glassy materials occurs when either the system is spatially disordered

(amorphous) or when a material is alloyed in very specific ways[82]. This case is not

well handled by the PGM because the vibrational modes cannot be well described

by planewaves, so that the dispersion, group velocity and wavevectors are

ambiguous[12].

In glassy materials, the thermal conductivity departs wildly in both trend and

magnitude from crystalline counterparts. Eucken first observed in 1911 that thermal

conductivity for glassy materials was orders of magnitude lower than the crystalline

phase and that it increased monotonically with temperature with a plateau around 10

K as opposed to the arching trend in the crystalline phase[83]. Additionally, all glasses

have nearly the same thermal conductivity regardless of chemical composition. Kittel

presented the first explanation for the glassy conductivity behavior, by showing that

the phonon mean free path is dominated by the spacing of geometric disorder and so
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is nearly constant in any type of amorphous material[73]. This idea was extended by

Slack, who also assumed that the mean free path must be constant, but that it could

be no less than one phonon wavelength or the vibrational mode was not defined in the

crystal[84]. Using this assumption along with the PGM, he derived an equation for

the thermal conductivity of glassy materials. Following arguments from Einstein’s

description of thermal conductivity of solids[85], Cahill, Watson and Pohl (CWP)

argued that the actual minimum mean free path of a phonon is one half the wavelength

resulting in the ubiquitously cited minimum thermal conductivity model[75, 82]. The

interpretation of the CWP model is that the phonons approach a limit where they

can be thought of as localized weakly coupled harmonic oscillators, where the energy

diffuses through the material by transferring energy between adjacent oscillators.

The main problem with the CWP model is that it does not describe the thermal

conductivity of the plateau region around 10 K and below.

The thermal conductivity of glasses was simultaneously being studied using an

alternate view point; spatial disorder destroys the planewave nature of phonons. In

1949, Kittel proposed the idea that the normal modes diverge from planewave nature

as disorder is introduced into a sample[73]. In 1971, Zeller and Pohl, discovered a

contribution to the low temperature specific heat of glassy materials not observed

in crystalline phases[86]. They attributed this anamolous low temperature specific

heat to low frequency localized modes caused by disorder in the amorphous phase.

A year later, Anderson et al. proposed the idea of tunneling states where atoms in

the amorphous phase can sit at more that one local minimum in the crystal potential

leading to vibrational modes caused by the atoms tunneling from one local minimum

to another[87]. A similar result was found in KBr alloyed with KCN[88]. The CN−

ions replace Br− in the alloy, and since CN− can be oriented in several directions at

the Br− site with equal energy, a “librational” mode, similar to the tunneling modes

described by Anderson et al., is formed resulting in a glass like thermal conductivity.

In 1999, Allen et al. combined the idea of localized modes with the phonon
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diffusion idea of Slack and CWP. They redefined phonons in amorphous materials as

vibrons, which do not necessarily have a planewave structure[12]. They then defined

three regimes of vibrons which have distinctly different nature and behavior:

propagons, diffusons and locons[12, 13, 89, 90]. Propagons were defined as low

frequency modes with planewave like nature, i.e. non-localized and propagating.

Diffusons were defined as mid-frequency partially localized modes that propagate

through the system, i.e. diffusing vibrations. Locons were defined as high frequency

localized, non-propagating modes. Using these definitions, locons were ignored for

thermal transport since they could not move through the material. However, the

propagons and diffusons were treated as two different but parellel conduction

channels. Propagons dominate thermal transport at low temperature below 10 K

and around 10 K diffusons begin to significantly contribute to thermal transport.

The transition between the two leads to the observed plateau in glassy thermal

conductivity near 10 K. This idea is in agreement with the CWP thermal diffusion

concept and explains the disagreement at very low temperatures.

Recently, the notion of non-planewave modes influencing thermal transport in

disordered and nanostructured systems has gained traction in systems other than

glassy or amorphous materials. Estreicher has shown that localized surface modes in

nanowires trap phonon energy[71]. At the same time, they showed that

imperfections/defects in a crystal do not scatter phonons like hard sphere elastic

scattering[78]. Instead, defects create spatially localized modes (SLM) around the

defects which trap thermal energy and reduce thermal conductivity. A similar result

was found by Yamamoto and Watanabe using non-equilibrium Green’s function

methods (NEGF)[91]. This new concept of thermal transport, has made it difficult

to justify the use of the PGM for non-periodic systems. With that in mind, Lv and

Henry have very recently bypassed the PGM entirely and employed Green-Kubo

methods to calculate thermal conductivity of crystalline and amorphous materials

to study in effects of localizing modes[15, 16].
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With the new understanding of how changes in the periodicity of a material

introduce spatially localized modes rather than simple scattering sites, it is

important to understand how scattering rates and localized modes evolve with

changing material properties, e.g., impurities and size. This information will be

useful for understanding how the localized and bulk-like modes interact so that more

accurate models can be developed to predict thermal transport in complex systems.

In response, this study uses Raman spectroscopy to probe both the scattering

rate and the localization of optical phonons in SiGe alloy thin films with varying

compositions, thicknesses and dislocations with the aim of understanding how each

property influences both the nature and behavior of thermal vibrations. The following

chapter introduces Raman spectroscopy and how it can be used to probe a variety of

material properties and extract information about phonon physics.
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Chapter 3

Raman Spectroscopy

The primary tool used in the studies presented here is Raman spectroscopy.

Raman spectroscopy is a laser based, non-invasive, non-contact technique used to

probe the population of Raman active phonons in a material. The measured

population results in characteristic line shapes of the Raman peaks, which can be

used to extract certain properties of the material, such as stress, temperature, and

phonon scattering rates[92]. This chapter outlines the Raman process and how a

Raman spectrum can be used to extract physical properties of a material.

3.1 Raman Scattering

The Raman technique uses a narrow wavelength laser source focused on the

sample as the probe[93]. When light impinges on the surface of a Raman active

material a photon may be absorbed by an electron in the material exciting it out of

its ground state. If the energy of the photon happens to closely match the energy of

an allowed electronic transition, then the electron will be excited into a higher

energy quantum state and the result will be a special case of Raman spectroscopy

called resonant Raman, which will be discussed later. In spontaneous Raman

spectroscopy, the incident photon energy does not match the energy of an electronic
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Figure 3.1: Energy of an electron during the three spontaneous Raman processes. a) Rayleigh
scattering involves the absoption of an photon by an electron to a virtual state (VS), then the
spontaneous decay back to ground state yielding an elastically scattered photon. Stokes (b) and
anti-Stokes (c) processes involve inelastic scattering of the electron with the vibrational system
yielding an energy shifted photon.

transition and the electron will be excited into what is termed a virtual state[93, 94].

A virtual state is disallowed by quantum mechanical postulates, but can be

momentarily populated by the perturbation of the system from an outside force, e.g.

a laser. The most probable outcome of this excited state is that the electron decays

back down to its original ground state emitting a photon of the same energy as the

laser in a random direction, Fig. 3.1(a). This process is termed Rayleigh scattering

and dominates the light scattered from the material surface. Alternatively, the

excited electron may interact with the vibrational system of material causing it to

gain or lose energy. When that energy shifted electron decays back down to its

ground state the photon emitted will be shifted by the energy transferred to or from

the vibrational system. Raman light that has lost energy is termed Stokes shifted,

Fig. 3.1(b), and light that has gained energy is termed anti-Stokes, Fig. 3.1(c). This

vibrationally shifted light can then be collected, separated into each wavelength by

a spectrometer and measured by a detector. The resulting spectrum will have the

Stokes and anti-Stokes peaks shifted symmetrically on either side of the Rayleigh

line, as is shown for the simple case of silicon in Fig. 3.2(a).
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Not all vibrational modes are Raman active and only modes that satisfy both

conservation and selection rules1 can be probed using Raman spectroscopy[93, 95,

96]. There are two conservation rules that must be obeyed in the Raman scattering

process: momentum and energy conservation. When a vibration scatters with an

electron and some of the electron energy is transferred to the vibrational system, the

transferred momentum must be conserved along with the energy. At the quantum

level, the momentum, p, is defined by the wavevector of the quantum particle, p =

~q [97]. As discussed in Section 2.1, a phonon wavevector ranges from 0 to π/a, and

is inversely proportional to the wavelength. The unit cell length of most materials

is on the order of 4-5 Å while the wavelength of visible Raman light is on the order

of 5000 Å. The wavevector of the incoming laser light is therefore much smaller

than the maximum phonon wavevector. So, in order to satisfy the conservation of

momentum condition, Raman spectroscopy can only probe vibrations with very small

wavevectors, i.e. zone center, Γ-point modes[96]. For simple systems like Si, there are

only two triply degenerate modes at the Γ-point, three for the acoustic modes and

three for the optical modes, see Fig. 2.1[43]. Since acoustic modes have nearly zero

energy close to the zone center, electron-phonon scattering of acoustic modes will not

1Polarization can also impact scattering[93], but this is outside the scope of this work.
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result in an observable Raman shift of the incident light. On the other hand, optical

modes have a non-zero frequency at the Γ-point and so are able to shift the energy

of the incident light sufficiently far to be observed as a second peak in the spectrum.

For these reasons, only the zone center, optical modes are observed in spontaneous

Raman scattering of periodic structures2.

Even if conservation of momentum and energy rules are satisfied, a mode is only

visible in the Raman spectum if it also obeys symmetry selection rules. In infrared

absorption spectroscopy, light is directly absorbed by the vibrations through a

coupling to the dipole moment of the material. Therefore, only vibrations that

change the dipole moment of the crystal are IR-active[95]. The Raman process on

the other hand involves the scattering and energy shift of light through a coupling

with the polarizability. Therefore, only vibrations that have a symmetry which

induce a change in the polarizability are Raman active[93–95]. In centrosymmetric

materials, IR-active modes are those that have an asymmetric motion, while

Raman-active modes are those that have a symmetric motion. The details of how to

determine which modes obey symmetry selection rules is outside the scope of this

work, but in periodic crystals and in molecules with point group geometries,

activities can be determined using group theory[95, 96].

3.1.1 Disorder and Nanoscaling

The previous discussion describes the selection rules for individual molecules or

crystals with a high degree of translational symmetry. However, when the

translational symmetry of the crystal is reduced through introduction of disorder or

by nanoscaling the material, selection rules change, allowing modes not observed in

the Raman spectrum of the periodic structure to be present[98, 99]. The exact

mechanism for this is controversial[99], but results from changes in the symmetry of

2This is only true for first order Raman scattering, which is the focus of the work presented in
this dissertation.
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vibrations which allows for a change in the polarizability during the vibration of the

mode. Therefore, modes that were not originally Raman active in the periodic

system will be observed in the Raman spectrum of the non-periodic system.

In nanoscaled systems, the conventional theory is that nanoscaling confines modes

resulting in a relaxation of selection rules so that modes away from the zone center

can be probed[100–102]. Ritcher first proposed that modes away from the zone center

contributed to the Raman spectrum of nanoscaled systems with a decaying magnitude

as the distance from the zone center increased[100]. The distance in q-space that can

be probed, ∆q, is related to the geometry of the nanoscaled system and magnitude

of the limiting dimension, d. For simplicity, and somewhat arbitrarily, he chose a

Gaussian function as the q-space weighting function, resulting in ∆q = A/d, where

∆q is the Guassian width and A is a proportionality constant that varies based on

geometric arguments. The result of probing modes away from the zone center is

an asymmetry of the Raman peaks due to the slope of the dispersion curves. This

asymmetry is often used as a metric of phonon confinement and to quantify the size

of nano-structures[103–111].

When investigating the evolution of the Raman spectra in disordered carbon,

Ferrari and Robertson considered the nano-crystalline phase an intermediate

between the fully crystalline and fully disordered phase[98]. As carbon transitions

from graphite to amorphous carbon, the Raman spectrum evolves from a single

narrow peak to multiple peaks and eventually to a spectrum that is very similar to

the vibrational density of states. A similar result is found for

nano-crystalline[103, 112, 113] and amorphous tetrahedral semiconductors[114].

Since the nanocrystalline phase is on the amorphization trajectory, they attributed

the changes in the Raman spectrum from graphite to amorphous carbon as being

due to a similar confinement induced breakdown of selection rules as for the

nanoscaled case addressed by Richter[100]. This implies that amorphization–spatial

disordering–localizes vibrational modes to small domains in disordered materials.
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With the theory that changes in the graphite spectrum are due to confinement of

modes, they used changes in the relative peak intensities of graphite peak, G-peak,

and one of the disorder induced peaks, D-peak, to quantify crystallite size in

nanocrystalline graphite.

Following similar arguments used by Richter, and Ferrari and Robertson, several

groups used the asymmetry observed in Raman spectra of spatially ordered,

compositionally disordered alloys as a measurement of effective crystallite size or

phonon correlation length, La [115, 116]. At the same time, other studies challenged

these conclusions and asserted that modes were not localized due to alloying since

the periodic lattice remained intact[117–119]. Instead, it was concluded that the

asymmetry is a result of a distribution of frequencies being observed in the Raman

spectrum due to the distribution of bonding environments in the disordered

alloy[117]. Since then, several studies have shown that alloying localizes Raman

active vibrations, thus reducing the correlation length, lending support to the prior

conclusion that asymmetry in the Raman spectra of alloys is related to the phonon

correlation length[120–122].

In nanoscaled or nanocrystalline materials, the phonon correlation length is well

defined and represents the crystal or grain size. However, in alloys or disordered

materials, the phonon correlation length is more ambiguous. In ion irradiated

samples the phonon correlation length is considered the distance between disordered

regions[123, 124]. And the distance between disordered regions defines the special

extent of the mode[100]. In dilute alloys or doped materials, this concept is tenable.

However, in highly alloyed materials, the spacing between impurities becomes

smaller than the wavelength of the mode. At this level, the distance between the

disorder sites and phonon correlation length are not equal. Instead, the phonon

correlation length describes the phonon spatial extent, which could be larger than

the spacing of the alloying species.
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3.1.2 Resonant Raman

In addition to nanoscaling and disorder, the selection rules of Raman scattering

can be affected by the Raman probing wavelength. As briefly discussed in Section 3.1,

resonant Raman scattering occurs when the incident photon energy is close to the

energy of an electronic transition[93–95]. In this case, a ground state electron is

excited into an allowed energy state. When an electron is excited, it changes the

bonding structure of the molecule or crystal. Any vibrational mode whose eigenvector

contains motion along the perturbed bond, will have an enhanced interaction with

the excited electron. If those modes are Raman active, then the signal of those modes

will be augmented and in some cases, modes that are not normally Raman active will

be observed in the Raman spectrum.

The radial breathing modes (RBM) in carbon nanotubes (CNTs) are examples

of modes that are often probed using resonant Raman techniques[125–127].

Depending on the probing wavelength used, the number of RBM peaks observed

and their frequencies change. This is due to different electron transitions being

excited, which leads to an enhancement of different RBMs. Therefore, a variety of

modes that are not Raman active can be probed by changing the wavelength of the

incident light. A similar effect is seen in Si[128] and SiGe alloys[5], except the

enhancement is most pronounced in modes that are already Raman active.

Therefore, the Raman cross section, or scattering efficiency, can be varied by

changing the wavelength of the probing light source.

Picco[5, 129] recently measured the Raman cross section of SiGe alloys as a

function of composition and wavelength, Fig. 3.3. He showed that as the germanium

content increased, the peak resonance shifted to lower energy wavelengths. He

attributed this shift to a change in the direct electron band gap with composition.

Therefore, as the band gap reduces, lower energy light can excite an electron from

the valence band to the conduction band leading to resonant Raman scattering. In

Chapter 4, different wavelengths will be used to collect Raman spectra and
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Figure 3.3: Raman scattering efficiency versus Ge fraction and wavelength[5]. As the Ge fraction
increases, the peak efficiency shifts towards longer wavelengths indicating a narrower band gap.

knowledge of resonant Raman spectroscopy will be important for interpreting some

of the results.

3.2 Material Characterization

Practically, each peak in a collected Raman spectrum can be described by the

peak position, ω0, linewidth, Γ, peak intensity, I0, and in some cases, asymmetry by

fitting to a representative function, such as a Lorentzian or Voigt, Fig. 3.2(b). Each

one of these parameters is sensitive to a different physical property or to a set of

material properties, such as temperature, composition, strain, disorder and sample

size. Through proper calibration and fitting the Raman spectrum can be used to

quantify these properties. This section discusses the background physics for why

each peak parameter is sensitive to a particular property and how to use the Raman

spectrum to probe the property of interest.

3.2.1 Peak Position

The peak positions in the Raman spectrum is a function of sample temperature[92,

130]. As temperature increases, the amplitude of oscillation of the atoms increases.
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In a harmonic system, no change in the Raman spectrum would be observed since

frequency does not change with amplitude of oscillation. However, as the amplitude of

oscillation increases in an anharmonic system, the curvature of the potential changes,

leading to a change in the frequency of the vibrations as shown in Figs. 3.2(b) and 3.4.

Simultaneously, the average atomic position changes leading to thermal expansion and

a further shift in vibrational frequency.
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Figure 3.4: (a)(left) Harmonic and anharmonic Lennard-Jones potentials with average atomic
position (dashed). (b) (right) Frequency vs atomic displacement showing how frequency softens as
amplitude of atomic vibration (temperature) increases.

Using the peak position as a metric, temperature can be measured with Raman

spectroscopy[38, 92, 130]. At room temperature and above, the peak frequency of the

many semiconductors is proportional to sample temperature[113, 131–136],

ω(T ) = A(T − Tref ) + ωref , (3.1)

where A is a calibration constant, ωref is the measured peak position at reference

temperature, Tref , often room temperature. The calibration constant can be obtained

by measuring the peak position of the material of interest as a function of temperature

(A = −0.022 cm−1/K for Si[130]). The peak position can then be used to measure

the temperature of devices fabricated with the calibrated material.

Similarly, the peak position is dependent on the strain in the sample due to

anharmonicity in the inter-atomic bonds[92, 130, 137]. Strain in a material forces
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atoms away from their equilibrium positions. This causes them to rest at a different

positions in the potential field which in general have a different curvature and thus

force constant than equilibrium. A change in force constant in turn causes a shift in

the frequency of the normal modes of the system, which is observed in the Raman

spectra as a change in the peak positions. The Raman peak position shifts

proportionally to the material strain so that the peak position as a function of

strain and temperature is,

ω(T, ε) = A(T − Tref ) +Dε+ ωref , (3.2)

where D is a calibration constant for strain.

The Raman spectrum can also be used to quantify the composition of alloys[138–

140]. As an elemental crystal is alloyed, the alloying species introduces a shift in

peak positions through changes in the average mass and force constant. At the

same time, the new species alters the phonon dispersion which can lead to additional

peaks appearing in the Raman spectrum. The relative peak positions or the relative

intensities of the peaks can be used as metrics to quantify both composition and

strain simultaneously in alloys.

Since the exact form of the interatomic potentials is unknown, the peak position

and intensity trends with composition are often calibrated to X-ray diffraction (XRD)

data[138]. For example, the peak positions of the Si-Si and Si-Ge like modes in SiGe

alloys follow the following empirical trends with Ge composition, x, and strain, ε,

ωSS = ωSi − 70.5x− 830ε, (3.3)

ωSG = ωSiGe − 16x− 575ε, (3.4)

where ωSi(SiGe) is the frequency of pure, fully relaxed Si(Si50Ge50) at room

temperature, 520 and 400.5 cm−1, respectively[138]. These equations can then be
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rearranged so that x and ε can be determined from the peak positions in the Raman

spectrum,

x =
(ωSG − ωSiGe)− 0.6928(ωSS − ωSi)

64.84
. (3.5)

When SiGe alloy films are grown on Si substrates, a strain in the alloy film

results from the differences in interatomic bond length[141, 142]. As the film

thickness increases, the stress also increases until the energy is released as

dislocations. Depending on the growth temperature, the amount of relaxation at

any thickness will vary. Therefore, a film can be grown at various strain states,

which is quantified by the degree of relaxation of the film,

r =
∆exp −∆s

∆r −∆s

× 100%, (3.6)

where ∆r = 70.5x, ∆s = 36x are the peak shifts in the fully relaxed and strained

state respectively, and ∆exp = ωSS − 520 cm−1 [138]. Knowing the relaxation state of

a sample is important for quantifying the quality of the film since relaxation occurs

through the formation of dislocations.

3.2.2 Linewidth

At the same time, the linewidth of the peak is dependent on temperature[92,

134, 138, 143]. The origin of this linewidth arises from the Heisenberg uncertainty

principle, which states that for a given uncertainty in measured energy of a particle a

minimum uncertainty in the lifetime of a state is achievable[144]. The experimental

Raman peak has a finite width in energy, which is related to the uncertainty in the

energy, ∆ε, so that the linewidth is directly related to the phonon lifetime as,

Γ ≈ ∆ε =
~
τ
, (3.7)

where ~ is Planck’s constant, 5.3 cm−1 ps.
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For bulk, defect free crystals, phonon-phonon scattering is the dominant

scattering mechanism responsible for the temperature dependence of the linewidth.

As the number of phonons available for scattering increases with temperature,

following the Bose-Einstein distribution, so to does the probability of a scattering

event. This increased probability reduces the phonon lifetime, yielding an increased

linewidth. In the case of imperfect crystals, such as amorphous materials,

disordered alloys and doped semi-conductors, the observed linewidth can be

dominated by static imperfections that are not in general temperature dependent

according to Eqs. 2.4-2.6. The temperature dependence of the linewidth therefore

has two components; one temperature dependent and one temperature independent.

The linewidth of the Raman spectrum can be modeled from two perspectives;

scattering or decay. The phonon scattering view point treats phonon scattering as

thermal particles which scatter with each other and the host material. The phonon

decay interpretation, on the other hand, treats Raman phonons as excited particles

that decay to a lower state after scattering. The prior perspective employs Eqs. 2.3-

2.6 and Matthiessen’s rule to model the linewidth. The latter assumes that the decay

mechanism is related to the population of the decayed state.

Klemens originally derived a model for the temperature dependence of the Raman

linewidth using perturbation theory[145]. He considered the Raman linewidth to be

related to the lifetime of the Raman optical phonons before decaying into acoustic

phonons. This lifetime is related to the population of the final phonon states and

thus to a summation of Bose-Einstein distributions. For decay paths from one optical

phonon to two acoustic phonons (3-phonon process), the linewidth equals,

Γ3(T ) = Γ3
0

1 +
2∑
i=1

1

exp
(

~ωf,i

kBT

)
− 1

+ ΓI0, (3.8)

where ωf,i is frequency of ith final phonon state, ΓI0 is the temperature independent

linewidth caused by static imperfections in the lattice, and Γ3
0 is the 0 K phonon
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linewidth in a perfect crystal[134, 143, 145]. The decay path of optical phonons

must obey the same conservation of momentum and energy conditions discussed in

Section 3.1. Because the Raman active mode originates from the zone center, total

momentum of the final states must equal zero. Therefore, the final states are often

assumed to have half the frequency of the Raman mode, i.e. ωf,i = ω0/2, with

wavevectors q and −q. In this is case, Eq. 3.8 becomes,

Γ3(T ) = Γ3
0

1 +
2

exp
(

~ω0

2kBT

)
− 1

+ ΓI0, (3.9)

where ω0 is the Raman phonon frequency[134, 143, 145]. In some cases, higher order

phonon scattering may significantly contribute to the linewidth, which can be

accounted for by a 4-phonon term,

Γ4(T ) = Γ3(T ) + Γ4
0

1 +
3

exp
(

~ω0

3kBT

)
− 1

+
3(

exp
(

~ω0

3kBT

)
− 1
)2
 , (3.10)

where ωf,i = ω0/3, Γ4
0 is the 4-phonon scattering component of the line width at 0

K[146]. Using these equations, the influence of each scattering type on the observed

linewidth can be investigated through temperature dependent Raman measurements.

3.3 Fitting

In order to extract information, e.g. peak position and linewidth, from the Raman

signal, a model function must be fit to the collected spectrum. Depending on the

material properties, the peaks may have a wide variety of shapes caused by different

physical principles and so an appropriate model function must be chosen.

For a perfect crystal, the real Raman signal will be a Lorentzian line shape[144].

However, due to the finite size of the probing laser spot and the finite resolution of

the spectrometer, the measured signal will be convoluted with an additional width
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caused by the instrument. Because of the Gaussian distribution of intensity in the

laser spot, the measured line is often modeled by convoluting the Lorentzian with a

Gaussian function resulting in the Voigt function[147],

IV (ω) = I0

∫ ∞
−∞

G(ω′)L(ω − ω′)dω′, (3.11)

whereG is the Gaussian function, L is the Lorentzian function, I0 is the peak intensity,

ω is the frequency in cm−1 and ω′ is an integration variable. Using this line shape,

there will be two linewidths: one associated with the instrument broadening and

one from the finite lifetime of the measured phonon. Additionally, there will be a

broadening term from the discreteness of the data points mapping out the spectrum

which is often absorbed into the Gaussian width of the Voigt function, but under

certain conditions must be accounted for as will be discussed in Chapter 4.

In an imperfect crystal, the line shape may deviate from a perfect Lorentzian.

For example, in amorphous or inhomogeneous materials, the phonon frequencies may

have a distribution of frequencies due to the distribution of local atomic arrangements

throughout the sample[98]. If the distribution of vibrational frequencies is Gaussian,

then the signal will have a Voigt profile regardless of the instrument broadening. If

the inhomogeneity results in a distribution of frequencies that is something other than

a Gaussian, then the Lorentzian profile must be convoluted with that distribution.

In some cases, the spectrum may have an asymmetric shape. The two most

common causes of this shape are phonon-electron interactions (Fano resonance) or a

relaxing of selection rules caused by nanoscaling (phonon confinement effect). Fano

resonance occurs when the discrete frequency of the phonon interacts with a

continuum of electronic states[148–150]. The Fano function was derived from first

principles to describe this phenomenon,

IF (ω) = I0
(1 + 2(ω − ω0)/QΓ)2

1 + (2(ω − ω0)/Γ)2
, (3.12)
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where I0 is the peak intensity, ω0 is the peak frequency, ω is the frequency in cm−1, Γ is

the Lorentzian linewidth and Q is the Fano asymmetry parameter. It is often termed

the asymmetric Lorentzian because in the limit of no electron-phonon interaction,

Q = ±∞, the Fano function becomes a Lorentzian function.

When a material is nanoscaled it may also result in an asymmetry in the Raman

peaks due to phonon confinement[100–102]. This is due to the vibrational modes no

longer having plane-wave nature and so they may be described by a superposition

of plane-waves resulting in an uncertainty, or finite distribution, in the wavevectors.

This relaxes the selection rules of the Raman modes so that modes away from, but

near, the zone center may participate in Raman scattering. Most often the optical

mode at the zone center is the highest frequency mode and so representation of modes

away from the zone center results in a low-frequency asymmetry on the Raman peak.

Richter[100], and Campbell and Fauchet[101, 102] developed a phonon confinement

model (PCM) to describe the asymmetry observed in the Raman spectra of nanoscaled

systems,

IPCM(ω) = I0

∫ 1

0

|C(q)|2d3q
(ω − ω(q))2 + (Γ/2)2

, (3.13)

where the integration is over the normalized Brillioun zone. Effectively, Eq. 3.13 is

an infinite summation of a series of Lorentzians weighted by a Fourier series

coefficient, C(q), that depends on the geometry and dispersion, ω(q), of the

nanoscaled system. The difficulty in using this model is that C(q) is somewhat

arbitrary since the weighting of wavevector contributions is unknown[102].

Additionally, the dispersion must be used in the model, and is often assumed to be

the bulk dispersion of the material being investigated. However, as we discussed in

Section 2.2, nanoscaling alters the dispersion. Therefore, there are significant

uncertainties when using this equation, especially, in disordered samples where a

dispersion cannot be defined.

The Raman spectra used in the following studies will be collected from single

crystalline, compositionally disordered SiGe alloy films and the single crystalline
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Si(100) substrate on which they are grown. The peak from the Si substrate can be

very accurately fit using a Voigt function since the substrate is a pure crystal,

however choice of model function for the SiGe is more difficult. The SiGe peak has a

slight asymmetry likely due to disordered induced localization as well as phonon

confinement caused by nanoscaling, as will be discussed in more detail later.

Therefore, the PCM would be the natural choice for fitting to the SiGe peak.

However, the PCM requires the dispersion as an input, and since the SiGe films are

compositionally disordered, the dispersion of the optical modes cannot be well

defined. Therefore, the asymmetry is chosen to be empirically fit using the Fano

function. While this function is not designed to physically describe the asymmetry

of our SiGe films, it provides a quantitative measure of important spectral

parameters which can be discussed from a physical perspective.

3.4 Raman Experiments

Raman experiments were performed using a custom commercially built

Renishaw InVia Raman microscope. The system is outfitted with 3 lasers and 4

wavelengths, 4 microscope objectives, polarization optics, 3 diffraction gratings, low

and high temperature stages, a pump beam path and 3 probe beam paths.

Additionally, the system can be coupled to an atomic force microscope (AFM) and

scanning tunneling microscope (STM). With these capabilities, nearly every known

form of continuous wave Raman spectroscopy can be performed, including resonant

Raman, tip enhanced Raman and polarized Raman. This work primarily deals with

temperature dependent, polarized, spontaneous Raman spectroscopy and this

section outlines the operation of the system for these purposes.
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3.4.1 Renishaw InVia Spectrometer

Figure 3.5 is an internal diagram of the InVia system. The light source for Raman

experiments is one of 4 wavelengths (405, 488, 514, 785 nm) emitted from one of three

lasers (405 nm diode, 488/514 nm Ar ion, 785 nm diode). Each laser has a different

beam path between the laser and the objective. After the objective, the beam paths

are the same for each laser, but the lens and grating positions are automated and are

adjusted for the particular wavelength being used.

Probe light from the laser is injected into the spectrometer using two mirrors, one

manually adjusted (M1), and one motorized and computer controlled (M2). Between

the two mirrors are neutral density (ND) filters used to adjust the laser power and

a shutter to block the beam. The two mirrors are needed to ensure the laser beam

passes through the beam expander axisymmetrically. The beam expander corrects for

any divergence of the beam out of the laser , i.e. collimates the beam, and expands

the cross-sectional diameter of the beam to equal the back aperture of the objective.

A pin hole can drop into place between the two lenses of the beam expander to both

clean up the shape of the beam and to assist in alignment of the laser through the

center of the beam expander.

pin hole

long pass

slits

mirror

grating

cameraobjective

temperature 

sample laser

beam expander

filter ass.

M3

M1

M2

M4

M5

L1L2
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ND
shutter

filtersphere

stage

dovetail

Figure 3.5: Internal diagram of Renishaw InVia Raman microscope.
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After the beam expander, the beam is directed by a motorized mirror (M3) into

a filter assembly, composed of a manual mirror (M4) and two long pass filters. After

reflecting off M4, the first long pass filter reflects the laser light onto a fixed mirror

(M5) and into the back of the objective which focuses the beam to a roughly 1 µm spot

on the sample. The two adjustable mirrors, M3 and M4, after the beam expander are

needed to ensure the laser beam is aligned through the objective axisymmetrically.

The incident light impinges on the sample, resulting in reflected light, Rayleigh

scattered light and Raman scattered light. Since Raman and Rayleigh scattered light

scatters in a random direction, a sphere of scattered light is generated centered at the

laser focal point on the sample surface. The fraction of light collected from the sphere

depends on the numerical aperture (NA) of the objective. The fraction of collected

light is equal to the solid angle collected by the objective divided by the solid angle

of a sphere. The solid angle of light collected by the objective is directly related to

the numerical aperture of the objective, so that the fraction of light collected is,

Icollected
Igenerated

=
2πf 2(1− cos(θ))

4πf 2
=

1− cos(sin−1(NA))

2
, (3.14)

where f is the objective focal length and θ = sin−1(NA) is the half angle of the

objective acceptance cone, see Fig 3.6(a). Additionally, the laser spot diameter, 2w0,

and depth of field, DOF, depend on NA[153], which influence the lateral and depth

resolution of the microscope as well as laser heating,

2w0 =
4λL cos(sin−1(NA))

πNA
(3.15)

DOF =
8λL
π

(
cos(sin−1(NA))

NA

)2

, (3.16)

where λL is the laser wavelength.

The collected light then passes through the objective and is directed back to the

long pass filters. Long pass filters reflect all light with a wavelength at or shorter
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than a chosen wavelength and transmits any light with a longer wavelength. The

cutoff wavelength of the filter is selected to be slightly longer than the chosen laser

wavelength to prevent the strong Rayleigh signal from overwhelming the weak Raman

signal. As a result, the sample reflected laser light, Rayleigh scattered light and anti-

Stokes light is reflected back down the injection path, while the Stokes scattered light

passes through the filters.

The Stokes light then passes through a lens (L3) which focuses the light onto

the entrance slit. The entrance slit is composed of two motorized razor blades that

move independently so that the center and width of the entrance slit can be adjusted.

The entrance slit is designed to reject any light that comes from locations other than

the focal plane of the objective. The slit along with the camera are used to adjust

the confocality, i.e. spectrometer depth resolution, as will be discussed later in this

section.

After passing through the slit, the light is recollimated and expanded to the size

of the diffraction grating area by a second lens (L4). The collimated Raman light

then reflects off the dove tail mirror onto a diffraction grating which disperses each

wavelength of light at a different angle, while keeping each wavelength collimated.

Diffraction gratings are designed to reflect light in such a way so that each wavelength

constructively interferes in certain well defined directions and destructively in all

others. Due to the differences in wavelength, the angle at which each wavelength

constructively interferes will be different, leading to a separation of wavelengths.

There are three gratings purchased for this system which can be defined by the blaze

angle and groove density (1200 g/mm, 3000 g/mm and 1800 g/mm).

A diffraction grating is made up of a highly reflective material where a series of

closely packed grooves have been etched into the surface. The groove density for a

specific blaze angle is used to define the separation of each wavelength in angle, also

known as the grating dispersion. The higher the groove density, the greater the

dispersion. The blaze angle defines which wavelength will most efficiently
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constructively interfere for a defined diffraction order. Therefore, gratings that have

been blazed for light in the IR may not be applicable for separating wavelengths in

the UV. The 1800 and 3000 g/mm gratings were blazed for UV-visible light while

the 1200 g/mm grating was blazed for near IR light.

After light is separated by the grating, dispersed light is finally collected by a

lens (L5) and focused onto a thermoelectrically cooled charge couple device (CCD)

camera. The CCD chip in a CCD camera used for Raman spectroscopy or other low

light applications is often made of an array (1040×256) of

metal-oxide-semiconductor capacitors, which each act as a pixel of the camera.

When a Raman photon impinges on one of the pixels, it excites an electron out of

the valence band which is then stored in the capacitor. As long as the shutter is

open and the laser is on, Raman light is collected by the CCD camera so that the

charge built up on each capacitor is proportional to the number of photons

absorbed. Since the light is first reflected off a diffraction grating and passed

through a focusing lens, each pixel on the vertical axis of the CCD chip represents a

narrow range of wavelengths. The charge stored in each pixel then equals the

number of Raman photons within a small range of wavelengths and the whole array

is a discretized representation of the Raman spectrum. The horizontal axis of the

CCD chip acts as a virtual vertical entrance slit, complimenting the physical

horizontal entrance slit previously described. The camera is thermoelectrically

cooled to -78 ◦C because thermal energy can excite electrons out of the valence

band of each pixel leading to noise in the spectrum. Often, cameras used in Raman

applications are cooled using liquid nitrogen to further minimize noise.

3.4.2 Raman Penetration Depth

A Raman signal is generated throughout the entire volume in which light

penetrates into a material. For thin films, the depth of this volume may be larger

than the film thickness leading to a signal being generated from the substrate in
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addition to the film. To remedy this problem, a laser with a shorter wavelength may

be used since shorter wavelengths often have smaller penetration depths than longer

wavelengths. Here, the influence of wavelength on Raman penetration depth is

presented with emphasis on wavelengths equipped by the Raman system at UVA

and SiGe alloy film thicknesses studied in this work.

When light impinges on a material it is absorbed so that the light intensity

exponentially decays into the material following the Beer-Lambert Law,

IBL = exp(−α(λ)z) (3.17)

where 1/α(λ) is the wavelength dependent optical penetration depth of the material,

δp. Since Raman light is generated where light is absorbed in the material, the Raman

light that is collected by the spectrometer must be Raman light that escapes the film

and re-enters the objective. Ignoring optical geometries and assuming that all Raman

light generated takes the same path as the incident light but reverse, the Raman light

collected will be the multiplication of two exponentials, Eq. 3.17,

IR = exp(−2α(λ)z), (3.18)

so that the effective Raman penetration depth is half of the incident light penetration

depth[151, 152].

The penetration depth can be calculated using either the complex dielectric

function, ε̃ = ε1 + iε2 or the complex index of refraction, ñ = n + iκ, shown for Si

and Si80Ge20 in Table 3.1. The index of refraction and dielectric function are related

by the following functions[153],

n =

√√
ε21 + ε22 + ε1

2
(3.19)
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Table 3.1: Penetration depth and complex index of refraction for Si and Si80Ge20 at various
wavelengths[6, 7].

Si80Ge20 Silicon
laser wavelength n κ δp n κ δp

405 nm 6.28 0.55 59 nm 6.03 0.34 95 nm
488 nm 4.84 0.13 297 nm 4.63 0.13 412 nm
514 nm 4.59 0.11 376 nm 4.41 0.09 457 nm

Table 3.2: Percent of Raman light generated by a cumulative depth at various wavelengths in
Si80Ge20 calculated using Eq. 3.18.

laser wavelength 50% 63%(1/e) 86%(1/e2) 93%(1/2e2)

405 nm 20 nm 29 nm 58 nm 79 nm
488 nm 103 nm 148 nm 295 nm 398 nm
514 nm 129 nm 186 nm 370 nm 493 nm

κ =

√√
ε21 + ε22 − ε1

2
. (3.20)

Using the refractive index, the laser optical penetration depth is calculated using,

δp =
λL

4πκ
, (3.21)

where λ is the laser wavelength.

To determine where the majority of Raman light is generated for each wavelength,

we then must calculate the sum of the signal from each planar depth to calculate

the percent contribution for each thickness. The results for Si80Ge20 are shown in

Table 3.2. As we can see, even though the penetration depth of the 405 nm laser is

59 nm, 50% of the Raman light generated is from the top 20 nm of the sample as

compared to 103 nm for the 488 nm laser. One of the SiGe films being investigated

in this work is 40 nm thick, meaning 75% of the Raman signal will be generated from

the film and only 25% from the substrate when using the 405 nm laser, and vice versa

when using the 488 nm laser. We may then selectively probe layers by varying the

wavelength of the Raman light source.
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3.4.3 Confocality

Due to the finite penetration depth and spot size of the laser, a Raman signal is

generated thoughout a volume of the sample. Collecting a signal from a large volume

can cause problems when attempting to measure properties of thinly layered materials

or surfaces. When the collection volume is larger than the region of interest, a Raman

signal will be collected from multiple regions or materials which may interfere with the

spectrum of interest, as will be discussed more thoroughly in Chapter 4. Additionally,

collecting light from a large volume convolutes an additional broadening with the

natural Raman line width. By operating the spectrometer in high confocal mode,

scattered light originating away from the region of interest can be minimized.

slit

L3

Sample

objective

256 pixels

1040 pixels

a) b)

Figure 3.6: (a) Diagram of confocal Raman setup with objective lens (b) and CCD camera chip.
The entrance slit of the spectrometer and CCD chip filters out Raman scattered light generated
from areas away from the objective focal point.

Briefly mentioned earlier in this section, the spectrometer entrance slit and CCD

chip act as filters to reject Raman scattered light not originating from a small volume

near the focal point of the objective. Figure 3.6 (a) is a diagram of light collected by

the objective and filtered by the entrance slit. Light is generated at several depths

in the sample. When the objective is focused on the sample surface, i.e. the distance

between the objective and sample surface is equal to the objective focal length, light

from the focal point will be imaged at the focal plane of the entrance slit. All light

from the focal point of the objective will therefore pass through the entrance slit.
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Light originating from deeper in the sample will be imaged in front of the entrance

slit, so that only some of the light passes through the slit. The deeper in the sample

the light is generated, the less light passes through the slit. The contribution of light

from away from the focal point can be adjusted through the entrance slit width.

The entrance slit is a horizontal slit so it only rejects light in the vertical direction

at the focal plane of the slit and CCD chip, or spectral direction on the CCD chip. In

order to reject light in the horizontal direction, a second vertical slit must also be used

to create a rejection square, or pin hole. Two slits cannot be placed at the same focal

plane because of the finite size of the slit mechanisms. Therefore, the second slit must

be placed at a second focal plane. The only other focal plane in the spectrometer is

at the CCD camera, where it is impossible to add a physical slit. Instead, the chip

itself can be used as a virtual vertical slit, by only collecting the signal from a small

range of pixel columns instead of the entire 256 columns, as shown in Fig. 3.6 (b).

High confocal mode reduces the entrance slit width from the normal 50 µm to 25

µm and reduces the width of the CCD virtual slit from 8 pixels to 2. The minimum

spatial resolution achievable through confocal techniques is greater than or equal to

1 µm. To further improve spatial resolution, the laser wavelength can be selected to

adjust the Raman penetration depth which will be the subject of Chapter 4.

In addition to influencing spatial resolution, adjusting the entrance slit changes

the instrument broadening of the spectral peak width. When all lenses are at the

correct focal points, as is the case for our spectrometer, an image from one focal

plane will be imaged at another focal plane. Therefore, the image at the entrance slit,

a superposition of defocused images of Raman light originating below the objective

focal point and the focused image at the focal point, will be imaged onto the CCD

chip. The shape of the defocused Raman image at the focal plane of the entrance

slit will be a superposition of 2-dimensional Gaussians where the Gaussian width

increases proportional to the originating depth of the signal.

These broad Gaussians convolute with the natural linewidth of the Raman signal
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to artificially broaden it. If the Gaussian broadening is much larger than the natural

linewidth, then the natural linewidth can be difficult to deconvolute. By narrowing

the entrance slit, the components of the Gaussian in the spectral direction wider

than the entrance slit will be rejected leading to a narrowing of the spectral peaks.

However, this also reduces the signal intensity resulting in a lower signal to noise. So,

a balance between signal and Gaussian broadening must be achieved.

In this work studying SiGe alloys using a 405 nm laser, the ideal confocal

settings are a 25 µm slit width and 8 pixel CDD chip read out. Since the Raman

penetration depth using the 405 nm laser, ∼60 nm, is much smaller than the

confocal spatial resolution, ≥1 µm, high confocal mode will not improve the spatial

resolution. However, narrowing the entrance slit will reduce the instrument

broadening of the Raman peak. Therefore, the entrance slit was reduced to improve

extraction of the SiGe linewidth, while the virtual CCD slit was adjusted to

maximize the signal throughput.
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Chapter 4

Limits of Phonon Linewidth

Measurements

4.1 Motivation

Most often, Raman optical phonon linewidth studies are performed on samples

thick enough that a Raman signal from the substrate is not generated or the

substrate is selected so that its Raman signal is not close in frequency to the signal

of interest. For some thin film samples, however, it is not possible to select a

substrate that does not have an interfering Raman signal. For example, SiGe alloy

thin films grown on Si, which will be the focus of the following studies, suffer from

both of the described conditions. The film is thin enough that a substrate signal is

generated and the substrate signal is close in frequency to the film signal, making it

difficult to deconvolve the two signals.

The two spectroscopic properties of interest when attempting to separate

overlapping signals are spectral and spatial resolution. In Raman spectroscopy,

spatial resolution is the ability to preferentially collect signal from the area of

interest (thin film) and reject signals from other parts of the sample (substrate).

Spatial resolution is important because all lasers penetrate into the probed sample
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to some finite depth thus generating a Raman signal through the entirety of that

depth as discussed in Section 3.4. If the film is thinner than this penetration depth,

then a Raman signal from the substrate will be generated in addition to the Raman

signal from the film. If these signals are close in frequency, it may be difficult to

accurately measure phonon lifetimes due to signal convolution. Spectral resolution

on the other hand is the ability to discern two Raman peaks that are close in

frequency. In such a case, a spectrometer with low spectral resolution can cause the

peaks to broaden and blur together making it impossible to accurately fit a model

function and extract pertinent peak parameters.

white light

dovetail mirror

diffraction grating

lens

CCD pixel array

Figure 4.1: As the angle at which light is dispersed by the grating increases, the spectral resolution
of the spectrometer increases because there are fewer wavelengths per pixel.

The two most important experimental parameters in determining spatial and

spectral resolution are the laser wavelength and grating dispersion angle. The

grating dispersion angle determines how far the wavelengths of light are separated

on the CCD camera pixel array. The greater the degree of separation, the higher the

spectral resolution since there are fewer wavelengths falling on each pixel of the

camera, see Fig. 4.1. This in turn means that there are more pixels, or data points,

mapping out the Raman peak improving the fitting ability. While the grating

primarily affects the spectral resolution of the Raman system, the laser affects both

the spectral and spatial resolutions. As a rule of thumb, the shorter the laser
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wavelength, the smaller the penetration depth and smaller the laser spot on the

sample, which improves the resolution on both the surface and depth of the sample.

This means that for short wavelengths more of the signal will be generated in the

film than the substrate when compared to longer wavelengths. However, since the

Raman spectrum is based on energy shifts (for Si the shift is 0.06 eV or 520 cm−1),

a lower wavelength laser will yield a lower energy or spectral resolution, since the

grating dispersion is roughly a constant wavelength per pixel. This means that when

using a lower wavelength laser to improve spatial resolution, the spectral resolution

will decrease unless a higher resolution grating is used to compensate. Alternatively,

the grating can be operated at different diffraction orders to improve resolution.

500 510 520 530
0

0.5

1

1.5 ( a )

1800 (-2 )

3000 (-1 )3000 (1)

R am an Shift ( cm −1)

In
t
e
n
s
it
y

(
a
.u

.)

500 510 520 530 540

( b )

405 nm

488 nm514 nm

Figure 4.2: (a) The Raman spectra of a 39 nm Si80Ge20 thin film on Si taken using the 405 nm
laser with three grating combinations are shown. We can see that as the resolution of the grating
increases the peaks narrow and become more distinct. (b) The Raman spectra of 39 nm Si80Ge20
thin film on Si taken using the 405, 488 and 514 nm lasers with the 3000 g/mm (-1) grating are
shown. As the wavelength decreases, the spatial resolution increases by more than an order of
magnitude but the spectral resolution is reduced by a factor of 3.

A diffraction grating is based on the principle of wave interference. Due to the

difference in wavelength, each wavelength constructively interferes at different

discrete angles allowing for wavelength separation. The first angle of constructive

interference is the zeroth order where the grating acts like a mirror. The next, and

most efficient, and thus brightest, is the 1st order. The next, mirrored in angle
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Table 4.1: The spectral resolutions, in cm−1/pix, of three lasers with three different grating
types, where the number in parenthesis is the order the grating is operated in. The relative Raman
intensities of the 40 nm thin film Si75Ge25 (Sample 5) alloy peak and Si substrate peak is included
as an indication of spatial resolution.

I(SiGe)/I(Si) 1800 g/mm 3000 g/mm (+1) 3000 g/mm (-1) 1800 g/mm (-2)

405 nm 2.21 1.84 1.16 0.71
488 nm 0.10 2.24 1.12 0.56
514 nm 0.07 1.99 0.95 0.40

across the zeroth order, is the -1 order and following the same pattern, the 2nd and

-2, 3rd and -3 and so on. Most often, diffraction gratings are operated using the 1st

order diffraction because they are the most efficient at that order, however, they

also have the lowest dispersion. Therefore, it is possible to improve the spectral

resolution of the spectrometer by operating the grating at a higher order albeit at

the cost of signal intensity.

The Raman microscope at UVA is uniquely equipped to explore and take

advantage of such principles, since it is equipped with 4 unique wavelengths (405,

488, 514 and 785 nm)1 and 3 gratings (1200, 3000 and 1800 g/mm). In order to

demonstrate these concepts, Raman spectra were aquired on a 39 nm Si80Ge20 alloy

thin film grown on Si at several wavelengths using different diffraction orders of the

grating. The results are plotted in Figs. 4.2(a) and (b) and tabulated in Table 4.1.

It is clear from the relative intensities of the film peak (∼515 cm−1) and substrate

peak (∼520 cm−1) plotted in Fig. 4.2 and listed in the first column of Table 4.1, that

lower wavelengths significantly improve spatial resolution so that the Raman signal

from the film is preferentially selected. However, the spectral resolution of the film is

reduced by a factor of two when using the 3000 g/mm(+1) grating and by a factor of

three when using the 3000 g/mm(-1) grating. For this reason it was necessary to use

higher order diffraction when using the 405 nm laser. This could not be accomplished

using the 3000 g/mm grating because of the inefficiency at such high diffraction order.

However, the 1800 g/mm provided nearly a factor of two improvement and much less

1The penetration depth of the 785 nm laser is far too large to be used with 40 nm SiGe film and
so will not be used in this study.
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signal reduction when using the -2 order.

Qualitative differences based upon laser wavelength and grating are self evident

upon inspection of Fig. 4.2. The following examines the quantitative impacts of

these differences in the measurement of Raman linewidths. In order to do this, we

need to first understand how spectral resolution affects the Raman signal of a single

peak. We can then investigate how fitting two overlapping spectra influence line

width extraction. Finally, we can investigate the two simultaneously. Ultimately,

the purpose of this study is to help the Raman spectroscopist tailor their experiment

through selection of laser wavelength, resolution and noise to minimize uncertainties

in linewidth measurements of a nanoscaled materials.

4.2 Experiment

Raman spectra were acquired on a series of SiGe alloy thin films on Si substrates

with various thicknesses. The spectra were collected using a series of laser wavelengths

and gratings to study the impact of spectral and spatial resolution on linewidth

uncertainties. Using this data and models of the Raman spectra based on this data,

we assess the impact of the experimental conditions on measuring these parameters.

This section outlines the collection of these spectra.

Spatial resolution is quantified in our Raman signal by the relative peak intensity

(RPI) of the film to substrate peak. As previously mentioned, the RPI is not affected

by the grating selection but only the laser wavelength. However, we can also influence

the RPI of our signal through the thickness of the sample. Due to the finite Raman

penetration depth, as the sample thins, more signal is generated by the substrate,

which causes a decrease in RPI. In order to create more data points along the RPI

axis, a range a wavelengths and gratings as well as a range of SiGe film thicknesses

(40, 90 and 210 nm) were investigated2.

2The details of sample growths and characterization are discussed in Chapter 6
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Table 4.2: Combinations of laser wavelength, grating and sample thickness used for linewidth
uncertainty measurements of Si and Si75Ge25 with thicknesses 20, 90 and 210 nm (Samples 5-7). X
symbolizes laser wavelength and grating combinations that will not be collected. Xindicates laser
and grating combinations for which data was collected and the number in parenthesis is the RPI.

Silicon 1800 g/mm 3000 g/mm 3000 g/mm (-1) 1800 g/mm (-2)

405 nm X X X X
488 nm X X X X
514 nm X X X X
d = 40 nm 1800 g/mm 3000 g/mm 3000 g/mm (-1) 1800 g/mm (-2)

405 nm X X(6.28) X(5.50) X(5.29)
488 nm X(0.12) X(0.10) X(0.10) X
514 nm X(0.08) X(0.06) X(0.06) X
d = 90 nm 1800 g/mm 3000 g/mm 3000 g/mm (-1) 1800 g/mm (-2)

405 nm X X(∞) X(∞) X(∞)
488 nm X(0.37) X(0.30) X(0.29) X
514 nm X(0.19) X(0.17) X(0.16) X
d = 210 nm 1800 g/mm 3000 g/mm 3000 g/mm (-1) 1800 g/mm (-2)

405 nm X X(∞) X(∞) X(∞)
488 nm X(1.09) X(0.91) X(0.87) X
514 nm X(0.58) X(0.48) X(0.45) X

The laser wavelength, grating and sample combinations that were used are

outlined in Table 4.2 with the RPI included in parenthesis. Note that the peak

intensities change with the grating for a specific sample and laser wavelength. This

is because as the resolution decreases, more wavelengths are binned in each pixel

causing the peaks to blur together and artificially change the real RPI. For the 405

nm laser and 90 and 210 nm thick samples the intensity is ∞ since no substrate

peak is observed due to the Raman penetration depth being smaller than the

sample thickness.

When collecting Raman data, it is imperative that the experiment itself does not

influence the measured results. Since heating influences the Raman linewidth, we

must be careful not to heat the sample with the probing laser. Laser heating of Si

and SiGe will be thoroughly discussed in the following chapter. The laser power

used was determined by reducing the laser power with ND filters until shifts in peak

position and linewidth were no longer observed with a further decrease in power.
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When performing a Raman experiment, every material/sample will yield a

different signal strength for a particular set of experimental settings. This is because

every material has a different Raman cross section or efficiency. The Raman cross

section is a measure of the probability that a single incident photon of a particular

wavelength will be converted to a Raman photon. Therefore, Si and every SiGe

alloy will have a different Raman cross section and thus a different spectral

intensity. If we assume that the noise of the spectrometer is a constant for each

grating, then each laser wavelength, grating and sample will have a different amount

of noise for the same collection time and laser power. Increasing the laser power will

increase the signal relative to the noise, however this can also lead to sample

heating, which artificially changes the measured linewidth.

Since the uncertainty of the fit is directly related to the noise in the signal, the

collection/integration time of each laser wavelength, grating and sample combination

was selected to have as close to the same noise as possible. The noise to signal

ratio (N/S) was calculated by first subtracting the baseline and then normalizing the

spectrum to a peak intensity of one. Due to the very complex spectral structure of

both Si and SiGe below 520 cm−1, the baseline was calculated between the region 600

and 750 cm−1. Since this region had very small slopes in all spectra, the baseline was

not fit to a linear function, as is normally the case. Instead, the average value of the

baseline region was subtracted as a constant from the spectrum. After normalizing,

the standard deviation of the pixel intensities in the baseline region was used as the

noise level. A N/S value of 0.0025 was chosen because it is a moderate N/S ratio

for a Raman spectrum that is achievable under non-ideal conditions, such as when

using a grating in a higher order diffraction while taking data through the window of

a temperature stage at high temperatures.

The specific integration time of each experimental setting and sample combination

was determined by setting the laser power to the non-heating value and calculating

N/S for integration times ranging from 1 to 200 seconds. The results of the N/S
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measurements versus integration time are plotted in Fig. 4.3 for Si spectra taken

using the 488 nm laser. As expected, the N/S decreases with increasing integration

time. However, due to the exponential decay, after a certain point increasing the

integration time minimally improves the N/S ratio. This means that after a certain

integration time it makes more sense to take another spectrum rather than double the

time. This will be helpful in guiding future experiments when attempting to minimize

uncertainties. Note however, that this critical integration time will be different for

each sample, laser wavelength, grating and objective condition. Therefore, this N/S

test must be performed for each experiment. Also note that operating the diffraction

grating in a higher order leads to a significant increase in noise. Therefore, improved

resolution can come at the cost of higher noise making the choice of experimental

conditions difficult.
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Figure 4.3: Change of N/S ratio with changing integration time using Si, 488 nm laser, 50x
objective and various grating conditions.

Since each sample has a different cross section, thermal conductivity and thickness,

the maximum laser power that did not lead to observable sample heating as measured

by the peak position was individually selected for each sample in Table 4.2, followed by

a N/S test to determine the integration time needed. A spectrum was then collected

25 times at the same location on the sample. The spectra were fit in the range of 490

to 530 cm−1 to a two peak function consisting of an asymmetric Lorentzian for the
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alloy peak and a Voigt for the Si substrate peak. The function parameters were bound

to make sure correct local minima were achieved. In the case of Si the alloy peak

intensity was bound to 0.001 to effectively remove it from the function. Similarly, the

substrate peak intensity was bound to 0.001 when no substrate peak was observed.

The Si data collected from this experimental section will be used as inputs for

our model simulating a Raman experiment. This model will then be used to simulate

the uncertainties in measuring linewidths of two peak Raman spectra of thin film

SiGe alloys on Si substrates. The uncertainty results of the two peak simulations will

then be compared to experimental SiGe thin film measurements as verification of our

simulation results. We will then use the simulation results to comment on the best

experimental conditions to minimize uncertainties.

4.3 Modeling the Experiment

In order to simulate the effects of spectral and spatial resolution on linewidth

measurement uncertainties, the signal must first be accurately modeled. Spatial

resolution is straight forward since it simply increases the RPI. Spectral resolution,

on the other hand, is not so straight forward as it changes the binning of light on

the CCD array in a fairly complicated way. Finally, and most importantly, we must

accurately model the simulated noise.

4.3.1 Experimental Theory

The linewidth of a measured Raman signal is the convolution of two broadening

components: the natural linewidth and instrument broadening. The natural linewidth

is the physical spectral width of the Raman peak before it is passed through the

spectrometer and is related to the scattering rate of the phonons in a high purity

crystal, as discussed in Chapter 3. Instrument broadening, convolutes an additional

broadening caused by the finite size of the Gaussian laser spot on the sample and the
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finite spectral resolution of the CCD array. Both the Gaussian broadening and the

spectral resolution affect linewidth uncertainties. As Gaussian broadening increases,

the relative contribution of the natural linewidth to the measured signal FWHM

diminishes leading to uncertainties in the deconvolution. Spectral resolution on the

other hand controls the number of data points mapping out the peak curve. The fewer

data points, the more pixelated the peak and the less confidently a model function

can be fit to the signal to extract the natural linewidth.

As long as the sample is not heated by the laser, the natural linewidth does

not change with laser wavelength3 and is not affected by the grating. Instrument

broadening and spectral resolution on the other hand, changes with both the laser

wavelength and grating. When the laser is focused on the surface of the sample,

the laser spot has a finite Gaussian width determined by the diffraction limit of that

objective and wavelength. When the grating of the spectrometer is operating in the

zeroth order, the spectrometer acts as a very expensive microscope. The image of the

laser spot on the sample is magnified by ∼10 times on to the CCD chip. Since the

laser spot is a Gaussian spot in both the x and y directions, a magnified Gaussian

spot will be imaged on the CCD camera in both the spectral (y-direction) and spatial

direction (x-direction).

If we move the grating so that it is operating in the first order and if our Raman

signal has 3 discrete wavelengths, then the image on the camera will have 4 Gaussian

spots; one for the laser and 3 for each Raman wavelength located at different location

of the CCD pixel array along the y-direction corresponding to their wavelength. In

a real Raman spectrum, the Raman signal is composed of a continuous range of

wavelengths, the range of which is quantified by the natural linewidth. Therefore,

each infinitesimally narrow range of wavelengths of the natural linewidth will be

broadened by the Gaussian image of the spot on the camera. This is identical to the

mathematical convolution of a Gaussian function with whatever function describes the

3This assumes that resonance effects do not change the shape of the Raman line.
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natural line shape of the sample. In silicon, the natural line shape can accurately be

described by a Lorentzian function and so the silicon Raman spectrum is ubiquitously

modeled using a Voigt function, Eq. 3.11.

This broadening can be modeled for various resolutions if we know the Gaussian

width of the laser spot image on the CCD array and if we know the resolution of the

laser, grating and camera combination. In theory we just need to multiply the laser

spot image Gaussian width in pixels by the resolution of our experiment in units of

wave number per pixel (cm−1/px) to get the instrument broadening caused by the

laser spot size. Note that the resolution changes across the CCD array due to the

spherical optics projecting on a flat surface. Therefore, the resolution value must be

selected from the center pixel closest to the Raman peaks of interest.

The second instrument broadening component, binning, artificially broadens the

peak by integrating the signal in discrete chunks. In most cases the Gaussian

component of the Voigt function absorbs this extra broadening. However, it can be

deleterious for very narrow linewidths or when peaks are very close together. This

effect is easily modeled by binning the continuous model function into bins with the

same size as the resolution.

4.3.2 One Peak (Si)

Silicon (100) was used as a control to apply these concepts and adjust the

simulation parameters before applying them to a more complex two peak system.

To do this, the effect of resolution on the experimental and simulated Raman

linewidths were compared to confirm correct modeling. The simulated noise was

then compared to noise observed in experimental Raman spectra of Si. Ultimately,

it was found that resolution had a slightly stronger effect on linewidth uncertainties

than noise. Therefore, minimizing uncertainty should begin with selecting the

highest resolution experimental condition, unless it results in a disproportionate

increase in noise.
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Figure 4.4: (a) Total FWHM of silicon as a function of spectrometer resolution when using the
405, 488 and 514 nm lasers. (b) Corresponding uncertainties in the FWHM of Si showing how
worsened resolution leads to larger uncertainties.

Figure 4.4 a) plots the FWHM4 of Si as a function of resolution for each wavelength

studied (405, 488 and 514 nm). As the resolution worsens (increases), the FWHM

increases linearly for each wavelength. This is due to the natural linewidth of the

Raman spectrum being convoluted with the instrument broadening Gaussian which is

then binned into discrete pixels. As the resolution worsens the pixels bin a larger range

of wavelengths, thus artificially broadening the peaks. Additionally, the Gaussian

FWHM of the instrument broadening is a fixed value in space for each wavelength.

So as each pixel represents more wavelengths, the Gaussian component becomes larger

relative to the natural linewidth of the Raman peak. Figure 4.4 b) shows that this

worsening resolution also leads to a general increase in uncertainty of the measured

FWHM due to the reduced number of pixels mapping out the peak and the increased

Gaussian component of the linewidth.

The Gaussian and Lorentzian FWHMs can be separated using the Voigt function

to show how each changes with resolution. Figure. 4.5 shows that as the resolution

worsens, the Gaussian linewidth broadens while the Lorentzian linewidth remains

constant as expected. It was previously hypothesized that the Gaussian width would

4Three linewidths will be mentioned during this study, FWHM, Gaussian FWHM and Lorentzian
FWHM. The FWHM represents the total measured linewidth of a spectrum, the Gaussian FWHM
is the instrument broadening FWHM and the Lorentzian FWHM represents the natural linewidth.
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Figure 4.5: Gaussian and Lorentzian linewidth of simulated and experimental silicon Raman
spectra versus resolution.

be equal to the resolution multiplied by the laser spot size on the CCD array, meaning

the y-intercept would be equal to zero. However, the extrapolated intercept is non-

zero implying that there is another source of Gaussian broadening that has not been

considered even though pixel binning has been taken into account. The source of

this broadening has not been determined but is likely caused by the finite spectral

width of the laser line which was accounted for by adding a constant to the Gaussian

linewidth5 as,

ΓG = RΓS + Γ0, (4.1)

where R is the resolution in cm−1/px, ΓS is the laser spot size (Gaussian FWHM) in

pixels and Γ0 is a factor to account for the non-zero intercept. Equation 4.1 is plotted

for ΓS = 2.8 px and Γ0 = 0.59 cm−1 along with experimental data to show the fit.

The last item that needed to be calibrated is the noise level. While the

experimental noise of the spectra was quantified by taking the standard deviation of

the signal between 600 and 750 cm−1, additional noise is observed near the peak of

the spectrum due to the probabilistic nature of the Raman process. To account for

this, a noise proportional to the intensity of the signal was added to the spectrum

5This method is not strictly accurate since the laser line width would be convoluted with the
Raman spectrum similar to how the Gaussian laser spot width is convoluted with the natural line
of the Raman spectrum, but approximates the effect reasonably.
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along with a baseline noise so that the simulated intensity was,

ISim = I0 +Npeak ∗ I0 ∗ randn+Nbase ∗ randn, (4.2)

where I0 is the simulated spectrum before noise, randn is a function for calculating

a random number with a normal distribution with standard deviation of one, Nbase is

the baseline noise level and Npeak is the peak noise level. The baseline noise level was

carefully controlled during experimental data collection so was set to the same value

for the simulation, 0.0025. However, Npeak is difficult to control and so was calculated

after the fact and is approximately 0.02. This value was calculated by subtracting

the fit curve from the experimental data to get the error at each pixel. The same was

done for the simulated data while adjusting Npeak until the error data had a similar

shape and magnitude for both the simulated and experimental data, see Fig. 4.6.
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Figure 4.6: Simulated and experimental noise of the Si Raman spectrum.

The ultimate goal is to model the noise so that the simulation and experimental

uncertainties match allowing us to predict the effects of resolution and RPI. Therefore,

as a final test, the uncertainties of the experimental and simulation parameters were

compared. Table 4.3 presents a few of the simulation and experimental fit parameters

along with uncertainties for the case of 514 nm laser and 1800 g/mm grating. The

simulation uncertainty results closely match the experimental results. However, our
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Table 4.3: Uncertainties of fit experimental and simulated Si fit parameters for the 514 nm 1800
g/mm case.

Silicon ΓL ΓG ν0

Experiment 2.75 ± 0.119 2.98 ± 0.130 520.44 ± 0.0256
Simulation 2.58 ± 0.124 3.10 ± 0.094 520.42 ± 0.027

simulations slightly over predict the Lorentzian linewidth uncertainty while under

predicting the Gaussian linewidth uncertainties. This is likely because our simulation

also under predicts the Lorentzian component while over-predicting the Gaussian

component.

Using these simulation input parameters, the effects of noise and resolution were

simulated on the single peak Si linewidth uncertainty. In these simulations, 50 spectra

were generated and fit at each resolution and noise level. The resolution ranged

from 0 to 2.5 cm−1/px and the noise ranged from 0 to 2 times the simulated noise,

Nbase and Npeak. Note, a noise fraction of one is equal to the experimental values.

Uncertainty was calculated through a vector summation of the standard deviation of

measured linewidth and fit uncertainty calculated from the fit Jacobian. The results

are presented in a contour plot in Fig. 4.7.

As expected, as the noise and resolution worsen, the standard deviation of the

linewidth increases. Additionally, the contours have a roughly circular shape

indicating the resolution and noise fraction are roughly equally important for one

peak linewidth measurements. Meaning doubling the noise has a similar effect as

doubling the resolution. To investigate this more closely cross sections of the

contour plot are plotted, i.e., FWHM uncertainty versus noise fraction (Fig. 4.7 (a))

and uncertainty versus resolution (Fig. 4.7 (b)). For the realistic experimental

conditions of our system, i.e., 0.2 < noise fraction < 1.5 and 0.4 < resolution < 1.5

cm−1/px, the uncertainty is always a stronger function of resolution than noise.

Therefore, when optimizing uncertainties one must choose to improve resolution

before noise assuming the improving resolution does not lead to a disproportionate

increase in noise. However, even in the disproportionate case, noise can be reduced
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Figure 4.7: (a) Contour plot of the standard deviation of the Si Lorentzian linewidth vs resolution
and noise level. Markers indicate position on the surface of experiment, 405 nm (diamonds), 488 nm
(squares) and 514 nm (circles). The uncertainties of the experiment (simulation) are presented next
to the markers. (b) Cross section of the contour plot in the noise fraction direction at various values
of resolution. (c) Cross section of the contour plot in the resolution direction at various values of
noise fraction. Dashed lines show the minimums of the noise and resolution for the Raman system
at UVA.

(to a limit) by increasing the integration time of each collected spectrum, as shown

in Fig. 4.3.

In conditions specific to the UVA system, markers in Fig. 4.7 (a), uncertainties

vary by a factor of three with the ranges of resolution available. This underscores the

importance of using high resolution conditions when measuring Raman linewidths.

When attempting to measure the subtle changes to the linewidths, on the order of

0.1 cm−1, caused by nanoscaled or small amounts of disorder it is imperative that

the uncertainties be smaller than the changes. If resolution was not considered and

the system at UVA was operated in its nominal state, the uncertainty would equal

the changes being attempted to resolve in Chapter 6. However, by forcing the system

into higher resolution condition it was possible to push the limits of measurements.

As a final general comment, these results are specific to a natural linewidth of 2.6

cm−1. The magnitude of the uncertainty will increase and decrease with the natural
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linewidth (not shown). However, the percent uncertainty decreases with increasing

linewidth. This is because as the natural linewidth increases, it becomes greater

proportionally to the instrument broadening, while a broader peak has more pixels

mapping out the curve. It is therefore more important for minimizing uncertainties to

minimize resolution for narrow linewidths (seen in highly crystalline materials) than

for broader linewidths (seen in highly disordered systems).

4.4 Results

Using the simulation parameters developed for the one peak Si case, the effect

of fitting two peaks simultaneously on the uncertainties of linewidths is investigated.

Specifically, these investigations will focus on the effect of blurring the peaks together

due to changes in resolution and the relative intensity of the peaks. The result of

the simulation will then be compared to experimental results from Section 4.2. The

results show that a single peak has a far better uncertainty than the case of two

overlapping peaks. Therefore, selecting the laser wavelength to remove a second peak

is of supreme importance. However, if this is not possible then ensuring that the

intensity of the peak of interest (SiGe film peak) is on the same order or greater as

the second peak (substrate) is key to ensuring low uncertainties.

4.4.1 Two Peak (SiGe)

For this simulation a range of RPIs consistent with experimental observations of

the SiGe film samples is investigated along with the same resolution range studied

previously. The parameters noise and instrument broadening are modeled the same

way as in the previous one peak study. The peak of the SiGe alloys has an asymmetry

that will no doubt effect the results of this study. However, for simplicity and to reduce

the parameter space we model the SiGe peak as a symmetric peak. I believe that

adjustments for a change in asymmetry will lead to similar trends as when asymmetry
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is not included. Therefore, the signal from the two peak system is modeled as the

sum of two Voigt functions, with natural widths of 4 cm−1 and 2.6 cm−1 for the film

and substrate peaks, respectively. The difference in the widths is due to the alloy

disorder broadening in the SiGe film. Because of the increased linewidth in the alloy

film, the uncertainty in the measurement should decrease if the substrate signal is

not observed, as previously discussed.
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Figure 4.8: (a) Contour plot of the standard deviation of the SiGe Lorentzian linewidth vs
resolution and RPI. Markers indicate position on the surface of experiment, 40 nm film (diamonds),
90 nm film (squares) and 210 nm (triangles). The color indicates the laser wavelength used, 514 nm
(green), 488 nm (blue). The uncertainties of the experiment (simulation) are presented next to the
markers in units of cm−1. (b) Cross section of the contour plot in the resolution direction at various
values of resolution. (c) Cross section of the contour plot in the RPI direction at various values of
noise fraction.

Figure 4.8 (a) plots the experimental (markers) and simulated uncertainty

results of the two peak uncertainty analysis as a function of both resolution and

RPI. First note that the simulated parameters (parenthesis) closely match the

experimental results, indicating the model accurately predicts the combined effects

of resolution and RPI on linewidth measurements. The results for the 405 nm

measurements are not shown on this plot because no substrate signal is generated

when using the 405 nm laser and so sit at infinity on the RPI axis of Fig. 4.8 (a).
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The experimental uncertainties however equal approximately 0.03 cm−1, which half

the lowest value on the contour plot.

The reason the 405 nm laser yields such low uncertainties compared to the 488 and

514 nm, is that unlike the single peak contour plot, Fig. 4.7, one of the experimental

parameters dominates uncertainties. Just like in the single peak, the uncertainty is a

linear function of resolution for all values of resolution, see Fig. 4.8 (b). However, at

low RPI values, less than 0.5, the uncertainties exponentially increase. This is shown

more clearly in the cross section of the contour in Fig. 4.8 (c). This means that when

attempting to minimize uncertainties of linewidth measurements, the first priority is

minimizing the substrate signal through the spatial resolution.

Since the 405 nm laser was able to improve the spatial resolution sufficiently

high to prevent a substrate signal from being collected, it was selected for the SiGe

linewidth measurements in Chapter 6. However, when the two peak signal cannot

be forced to a one peak signal through wavelength selection, this procedure can help

select the ideal conditions specific to a particular Raman system. The user will simply

need to provide an estimated noise value and laser spot size, which can then be used

in the described procedure to generate a surface plot similar to Fig. 4.8 (a). The

results can then be used to tailor the experiment to minimize uncertainties through

selection/purchase of grating, grating order, and laser wavelength.

Note that the magnitudes of the uncertainties are specific to the experimental

conditions of the SiGe alloy thin films being studied. Specifically, the results will

change as the linewidths and separation between peaks changes. As the peaks are

separated further, they overlap less. This leads to fit parameters that are weakly

coupled in the Jacobian of the fits which in turn results in lesser uncertainties (not

shown). Therefore, these exact results are specific to this test. However, the trends

will be consistent.
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4.4.2 Pixelation Error

While RPI plays the larger role in uncertainties, resolution plays a major role

in the error of the measurement. If we take enough data with a low RPI and high

resolution, it is possible to minimize the uncertainty through confidence intervals.

Alternatively, the fit function can be weighted to force the small film signal to be

prioritized. However, if the average value is biased then the confidence intervals will

not bound the real linewidth value. Low resolution can cause significant errors/biases

to the measured linewidth of a two peak signal due to blurring of the peaks. As

these peaks blur together, the saddle point where the two peaks overlap becomes

pixelated causing the peaks to look broader, see Fig. 4.2. Alternatively, if a low

resolution spectrum does not have a pixel mapping the top of the peak, the fit function

will artificially increase the fit height above the maximum pixel signal leading to a

narrower linewidth. For these reasons, it is important to ensure that maximizing the

RPI does not lead to a significant worsening of the resolution.

When modeling the effects of resolution, the simulated Raman signal has two

linewidth components: natural and instrument. Often the instrument broadening

value is determined by measuring the linewidth of peaks in the neon lamp spectrum.

Since the natural linewidth of the peaks is infinitesimal, the width of the peak is then

equal to the width of the instrument broadening. However, because the line is so

narrow only 2-4 pixels map out the curve. So, fitting functions try to fit the peak

by over estimating the peak height causing an artificially narrow fit of the linewidth.

At this point, it became clear that accounting for pixelation was required to measure

the linewidth of the very narrow peak. However, this is also necessary when trying

to measure small changes in the curvature of a spectrum compared to the resolution.

In other words, high curvature points in a spectrum (i.e., tops of peak and saddle

points between peaks) cannot be measured in relatively low resolution spectra unless

the pixelation is accounted for.

The situations described above are illustrated in Fig. 4.9. Figure 4.9 (a) plots
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Figure 4.9: (a) Normalized fit FWHM versus normalized resolution showing how resolution biases
the fit of the Lorentzian linewidth. The fit FWHM and resolution were normalized by the actual
FWHM of the simulation input peak. (b) Two spectra (markers) at high resolution with pixels
located at different point on the peaks and their corresponding fit (lines) (c) Two spectra (markers)
with pixels located at different locations on the peak at low resolution and their corresponding fits
(lines).

the normalized fit results as a function of normalized resolution. The Lorentzian,

ΓL, Gaussian, ΓG, and total, Γ, FWHM calculated by fits are normalized by their

real value before pixelation. The resolution is normalized by the width of the total

FWHM of the peak. They were normalized this way so that these results can be

applied to any Raman linewidth studies. This plot shows that as the resolution

worsens, the broadening caused by pixelation is absorbed by the Gaussian FWHM.

At low resolutions, the natural (Lorentzian) linewidth closely matches its actual value.

However, when the pixel broadening reaches about 0.4, the fit of the natural linewidth

is biased away from its real value while at the same time the uncertainty of the

measurement increases. The reason for this is that strong pixelation is not Gaussian

broadening. So, the Gaussian component of the linewidth cannot fully capture its

effect.

The other reason for the error in the Lorentzian is that the fit function fits the

Raman spectra differently depending on where the pixels lie on the curve. Figure 4.9
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(b) shows two spectra at high resolution (0.1 on the x-axis of plot (a)) with pixels

located at different points on the peak. The fits to the peaks are nearly identical

because there are sufficient pixels mapping out the curve and the pixel broadening

effect is weak. Figure 4.9 (c) on the other hand has a poor resolution (0.38 on the

x-axis of plot (a)). The fits here are visibly different when a pixel lies at the center

of the peak versus when they flank the center. The fit function tries to minimize the

error at these the highest two pixels which artificially increases the peak intensity

leading to a narrowing of the linewidth. Note that the linewidth of Si when using

the the 405 nm laser and the 1800 g/mm (-2) grating is 3.25 cm−1 at a resolution of

0.7 (0.22 on the x-axis of (a)). Therefore, the Si linewidth is on the edge of being

effected by the pixelation, but no biases on the natural linewidth should be observed.

However, under poor resolution conditions, it is possible for biases to effect linewidth

measurements.

This was observed in this study before higher order gratings were employed. Since

the resolution of a particular grating is wavelength dependent, switching from the 514

nm laser to the 405 nm to maximize the RPI lead to a 3 fold increase in the resolution,

see Table 4.1. However, it is possible to partially account for the pixelation, by

modifying the fit function. By forcing the Voigt function to pixelate before the fit,

the Gaussian component of the function does not have to absorb the pixel broadening.

This is especially helpful when trying to separate two overlapping peaks.

The most difficult part of separating two peaks is accurately fitting the saddle

point between the peaks. Figure 4.9 (a) showed that a resolution ≤0.4 times the

FWHM of a feature is needed accurately fit that feature. The saddle point in our

SiGe spectra is very small compared to the resolution of our system. Therefore

fitting the two peaks will hinge on having high resolution or accounting for the pixel

broadening in the saddle point. Any Raman function, e.g., Lorentzian, Voigt, Fano,

can be modified to account for pixelation. This is done by calculating the fit

function for ∼100 times the density of spectral points and then summing those
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point in ranges centered on pixel wavelengths. The increased numerical integration

is computationally expensive leading to long fit times, but it significantly improves

fitting.

4.5 Conclusions

When attempting to perform linewidth measurements of nanoscaled materials,

deconvolving the signal of interest from background signals is paramount for

minimizing uncertainties. In submicron SiGe thin films grown on Si substrates, this

means separating the overlapping SiGe and Si peaks. Accomplishing this hinges on

properly setting up the experiment by optimizing spectral and spatial resolution to

adjust the relative intensities of the peaks and the pixelation of the signal.

Uncertainties are most effectively minimized if the substrate signal can be

completely excluded through selection of laser wavelength, unless this results in a

disproportionate worsening of the spectral resolution. Therefore, maximizing spatial

resolution is the first priority for minimizing uncertainties. For this reason, the 405

nm laser with the 1800 g/mm (-2) grating was selected for linewidth measurements

in Chapter 6. The small penetration depth of the 405 nm laser, 60 nm, prevents a

substrate signal from being generated, while using the 1800 g/mm grating in the -2

order improves resolution to 0.7 cm−1. When it is not possible to completely remove

the substrate signal, minimizing spectral resolution has a stronger effect on

minimizing uncertainties and biases than noise. Therefore the second priority

should be to select the best resolution possible. Noise can then be minimized as the

third priority by increasing integration time of the experiment.
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Chapter 5

Laser Heating of SiGe Alloys

5.1 Motivation

Nanoscaling materials causes Raman peaks to asymmetrically broaden. This

asymmetry is most commonly accepted to be caused by physical confinement of the

modes[100–102, 106, 107, 112, 154]. Phonon confinement relaxes selection rules,

which in turn leads to a peak asymmetry. Several studies have used the asymmetry

of the Raman peak from nanowires[111, 155], nanograins[107, 108, 156],

nanoparticles[104, 157] and superlattices[158] as a metric for the limiting dimension

of the material. However, the exact physical mechanism for this asymmetry is not

explained in the literature beyond the phenomenological PCM model. Several

studies have questioned the phonon confinement model, suggesting that the

asymmetry could instead originate from laser heating[159–164], or Fano

resonance[165–168].

One study showed that if the laser power was reduced to an absolute minimum,

the asymmetry in Si nanowires, Raman peak, vanished[166]. They then went on to

hypothesize that the asymmetry in Si nano-wires was actually due to Fano resonance.

This idea was supported by a recent study that had studied boron doped Si Raman

spectra as a function of laser power and observed a similar peak shift and asymmetric
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broadening[167]. This was further supported by a study which investigated the effects

of laser power density and Si nanostructure size, and found a similar peak down shift

and asymmetric broadening[168].

Doping silicon causes the continuum of electron energy levels to resonantly interact

with the phonon line to create an asymmetry via the Fano interaction[149]. The type

of dopant can be determined in the Raman spectra by the side the asymmetry of the

peak appears. The asymmetry will be on the low energy side for n-type dopants and

on the high energy side for p-type. The absolute magnitude of the Fano interaction

depends on the population of free carriers and so increases with photo-excitation.

This led to the hypothesis that the observed laser power and asymmetry trends were

due to Fano interactions.

Other studies challenged the assertion that the asymmetry is due to Fano

resonance and contend that it is instead caused by inhomogeneous laser

heating[159–164]. These studies hypothesize that due to the finite spot size of the

laser and finite penetration depth, the probe laser creates large temperature

gradients. Raman signals are then generated from a range of temperatures leading

to the observed peak asymmetry. For example Adu et al. showed that using the

PCM modified for temperature distributions, they could recreate the asymmetry

caused by laser heating[160, 161]. They further tested this hypothesis by changing

whether the nanowires were in thermal contact with a substrate or not. The

asymmetry of the Raman peak for nanowires in thermal contact with the substrate

reduced when compared to suspended wires suggesting laser heating.

Silicon nanocrystals were also investigated[163, 164], but instead of a change in

asymmetry, the main Raman peak split into two peaks that further separated as the

laser power density increased. This was attributed to heating differences in the “bulk”

of the nanocrystal and in the oxide surface layer. This was further explained through

a two temperature model for surface and “bulk” modes[164].

During laser heating tests from the previous chapter, a similar asymmetry and
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even peak splitting with laser power density was observed in the Raman spectra of

SiGe alloy thin films. Since the asymmetry will be used as a metric for the

confinement of optical modes in the following chapter, it is imperative that the

origin of the asymmetry is understood. The purpose of this chapter is to shed light

on the cause of the observed asymmetry versus laser power trends. The first section

will experimentally investigate this effect and attempt to rule out some of the

hypotheses previously presented. A custom steady state FEA code will then be used

to model the effects of laser heating on Raman spectra to see if it is possible to

create a similar change in peak shape with laser power. In the end, it is found that

Fano resonance is not the cause of the asymmetry, and inhomogeneous laser heating

is the most likely candidate.

5.2 Experimental Investigations
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Figure 5.1: Raman spectra of Sample 7, 25% Ge 210 nm thick, using 488 nm laser at various laser
powers.

Figure 5.1 plots the experimental Raman spectrum of Sample 7 (25% Ge, 210

nm thick SiGe film) at various 488 nm laser powers. The peak around 512 cm−1 is

from the SiGe film while the peak at 520 cm−1 is from Si substrate. As the laser

power increases, the peak asymmetrically broadens. At the highest laser powers, the

peak even seems to split. Similar observations have been observed previously in Si
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nanowires and nanoparticles attributed to either: (1) Fano resonance, (2) surface

modes, or (3) inhomogeneous heating. The goal of this experimental section is to

determine which of these hypothesis may be the cause of this asymmetry versus

power trend.

5.2.1 Fano Resonance

In response to the claim that Fano resonance was the cause of the asymmetry,

Piscanec et al. reinvestigated this effect on Si nanowire mats[159]. They were able

to recreate the change in asymmetry with laser power, but based on two points they

rejected the assertion that it was due to Fano resonance. First, if Fano resonance

was the cause, it would be caused by photo excited electrons and holes. Since the

resonance in Si is more strongly coupled with holes, the asymmetry should be on the

high wavenumber side of the Raman peak. Instead, the asymmetry occurs on the low

wavenumber side. Secondly, Fano resonance is excitation energy dependent, i.e. laser

wavelength dependent.
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Figure 5.2: Raman spectra of Sample 7, 25% Ge 210 nm thick, using 405, 488 and 514 nm laser
wavelengths at very low laser power.

When Cerdeira et al. investigated the effect of heavy doping on the Raman

spectra they found that the degree of Fano resonance followed the probing laser

wavelength[149]. Therefore, if the observed asymmetry is due to Fano resonance,
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then a higher wavelength light source will increase the Fano effect. However, due to

different penetration depths of each laser wavelength and thus power densities this

effect must be tested only at very low laser powers where heating is negligible and

can be ruled out. Raman spectra at very low powers, < 80 µW, taken using 405,

488 and 514 nm lasers are plotted in Fig. 5.2. Note that the absorbed power will

depend on the wavelength. However, these powers should be sufficiently low enough

to prevent any heating regardless of the absorption fraction. As we can see, there is

no strong difference in asymmetry between the three wavelengths at low power,

indicating that the asymmetry is not due to Fano type resonance. Additionally, the

asymmetry is on the low wavenumber side as seen by Piscanec et al.[159] again

supporting the claim that the asymmetry is not caused by Fano resonance.

Furthermore, Fano resonance could not explain the existance of peak splitting in the

spectrum as shown in Fig. 5.1. For these reasons, Fano resonance is disregarded as a

possible inducement of observed asymmetry.

5.2.2 Laser Heating

Attention is thus turned to the influence of laser-induced heating. Heating could

induce two different changes leading to asymmetry. First, localized–surface–modes

may be preferentially heated. Second, the inhomogeneity of the heating could also

induce asymmetric broadening. To assess the relative likelihood of each effect, the

alloy composition and film thickness were adjusted. Film thickness changes the

deposited power density, but also changes the film resistance to mimic the effect of

substrate thermal contact and isolation in the Si nanowires previously

discussed[160]. Changing the alloy composition allows for a change in the amount of

disorder in the sample, there by influencing the ratio of “bulk” to disordered modes,

which can in turn be monitored by the magnitude of peak splitting.
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Inhomogeneous Heating

The main point of evidence that Adu et al. used to support that inhomogeneous

laser heating was the cause of the observed asymmetry changes with laser power, was

the reduction in asymmetry when their Si nanowires were in thermal contact with the

substrate versus suspended. When the nanowires were in contact with the substrate,

the substrate acted as a heat sink abating the laser deposited thermal energy and

reducing thermal gradients and in turn peak asymmetry. When the nanowires were

suspended the heat was trapped in the wires due to their low thermal conductivity

and poor thermal contact with other wires leading to large temperature gradients.

Since the Raman spectrum is temperature dependent, each infinitesimal location on

and in the wire will yield a Raman spectrum based on its temperature. Each of these

sub-spectra will then sum to create an asymmetric peak.

Following the example of Adu et al.[160], the effects of laser power on the

asymmetry in SiGe thin films with different thermal resistances between the

location of laser deposited thermal energy and the heat sink (substrate) were

studied. Figure 5.3 plots the spectra for (a) 40 nm and (b) 210 nm Si75Ge25 films at

various 488 nm laser powers. The temperature rise can then be approximated using

the peak positions from fits to the spectra as metrics for the temperature1. The

measured temperature rise of the film and substrate is plotted for the 40 nm and

210 nm films in Figs. 5.3 (c) and (d), respectively.

As the laser power increases, the measured temperature rise of the film and

substrate also increase as expected. However, in the 40 nm film the substrate

temperature rises faster than film and vice versa for the 210 nm film. This is

because, as the film thickness increases the thermal resistance of the film also

increases. Therefore energy deposited near the top of the film will have more

resistance before being wicked away by the substrate leading to a higher

1The peak positions are linearly related to temperature where the proportionality constant was
assumed to be equal to that of Si, -0.022 cm−1/K[130].
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Figure 5.3: Raman spectra of (a) 40 nm and (b) 210 nm Si75Ge25 films at various laser powers.
Using the peak position as a temperature metric, the temperature rise of the Si substrate and alloy
film are plotted versus laser power for the (c) 40 nm and (d) 210 nm films.

temperature2. However, the amount of thermal energy deposited also changes

because the penetration depth of the 488 nm laser is larger than the film thickness,

∼300 nm (see Table 3.1). This causes the Si substrate to heat more in in the 40 nm

film than 210 nm film. Using the Beer-Lambert Law (Eq. 3.17), I determined that

the energy deposited in the 40 nm film is approximately 25% of that deposited in

the 210 nm film. I then compared the 8 mW condition from the 40 nm film to the 2

mW condition of the 210 nm film to see if the laser heating is different.

Extrapolating the data from for the 210 nm film, we see that the temperature rises

and asymmetries of both films are nearly equal for similar power densities. Since the

peak position is a metric for the average sample temperature, this result suggests

that average temperature is not the cause of asymmetry. However, it is inconclusive

with regard to the the inhomogeneous heating hypothesis. A more conclusive study

could be performed if a higher laser power was achievable or if the penetration

depth was smaller.

2The thermal conductivity of Si is ∼150 Wm−1K−1[169] and ∼2 Wm−1K−1 for SiGe[48].
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Laser heating in these films was reinvestigated using a laser with a smaller

penetration depth, 405 nm laser, but the 405 nm laser did not affect the peak

asymmetry even at the highest laser powers (not shown3). This may be because the

405 nm laser power only provides 2 mW to the sample. However, because the

penetration depth is less than a quarter of the 488 nm laser, the power densities are

approximately equal. Therefore, we would have expected to see an asymmetry

change at the highest laser power. Alternatively, it is possible that because the

Raman spectrum of Si75Ge25 is resonant at 405 nm (see Fig. 3.3)[5], the bulk-like

modes have a much stronger signal than the surface or disorder modes and so are

not observable.

This can be further investigated once the new 405 nm laser is purchased. The

new 405 nm laser will be able to deliver 100 mW to the samples. This will allow the

for higher power densities to be tested, potentially causing a change in the Raman

peak asymmetry. If the asymmetry is affected at high 405 nm laser power, then it

would provide evidence that inhomgoeneous heating is the cause of the asymmetry.

However, if no change is seen then it supports the hypothesis of a dual mode peak.

Dual Mode Peak

Since the above tests are inconclusive, focus is shifted towards testing the

hypothesis of the Raman peak being composed of both disorder and bulk-like

modes. It is possible that alloy disorder breaks the symmetry of the crystal leading

to multiple Raman active modes partially overlapping, which in turn creates the

asymmetry in the peak. Disorder causes a break down of the zone center selection

rules while also causes Brillioun zone folding leading to more modes at the zone

center. Since more modes exist at the zone center more modes are available for

Raman scattering. If the spectra from these modes overlap with the bulk Si-like

3Figure 5.7 shows the SiGe peak at high laser powers using both the 405 nm and 488 nm laser.
Note that the asymmetry is much smaller in the 405 nm case than the 488 nm case. This level of
asymmetry was observed at all 405 nm laser powers.
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mode signal, it is possible that the asymmetry originates from these disorder

activated modes. An alternative possibility is that the second peak in the spectrum

is from surface modes either on the surface of the SiGe film or at the interface

between the film and Si substrate as hypothesized Ref. [163].

If disorder modes are the cause of the peak asymmetry, then one would expect

that the effect of laser heating on the asymmetry and peak splitting should be higher

for samples with more disorder or a higher Ge fraction. Figure 5.4 plots the spectra

for four samples with (a) 50%, (b) 25%, (c) 20% and (d) 15% Ge at various laser

powers. In Figs. 5.4 c) and d) the laser power increases the main peak asymmetry.

However, it isn’t obvious that this is a second peak until the Ge content reaches 25%

as in Fig. 5.4 (b). At 13 mW we clearly see that a peak is beginning to separate from

the main Si-Si peak and that this in not simply an asymmetry. This is also evident

at 50% Ge, which suggests that the peak may be composed of two different types of

modes. However, it must be noted that the sample thermal conductivity and laser

penetration depth of the laser is decreasing with increase Ge fraction, which may also

be the reason for the change in asymmetry.
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Figure 5.5: Fit results of the Si-Si peak.

Recently, a study found that laser heating of Si nanocrystals caused a splitting

of the single Si TO peak into a double peak supporting the above findings[163, 164].

Using the Stokes/anti-Stokes intensity ratio and peak position the temperature of

each peak was measured. At high laser power, the high wavenumber peak (H-peak)

indicated a 300 K temperature rise while the low wavenumber peak (L-peak) indicated

a 1200 K temperature rise. They attributed these two peaks to surface modes (L-

peak) and bulk-like modes (H-peak). The temperature difference between the modes

was hypothesized to be caused by the oxide layer in between the crystallites.

Following a similar procedure as Ref. [163], the shifts and associated temperature

of the Si substrate, alloy bulk-like mode (H-peak) and disorder mode (L-peak) were

investigated by fitting to three peak function for each of the above samples at various

laser powers. The 50% Ge sample was not fit due to the complexity of its spectrum.

The results are plotted in Fig. 5.5. Figures 5.5 a) and c) plot the relative intensity

and area of the L-peak to H-peak, respectively. The relative intensity and area show

how the population of each mode is changing relative to one another, since the area

of the Raman peak is related to the Bose-Einstein distribution. As the laser power
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increases, the relative intensity of the disorder mode to the bulk-like mode increases,

suggesting that the disorder mode is preferentially populated by laser heating. The

trend of the ratio versus laser power is roughly constant for each composition. The

reason the area ratios are not constant is because the widths of the disorder and bulk

peaks are different for each composition.

Figure 5.5 (b) plots the change in peak position (d) and corresponding temperature

rise of the two peaks versus laser power for the three compositions. Note that both the

L-peak and H-peak positions have the same temperature dependence under uniform

heating, i.e., heating in a temperature stage (not shown). These results show that

the two peaks shift at very different rates with laser power. The H-peak shift versus

laser power is nearly identically for all samples and show maximum temperature rise

of 40 K at 13 mW. The L-peak on the other hand shows very different trends for each

composition, with maximum temperature rises of 100, 200 and nearly 300 K for 15,

20 and 25 % Ge concentration, respectively. These results are very similar to those

found by Faraci in nanocrystals[163], suggesting that two peaks are observed.

If we assume temperature measurements using peak positions would match

Stoke/anti-Stokes measurements, as they do in Faraci[163], then the confined modes

in our spectra actually feel a different temperature than the bulk modes. In other

words, disorder modes are preferentially populated by the localized laser heating. A

similar effect is seen when heating polar semiconductors with an electrical current.

The optical modes are preferentially populated due to the efficiency of electrons to

scatter with them[170, 171].

The dual mode peak hypothesis can also be tested by changing the polarization

of the probing laser. The Si-Si Raman mode of the SiGe alloy, located at ∼515 cm−1,

is only visible for select polarizations of the probe light[120, 172]. This means that

the intensity of this mode can be controlled via the relative crystal orientation to the

laser polarization, i.e., by rotating the sample. If disorder modes are being created

by the alloy disorder and appearing in the Raman spectrum, then they will likely not
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have the same symmetry as the bulk-like Si mode. This is seen in disordered modes

in other materials systems such as the disorder induced D-peak in carbon alotropes

which as a different symmetry and thus polarization dependence than the bulk G-

peak[98, 173]. Rotating the sample should then result in a change in the magnitude of

the asymmetry. However, if asymmetry is part of the Si-Si mode then the asymmetry

should remain constant with rotation angle. Therefore, the asymmetry is monitored as

a function of sample rotation angle to determine if its origin stems from the disorder.

However, it must be noted that we do not know the symmetry of the disrodered

modes so this is only conclusive if a change in the asymmetry is observed since it

shows that there are indeed two different types of modes. A negative result yields

little information since the disordered modes may have the same symmetry as the

bulk-like modes.
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Figure 5.6: Peak intensity of the Si (100) Raman spectrum as a function of polarization relative
to the (100) crystal direction.

Figure 5.6 plots the normalized peak intensity of the Si(100) Raman spectrum

as a function of sample rotation angle. As the sample rotates the signal intensity

oscillates sinusoidally due to the fraction of the light polarization vector parallel with

the (100) crystal direction changing[172]. Note that the intensity does not go fully to

zero. This is due to small imperfections in the lattice as well as not having a perfectly

polarized laser. The difference in phase of the 488 and 405 nm sine curves is due to
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the output polarization of the 405 nm laser being off vertical.
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Figure 5.7: Raman spectra of a 210 nm Si75Ge25 thin film at various polarizations relative to the
crystal orientation for the 405 nm and 488 nm laser at high laser power, 2 and 8 mW, respectively.

Figure 5.7 plots the SiGe (25% Ge and 210 nm thick) spectrum at three rotation

angles for both the 405 nm laser (2 mW) and the 488 nm laser (8 mW). There are

no appreciable differences in the shape of the spectra, i.e., asymmetry, with different

angle of polarization. This may suggest that the peak is not composed of multiple

peaks from the bulk-like and disorder induced modes. However, this is not concrete

evidence, since disorder modes may have similar symmetries to the bulk-like modes

and may not be separable by changes in polarization.

The experimental investigations showed that Fano resonance is not the cause of

the asymmetry seen in our Raman spectra of SiGe alloys and is likely due to laser

heating. However, the investigations into how exactly laser heating is creating the

peak asymmetry were inconclusive. Some evidence showed that two peaks, one from

disorder induced modes and another for bulk-like modes, overlap in the spectrum.

The disordered mode is preferentially heated leading to a splitting of the peak in the

spectrum. However, other data suggests that the laser inhomogeneously heats the

sample creating an asymmetric spectrum composed of sub-spectra from a range of

temperatures. Due to the inconclusive results, the effect of laser heating is modeled

using an equilibrium finite elemental model as a final test.
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5.3 Modeling Laser Heating

In order to test whether this asymmetry with laser power and emergence of the

second peak could be solely due to laser heating, 488 nm laser heating of SiGe film

with Ge concentrations ranging from x = 0.15 to 0.25 were modeled using a steady

state FEA model.

z

r
R = 10 μm

L = 210 nm

FWHM = 2 μm
laser spot

film

3μm Si substrate

Figure 5.8: FEA model system for laser heating thin film (not drawn to scale). A cylinder with
radius 10µm and thickness 210 nm was irradiated with a 2 µm laser beam. Due to the radial
symmetry, the system was constructed in 2-dimensions, r and z.

5.3.1 Model System

Since the Gaussian laser spot has radial symmetry, a 2-dimensional code was

written in cylindrical coordinates. The system was modeled as a 10 µm radius by

210 nm thick cylinder on a 3 µm Si substrate as shown in Fig. 5.8. To model the

heat flow through the cylinder, the system was discretized into a cylindrical shells as

shown in Fig. 5.9. In steady state, the flux out of the shell must then equal the heat

generation in the cell due to the laser,

QLaser(r, z) = QT (r, z+
∆z

2
)+QB(r, z−∆z

2
)+QL(r−∆r

2
, z)+QR(r+

∆r

2
, z), (5.1)
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where QT , QB, QL and QR are the fluxes out of the top, bottom, left and right of the

element, respectively, QLaser is the heat generated by the laser and ∆r and ∆z are

the element’s radial and z size. In general, the thermal flux through a finite surface is

proportional to the thermal conductivity, k, area of the surface, AS and temperature

gradient across the surface, ~∇T. However, in our case the elements are chosen so that

the surfaces point in a single orthogonal direction so that the gradient becomes one

dimensional and since the element are finite in size the derivative becomes a ratio of

finite differences,

Q = −kA(r,z)(r)
∆T

∆(r, z)
, (5.2)

where the areas in both the z and r-direction are a function of r,

Az(r) = π((r +
∆r

2
)2 − (r − ∆r

2
)2) = 2πr∆r, (5.3)

Ar(r) = 2πr∆z. (5.4)
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Figure 5.9: (solid) Raman spectra of the Si-Si peak in SiGe alloys at various temperatures using
the 405 nm laser. (dashed) The fit of the peak using a Fano line shape is also shown at each
temperature.

The top and bottom boundary condition were free convective heat transfer with

convection coefficient assumed to be h = 50 W/m2/K. The center of the cylinder

had an adiabatic condition so only one half of the laser spot needed to be simulated,

which reduced the computational expense. The outer boundary of the cylinder was
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fixed to room temperature, 300 K. The interface between the film and substrate was

modeled assuming a boundary conductance of 200 MWm−2K−1.

5.3.2 Laser Heating

The laser heating was modeled with a Gaussian spot centered at a radius of zero

with FWHM of 2 µm. Since the laser is Gaussian in both the x and y-directions, a

Gaussian in the r-direction was constructed ensuring that the area under the curve

was equal to the laser power. Each point of that Gaussian was then multiplied by

the peak intensity of another Gaussian whose area under the curve equaled one,

2 ln(2)/Γspot
√

2π, where Γspot is the laser spot FWHM. This step ensured that the

volume under the 2-dimensional Gaussian equaled the power of the laser. That

intensity was then multiplied by Az(r) to get the laser power incident at each radial

surface. Due to the finite penetration depth of the 488 nm laser on Si, this power

was then distributed into the sample using the Beer-Lambert law (Eq. 3.17) of 488

nm light in Si75Ge25 is 260 nm. So, the incident light was then scaled by the light

absorbed in each element by finding the difference in the light intensity at the top

surface and bottom surface of each element,

Iabsorbed = IBL(z − ∆z

2
)− IBL(z +

∆z

2
). (5.5)

The penetration depth was not adjusted for the different compositionse during

simulations.

5.3.3 Solution

The temperature map was then calculated by solving the system of equations,

Ã~T = ~b. (5.6)
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This meant generating a matrices, Ã and vector ~b, where ~T is the temperature

vector and ~b is a vector that contains the fluxes from heat generation and heat loss

at the boundaries and Ã is a matrix containing the fluxes between elements. The

temperature vector was then solved for by multiplying the left side by Ã−1.

To ensure that the model was correct, the bottom and top boundary conditions

were set to adiabatic and a heat source was added to the center boundary. This

created the condition of heat flowing radially though a pipe with inner radius equal

to zero and outer radius, R, and length, L, for which an analytical solution exists,

T (r) =
−Q ln( r

R
)

2πLk
+ T (R), (5.7)

where Q is the flux from the center of the pipe and T (R) is the temperature on the

outside of the cylinder. Under these conditions, the FEA and analytical temperature

profiles exactly match indicating that the code was working properly.

5.3.4 Raman Simulation

Lastly, the Raman spectrum from each model element must be generated. A

Fano function was used to account for the natural asymmetry of the SiGe line

shape, Eq. 3.12. The Fano function was fit to experimental Raman spectra of a 210

nm, x = 0.25 SiGe film (Sample 7) at temperatures ranging from 78 to 500 K. The

temperature trends of the peak position, peak intensity and linewidth were then fit

to 2nd order polynomials for use as temperature dependent inputs for the simulated

Raman spectrum. The peak position and Q were also adjusted to account for Ge

composition, while Q was held constant with temperature.

The resulting Raman spectrum was then generated by summing the Raman

spectrum from each element in the sample. Each element Raman spectrum was

generated by adjusting the peak position, width and intensity by the FEA predicted

temperature of the cell. Additionally, the intensity was scaled by the absorbed laser
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power, Eq. 5.5. However, rather than using the optical penetration depth, half the

penetration depth was used due to the absorption of the Raman signal as it exits

the sample to be collected.

After running the simulations with exact experimental values for the laser power

and thermal conductivity, the laser power was adjusted to match the shape of

simulated Raman spectrum to experiment and to match fits of experimental and

simulated fits of the resulting Raman spectra. The thermal conductivity used for

the simulations was 2, 1.2 and 1 W/m/K for x = 0.15, 0.2 and 0.25 films

respectively, which is equal to that measured by time domain thermoreflectance

from the Hopkins group at UVA. Details of the measurements are described else

where[48].

5.3.5 Results

In order to test if the laser power dependence of the Raman peak asymmetry

in SiGe films was caused by inhomogeneous heating, the above model was used to

simulate Raman spectra at various laser powers and Ge concentrations. Note, that the

simulated laser power was adjusted so that the simulated and experimental Raman

spectra closely match for one sample (25% Ge 210 nm thick) at one laser power 13

mW. This simulated laser power was, 52 mW, or four times the experimental laser

power. The four times multiplier was then applied to the simulated laser powers of

all three samples, 25%, 20% and 15% Ge, i.e., the laser powers used in the simulation

ranged from 12 to 52 mW, while the experimental laser power ranged from 3 to 13

mW. Note, that the effect of composition was solely modeled as a change in thermal

conductivity.

Figure 5.10 plots the simulated (left column) and experimental (right column)

Raman spectra at various laser powers and Ge compositions. First note that the

simulated spectra closely match the experimental spectra at all Ge compositions. For

x = 0.15 (a and d) and 0.20 (b and e), the asymmetry increases with laser power, but
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Figure 5.10: Left column plots simulated Raman spectra for various Ge contents at various laser
powers. The right column plots the experimental analog.

in the x = 0.25 spectra (c and f) a hump begins to form at the highest laser powers.

This could be perceived as another peak emerging due to surface or confined modes.

However, the second peak (L-peak) is also observed in the simulated spectra where

no surface or confined modes are modeled. This implies that the asymmetry with

laser power is solely due to temperature gradients in the sample.

In order to look at the magnitude of the temperature gradients needed to create

a perceived peak splitting, Figure 5.11 plots the temperature map of the simulation

for the 25% Ge sample at the highest laser power, 13 mW experimental and 52 mW

simulated. Note that the maximum temperature in the simulation is roughly 750 K,

meaning laser heating created a 350 K temperature rise. This is an order of magnitude

higher than the temperature measured using the peak position from a single peak fit,
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Figure 5.11: Temperature profile of 210 nm thick Si75Ge25 film heated by 52mW 488 nm laser
(compare to 13 mW experiment).

see Fig. 5.3. This suggests that using the single peak position to measure temperature

of inhomogeneously heated system is not accurate. The Raman microscope probes a

volume of the sample which may not have a constant temperature. The spectrum will,

therefore, be a convolution of the range of temperatures in the volume weighted by

the laser penetration depth. This is likely also true when measuring other properties

that may be inhomogeneous in a material, such as strain and composition.

To further compare these simulated results to experiment, the simulated spectra

are fit to two peaks, L-peak and H-peak, in the same way as in Fig. 5.5. The results,

Fig. 5.12, show that the (b) peak positions and (d) associated temperatures of the

L-peak and H-peak for the simulated (solid lines) and experimental (markers) follow

the same trends with laser power. This further supports the hypothesis that the

change in asymmetry with laser power is due to inhomogeneous heating.

These results also suggests that laser heating has a much stronger effect in low

thermal conductivity systems than expected by single peak position fits as shown by

the maximum simulated temperature in Fig. 5.5 (c). Since the Raman line shape is
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Figure 5.12: Results of the simulated (solid lines) and experimental (diamonds and circles) 488
nm laser heating of 210 nm SiGe films. (a) The temperature profile at various depths of the x = 0.25
SiGe film irradiated with 13 mW (52 mW simulated). (b) Peak position of two peak Fano fits to
the heated experimental and simulated spectra at various laser powers. (c) Maximum temperature
when irradiated at various laser powers. (d) Temperature of experimental and simulated films based
on peak position fits.

temperature dependent, measurements of the linewidth and asymmetry will therefore

be significantly biased by the laser heating. This underscores the importance of

selecting the conditions of the Raman experiment to minimize measurement induced

biases, in this case minimizing laser heating.

Finally, a comment on the factor of four difference between the simulated and

experimental laser power. The reason that the simulation required a higher laser

power than experiment is likely because (1) a classical FEA model was used to

simulate nanoscale heat transfer and (2) simulated material properties (e.g.,

penetration depth, reflectivity, thermal conductivity, etc.) were not modeled as
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temperature dependent. At 210 nanometers, the wavelength of many of the phonon

modes are longer than the thickness of the film leading to size effects that classical

models are not equipped to handle. As can be seen from temperature dependent

measurements of the Raman spectra, the penetration depth decreases as the film

temperature rises (not shown). This will lead to a higher power density being

deposited at the surface of the film at high temperatures, which in turn leads to

higher temperature gradients in the film and high asymmetry in the peak. Similar

compounding effects may also occur if the temperature dependence of other

material properties are accounted for.

5.4 Conclusions

By combining the measurements of various powers and wavelengths, we have

measured the effect of laser power density on the asymmetry of the Raman peak in

SiGe films. Using these measurements, the contributions to the asymmetry of the

Raman peak from three separate phenomena were investigated, namely (1) Fano

resonance, (2) overlapping disorder and bulk-like peaks and (3) inhomogeneous

heating. Fano resonance was rejected as a contributor to the peak asymmetry since

it did not show a wavelength dependence at low powers. Furthermore, Fano

resonance could not explain the peak splitting at high laser powers. Experimental

evidence to support or disprove the hypotheses of a dual mode peak or

inhomogeneous heating, on the other hand, were inconclusive.

Varying the film thickness in an attempt to change the thermal resistance of the

film and thus the laser heating was inconclusive since the penetration depth of the

488 nm laser is much larger than the film thicknesses used. Using a 405 nm laser with

a much smaller penetration depth, did not resolve the issue since the asymmetry was

not reproducible with this wavelength, even though the power densities of the 488 and

405 nm lasers were similar. This may be because the 405 nm wavelength is resonant
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with the bulk modes, so that the disorder modes are unobservable. Alternatively,

it may be because the laser power was not high enough to induce changes in the

peak asymmetry. This was tested by changing the disorder of the film through a

change in alloy composition, in an effort to change the ratio of disorder and bulk-

like modes. The results showed that as the Ge fraction increased the magnitude of

the peak asymmetry and even peak splitting increased, which supported the dual

mode peak hypothesis. However, because the thermal conductivity changed with

composition, inhomogeneous heating could not be ruled out. Therefore, the effects of

laser heating on the Raman spectra were modeled using a custom steady state FEA

model. The model showed that the asymmetry and peak splitting can be replicated

by only accounting for changes in incident laser power and film thermal conductivity.

However, a simulated laser power four times the experimental laser power was required

to recreate these results, yielding some doubt in the results.

One of the primary goals of this study was to ascertain the cause of the asymmetry

in the Raman peak, to ensure that asymmetry can be used as a metric for localization

of Raman modes. While the results of this study do not make strong conclusions on

the exact cause of the asymmetery, they do show that the asymmetry is related to

the disorder in the alloy and thus can be used to quantify localization. If the change

in asymmetry is due to inhomogeneous heating, then as long as the laser power is

low enough to prevent heating, the peak asymmetry results from a disorder induced

breakdown of selection rules similar to phonon confinement. Alternatively, if the

hypothesis of a dual mode peak is correct then the asymmetry can still be used as

a metric for localization of modes since the asymmetry is caused by the appearance

of localized disorder modes in the spectrum. However, in an effort to mitigate any

influence of these effects, studies in Chapter 6 are performed using the 405 nm laser,

which did not influence the peak asymmetry.
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Chapter 6

Phonon Scattering in SiGe Alloys

6.1 Introduction

Thermal conductivity in non-metals is generally modeled by treating the thermal

energy carriers (phonons) as a gas of particles using the phonon gas model (PGM)[11].

Using this model, thermal conductivity is a function of the energy each particle carries

(specific heat), the speed at which the particle carries that energy (group velocity),

and the frequency of collisions with other particles or obstructions (scattering rate).

When modeling thermal transport, vibrations are assumed to be behave like plane

waves and thus have a defined wavevector and spatially extend throughout the system.

This assumption is valid for bulk crystalline systems, due to the periodic symmetry

of the crystal. However, as the local symmetry is broken through the introduction of

impurities[90, 174], vacancies in the crystal, or by nanoscaling[101], the vibrational

modes become localized[78].

Since vibrations in non-periodic systems cannot be described by plane waves,

Allen and Feldman defined all disordered vibrational modes as vibrons, which are

composed of propagons, diffusons and locons[12]. Propagons are low frequency

delocalized vibrations with plane wave-like motion, diffusons are mid-frequency

partially localized vibrations, and locons are strongly localized high frequency
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modes. As modes become localized, their ability to contribute to thermal

conductivity is diminished since they are confined to a small spatial region in the

material and thus are not able to move energy through the material. In addition,

the disorder and nanoscaling localizing the modes, also creates static scattering sites

that further reduce thermal transport.

Localized modes are most often investigated theoretically since the models used

in experimental studies treat the effects of disorder and nanoscaling[48] as a change

in the scattering rates. The models used in experimental studies assume that the

material is semi-infinite and that any disorder or nanoscaling is treated as a

perturbation to the system accounted for by augmenting the temperature

independent scattering rates[50]. However, when the magnitude of the perturbation

Hamiltonian becomes comparable to the system Hamiltonian, such as in an alloy,

ultra thin film or amorphous material, perturbation theory is not

applicable[97, 175]. Additionally, most recent theoretical studies have shown that

disorder and nanoscaling reduce thermal conductivity by removing the ability of

phonons to transfer thermal energy through the material instead of only affecting

the scattering[78, 90]. Therefore, paradigms are needed to account for the influence

of disorder and nanoscaling on both the nature (localization) and behavior

(scattering) of the vibrations. Here we leverage the Raman response of SiGe

towards that end.

Raman spectroscopy is uniquely adept for investigating localization and

scattering of vibrations since it can directly probe the scattering rate and

localization of Raman active modes independently. The scattering rate of Raman

active modes in crystaline materials is directly related to the linewidth, Γ, of the

Raman peak through the uncertainty principle[144]. For small perturbations of the

crystallinity, such as doping or in a dilute alloy, the peak will symmetrically broaden

due to the impurity scattering. However, when the translation symmetry is strongly

perturbed by nanoscaling or disorder, the peak will asymmetrically broaden due to
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localization of the Raman modes and break down of the Raman selection rules[101].

By fitting the peaks to an appropriate function, the symmetric and asymmetric

broadening can be measured simultaneously to quantify scattering rates and

localization. While these results can not be directly linked to thermal conductivity,

since acoustic modes are the primary thermal transport mechanism, these results

provide insight into fundamental vibrational physics.

Numerous studies have used Raman spectroscopy to measure the localization of

Raman modes in nanoscaled strucutures, such as nanowires[111, 159, 160],

nanocrystals[107, 112, 154, 154, 176] and superlattices[177], via analysis of the

asymmetry of the Raman peaks. At the same time, defects[104, 116] and

alloying[115, 116, 120, 121, 136] have been shown to break the local symmetry of

the crystal while also creating scattering sites[178], leading to a symmetric and

asymmetric broadening of the Raman linewidth. However, none of these studies

have systematically investigated how breaking of the translational symmetry of the

crystal influences both the localization and scattering rates in concert. Additionally,

none of the localization studies investigated the temperature dependence of

localizing material properties to gain insight into the interplay between scattering

and localization. In response, this study uses Raman spectroscopy to investigate

how alloying, dislocations and nanoscaling influences both the nature and behavior

of Raman active vibrations in Si(1−x)Gex thin films.

In this work, temperature dependent Raman measurements of asymmetry and

linewidth were collected from SiGe alloys while varying the levels of alloy disorder,

dislocation disorder, and nanoscaling. The results of this study show that some

types of disorder influence both scattering and localization, while others only affect

scattering. Additionally, the scattering rate of each disorder type has a different

temperature trend which is correlated to localizing effects. Furthermore, localization

is temperature dependent, implying that the normal modes evolve with temperature.
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Table 6.1: This table summarizes the samples that will be used in this study. The parenthesis
next to the growth method (CVD or MBE) indicate the growth temperature while x indicates the
fractional Ge concentration of the alloy film. Each number in the table is the sample number which
is used to identify each sample for the discussion.

MBE (400 ◦C) Ge Fraction, x CVD (750 ◦C) Ge Fraction, x
film thickness 0.15 0.2 0.25 film thickness 0.15 0.2 0.25

40 nm 5 39 nm 1
90 nm 6 88 nm 2
210 nm 9 8 7 202 nm 3
427 nm 427 nm 4

6.2 Experimental

6.2.1 Samples

Phonon physics in bulk, crystalline systems is well understood, while

understanding of amorphous phases is ever advancing[12, 15, 16]. However, there is

a significant lack of understanding of vibrational physics in the transition region

between periodic and disordered states where perturbation theory does not apply.

Here, this region is investigated by introducing significant perturbations to the

periodic lattice of Si in the form of disordered Ge alloying, dislocations and

nanoscaling. The goal of this study is to choose the level of perturbation to be

sufficiently high that localization effects are observed but still compete with

scattering processes (i.e. diffuson region), to gain insight into how defects influence

the scattering and localization of vibrations. Several studies have shown that

disordered cystalline alloys contain modes that are not plane wave like due to

breakdown of the translational symmetry[4, 17, 122]. However, the level of

localization is less than in amorphous systems[12, 15, 16]. Therefore, four series of

SiGe alloy samples were grown (see Table 6.1 and Fig. 6.1); a thickness series with

varying dislocations (Samples 1-4), a thickness series with a consistent low level of

dislocations (Samples 5-7), an alloy series (Samples 7-9) and a dislocation series

(Samples 3 and 8).

Samples 1-4, the thermal conductivities of which were studied in Ref. [48], were
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Figure 6.1: Diagram of the four sample series investigated in this study (sample numbers in
parenthesis) which are also described in Tables 6.1 and 6.2. The dislocation density is qualitatively
discribed by “None”, “Few”, “Some” and “Many”.

.

grown at high temperature (750◦C) using chemical vapor deposition (CVD) on Si

substrates. The difference in the Si-Si versus Si-Ge interatomic bond length causes a

compressive strain in the film. As the film grows, the strain energy builds up and at

a growth temperature dependent thickness this strain energy is released through the

formation of dislocations[142]. In thicker films, the strain is larger which in turn leads

to higher dislocation densities. Therefore, these samples will be used to investigate

the convoluted effects of dislocations and thickness.

In order to separate the effects of thickness and dislocations, another thickness

series of samples, Samples 5-7, was grown at low temperature using (400◦C)

molecular beam epitaxy (MBE). In this series, the low temperature growth prevents

the formation of disclocations so the films are in a strained meta-stable state[142].

The final series, samples 7-9, were grown using MBE at low temperature to study

the effects of alloying. Additionally, Samples 3 and 8 were used to study how

dislocations influence scattering and localization.

Samples 5-9 were grown by the Floro group at UVA on 5 cm diameter, 250 µm
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thick, undoped Si(001) wafers. The epitaxial alloy films were grown in a custom,

ultra-high vacuum, hyperthermal molecular beam epitaxy (MBE) system. The

MBE system has a base pressure of 1x10−10 Torr and is equipped with

variable-distance magnetron sputter guns with Ge and Si as target sources. Prior to

insertion into the MBE system, Si(001) substrates were chemically cleaned using a

modified IMEC/Shiraki process[179], creating a passive SiOx layer in the final step.

The passive SiOx layer was desorbed in situ at 800◦C after an overnight

temperature ramp, plus 5 hr. prebake at 600◦C. The substrate was then cooled to

720◦C for the deposition of a 50 nm Si buffer layer. Si(1−x)Gex epitaxial films were

grown at 400◦C with the chamber pressure maintained at 5 mTorr of getter- and

LN2-purified Ar throughout the deposition. All samples used were 0.5 cm square

sections taken from the center of the growth wafer.

6.2.2 XRD Characterization

The thickness of the alloy film, d, was characterized ex situ by X-ray reflectivity

(XRR). The X-ray diffraction (XRD) instrument used was a Rigaku SmartLab

X-ray diffractometer[180] with a 3kW copper sealed tube generator. All the

measurements were made at a wavelength of λ = 1.5406Å obtained using a parallel

beam Ge 220×2-bounce monochromator. Ge composition, x, and the strain

relaxation, r, in the films were determined by measuring the 004 and 224 reflections

from the sample via conventional “θ − 2θ” and rocking curve (ω) scans in

XRD[181, 182], see Fig. 6.2. Additionally, the average dislocation spacing, σdis, of

the CVD grown films was characterized in the CVD grown films using plan-view

TEM[48] and the measured1 strain[183]. Results are presented in Table 6.2.

As the CVD film thickness increases, both the strain relaxation and dislocation

density increases, while the MBE grown film relaxation remains roughly constant and

much lower than the CVD grown films. Also, note that the alloy composition in MBE

1Relaxation was shifted to ensure no negative values by adding a 14% offset.
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Figure 6.2: XRD reflections of Sample 3 (d = 202 nm, x = 0.18) and Sample 8 (d = 210 nm,
x = 0.19) in the (a) 004 and (b) 224 directions. These results show the strain relaxation from
dislocations in the CVD grown films (Sample 3).

.

Table 6.2: This table summarizes material properties, film thickness (d), Ge fraction (x) and
percent strain relaxation (r). Samples above the dashed line were grown using CVD and below
using MBE. The average spacing of dislocations, σdis, and Ge atoms, σGe, is also shown.

Sample # x d (nm) r (%) σdis (nm) σGe (nm)

1 0.17 39 -10 672 0.60
2 0.18 88 23 73 0.59
3 0.18 202 61 36 0.59
4 0.18 427 82 28 0.59
5 0.25 40 -14 900 0.53
6 0.29 90 -2 224 0.50
7 0.24 210 -6 336 0.54
8 0.19 210 -11 896 0.58
9 0.14 210 3 158 0.54

thickness series, Samples 5-7, is not constant. Sample 6 is particularly compositionally

mismatched from the other two and so will be excluded from the results presented in

the following section. However, due to the angular difference of the Si and Ge targets

in the MBE system, the composition of the alloy continuously varies from one side of

the growth wafer to the other by nearly 15%. This will be particularly advantageous

for adjusting composition in future directions discussed at the end of this chapter.

6.2.3 Raman Measurements

As discussed in Chapter 3, the line shape of the Raman peak will be used to

quantify scattering rates and localization in the aforementioned SiGe samples. The
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linewidth (FWHM) of the Raman peak is proportional to the scattering rate of the

Raman active vibrations through Eq. 3.7. Equation 3.7 is applicable to highly

ordered materials where the only Raman active vibrations lay at the zone center of

the Brillioun zone. However, in disordered and nanoscaled samples, confinement of

the modes leads to an additional asymmetric broadening which is caused by

breaking of the Raman selection rules so that modes away from the Brillioun zone

center contribute to the Raman signal. The width of wavevectors in the Brillioun

zone that contribute to the Raman spectrum, ∆q, is inversely proportional to the

the spatial extent of the vibration with is dictated by the limiting dimension of the

crystal, d (e.g., thickness of a thin film, the grain size in a poly-crystalline material

or the effective crystallite size in an alloy). Therefore, the magnitude of the

asymmetry was used as a metric for the localization of the Raman modes.

In order to fit the linewidth and asymmetry of the Raman peaks simultaneously2,

the Fano function was used, as discussed in Chapter 3. The asymmetry is most

commonly presented in literature as a ratio of half linewidths on the left side of the

peak, ΓL and right side of the peak, ΓR. After fitting to the Fano function, we adhere

to this convention by plotting the ratio of half widths instead of the Fano asymmetry

parameter, Q, in order to facilitate easy comparison with literature.

Raman spectra were collected on a Renishaw InVia Raman microscope using a 405

nm diode laser and 1800 g/mm grating in the -2 order yielding a spectral resolution

of 0.7 cm−1/px. The 405 nm laser was chosen due to its small penetration depth,

approximately 60 nm, in Si80Ge20. The small penetration depth reduces the Raman

signal generated and collected from the Si substrate, the peak (∼520 cm−1) from which

is very near the Si-Si vibration peak in the SiGe films (∼515 cm−1). As discussed in

Chapter 4, minimizing the relative intensity of the substrate peak to the film peak is

crucial to minimizing the uncertainty of the measured linewidths and asymmetry.

Room temperature and temperature dependent measurements were collected on

2The overall FWHM of the peak is only significantly influenced by the asymmetry when 5 > Q >
−5, so that Γ and Q are largely independent parameters.
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all samples. Room temperature measurements allow for investigations of how

scattering rates and localizations are influenced when breaking the periodicity of the

crystal. Temperature dependent measurements of scattering rates allow fitting to

model functions to determine if alloying, dislocations and boundaries can be

considered static scattering sites, or if they also influence phonon-phonon

interactions. Simultaneous temperature dependent measurements of vibrational

localization were collected to investigate how modes evolve with temperature.

Temperature dependent measurements were taken using a Linkam THMS600

cryogenic stage. Measurements were taken from 78 K to 473 K at 25 K increments,

with 5 spectra at 5 different sample locations collected at each temperature. Each

temperature was allowed to equilibrate for a minimum of 20 minutes before

collecting data. In order to minimize biases caused by drift, spectra were taken first

from 78 K to 473 K in 50 K increments and then from 448 K to 98 K in 50 K

increments.

Raman spectra were collected using a 50x 0.5 NA objective which yields a spot

diameter of roughly 4 µm diameter, with incident laser power chosen to minimize

heating, ≈ 1 mW. Laser heating can cause the linewidth and asymmetry to increase,

masking the effects of material properties[92], especially, in nanoscaled low thermal

conductivity materials[160, 163, 164]. Room temperature measurements were taken

outside the temperature stage using a 50x 0.75 NA objective to improve signal

collection, with 25 spectra collected from each sample at 25 different locations.

6.3 Results

The results of the Raman measurements allow for investigations of both the

changes in behavior and nature of vibrations with a change in the periodicity of

material systems. Room temperature results are used to compare how disorder and

nanoscaling influence the overall scattering rate and mode localization. Temperature
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dependent measurements are then used to separate the temperature dependent and

independent components of the linewidth. These two components will provide

insight into whether a change in material property influences static elastic scattering

(temperature independent), or whether inelastic phonon-phonon scattering is

mediated through static scattering sites and disorder (temperature dependent). The

effects of alloying and dislocations are presented first, followed by nanoscaling.

6.3.1 Alloy and Dislocation Disorder

Scattering rate equations for disordered alloys and for dislocations have been

derived for use with the phonon gas model for decades. These equations are nearly

unanimously temperature independent. They also predict that the scattering rate is

proportional to the phonon frequency to the nth power and to the density of the

alloy species or dislocation sites. When they are applied to the PGM, it is under the

assumption that scattering sites do not change the plane wave nature of modes. In

order to test these trends and assumptions in non-periodic systems, the scattering

rate and localization was measured in a set of alloy and dislocation disordered SiGe

alloys. Specifically two series of samples are used for these investigation (Fig. 6.3):

(left) alloy series with Ge fraction ranging from 14-24% and (right) a series with a

constant Ge composition but different levels of dislocations. The color of the text

corresponds to the color of its respective data presented in the figures of this

discussion.

Room Temperature

Figure 6.4(a) plots the linewidth of the Raman peak as a function of Ge fraction.

As the concentration of alloy species increases, a corresponding increase in linewidth

is observed. This is because as randomly placed Ge atoms are added to the Si crystal,

the relative disorder increases leading to an increase in scattering rates. This is exactly

what is expected by alloy scattering rate equations. However, what is not predicted
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Figure 6.3: Diagram of the two sample series used to investigate the effects of disorder on scattering
rates and localization (sample numbers in parenthesis). The text color corresponds to the data color
in the figures in this section.

.

by these equations and the PGM, is that the increase in alloy disorder also leads

to an increased asymmetry in the Raman peak due to disorder induced localization,

as shown in Fig. 6.4(b). Therefore, as alloy disorder is introduced into a system,

scattering increases while the disorder also perturbs modes away from a plane wave

like nature. A similar result was seen in GaAlAs alloys[115]. However, additional

disorder from dislocations, only increases the scattering rate but does not impact the

level of localization. This implies that alloy disorder is the dominant localizing factor.
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Figure 6.4: Room temperature measurements of the Raman (a) linewidth and (b) asymmetry for
alloy and dislocation series diagramed in Fig. 6.3.

To understand the increased scattering induced by dislocations without any

accompanying localization, imagine that disorder localizes phonons by creating a

cage of disorder around them, where the size of the cage is the spacing between

disorder sites. If we add another cage that is bigger than the first (dislocations),
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then the phonons will not feel its localizing effect unless the smaller cage (alloy

disorder) is removed. As we can see from Table 6.2, the dislocation spacing, σdis, is

larger than the Ge atom spacing, σGe,. Therefore, the localizing effects of

dislocations are weak due to the presence of the stronger alloy disorder effect.

However, dislocations still create scattering sites and thus the increased scattering

rate observed via the linewidth.

Temperature Dependent Scattering

When disorder changes the nature of vibrations, as we saw for the alloy series

above, scattering rate equations derived for plane waves may not be applicable. In

this case, the frequency and temperature trends of scattering rate equations may not

be accurate. This hypothesis can be tested by measuring the temperature dependence

of the scattering rates with varying degrees of disorder. The temperature trends of the

linewidth can then be used to determine whether disorder scattering is a temperature

independent effect (i.e. elastic or harmonic scattering) consistent with perturbation

theory or if disorder influences multi-phonon scattering processes (i.e. inelastic or

anharmonic scattering).

If any of the scattering types being investigated are temperature dependent,

then a change in material property will yield a change in slope of the temperature

trend. However, if the scattering type is temperature independent, then the

scattering rate will change equally for all temperatures. To determine the change in

slope quantitatively, each temperature series was fit to two models: the PGM

scattering rate model and the Klemens phonon decay rate model. Very similar

results were found for each fit, but the former yielded greater uncertainties than the

latter. Therefore, only the fit results from the Klemens 3-phonon decay model,

Eq. 3.9, are plotted in Fig. 6.5.

Figure 6.5 (a) presents the temperature independent decay contribution to the

linewidth, ΓI0, while Fig. 6.5 (b) presents the temperature dependent contribution,
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Figure 6.5: Temperature (a) independent, ΓI
0, and (b) dependent, Γ3

0, components of the scattering
rate extracted from temperature dependent linewidth measurements of the alloy and dislocation
series, Fig. 6.3, using the Klemens 3-phonon decay model, Eq. 3.9. Dashed line are the results of
the fit for bulk Si(100).

Γ3
0. The dashed lines represent fit values for bulk Si used for comparison. Notice that

temperature independent results are very similar to the room temperature linewidth

results shown in Fig. 6.4 (a). As Ge fraction increases, so does the temperature

independent scattering rate. Introduction of dislocations leads to a further increase

in scattering rate. The reasons for the temperature independent trends are the same

as arguments made for room temperature linewidth results above.

Figure 6.5 (b) plots the temperature dependent linewidth contribution versus

composition. As the Ge fraction, and disorder, increases, the temperature

dependent term also increases. The trend is similar to the room temperature

localization trend, Fig. 6.4 (b), and so is speculated to be due to dispersion blurring.

When disorder is introduced into a system the plane wave nature of vibrations

decreases. This means that some level of uncertainty exists in the wavevector,

leading to a broadening of the dispersion where modes are localized[17, 46]. This

broadening makes it easier to satisfy conservation of momentum and energy

relations, which in turn leads to more inelastic “phonon-phonon” scattering.

Furthermore, notice that compared to bulk silicon, alloying primarily increases the

temperature dependent scattering rate. This implies that the primary cause of

optical mode scattering in disordered alloys is disorder induced “phonon-phonon”

scattering. The introduction of dislocations does not further increase localization, as
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previously discussed for the room temperature results, and therefore does not

strongly influence the temperature dependence of the scattering rate.

These results show that alloying has a strong effect on localization and scattering,

while dislocations only influence scattering rates. However, this may only be true in

this case. If alloy disorder is reduced to the point that it is not the primary localizing

effect, dislocation may contribute to localization of vibrations. These results also show

that alloying increases the disorder of a material which localizes the modes leading

to an increase in anharmonic scattering. However, since dislocations do not effect

localization the anharmonic scattering is not affected. In summary not all disorder

effects the nature and behavior of vibrations similarly.

6.3.2 Size Effects

Owing to the strong scattering induced by the alloying, size effects may have

only a minimal effect on the linewidth (scattering) and asymmetry of the Raman

modes (localization). However, several efforts have shown that nanoconfinement

localizes the modes. Since localization was shown to influence inelastic scattering in

the previous section, size effects may manifest in a similar manner here despite the

small effect expected from the PGM. To test this hypothesis temperature dependent

measurements of the linewidth were performed for two series of SiGe alloy films

with varying thickness diagramed in Fig. 6.6 and described in Section 6.2.1.

Room Temperature

Scattering rate equations predict that optical modes should not feel the effects

of boundaries since alloy scattering is predicted to be much stronger[48]. However,

Fig. 6.7 (a) shows that as the film thickness increases the linewidth of both sample sets

generally decreases, implying that boundary scattering decreases with film thickness.

The increase in scattering rate between the 39 nm and 88 nm film is likely due to the

onset of dislocation fault formation as shown by XRD measurements of relaxation and
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Figure 6.6: Diagram of the two sample series used to investigate the effects of nanoscaling on
scattering rates and localization (sample numbers in parenthesis). The size and dislocation series
was grown using CVD while the pure size effects series was grown using MBE. The text color
corresponds to the data color in the figures in this section.

.

TEM images[48]. The discrepancy between the scattering rate models and our data

is likely due to the fact that the scattering rate equations were derived for acoustic

phonons while Raman spectroscopy probes optical modes. However, optical modes

have been shown not to be plane wave like in disordered systems[12, 15].
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Figure 6.7: Room temperature measurements of the Raman (a) linewidth and (b) asymmetry for
size effects series diagramed in Fig. 6.6.
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Along with a decrease in scattering rate, we also see a decrease in the

localization of the MBE films (diamonds) as the film thickness increases. This

would be surprising if we assumed that scattering was dominated by alloy disorder

per Eqs. 2.3-2.6. However, as was just shown by changes in the scattering rate, the

boundaries are felt by the Raman optical modes.

The CVD grown films (squares) on the other hand, do not show a strong
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localization trend with film thickness. The two material properties that are known

to change in the four CVD films are the thickness and dislocation density. One

could initially hypothesize that as the film thickness increases and the dislocation

density increases there are counter effects on the localization of the modes that

leads to a flat trend in the localization. However, in the previous disorder

discussions it was shown that dislocations do not localize modes. It is possible that

another material property is changing in the CVD films with thickness that is

masking size effects.

Due to the conflicting result of the MBE and CVD size dependent studies, I

recommend that these results be extended to more thicknesses and compositions.

This will allow for a more systematic investigations into the competition between

alloy disorder and boundary scattering effects. As previously mentioned, the current

series of MBE films were grown for a wide range of compositions and 3 thicknesses.

Therefore, no new samples would need to be grown to complete these extended

studies. At the time of writing this dissertation, the 405 nm Raman laser was

inoperable. However, I intend to perform these studies upon acquisition of a

replacement laser.

Temperature Dependent Scattering

As was done for the alloy disorder investigations, the temperature dependent

scattering rates were fit to the Klemens 3-phonon decay model to extract the effects of

nanoscaling on temperature dependent and independent scattering. Figure 6.8 plots

the (a) temperature independent and (b) dependent components of the linewidth.

Similar to the alloy series, the temperature independent linewidth follows very similar

trends as the room temperature result; as the film thickness decreases boundary

scattering increases.

Unlike the alloy case, however, the temperature dependent component of the

linewidth does not follow the localization trend. The localization decreases with film
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Figure 6.8: Temperature (a) independent, ΓI
0, and (b) dependent, Γ3

0, components of the scattering
rate extracted from temperature dependent linewidth measurements of the size effects series, Fig. 6.6,
using the Klemens 3-phonon decay model, Eq. 3.9. Dashed lines are the results of the fit for bulk
Si(100).

thickness for the MBE series (diamonds), while Γ3
0 increases. In the CVD films

(squares), a similar increasing trend of Γ3
0 with thickness is seen. This suggests that

nanoscaling decreases inelastic scattering, which is counter to the results of the

disorder studies. This suggests that different localization mechanisms (i.e., disorder

and nanoscaling) effect scattering differently. The cause of these changes is

speculated to be due to nanoscaling reducing the number of modes available for the

Raman mode to scattering into rather than to increase the number as in the

alloying case.

These results show that nanoscaling affects both localization and scattering of

vibrations, which in turn influences “phonon-phonon” scattering. However, as

nanoscaling localizes the modes through confinement the “phonon-phonon”

scattering decreases, counter to the alloying case. This result suggests that different

localization mechanisms influence temperature dependent scattering differently.

6.3.3 Localization Temperature Trends

The previous section showed that large perturbations away from a periodic

atomic structure influence the behavior of vibrations more than just through a

temperature independent scattering rate. In order to complete the story, the

temperature dependence of the nature of the modes is investigated. The room
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temperature results have already shown that disorder localizes these modes, here

the focus centers on understanding the degree to which this localization varies with

temperature.

Figure 6.9 plots the Raman peak asymmetry, ΓL/ΓR, as a function of

temperature for the (a) MBE thickness series, (b) dislocation series, (c) alloy series

and (d) dislocation and thickness series. The first thing that is apparent is that the

asymmetry parameter, and thus localization, is not constant with temperature.

This means that as temperature increases, the modes become less plane-wave like.

Since localization reduces thermal conductivity3, temperature dependent

localization implies that the temperature dependence of a localized modes thermal

conductivity is a function of both the scattering rates and vibrational localization.

This is counter to the conventional thought that reductions in vibrational energy

transport occurs through scattering.
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Figure 6.9: Localization as a function of temperature for the (a) MBE size effects series, Fig. 6.6,
(b) dislocation series, Fig. 6.3, (c) alloy series, Fig. 6.3, and (d) the CVD size and dislocation effects
series, Fig.6.6.

Looking more closely at the individual series we can see that most of the

3Localization does not necessarily reduce thermal conductivity in superlattices.
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temperature trends are a roughly linear function of temperature. Since there is

currently no model to predict the temperature dependence of the mode localization,

discussions of the temperature trends must be qualitative. For the size effects series,

Fig 6.9 (a), a decrease in thickness results in a roughly constant increase in

asymmetry over all temperatures. Since the slope of the curve does not change, this

indicates that alloying is a temperature independent localization effect.

Contrary to the alloy and thickness series, temperature trends in the dislocation

series, and size and dislocation series are not constant. In Fig. 6.9 (b), we see that

the trend flattens with the addition of dislocations, especially at high temperature.

Furthermore, we can see that as the film thickness increases in the size and

dislocation series, Fig. 6.9 (d), the temperature trend decreases. Since we know

from Fig. 6.9 (a) that boundary localization is temperature independent, the trend

change must come from dislocations, indicating dislocation localization does not

occur until high temperature (> 300 K). This might also be the reason we do

observe strong dislocation localizing effects in the room temperature measurements.

Without a model for how modes should localize with temperature, it is not possible

to definitively comment on the cause of the localization temperature dependence.

However, if we think about what happens to the atomic positions as temperature

increases it is possible to hypothesize a cause for the localization temperature

dependence.

The normal vibrational modes of a system are often calculated using lattice

dynamics[184]. The most common procedure when using lattice dynamics for modal

analysis is to define a system of masses which interact through an empirical

potential. The system is then relaxed to the lowest energy state and then the

dynamical matrix describing the system is solved to yield the vibrational

eigenvectors and energies. Since atomic positions are set to the minimum of the

respective potential wells, these modes are calculated for the absolute zero

condition, 0 K. However, above 0 K, the atoms have a finite energy and thus a finite
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amplitude of oscillation about the potential minimum. If we take a snap shot of

these oscillations, then the atoms will have a small amount of spatial disorder due

to the finite amplitudes of oscillation. If we calculate the normal modes of the

system in the temperature induced disorder state, then the normal modes will not

all be planewaves since the periodicity of the system has been broken. As

temperature rises and the oscillations increase, then the spatial disorder at any

given time will also increase leading to a further departure of the modes from plane

wave nature. I hypothesize that this is the reason for the localization temperature

dependence seen in the Raman spectra.

6.4 Conclusions

Most often thermal conductivity in non-metals is modeled using the phonon gas

model, which treats vibrational thermal transport as diffusion of vibrational

particles (phonons). This description is predicated on the assumption of a periodic

arrangement of atoms. Any disruption of the periodicity, such as mass impurities,

dislocations or boundaries is treated as a perturbation to the periodic structure

through temperature independent scattering rate term. These assumptions work

well for highly periodic systems, but when the periodicity is broken through high

levels of disorder, such as in an amorphous material or disorder alloy, this treatment

breaks down. The reason for the break down is that the modes can no longer be

thought of as particles which can diffuse through the entire system. Instead disorder

localizes the modes to finite regions in the materials system while also creating

scatting sites for the modes. In the alloy case studied in this chapter, thermal

transport is dominated by acoustic modes which were not studied. However, these

results show how localization and scattering work in conjunction to influence the

thermal transport of a particular vibration.

This work investigated the effects of alloy and dislocation disorder, and
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nanoscaling on both the nature and behavior of vibrational modes experimentally

using the lineshape of the Raman spectrum in SiGe alloy thin films. Of particular

interest was understanding how vibrational physics transitions away from the

phonon perspective with disorder and nanoscaling.

This work showed that alloy disorder, dislocation disorder, and nanoscaling

influence both the scattering rates and localization simultaneously. It was first

shown that optical modes scatter with boundaries counter to the predictions of

conventional scattering rate equations, Eqs. 2.3-2.6. It was also shown that alloy,

dislocation and boundary scattering rates are not temperature independent.

Alloying increases temperature dependent scattering by localizing modes which

makes it easier to satisfy conservation of energy and momentum rules and in turn

increases inelastic scattering. On the other hand dislocations do not influence the

temperature dependence of the scattering rate since dislocations do not increase

localization, but do strongly increase temperature independent scattering. This

implies that not all disorder is not created equally when considering its effects on

temperature dependent inelastic scattering. Nanoscaling increases temperature

independent scattering but decreased the temperature dependence. Furthermore,

alloying and nanoscaling have a temperature independent localization effect, while

dislocations flatten localization temperature trends.

For the first time experimentally, this work measured both scattering rates and

localization as a function of temperature versus a systematically varied set of material

properties and showed that moderate levels of disorder influence both the nature and

behavior of vibrations. Future investigations should be performed to ascertain the

cause of the localization temperature dependence with specific emphasis on developing

models to predict the temperature and material property dependencies. Future work

should also be performed experimentally to measure scattering and localization in

other material systems. A first experimental step would be to use the current MBE

samples which have varying alloy composition across the grown wafer to look at size
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effects at various compositions. Thinner film thickness or nanograined samples should

also be investigated to add data points to the thickness series and push investigations

into the ultra-thin regime. Finally, the effects of alloy order at a specific composition

should be investigated to see how the behavior and nature evolve with increasing

disorder but without the addition of impurities or additional alloy atoms.
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Chapter 7

Conclusions

7.1 Summary of Conclusions

Nanoscaled and disordered material systems have aided in the advancement of a

range of devices, such as transistors, quantum cascade lasers and thermoelectrics.

Understanding how to optimize thermal transport in these systems is critical to

their advancement. This optimization will hinge on the detailed understanding of

vibrational physics outside of the regime applicable to the phonon gas model. The

primary goal of this dissertation is to advance the understanding of vibrational

physics in the transition region between fully crystalline and amorphous materials

where the PGM begins to break down. Chapter 6 used the lineshape of the Raman

spectra as a metric for the nature and behavior of Raman active vibrations with the

aim of probing the vibrational physics of disordered and nanoscaled materials.

Before that was possible, however, the ideal experimental condition to minimize

uncertainties in measurements needed to be selected in Chapter 4 and the origin of

the Raman peak asymmetry needed to be ascertained in Chapter 5.

Chapter 4 investigated how properly selecting the experimental condition can

minimize uncertainties of linewidth studies. Specifically, the effects of spectral

resolution, spatial resolution and noise on uncertainties was tested through selection



123

of the laser wavelength, grating and integration time. It was found that the relative

intensities of the film and substrate peaks was the most important parameter for

minimizing uncertainties. Therefore, maximizing the spatial resolution of the system

through selection of the laser wavelength is the first priority for minimizing

uncertainties. For this reason, the 405 nm laser with the 1800 g/mm (-2) grating

was selected for linewidth studies in Chapter 6. The small penetration depth, 60

nm, of the 405 nm laser minimized the Si substrate signal while operating the 1800

g/mm grating in the -2 order reduced the resolution to 0.7 cm−1/px. Resolution was

then found to have a stronger effect on minimizing uncertainties than noise.

Therefore, improving the resolution through selection of the grating is the second

priority. Finally, noise can be minimized as the third priority through the

experimental integration time.

Chapter 5 investigated the origins of the asymmetry of the SiGe Raman peak

and the effects of laser heating. Since the asymmetry of the Raman peak was

utilized as a metric for the localization of the Raman mode, it was imperative that

the origin of the mode be known. Previous studies had found that the asymmetry of

the Raman spectra in nanoscaled Si depended on the power density of the probing

Raman laser. These studies attributed the observed asymmetry to several

phenomena, most notably (1) Fano resonance, (2) inhomogeneous laser heating and

(3) an overlap of disorder/surface and bulk-like modes in the spectrum. Using

various laser wavelengths and SiGe samples with various film thicknesses and

compositions, several hypotheses were tested in Chapter 5. Fano resonance was

ruled out, but experimental evidence was not sufficient to determine if the

asymmetry originated from a dual mode peak or from inhomogeneous heating.

However, inhomogeneous heating was supported by modeling the effect of laser

heating using a custom written FEA code. However, replicating the experimental

results required increasing the simulated laser power density by a factor of four over

experiment. Regardless of which hypothesis is correct, the Raman peak asymmetry
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could still be used as a metric for the localization of modes. If the change in

asymmetry is due to inhomogeneous heating, then as long as the laser power is low

enough to prevent heating, the peak asymmetry results from disorder induced

breakdown of selection rules similar to phonon confinement. Alternatively, if the

hypothesis of a dual mode peak is correct then the asymmetry can still be used

since the asymmetry is caused by the appearance of localized disorder modes in the

spectrum. However, to mitigate any unwanted effects from laser heating, the 405

nm laser, which did not affect the asymmetry, was used in the linewidth and

asymmetry studies in Chapter 6.

Chapter 6 applied the knowledge gained in Chapters 4 and 5 to measurements of

Raman peak linewidths and asymmetries in nanoscaled and disordered SiGe alloys.

These measurement were used to investigate the physics of vibrational nature and

behavior as material properties were varied. It was found that breaking the

periodicity of a crystal influences both the scattering rates and the localization of

vibrations. However, different material properties effect the scattering and

localization differently. For example, alloying creates scattering sites by introducing

randomly spaced impurities masses. Additionally, the alloy disorder breaks the

symmetry of the crystal leading to a breakdown of the plane wave nature of the

modes, i.e., localization. Dislocations on the other hand only influence scattering

rates as the disorder is more strongly affected by the alloying. Furthermore, disorder

and nanoscaling influence the temperature dependence of the scattering rates

through a change in the anharmonic scattering. Finally, it was found that the

localization was not constant with a change in temperature. Since localization

reduces thermal conductivity by sequestering thermal energy into finite reions of the

material, it is partially responsible for the temperature dependence of the thermal

conductivity. These results along with result from various computation studies of

thermal physics in disordered materials underscores the importance of

understanding not only the behavior (scattering) of vibrations, but also their nature
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(localization).

7.2 Suggested Future Studies

The concept of localized modes is relatively new and unexplored in the thermal

community. Therefore, while many questions were answered by the work in this

dissertation, many were also formed. This section outlines some of the work that

could be performed in the future to further investigate the vibrational physics of

disordered systems.

• Assess uncertainty in linewidth measurements including asymmetric modes. In

Chapter 4, simulations of the Raman spectra were performed ignoring the

asymmetry of the SiGe peak. While it is speculated that this will not change

the trends of the uncertainties, adding an additional fitting parameter will

likely lead to a increase in the predicted uncertainties. Additionally, the

asymmetry will compete with the linewidth to some extent during a fit

changing the Jacobian of the fit and thus fit parameter uncertainties.

Therefore, the experimental conditions which minimize uncertainties could be

more accurately predicted following this study.

• Measure the change in asymmetry for high powers using the 405 nm laser.

When the hypothesis that inhomogeneous laser heating caused the Raman

peak asymmetry was being tested in Chapter 5, the Raman peak asymmetry

was found to be insensitive to the 405 nm laser power. Even though the

maximum power densities of the 488 and 405 nm lasers were similar, it is

possible that 405 nm absolute power was not high enough to induce changes in

the peak asymmetry. Using a high powered 405 nm laser would answer many

questions left open in Chapter 5. If the high laser power did induce a change

in the peak asymmetry, then the asymmetry is likely due to inhomogeneous
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heating. This could be further investigated through changes in the SiGe film

thickness since the penetration depth is less than or equal to the film

thicknesses, unlike when using the 488 nm laser. On the other hand, if no

asymmetry change was observed at high laser power, then it would support

the hypothesis of a dual mode peak. Therefore, the asymmetry could be

attributed to disorder activated Raman modes.

• Calculate the Raman tensor of SiGe alloys. When attempting to use the

polarization to separate the signals from the disorder and bulk-like modes in

Chapter 5, the symmetry of the disorder modes were unknown. Lattice

dynamic or density functional theory (DFT) can be used to calculate the

Raman tensor of a material inorder to identify properties of the Raman active

modes, such as symmetry and depolarization. These would then allow us to

know for certain if changing polarization should separate the disorder and

bulk-like modes, or if they have the same symmetry. Furthermore, either

lattice dynamics or DFT would provide the frequencies of the Raman active

modes, which would identify which modes lie near the bulk-like modes in

frequency. This would allow for investigations of the change in the number of

Raman active modes near the bulk-like modes as a function of disorder level,

there by providing evidence for or against the dual mode peak hypothesis.

• Use a commercial FEA code to re-simulate the effects of laser heating. One of

the major simplifications of the laser heating FEA simulations performed in

Chapter 5, was that the material properties were held constant with

temperature. Because a steady state FEA code was used, thermal

conductivity, reflectivity and penetration depth could not be adjusted with

temperature. This may have been the reason that a factor of four increase in

simulated over experimental laser power was necessary to reproduce the

experimental results of laser heating tests. However, in non-equilibrium FEA
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models, the material properties can be temperature dependent making the

model more accurate, thus providing a more conclusive result.

• Extend studies of size effects on scattering and localization to more thicknesses

and compositions. In the size effects study in Chapter 6, localization increased

with film thickness for the size and dislocation series while it decreased for the

size effects series. Also, the size effects series only had two data points due

to one of the three samples having significantly larger Ge fraction. This left

the question of how nanoscaling influences the nature of modes unanswered.

However, since the Ge fraction varies by 15% across the growth wafer, it is

possible to fill in the gaps of this study without any additional growth. Note

that it would be recommended that a 10-20 nm sample be grown. The size

investigations could also be extended to different compositions to study the

interplay between alloy disorder and size effects. Some of these investigations

are planned before submitting the results of Chapter 6 for publication. However,

much of the parameter space will be left for future work.

• Reinvestigate the effects of disorder and size in different alloy systems. This is

the first experimental work where scattering and localization were investigated

simultaneously using Raman spectroscopy. The results may, therefore, be

specific to the systems investigated. Through investigations of scattering and

localization in a wide range of materials, a more complete understanding of

vibrational physics and the effect of material properties on the nature and

behavior of vibrations can be had. One particular study could be to

investigate the effects of ternary alloys. This would begin answering the

question of how different types and magnitudes of disorder effect scattering

and localization.

An alternative direction would be to study the effects of ordering an alloy. As

the order changes, the localization of the modes would also change, but would
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this also lead to a change in scattering rates? The scattering rate equations

used in the PGM would suggest not, but they were not derived to account

for the alloy order parameter. This was the originally intended focus of this

dissertation, but growth difficulties made it unachievable in SiGe alloys.

• Investigate how disorder changes the nature of vibrational modes using lattice

dynamics. No model currently exists to predict the change in vibrational

localization with disorder or temperature. However, using lattice dynamics, it

is possible to calculate the eigenvector of a model system, which can be used

to measure localization. As the properties of a model system change (e.g.,

composition, order parameter, etc.) the localization of each mode in the

system can be monitored using the eigenvectors. Localization in the optical

Raman modes can then be correlated to localization at lower frequency

acoustic modes, where the majority of thermal transport takes place. These

correlations will make the experimental Raman measurements of scattering

and localization more influencial since they can then be directly related back

to thermal properties.
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[124] Jiménez, J., Wolf, I. D., and Landesman, J. P. Microprobe
Characterizations of Optoelectronic Materials. Taylor and Francis Books,
Inc, 2003, ch. Micro-Raman Spectroscopy of Semiconductors: Principles and
Applications, pp. 89–198.

[125] Jespersen, T. S. Raman Scattering in Carbon Nanotubes. PhD thesis,
University of Copenhagen, 2003.



139

[126] Dresselhaus, M., Dresselhaus, G., Saito, R., and Jorio, A. Raman
spectroscopy of carbon nanotubes. Physics Reports 409, 2 (2005), 47 – 99.

[127] Araujo, P., Pesce, P., Dresselhaus, M., Sato, K., Saito, R., and
Jorio, A. Resonance Raman spectroscopy of the radial breathing modes in
carbon nanotubes. Physica E: Low-dimensional Systems and Nanostructures
42, 5 (2010), 1251 – 1261.

[128] Renucci, J. B., Tyte, R. N., and Cardona, M. Resonant Raman
scattering in silicon. Phys. Rev. B 11 (May 1975), 3885–3895.

[129] Picco, A. Resonance Effects in the Raman Analysis of SiGe Nanostructures.
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Wang, B., and Callahan, M. J. Temperature dependence of raman
scattering in ZnO. Phys. Rev. B 75 (Apr 2007), 165202.

[133] Anand, S., Verma, P., Jain, K., and Abbi, S. Temperature dependence of
optical phonon lifetimes in ZnSe. Physica B: Condensed Matter 226, 4 (1996),
331 – 337.

[134] Hart, T. R., Aggarwal, R. L., and Lax, B. Temperature dependence of
Raman scattering in silicon. Phys. Rev. B 1 (Jan 1970), 638–642.

[135] Menéndez, J., and Cardona, M. Temperature dependence of the first-
order Raman scattering by phonons in Si, Ge, and α-S: Anharmonic effects.
Phys. Rev. B 29 (Feb 1984), 2051–2059.
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