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Abstract

Dialogue-based simulations are simulations designed to teach users methods
for interacting with a target population. They have a wide variety of appli-
cations including training medical students to interact with patients, teaching
military personnel about local cultures before deployment, and giving students
learning a foreign language a chance to practice by going through scenarios.
Many dialogue-based simulations have used a multiple-choice dialogue system.
While there has been recent work on free-input dialogue systems for educational
simulations, most frameworks for free-input dialogue systems do not preserve
the dialogue tree structure of a multiple-choice dialogue system. This thesis
aims to create a framework for transitioning from a multiple-choice dialogue
system to a free-input text classification system. The framework includes meth-
ods for crowdsourcing for data collection, a binary sub-category data labeling
system, and a data generation algorithm. An implementation of the proposed
framework in an existing military educational simulation is developed. This
implementation replaces the multiple-choice dialogue system with classification
models trained on datasets created using the framework. A test of the frame-
work is performed on real user input. The results indicate that this approach
may offer a viable method for building free-input dialogue systems for educa-
tional simulations.
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1 Introduction:

1.1 Problem Statement:

The goal of this research is to develop a framework for converting a multiple-
choice dialogue system to a free-input dialogue system. The free-input dialogue
system needs to be able to perform detailed classification of input text to provide
educational feedback.

1.1.1 Framework:

The main steps in the proposed framework are:

1. Creating a labeled dataset using dataset crowdsourcing methods and a
data generation algorithm.

2. Training natural language processing classification models for each section
of the simulation using the assembled dataset

3. Testing the models and evaluating the factors that affect their performance

1.2 Implementation:

A series of multiple-choice questions from an existing simulation were converted
into free-input text classification models to test the proposed framework. The
text classification model for each question is trained on a dataset of free-input
responses to the questions from the simulation. The mechanics of the dialogue
system are preserved.

1.2.1 Multiple-choice Simulation:

In 2018, Sheridan, et. al. created a VR simulation in which the player acts as
a US army officer interacting with a Chinese army officer[1]. The content of
the simulation is based on observed interactions between American and Chinese
soldiers during a US-China joint training exercise known as the Disaster Man-
agement Exchange [1][2]. At specific points in the game, players are asked to
make a decision about what to say to the Chinese officer avatar. Each time the
player is asked to provide input, they are provided with a text menu containing
up to four multiple choice options. Users receive different feedback depending
on the appropriateness of the option selected. Table 1 shows the multiple-choice
options and feedback for one of the questions from the simulation. In this part
of the simulation, the Chinese commander asks the user for a list of the supplies
that they are planning to bring on the mission. The user does not have the
complete list and is busy preparing for a meeting later, so each response gives
an explanation for why the user cannot answer. The multiple-choice options
and feedback for all the questions are listed in appendix A
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Table 1: Multiple-Choice and Feedback Table Question 4

Multiple-Choice Text Feedback and Score

I appreciate that you are looking
out for your team, but you will get
all of it soon when we have a brief
this afternoon

Moderately appropriate, displays
understanding and empathy to-
wards the officer and his need to
know, but is direct in telling him he
will not comply.
Score: Best

Is it alright if this waits until the ac-
tual mission brief? I’m busy getting
ready for it now.

Has an air of politeness to it that
implies if the Chinese officer really
needed the information, that you
will give it, but it would be incon-
venient to do so.
Score: Second Best

Not all of the details have been final-
ized so I’m not sure if that it would
be of any help to you now.

The response is curt and dismissive.

Score: Worst

The dialogue trees, multiple-choice options, and feedback for the simulation
were created by the West Point Chinese Department [1]. To create the dialogue
trees, the dialogue was first translated into Chinese to ”[eliminate] any potential
variability that could have resulted from the many different ways the English
responses could have been translated by the individual raters”[1]. The options
in the trees were then rated by three ”Chinese cultural experts” (i.e., professors
in the Chinese department at West Point) [1]. These ratings give each multiple-
choice option a score. This score can be thought of as a representation of the
”appropriateness” of the multiple-choice option. After all responses for each
prompt were scored, the raters created feedback text to go with each multiple-
choice response. The feedback corresponds with the rating they assigned (e.g.,
a response with a higher score is more ”appropriate”, so it will have positive
feedback text).

Sheridan et. al.’s simulation is only used as an example for the application
of the proposed framework to an existing simulation. This thesis does not focus
on the validation of the educational effectiveness of the original system, and
the non-technical aspects of creating educational simulations for training cross-
cultural competence will not be discussed. The background on the educational
goals of the simulation is only presented to explain how the original dialogue
system functioned. The new dialogue system must be able to give user feedback,
but it has to be able to do so by classifying free-input text.
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2 Literature Review

2.1 Dialogue-Based Training Simulations:

2.1.1 Multiple-Choice Based Training Simulations:

Educational dialogue-based simulations have been used in variety of fields. Some
applications include: teaching medical students effective communication meth-
ods for clinical exams [3], exposing military personnel to local culture before
deployment [4], and teaching negotiation strategies [5]. Many of education
dialogue-based simulations use a multiple-choice dialogue system to simulate
conversation. User input can easily be scored based on the educational goal of
the simulation because each multiple-choice option has an associated score.

Despite its advantages, multiple-choice training is an oversimplification of
real communication. The benefits of free-response questions for testing com-
petency have been studied in past research [6] [7]. Newble et al propose that
multiple choice questions may lose their effectiveness due to the ”cueing effect of
the options”[6]. Therefore, creating a free response classification based dialogue
system framework could yield improved educational benefits.

2.1.2 Free-input Based Training Simulations:

While free-input training is more appropriate for creating an educational dia-
logue system, it is difficult to implement a classification model for a free-input
dialogue system. Past research has attempted to address this issue by creat-
ing classification models that take advantage of the limited range of input that
specific types of free-input dialogue simulations will receive. Others focus on
intent-based dialogue classification rather than the classification of subtler text
differences like sentiment or politeness.

One area of free-input dialogue system research is computer assisted lan-
guage learning (CALL) [8]. Students studying a foreign language will natu-
rally have a limited vocabulary, so the classification task is simplified. One
of the earliest examples of a CALL application with a free-input dialogue sys-
tem is Subarashii[9]. Subarashii is a game for helping students practice spoken
Japanese[9]. Students go through a variety of scenarios that test their ability to
speak Japanese[9]. Speech recognition was performed using a series of Hidden
Markov models trained on a corpus of input speech from non-native Japanese
speakers. The corpus of speech used to train the Hidden Markov models is cre-
ated by collecting the text version of potential input from non-native speakers
and then recording various speakers vocalizing the input. The dialogue system’s
functional accuracy was found to be 71.4% and 66.9% in two different rounds of
testing[10]. Seneff et al. created a CALL application with a free-input dialogue
system for practicing Mandarin Chinese [11]. In this application, users practice
by discussing hobbies with a virtual human and arranging a time to ”jointly
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participate in an activity they are both like”[11]. Speech translation is per-
formed using a ” linguistic analysis/synthesis” approach rather than the more
prevalent statistical modeling (i.e., machine learning) approach [12]. CSIEC is
a CALL application designed to help Chinese students practice English[13]. It
is a chatbot. This means that user input is not restricted to specific topics.
The author classified the effort as a failure because it lacked the ability to com-
municate in a realistic way or educate users because it ”cant understand the
meaning of the sentence syntactically and semantically”[13]. The results of this
research emphasize the importance of applying intelligent classification systems
to limited domains. If the scope of an educational dialogue-based simulation is
too general, it is impossible to give effective feedback.

Other CALL applications use a synergy of tutoring and interactive scenarios
to create a free-input dialogue system with a limited range of possible input.
Because users are being introduced to specific vocabulary and sentence struc-
tures in the tutorial, the classification models are designed to classify the type
of sentences that are taught to the user. Ville is a CALL application for learn-
ing Swedish that combines a tutoring component and dialogue simulation called
DEAL[14]. In DEAL, the user participates in a simulated negotiation with a
virtual character. DEAL takes advantage of the limited domain and accompa-
nying tutoring component to simplify the classification problem. The Tactical
Language and Culture Training System (TLCTS) is a CALL application that
combines language education with cultural competence training[15]. There are
tutoring modes in which users learn new dialogue and simulated dialogue sec-
tions in which users interact with avatars using foreign languages including Iraqi,
Pashto, and French. There is also a Mission Mode that places the user in a sce-
nario that requires them to communicate with avatars from the target culture.
The objective of the training is to teach foreign language skills while allowing
the player to interact with realistic avatars from the target culture .

There have been attempts to create chatbot style dialogue simulations in
which users’ input is not restricted by the simulation scenario. One of the most
famous is Façade. Façade is a non-educational interactive drama game that al-
lows users to interact through a free-response dialogue system[16]. Façade’s text
parsing algorithm uses a two step rule-based process. In the first step, the text
is sent to a rule-based text parsing algorithm that looks for patterns in the text.
The first phase is the Natural Language Understanding phase[17]. The natural
language processing system works by first mapping input text to what they call
discourse acts. Discourse acts represent the ”pragmatic effects of an utterance”.
Discourse acts are very general versions of responses to user input. Examples
include expressing agreement, giving a positive exclamation, expressing confu-
sion, flirting, and giving advice. The second phase involves mapping potential
discourse acts to avatar responses . The discourse acts are not associated with
specific dialogue until the second phase is reached. The reaction is based on
the subsection of the action the story currently occupies and takes into account
the user’s previous input. The game creators report that their dialogue system
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was able to succeed in making a partially or fully sensible response to the user
around 70 percent of the time[18]. However, in their game the dialogue sys-
tem has to only interpret the basic intent of the response. The characters have
to react in a believable way when the player speaks to them, but because the
game’s goal is not to directly critique the player’s input, specific text features
in the input are not classified.

Other examples of simulations with free-input dialogue systems that utilize
a chatbot-like architecture include simulations described in several papers for a
research team from the Institute for Creative Technologies at the University of
Southern California that focus on building question-answering characters. The
design goal for the dialogue system for these question answering characters is ”to
create an automatic system that uses a set of training question/answer pairs to
learn the appropriate question/answer matching algorithm”[19]. Because there
are multiple possible answers for each question, they use a two step approach to
select an appropriate answer for each input question. First, questions are clas-
sified using a multi-class Support Vector Machine model. Next, probabilistic
language models are trained to rank potential answers. These language models
are based on using the conditional probability of observing specific words in the
question. The authors note that questions and answers do not have the same
language models (e.g., questions will contain interrogative words like ’who’ or
’what’), so they model this task as a ”cross-lingual information task” by as-
suming that the vocabulary for the questions and answers come from different
probability distributions[19].

Two systems were created using this question-answer matching technique.
The first was SGT Blackwell, a simulation of a soldier who can answer questions
about his position in the military[19]. The highest accuracy for question-answer
matching for this model was 53.13%. Another project involved the creation
of virtual twin scientist characters designed to answer questions from museum
visitors about STEM subjects [20]. These virtual human models were installed
in the Boston Museum of Science. The authors break questions into two cat-
egories: in-domain and out-of-domain. In domain questions are questions the
system should be able to answer. Out-of-domain question are questions that
the system is not able to answer. Classification is evaluated separately for these
two question types. Classification accuracy was also broken into three speech
recognition groups: male, female, and child. Testing results indicate that the
system was able to correctly identify between 71% and 77% of out-of-domain
questions, and in-domain questions were classified correctly between 31% and
72% of the time. The results for transcripts of the input were 77% for out-
of-domain questions and 71% for in-domain questions, so a significant portion
of the errors were caused by speech recognition errors. The Institute for Cre-
ative Technologies has also released a program called the NPCEditor that was
used to construct the question-answer matching dialogue systems for these three
simulations[21].
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2.2 Dataset Collection:

An appropriate dataset for creating a dialogue-based simulations does not typ-
ically exist, so dataset creation is necessary. Data crowdsourcing is an online
data collection method in which users are paid to answer prompts or label ex-
isting data. Crowdsourcing allows the researcher to generate larger datasets
that are applicable to a specific problem. Some data crowdsourcing websites in-
clude Amazon Mechanical Turk and Figure Eight. Data crowdsourcing methods
have been the subject of previous research. Kang et. al. conducted compar-
isons of various methods for data collection using crowdsourcing by creating
”algorithm-independent [metrics] to evaluate the quality of training data and
its effectiveness at solving the target [classification] task” [22]. They introduce
two metrics: diversity and coverage. Diversity is a measure of the lexical diver-
sity of the data. Coverage measures how well the training dataset covers the
space of potential ways to respond to the questions. Coverage measures how
well the training set covers the test set. Both metrics were evaluated based on
comparison between the classification performance of the collected data and the
metric value for the data. It was found that coverage correlates with the train-
ing accuracy of the classification model. Past research has also focused on the
extraction of text features from large scale online corpuses. These text features
can be used to train models to produce a general conversational chatbot system
[23]. However, it is difficult to get task specific data from an online corpus, so
crowdsourcing is often necessary.

Labeling text is an important consideration when collecting a dataset. Text
labels are used to categorize text, and they are supposed to represent the pres-
ence or absence of text features. Text labels need to be provided by human
raters before data can be used for training classification models. For example,
text could be labeled based on the author’s use of pathos, logos, and ethos. On
a large enough dataset, a text classifier could learn to detect pathos, logos, and
ethos in new text data based on features of the text like the presence of spe-
cific words. Crowdsourcing of labels for text has been previously investigated
by Danescu-Niculescu-Mizi et al. [24]. They were able to use crowdsourced
politeness labels for data from the discussion sections of Wikipedia and Stack
Exchange to create politeness detection models that were able to achieve near-
human-performance on in-domain data (i.e., data from the same website that
they were trained using).

2.2.1 Goal of This Research:

The main aim of this thesis is to create a framework for creation a free-response
dialogue system from an existing multiple-choice-based dialogue system. Al-
though past research has resulted in free-input dialogue simulations that are
able to conduct a conversation and classify input using text features to select
appropriate responses, previously proposed dialogue system designs do not take
advantage of the structure of a multiple-choice dialogue system. In a multiple-
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choice dialogue system, answers are evaluated based on different criteria at each
step in the dialogue tree. This means that each step in the dialogue can be
treated as a sub-problem with its own classification system based on its own set
of labels. The work in this thesis could serve as a starting point for other research
into creating dialogue tree-based free-response educational dialogue systems, or
the proposed framework could be used to create new simulations with free-input
dialogue systems.

3 Text Modeling Background:

This section will give an in-depth overview of the main text modeling techniques
that were used for building the text classification models.

3.1 Feature Representations:

Text classification is performed by a machine learning model that is trained to
predict the presence or absence of specific features in input text. To train the
machine learning models, input text needs to be converted into a numerical rep-
resentation so that the machine learning model can be trained. These numerical
representations of text are called feature representations because they are based
on ”features” of the text.1

3.1.1 Bag-of-Words and Term Frequency Representation:

The most basic feature representation for text data is bag-of-words. Bag-of-
words uses the frequency of each word in each document in the corpus to create
a vector for each document. For example, given the following three document
corpuses:

Document 1: John wants to eat watermelon. Mary wants to eat eggs
Document 2: Mary and I like to eat the same things
Document 3: John and I are going to eat later

The Bag-of-Words representation for each document is shown below:

1Note that references to features in text or text features describe the presence of words
in the input text whereas feature representations are numerical representations of those text
features used to training machine learning models.
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D1 = {(John, 0) = 1, (wants,1) = 2, (to,2) = 2 , (eat, 3)=2,
(watermelon,4) =1, (Mary,5) =1, (eggs,6) = 1}

D2 = {(Mary,5) = 1 (and, 6) = 1, (I, 7)= 1, (like, 8) = 1, (to, 2) = 1,
(eat, 3) = 1, (the, 9)=1, (same, 10) = 1, (things, 11) = 1}

D3 = {(John, 0)= 1, (and, 6)=1, (I, 7) = 1, (are = 12) = 1,
(going, 13)=1, (to, 2) = 1, (eat, 3) = 1, (later, 14)=1}

After this bag-of-words representation has been created, it can be converted
into a matrix with entries xi,j = n(ti ∈ dj) where n gives the number of times
term ti appears in document dj .

(John, 0) 1 0 1
(likes, 1) 2 0 0

(to, 2) 2 1 1
(eat, 3) 2 1 1

(watermelon, 4) 1 0 0
(Mary, 5) 1 1 0
(and, 6) 0 1 1

(I, 7) 0 1 1
(like, 8) 0 1 0
(the, 9) 0 1 0

(same, 10) 0 1 0
(things, 11) 0 1 0

(are, 12) 0 0 1
(going, 13) 0 0 1
(later, 14) 0 0 1


Now each column of the matrix gives a numerical representation of each docu-
ment. There are two main issues with this approach:

1. Words that appear more frequently have a higher weight, but over large
corpuses, words that appear frequently have very little predictive power.
For example, prepositions and articles will probably appear very frequently,
but they will not give any information about the meaning of the text.

2. The proximity of words in the sentence does not affect the output, so the
representation is only based on the presence of words, not the way they
are used in the sentence.

3.1.2 Term Frequency Document Infrequency

A new feature representation called term frequency inverse document frequency
(TFIDF) can be used to deal with the first of these issues. The weights for each
term are scaled by the document infrequency of the term. It is based on the
intuition that if a term shows up in more of the documents, it will have less
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predictive power.

For the i, jth term, we get weighti = log( N∑N
j=1 u(ti∈dj)

) where N is the total

number of documents and:

u(x, y) =

{
1 x ∈ y
0 otherwise

The logarithm is used to reduce the weight difference for larger values. Now the
values in the matrix are: xi,j = n(ti ∈ dj) ·weighti. The matrix is shown below:



(John, 0) log(3/2) ≈ 0.176 0 log(3/2) ≈ 0.176
(likes, 1) log(3/2) · 2 ≈ 0.352 0 0

(to, 2) log(1) · 2 = 0 log(1) = 0 log(1) = 0
(eat, 3) log(1) · 2 = 0 log(1) = 0 log(1) = 0

(watermelon, 4) log(3) ≈ 0.477 0 0
(Mary, 5) log(3/2) ≈ 0.176 log(3/2) ≈ 0.176 0
(and, 6) 0 log(3/2) ≈ 0.176 log(3/2) ≈ 0.176

(I, 7) 0 log(3/2) ≈ 0.176 log(3/2) ≈ 0.176
(like, 8) 0 log(3) ≈ 0.477 0
(the, 9) 0 log(3) ≈ 0.477 0

(same, 10) 0 log(3) ≈ 0.477 0
(things, 11) 0 log(3) ≈ 0.477 0

(are, 12) 0 0 log(3) ≈ 0.477
(going, 13) 0 0 log(3) ≈ 0.477
(later, 14) 0 0 log(3) ≈ 0.477


This approach fixes the issue with frequent words being weighted too heavily,
but it does not account for word proximity. Word vectors can be used to account
for word proximity.

3.1.3 Word Vectors

The word vectors are initialized by creating a one-hot-vector representation for
each word in the corpus:

W1

1
0
0
...
0
0
0


,

W2

0
1
0
...
0
0
0


,

W3

0
0
1
...
0
0
0


, . . .

Wn-2

0
0
0
...
1
0
0


,

Wn-1

0
0
0
...
0
1
0


,

Wn

0
0
0
...
0
0
1


∈ Rnx1
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Where n is the total number of unique words in the corpus. These vectors create
an orthonormal basis to represent the words in the corpus.

Word vectors need to be trained using a neural network. There are two ap-
proaches for training the vectors: skip gram and continuous bag-of-words (CBOW).
A window size of words to be considered is chosen. For example, for a window
size of 3, the following words are considered.

Mary and I like to eat the same things

The center word is ’same’. The context words are ’the’ and ’things’.

In CBOW, the neural network is trained to predict the center word given con-
text words.

In skip-gram, the neural network is trained to predict context words from the
center word.

In both cases, the purpose of the training is to obtain the hidden layer weight
matrix so that after the network is trained, the rows of the weight layer give
vector representations of each of the words in the corpus. Not only do the rows
represent the words, but they are also positioned in n dimensional space s.t.
words that appear in similar context appear close to each other. Since the two
approaches are similar, only skip-gram is presented section 3.1.4 below.

3.1.4 Skip-gram:

In the skip-gram training method, each word has two representations: vi (center
word representation) and ui (the context word representation).

Two weight matrices need to be trained: W (the weights for converting the one-
hot-vector representation to a center word representation) and W ′ (the weights
for converting to the context representation (logits)).

After the vector has been converted into the context representation, a softmax
function is used to convert it into a vector of probabilities. The softmax function
is:

ex(i)∑n
i=1 ex(i) where x(i) is the ith element of the vector.

An example of the architecture for the skip-gram is given below:

13



Input s

0
0
0
...
1
0
0


−→W



0
0
0
...
1
0
0


=

Word V ector : vc

−0.3
0.5
1.3
...

0.2
0.1
0.2


W ′T vc=u=−−−−−−−→



0.08
0.1
−0.1

...
0.2
0.3
3


Softmax−−−−−−→



0.01
0.05
0.05

...
0.08
0.1
0.6


The output vector gives the probability that each word is a context word. The
network is trained by comparing the output of the network to the true context
words for words in the training corpus. For a sufficiently large corpus, the out-
put can accurately predict the context words.

The accuracy of the predictions is measured by the loss function. A cross-
entropy loss function is used in this case. Cross-entropy is often used as a loss
function for classification problems. For two vectors y ∈ RV x1 and y′ ∈ RV x1,
the cross-entropy function is: h(y, y′) = −

∑V
j=1 yj log(y′j)

If y is a one-hot vector, this simplifies to: h(y, y′) = log(y′j) because all of the
entries are 0 except for the one entry that is equal to 1.

To understand why this is a good loss function, consider two cases:

1. When the prediction is perfect (the output of the softmax is equal to the
one-hot-vector representaion). The function is minimized when the prediction
is perfect.

h(1, y) = −log(yj = 1) = 0

2. The function diverges to negative infinity when the prediction is completely
incorrect.

lim
yj→0

h(1, y) = lim
yj→0

−log(yj) = −∞

Therefore, the cross-entropy loss function behaves the way we would expect the
loss function to for this case.

The loss function that needs to be minimized is: E = −log(p(w1, w2, . . . , w2m|wc)).
This is the probability of the context words w1, w2, . . . , w2m given center word
wc. This function maximizes the probability of these context words for this
center word.
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In terms of the output vector, this is:

E = −log
2m∏
k=1

exp(uk(j∗)∑V
j=1 exp(uk(j′)

k is the kth context word output vector and j∗ gives the index for the true
context word in the output vector.

By expanding using logarithm rules, this becomes:

E = −
2m∑
k=1

uk(j∗) +
2m∑
k=1

log(
V∑

j=1

exp(uk(j))

Let tk be the target output (the one-hot-vector for the context word at the kth

position). The context weight matrix update is:

δE

δw′(i, j)
=

2m∑
k=1

V∑
j∗

δE

δUk(j∗)

δUk(j∗))

δW ′(i, j)

δE

δuk(j∗)
=

exp(uk(j∗)∑V
j′ exp(uk(j′))

− 1 = yk(j∗)− tk(j∗)

This is simply the difference between the true output and the target output.
This gives the error in the prediction.

δuk(j∗)

δW ′(i, j)
= vc(i)

This is the ith component of the center word’s word vector.

This means the weight update is propositional to the error in the prediction of
the ith word vector.

The final value becomes:

δE

δw′(i, j)
=

2m∑
k=1

V∑
j∗

(yk(j∗)− tk(j∗))vc(i)
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3.2 Machine Learning and Deep Learning Models:

After the text has been reduced to a feature representation, machine learning
models can be trained to classify the text. The models considered in this re-
search include K Nearest Neighbors, Multilayer Perceptron, Decision Trees, and
Random Forests.

3.2.1 K-Nearest Neighbors:

K-Nearest Neighbors classifies input by looking for the most prevalent class
for the k nearest values in the training set. For example, if the input text is
represented using TFIDF, a distance measure like Euclidean distance or cosine
similarity can be used to measure the distance between the end of two vectors.
The Euclidean distance between two vectors is the length of the line segment
connecting the end of the vectors. For high dimension spaces, Euclidean dis-
tance is less useful than Cosine similarity[25].

Cosine similarity is a distance measure for two vectors. Let X and Y be
TFIDF vectors for two different sentences in the corpus. Their cosine similarity
is:

cos(θ) =
X ·Y
||X||||Y||

When the vectors are pointing in the same direction, θ = 1. When the vectors
are pointing in completely opposite directions, θ = −1. When the vectors are
orthogonal, θ = 0. K-nearest neighbors suffers from the curse of dimensional-
ity. This means that when there are a larger number of features, more data is
required to complete training.

3.2.2 Multilayer Perceptron Network:

A Multilayer Perceptron Network is a neural network with a single hidden layer.
The structure of an MLP is shown in the figure 1.
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Figure 1: The structure of an MLP Network [26]

The grey circles are the preceptron. Each perceptron contains an activation
function. Examples of activation functions include hyperbolic tangent (shown
in figure 2), the logistic function (shown in figure 3), and the rectifier function
(shown in figure 4). The activation function for the neurons in the output layer
is the Softmax function 5, which was introduced above. Graphs of each of these
activation functions are shown below:

Figure 2: Hyperbolic Tangent y(xi) = tanh(xi)
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Figure 3: Logistic Function y(xi) = (1 + e−xi)−1

Figure 4: Rectifier Function y(xi) = max(0, xi)
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Figure 5: Softmax Function y(xi) = ex(i)∑n
i=1 ex(i)

The input for each of these functions is a weighted sum of inputs from the
previous layer of the network. For example, in the figure above, each perceptron
is connected to each perceptron in the next layer, so each input is going into
each perceptron.

Let n be the number of nodes in the input layer. Let m be the number of
nodes in the hidden layer. Let xi be the ith input from the input layer. Note that
i ranges from 1 to n. Let whi,j be the ith input weight for the jth perceptron
in the hidden layer. Note that j ranges from 1 to m. Each node has n weights
(one for each input node), so there are there are n·m weights in the hidden layer.

The input for the jth perceptron in the hidden layer can thus be written as:
vhj =

∑n
i=1 xi · whi,j . vhj is then input into the activation function. If the ac-

tivation function is σ(x), its output can be written as: σ(vj) = hj . This output
is then used as the input for each of the output layer neurons. Assume there
are l output neurons. Let woj,k be the jth input weight for the kth perceptron
in the output layer. Note that k ranges from 1 to l. Each node has m weights
(one for each hidden layer node), so there are m · l weights in the output layer.

The weighted sum that is used for the input to the kth output layer neuron
is: vok =

∑m
j=1 hjwoj,k. Each of these weighted sums is input into the Softmax

function to produce the output for each neuron. For Softmax function φ(x), the
output is ŷ(k) = φ(vok)

The output layer structure depends on the type labels the dataset has. For
a multi-class classification problem, the output layer has a perceptron for each
possible class. Each perceptron in the output layer uses a Softmax function and
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the activation function. The perceptron with the largest value is the selected
class.

Back-propogation

The weights for the MLP network need to be trained for the model to pro-
vide useful predictions. The weight training process is called back-propogation.
Back-propogation updates the weights based on how close the outputed predic-
tion from the neural network is to the expected value. This is measured by a
loss-function. Back-propogation works by applying an optimization algorithm
like Gradient Descent to the partial derivatives of the loss-function with respect
to each weight. This results in weight updates that decrease the loss-function
value for the output. A common loss-function for an MLP network is is cross-
entropy. Cross-entropy was introduced in section 3.1.4.

Using the notation from above, we can write: Let y(k) be the label for the
kth category. This will be 0 if the data does not belong to the kth category and
1 if the data does belong to the kth category. Let ŷ(k) be the predicted value
for the kth label. This will be the output of the Softmax function indicating
the probability of the input getting label k. The categories correspond to the
output nodes, so if there are l output nodes, the output is being classified into
l categories.

For a multi-class classification problem, the cross-entropy loss function gives
a measure of the similarity between the true value and the predicted value for
each class. It is given by:

L = −1

l

l∑
i=1

[y(k)log(ŷ(k)) + (1− y(k))log(1− ŷ(k))]

Now the weight update formula can be created by finding the derivative of the
loss function with respect to each of the weights. The weights in the hidden
layer have a different update formula then the weights in the output layer.

Output Layer Weight Update:

Suppose the rth weight for the kth perceptron in the output layer needs to be
updated. This is w0r,k For the loss function L, the update formula is given
below:

δL

δwor,k
=

δL

δŷ(k)

δŷ(k)

δwor,k

The first term can be further broken down:

δL

δŷ(k)
=

δL

δφ(vok)

δφ(vok)

δŷ(k)
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The derivative of the first term is:

δL

δφ(vok)
= y(k)

1

ŷ(k)
+ (1− y(k))

−1

1− ŷ(k)

The derivative of the second term is:

δφ(vok)

δŷ(k)
=

exp(vok)∑l
k=1 exp(vok)

− (
exp(vok)∑l
k=1 exp(vok)

)2 = ˆy(k)(1− ŷ(k))

Therefore, the product of the two terms is:

δL

δŷ(k)
=

δL

δφ(vok)

δφ(vok)

δŷ(k)
= y(k)− ˆy(k)

The second term in equation (x) is:

δŷ(k)

δwor,k
= φ(

m∑
j=1

woj,khj)
′hr = φ(vok)(1− φ(vok))hr

So the overall update formula is:

δL

δwor,k
= ( ˆy(k)(1− ŷ(k)))φ(vok)(1− φ(vok))hr

Hidden Layer Weight Update:

Suppose the rth weight for the jth perceptron in the hidden layer needs to be
updated. This is w0r,j The update formula is given below:

δL

δwhr,j
=

l∑
k=1

δL

δvok

δvok
δhr

δhr
δwhr,j

The first term was found above. The other terms are shown below:

δvok
hj

= wor,k

δhr
δwhr,j

= σ(

n∑
i=1

x(i)whi,j)
′x(r)

δL

δwhr,j
=

l∑
k=1

(y(k)− ŷ(k)wor,kwhi,j)
′x(r)
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These weight update formulas can now be used in Gradient Descent or another
optimization algorithm to find the optimal weight update during each training
step.

3.2.3 Decision Trees

Decision Trees is a rule based classifier that classifies data by splitting it into
exclusive sets based on features of the data using a tree-like structure. At each
node in the tree, the data is split into two sets. At the terminal nodes, the data
is classified into one of the possible classes.

The two main methods for measuring the quality of the data split are Gini
impurity and entropy. Entropy was introduced in the section on building word
vectors using skip-gram, so Gini impurity will be covered here. Gini impurity
gives the probability of incorrectly classifying an item in the dataset if the classes
are selected based on the distribution of labels in the dataset.

For decision trees, the Gini impurity value can be calculated for each split
of the data using the following formula:

C∑
i=1

p(i)(1− p(i))

where C is the number of classes in the dataset and p(i) is the proportion of the
dataset in class i. Note that when the Gini impurity is being calculated for one
of the splits, only the data inside that split is considered. The Gini impurity
for the full dataset can be calculated using the distribution of each label in the
dataset. Let the overall Gini impurity be Ginio. Next, the Gini impurity can be
calculated for each branch of the tree. Let the impurity for branch i be Ginii.
Now, using a weight based on the proportion of the data points in each split,
the Gini gain can be calculated. Let the ith weight be wi, the Gini gain is then:

Gini Gain = Genio −
C∑
i=1

wi ·Ginii

3.2.4 Random Forests:

The main issue with decision trees is its tendency to overfit to data. This means
that they tend to have low bias, but high variance; they fit the training data
very well, but their predictions to not generalize to the test set. Random Forest
is a machine learning algorithm based on an expansion of decision trees that
uses aggregated bootstrapping to yield better classification results. Aggregated
boostrapping means that a series of decision trees are trained on randomly
selected subsets of the data. The median of the results for the individual trees
is used as the final classification result.
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3.2.5 Convolutional Neural Networks:

A Convolutional Neural Network (CNN) is another type of neural network.
They were originally applied to image data, but they can be applied to any
matrix based input. A matrix representation of a piece of text can be created
by replacing each word with its word vector representation and concatenating
all the vectors. CNNs uses two main techniques to reduce the dimension of the
data: convolution layers and max pooling layers.

Figure 6: CNN Operations [27]

In a convolution layer, the sum of the element-wise product of each element in
the matrix with a weight matrix is calculated. For example, given the following
input and weight layer, the convolution is calculated as follows:

input =

−3 0 1
2 5 3
2 4 1


weights =

1 0 1
1 0 1
1 0 1


convolution = (−3·1)+(0·0)+(1·1)+(2·1)+(5·0)+(3·1)+(2·1)+(4·0)+(1·1) = 6

The max pooling layer takes the max value in a subsection of an array. For
example, for the following 4X4 input, the 2X2 max pooling layer output is:

input =


4 8 9 6
5 4 18 4
7 9 10 8
7 3 13 5


maxpooling(input) =

[
8 18
9 13

]
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After using a series of convolution layers and pooling layers, the data can be
used as input for a multi-layer perceptron newtork to compute the final output.
All weights for the multi-layer perceptron network and convolution layers can
be trained using back-propagation. Because CNN uses input that has a spacial
component, it can potentially pick up features that the previous models are not
able to.

3.2.6 Recurrent CNN:

Convolutional Neural Networks and Convoltional Neural Networks are examples
of feed forward neural networks because data only moves forward during the
calculation. In contrast, Recurrent Neural Networks (RNN) contain perceptrons
with the ability to copy and preserve data from previous input. This makes it
possible them to detect temporal patterns in data. An RCNN model contains
CNN and RNN layers.

3.3 Modeling Metrics:

A modeling metric gives a numerical score for evaluating each model’s per-
formance. Performance is evaluated using a test set that contains data with
known labels which was not used to train the model. The most straightforward
modeling metric is accuracy, i.e. the percent of correct predictions. The main
disadvantage of using accuracy is that the model’s accuracy does not measure
its ability to distinguish between classes of data. This is a special problem when
the data is very skewed. As an example, imagine that in a dataset with binary
labels, 90% of the data has a true label and 10% of the data has a false label.
A model could attain 90% accuracy by always predicting true, but the model
could not be said to have the ability to distinguish between the two classes.

The F1 score is a modeling metric that addresses the issue with accuracy.
The F1 score is the harmonic mean of the models precision and recall. Precision
is the models rate of correctly classifying positive responses. This is:

precision =
true positives

true positives+ false positives

Recall is the model’s rate of correctly classifying relevant responses. This is:

recall =
true positives

true positives+ false negatives

f1 = (
recall−1 + precision−1

2
)−1

Precision and recall can individual be minimized by minimizing false posi-
tives and false negatives respectively. If the arithmetic mean of the two values is
used to evaluate the classification, the chosen classifier could be biased toward
minimizing precision or recall individually. Classifiers that minimize either false
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negatives or false positives by guessing that almost all the elements belong to
one of the classes may have high accuracy on skewed datasets, but will not have
the ability to distinguish between classes. Taking the harmonic mean of the two
metrics ensures that the classifier will not be biased toward false positives or
false negatives.

In this classification problem, false positives are assigned when an error in
the users response is not detected. This detracts from the educational value
of the simulation. False negatives are assigned if a correct response is deemed
wrong and corrected. This detracts from the user experience because being cor-
rected after giving a correct answer can cause frustration. There is an interest
in minimizing both false negatives and false positives, so the F1 score is an
appropriate metric for evaluating the dialogue classifiers.

The F1 score is only defined for binary classification tasks. In multi-label
classification problems, the precision and recall can be computed and averaged
in different ways to create an overall F1 score. For example, let C be the total
number of classes. The overall number of true positives, false positives, and
false negatives can be individually summed and used to compute a global value
for the precision and recall as follows:

Global Precision =

∑C
i=1 True Positive(i)∑C

i=1 True Positive(i) +
∑

c False Positive(i)

Global Recall =

∑C
i=1 True Positive(i)∑C

i=1 True Positive(i) +
∑C

i=1 False Negative(i)

A F1 score termed the micro F1 score can then be computed from these values.

Another method for computing a multi-class analogue to the F1 score is
using simple average of the precision and recall for each class:

Mean Precision =

∑C
i=1

TP (i)
TP (i)+FP (i)

C

Mean Recall =

∑C
i=1

TP (i)
TP (i)+FN(i)

C

These mean values can then be used to compute the F1 score, termed the macro
F1 score.

The macro F1 score can be further modified to account for class imbalance
by weighting ith term in the average precision and recall calculations by the
number of samples that have the ith label. This means that classes with more
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data will be weighted higher in the calculation.

The weighted F1 score is used as the main modeling metric for the data
analysis portion of this research because there are large class imbalances in sev-
eral of the datasets.

4 Methodology

4.1 Dataset Creation:

The goal of the implementation of the framework is to create a series of machine
learning classification models that are able to classify input for each of the
questions from the simulation based on the same features that distinguish the
multiple-choice questions. These classification models need to be trained using
a dataset of potential responses to a free-input version of each multiple-choice
question. Therefore, the first step in the creation of the free-input dialogue
system was the creation of a dataset comprising possible responses for each
question from the simulation. The dataset collection process evolved over the
course of the research. This section will cover the evolution of the data collection
approach. It will also cover an algorithm that was created for generating data.

4.1.1 Initial Approach: Data Collection for Multiple-Choice Classi-
fication

The initial data collection approach focused on collecting re-phrasings of the
multiple-choice answers for each question from the simulation. This data col-
lection approach assumed that re-phrasing data could be used to create models
with the ability to map all possible user input into the original multiple-choice
categories. Note that each multiple-choice option was associated with label.
This label indicates the ”appropriateness” of each response (see section 1.2.1).
Each rephrasing of a multiple-choice response is associated with that multiple-
choice response’s label.

Data collection was performed using the crowdsourcing service Amazon Me-
chanical Turk. For the initial round of dataset collection, the prompts asked
users to provide re-phrasings of the original multiple-choice responses. Two
types of prompts were created for collecting data: rewrite prompts and feed-
back prompts. Rewrite prompts asked users to reword multiple-choice answers
from the original dialogue tree. Feedback prompts asked users to give answers
that match the feedback of the original multiple choice answers. Examples of
these prompt types are shown in figures 7 and 8.
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Figure 7: Rewrite prompt example
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Figure 8: Feedback prompt example

The main issue with this labeling approach is that the labels are not able
to capture the range of possible input that could be received by a free-input
dialogue system. To illustrate the issue that was encountered when attempting
to classify responses into the single label system, consider the responses in table
1 (section 1.2.1). Imagine a response combining parts of the first and third
response: ”I appreciate that you are looking out for your team, but not all of
the details have been finalized, so I’m not sure if that it would be of any help
to you now.” It is not clear which category this response should go into because
it has traits that are considered positive (similar to response 1) and negative
(similar to response 3) based on the given feedback.

4.1.2 Final Approach: Context-based Data Crowdsourcing, Binary
Category Labels, and Data Generation

Because of the limitations discussed above, the original multiple choice options
were ignored in favor of a new approach. The test set for the model should be
a set of input created by collecting responses to the free-input versions of the
questions from the simulation because this is the dataset that the models are
being trained to classify. Therefore, data crowdsourcing was performed using
prompts containing only the context and intent information a simulation user
would receive while using the game. An example of one of these prompts is
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shown in figure 9:

Figure 9: Context prompt example

The responses to these prompts represent real answers to the questions from
the simulation, so this data can be used for evaluating the classification models.

A new labeling approach was also used. First, each question from the simu-
lation was considered to be a separate classification problem. This means that
each prompt needs its own classification model trained only on data collected
specifically for that prompt. Next, each prompt was given its own unique labels.
Rather than using labels based on the original multiple-choice categories, the
new labels for each prompt were created by breaking the text features mentioned
in the original feedback into sub-categories. For example, the feedback for the
responses in table indicate that a response should receive a higher ”appropri-
ateness” label if it ”displays understanding” and ”implies that you will give the
information”. Similarly, a response should receive a lower ”appropriateness”
label if it ”is curt and dismissive”. We can define ”displays understanding”, ”is
curt and dismissive”, etc. as binary sub-categories that can be present or ab-
sent in the text. Although these are not truly binary categories (e.g., text could
”display understanding” to different degrees), it is reasonable to approximate
labels for these categories by using binary labels to represent the presence or
absence of text that matches the category description. Table 2 gives an example
of sub-categories for question 5. A list of the sub-categories for each question is
given in appendix B.

The final label for each question is created by combining the labels for each
of the sub-categories. For example, the first piece of text would have a label
101, and the second piece of text would have a label 100. Given that there are
n total binary sub-categories for a question, there are 2n possible labels.

Note that this type of labeling scheme accounts for the two main issues that
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Table 2: Sub-categories and Binary Labels for Question 5

Example Responses Gives time
when in-
formation
will be
given

Displays
under-
standing
and empa-
thy

Explains
that you
are not
ready

Full Label

Is it alright if this
waits until the actual
mission brief? I’m
busy getting ready
for it now.

1 0 1 101

I appreciate that you
are looking out for
your team, but you
will get all of it soon
when we have the
brief this afternoon.

1 1 0 110

plagued the single label labeling scheme: it easy to generate context specific
labels and the labels span a wide array of responses.

Using this type of binary labeling system has several advantages. Each
label in the original labeling system had to be explicitly defined. With binary
labels, only the individual categories have to be defined. This means that a
binary labeling system yields a larger number of possible labels from a smaller
number of defined categories. If a new text feature needs to be found, the
binary labeling system is also easier to update because the binary labels for
the preexisting categories would not change. The binary labeling system is also
based on individual text features; each label can be considered to represent
the presence or absence of certain text features in the response. This makes
the binary labels more definitive and aids in the creation of a data generation
algorithm.

4.1.3 Data Generation:

Collecting a sufficient dataset for training classifiers using only crowdsourcing is
difficult because crowdsourced responses need to be labeled and are expensive
to collect. On the other hand, use of labels for sub-categories based on the
presence or absence of text makes it easy to write a list of text snippets that
would receive a binary label of 1 or 0 when labeled using the labeling system
presented in section 4.1.2 for each sub-category. Full pieces of input data can
be created by making combinations of these text snippets. Each piece of output
text created by this data generation algorithm is labeled, so it can be used as
training data for the classification models.

Tables 3 and 4 give examples of text snippets for the sub-categories for
question 4.
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Table 3: Example text snippets for set definite(1)

Gives time when
information will be
given

Displays understand-
ing and empathy

Explains that you are
not ready

We will have a brief this
afternoon

I know that this is critical
to the mission

Not all the details have
been finalized

The supplies will be dis-
cussed in the meeting

I understand that you
need this information

I need time to confirm
what we are bringing

Later today we will have
all answers

I am accessing the need
for supplies and man-
power

Table 4: Example text snippets for set definite(0)

Gives time when
information will be
given

Displays understand-
ing and empathy

Explains that you are
not ready

We won’t be able to pro-
vide that information

I don’t understand why
you need to know that

(this category is purpose-
fully left blank)

You will not get that in-
formation

That is none of your con-
cern

No, we can’t supply this
information to you

It is my decision who gets
the information and who
does not

The text snippets in each table can be thought of as a set. Let tj(i) be
the ith snippet of example text in sub-category j. Let text be a piece of text
created by choosing one or fewer text snippets from each sub-category and com-
bining them. Text snippets in Table 3 are members of the set definite(1). The
presence of text snippet from category j in text will result a binary label of
1 for the text snippet’s corresponding sub-category. Similarly, the presence of
a text snippet on Table 4 will result a binary label of 0 for the text snippet’s
corresponding sub-category. These sets are called ”definite” because the pres-
ence of text snippets from them defines the label the text will receive for each
sub-category. Figure 10 shows the definition in set notation.

tj(i) ∈ definite(k) for k = 0, 1 if tj(i) ∈ text
always implies text will receive binary label k for category j.

Figure 10: Set notation for sets definite(1) and definite(0)

Two additional sets were defined: isolated(1) and isolated(0). These ad-
ditional sets allow the algorithm to deal with cases when the meaning of the
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output text changes depending on how much information is given. Table 5 shows
example text snippets for isolated(0).

Table 5: Example text snippets for set isolated(0)

Gives time when
information will be
given

Displays understand-
ing and empathy

Explains that you are
not ready

I will get back to you as
soon as possible

(this category is purpose-
fully left blank)

(this category is purpose-
fully left blank)

I will give you an update
quickly as I can

If the only text snippet in text from the first sub-category is ”I will get back
to you as soon as possible”, it would receive a label of 0 for the first sub-category.
If another text snippet from definite(1) is also in text (e.g., ”I will get back
to you as soon as possible, but the supplies will be discussed in the meeting”),
the label for the first sub-category would become 1 since the text now indi-
cates a specific time that the information will be given. For this question, there
are no responses in isolated(1). The set notation definition for isolated(1) and
isolated(0) is given in figure 11.

tj(i) ∈ isolated(k1) for k1 = 0, 1 if tj(i) + tj(h) ∈ definite(k2),
where k2 = 0, 1 for any tj(h) ∈ definite(k).

Figure 11: Set notation for sets isolated(1) and isolated(0)

Note that text snippets from the same sub-category on isolated tables are
never combined.

The text snippets on these tables can be combined using a recursive data
generation algorithm to create labeled output data that can be used to train a
text classification model. Consider tables 7 and 7:

Table 6: Example table definite(0)

Sub-
category
1

Sub-
category
2

a d

b e

c

Table 7: Example table definite(1)

Sub-
category
1

Sub-
category
2

f h

g i

j

The algorithm takes a column number and a blank string as input. It starts
by appending each element in the first column to a list and recursively calling
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the function on the next row. It does this with a separate loop for each table.
This process can be illustrated by the tree like structure shown in figure 12:

Figure 12: Data generation tree

The recursive function outputs when the number of concatenated text snip-
pets equals the number of categories. Categories can be left blank by inserting
blank rows into the table.

The amount of output created by the data generation algorithm is heavily
dependent on the number of binary categories for the labels and the number
of text snippets per binary category. For example, consider the case when the
data generation is being used to combine samples from the sets definite(0) and
definite(1). If there are fi text snippets in category j for set definite(0) and rj
pieces of data in category j for set definite(1),

∏n
j=1 fj + rj pieces of data will

be generated by
∑n

j=1 fj + rj pieces of input text. The output of the algorithm

(measured by the number of pieces of data generated) is O(
∑n

j=1 fj + rj)
2 for

n = 3 and O(
∑n

j=1 fj + rj)
3 for n = 3

4.2 Training Text Classifiers:

4.2.1 Splitting Data:

The test dataset for each classification model consists of only responses collected
using context prompts. These prompts contain the same information that would
be given to users in a free-input version of the simulation. Therefore, the data
from these prompts is representative of the type of responses that users of the
free-input dialogue system would produce.

Resampling is necessary because the rephrasing and feedback prompts are
based on the original multiple-choice questions, but the labeling system in-
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troduces additional labels for responses that are not equivalent to any of the
multiple-choice options. This means that the data from the rephrasing and feed-
back prompts can be skewed toward certain labels that are not very prominent
the in the context dataset.

For example, figures 13, 14, and 15 show the distribution of data collected
using context, rewrite, and feedback prompts for dataset 2.

Figure 13: Label distribution for context data for classifier 2

Figure 14: Label distribution for rewrite data for classifier 2
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Figure 15: Label distribution for feedback data for classifier 2

The rewrite and feedback datasets have very similar distributions, and the most
prominent label in the context dataset is underrepresented in both the rewrite
and feedback datasets.

The data collected using context prompts was randomly split to make the
training and testing sets. The training set was created by resampling the rewrite,
feeedback, and generated data. The goal of the resampling process was to create
a training set with a similar label distribution to the label distribution of the
context data. The resampling process works as follows:

1. The ratio of each label in the context set is found and saved. For example:
ratio = {”00” : 0.065, ”01” : 0.18, ”10” : 0.2, ”11” : 0.55}.

2. For each label, data with the same label from the feedback, rewrite, and
generated data is resampled. The proportion of feedback, rewrite, and gen-
erated data in the training set is controlled by a parameter multtype where
type ∈ [rewrite, feedback, generated]. The number of samples selected from
each type of data is selected samples = ceil(ratio[i] ·multtype) where ceil is the
ceiling function. Let supporttype(i) be the number of pieces of data with label i
for type type. If there are no samples for a label in the context data, the ratio
will be 0. In this case, the number of samples selected is

selected samples =

n∑
i=1

supportcontext(i) ·
min(ratio)

3

where sum(supportcontext) is the total number of samples in the context data
and n is the total number of labels. Even if there are no samples in the context
set with a specific label, the classifier should still be trained on that label.

3. If supporttype(i) < ceil(ratio[i] · multtype) then data is resampled with re-
placement. If supporttype(i) >= ceil(ratio[i] ·multtype), data is resampled with-
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out replacement. After the final dataset has been created using this resampling
process for each type of data, the resampled data is combined together.

After a training dataset was assembled using the techniques covered in the
above section, a feature representation and modeling pipeline was created to
test various modeling approaches. Feature representations are the numerical
inputs used to represent data features (see section 3.1). Models in this context
are machine learning or deep learning models trained using the numerical fea-
ture representations to classify input text (see section 3.2). Model performance
is evaluated by using an evaluation metric (see section 3.3)

5 Implementation Results:

5.1 Crowdsourced Data:

Table 8 gives the total number of samples collected using each of the data crowd-
sourcing prompt types.

Table 8: Crowdsourced data by prompt type

Context Rewrite Feedback Total
# of Samples 1,449 1,359 1,314 4,122

Figure 16 shows the number of pieces of text data collected for each dataset
using each data crowdsourcing prompt type.
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Figure 16: Crowdsourced data by data type

Classifier 2 and classifier 8 are used for two questions from the multiple-choice
game, so additional data was collected for both. For a map from multiple-choice
question to dataset, see tables 33, 34, and 35 in appendix B.

The lexical diversity and average response length for each type of text data
can be used to measure the utility of each data type. However, as figure 16
indicates, the amount of data collected using each prompt type is imbalanced.
Types to tokens ratio (TTR) is the standard measure of lexical diversity. TTR
measures the ratio to unique words to total words in a corpus. It is biased
toward higher values for smaller corpuses, so Measure of Textual Lexical Diver-
sity (MTLD) was used to measure lexical diversity. MTLD differs from TTR
because it calculates the mean length of sequential word strings in a text that
maintain a given TTR value [28]. It has been found that MTLD is less affected
by text length than other measures of lexical diversity [28].

In figure 17, the horizontal and vertical bars give the mean MTLD and aver-
age length over all the questions in the data set. Context prompts yield longer
answers with higher MTLD values. For some questions (e.g. 3 and 4), there are
large differences in average response and MTLD value. Each of these questions
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asks the user to provide an explanation, and the context prompts encouraged
users to provide more verbose explanations in an attempt to be more polite.
The values for other questions, such as questions 1 and 12, are relatively similar
regardless of the prompt type. Both of these questions are greetings, so the
clustering could be due to the small feature space that these questions have.

Figure 17: Average Length and lexical diversity (MTLD) by crowdsourcing
prompt type

Figure 17 indicates that data collected using context prompts has the highest
mean average response length and MTLD values. The average MTLD value
for rewrite and feedback data are almost exactly the same, but data collected
using feedback prompts has a slightly higher average response length than data
collected using rewrite prompts. Data with higher MTLD and higher average
response length values can capture more of the variance in potential input to
the classification models, so crowdsourcing prompt types that yield data with
higher values for these metrics are preferred.

5.2 Modeling Results:

During the modeling process, K-Nearest Neighbors (KNN), Random Forests
(RF), Multi-Layer Perceptron (MLP), Convoluational Neural Network, and
RCNN models were trained using TFIDF and Glove Word2Vec average, and
Glove word embedding feature representations as input. The parameters on
these models were also varied. For KNN, the number of neighbors varied be-
tween 1 and 10. For RF, the number of estimators (i.e., the number of trees used
to generated the prediction) was varied between 2 and 46. The max depth of
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the individual trees was also varied between 2 and 46. For MLP, the max num-
ber of training iterations was varied between 500 and 1500, and various hidden
layer dimensions were tested. For CNN, the epochs were varied between 3 and 7.

Two training sets were used: the first contained generated data and crowd-
sourced data and the second contained only crowdsourced data. In both datasets,
the data was split using the method introduced in section 4.2.1. These two train-
ing datasets were created to test the usefulness of the generated data for training
models

The best results for each classification model using the training dataset with
generated data are shown in tables 9 through 13.

Table 9: KNN Results

Classifier Dimensions Neighbors F1 Feature
1 200 4 0.7079 tfidf
2 100 1 0.6096 tfidf lem
4 200 10 0.5498 w2v
5 200 1 0.7529 w2v
6 100 7 0.7531 tfidf
9 200 4 0.6310 w2v
10 300 5 0.7826 tfidf lem
13 300 1 0.6530 tfidf lem
14 300 2 0.5086 tfidf lem

Table 10: Random Forests Results

Classifier Dimensions Number
of Estima-
tors

Max
Depth

F1 Feature

1 100 26 6 0.8018 tfidf
2 300 42 38 0.7536 tfidf
3 300 14 38 0.5765 w2v
4 300 30 18 0.8333 tfidf
5 200 6 42 0.7848 tfidf
6 200 22 42 0.7450 w2v
7 100 34 22 0.8383 tfidf
8 300 14 46 0.7154 tfidf
9 100 10 22 0.5722 tfidf
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Table 11: Multi-Layer Perceptron Results

Classifier Dimensions Hidden
Layer
Sizes

Max Itera-
tions

F1 Feature

1 300 (50, 50) 1500 0.7986 tfidf
2 300 (100, 100) 1500 0.7616 tfidf
3 300 (50, 50) 1500 0.6680 w2v
4 200 (50, 50) 1000 0.7903 w2v
5 100 (100, 100) 500 0.7621 tfidf
6 300 (100, 100) 1500 0.7493 w2v
7 200 100 500 0.7955 w2v
8 300 50 1500 0.7235 tfidf
9 100 50 1000 0.6196 tfidf

Table 12: CNN Results

Classifier Dimensions epochs input d F1
1 300.0 5 300 0.7837
2 200.0 5 300 0.8183
3 200.0 7 300 0.6486
4 300.0 5 300 0.8082
5 200.0 3 300 0.8004
6 200.0 5 300 0.7452
7 300.0 7 300 0.8479
8 100.0 7 300 0.7997
9 200.0 7 300 0.6256

Table 13: RCNN Results

Question Dimensions epochs input d F1
1 100.0 3 300 0.7437
2 100.0 3 300 0.8007
3 100.0 3 300 0.6009
4 200.0 3 300 0.7385
5 100.0 3 300 0.7783
6 200.0 3 300 0.7737
7 200.0 3 300 0.7634
8 200.0 3 300 0.8215
9 200.0 3 300 0.5589
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The best results for models trained using generated data are summarized in the
table below:

Classifier F1 model type
1 0.8018 rf
2 0.8182 cnn
3 0.6680 mlp
4 0.8333 rf
5 0.8004 cnn
6 0.7737 rcnn
7 0.8479 cnn
8 0.8215 rcnn
9 0.6256 cnn

Table 14: Best Results With Generated Data

The best results for each classifier using the training dataset without generated
data are shown in tables 15 through 19.

Table 15: KNN Results

Question Dimensions Neighbors F1 feature
1 200 4 0.707878788 tfidf
2 100 5 0.59127255 tfidf
3 200 10 0.549770633 w2v
4 200 1 0.752906977 w2v
5 100 7 0.753077652 tfidf
6 200 4 0.630990759 w2v
7 300 6 0.774068323 tfidf
8 100 4 0.621802657 tfidf
9 100 8 0.508535245 tfidf

Table 16: RandomForests Results

Question Dimensions n est max dep F1 feature
1 200 34 18 0.8534 w2v
2 200 22 34 0.7143 tfidf
3 100 38 42 0.6241 tfidf lem
4 200 34 38 0.9387 tfidf lem
5 300 22 42 0.7224 w2v
6 300 6 42 0.6077 w2v
7 200 10 42 0.8188 tfidf
8 200 22 34 0.6336 tfidf lem
9 300 2 14 0.5122 tfidf
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Table 17: MLP Results

Question Dimensions hls max it F1 feature
1 200 (50, 50) 1000 0.7708 w2v
2 100 (50, 50) 1500 0.7454 tfidf
3 100 50 1000 0.5785 w2v
4 200 (50, 50) 1500 0.8546 w2v
5 100 (50, 50) 500 0.7870 tfidf
6 200 (50, 50) 1500 0.6994 w2v
7 300 (50, 50) 1000 0.8074 tfidf
8 300 (50, 50) 1500 0.7260 tfidf
9 100 50 500 0.6505 tfidf

Table 18: CNN Results

Question Dimensions epochs input d F1
1 300.0 7 300 0.8153
2 200.0 7 300 0.7596
3 300.0 3 300 0.6226
4 100.0 7 300 0.9794
5 300.0 5 300 0.7695
6 200.0 3 300 0.6358
7 200.0 5 300 0.7171
8 200.0 7 300 0.7265
9 100.0 3 300 0.5414

Table 19: RCNN Results

Question Dimensions epochs input d F1
1 100 3 300 0.7805
2 100 3 300 0.7776
3 100 3 300 0.5893
4 200 3 300 0.9387
5 200 3 300 0.7394
6 100 3 300 0.6390
7 100 3 300 0.6790
8 200 3 300 0.7526
9 100 3 300 0.6506
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The best results for models trained without using generated data are summa-
rized in the table below:

Table 20: Best Results Without Generated Data

Question F1 Model Better?
1 0.8534 rf Yes
2 0.7776 rcnn No
3 0.6241 rf No
4 0.9793 cnn Yes
5 0.7870 mpl No
6 0.6993 mlp No
7 0.8188 rf No
8 0.7526 rcnn No
9 0.6506 rcnn Yes

The best overall results are:

Table 21: Best overall results from all methods

Question model type F1
1 rf 0.8534
2 cnn 0.8183
3 mlp 0.6680
4 cnn 0.9794
5 cnn 0.8004
6 rcnn 0.7737
7 cnn 0.8479
8 rcnn 0.8215
9 cnn 0.6256
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5.3 Data Visualizations:

5.3.1 Principal Components and t-SNE:

One way to visualize a feature representation’s effectiveness at distinguishing
between classes is through Principle Components and t-SNE plots. Principal
Component analysis breaks a data set down by finding the minimum number of
variables that explain the maximum amount of variance. It works by finding the
eigenvalues and eigenvectors of the covariance matrix of the normalized data.
The normalized eigenvectors form an orthogonal basis of the covariance matrix,
and the value of the eigenvalues is proportional to the amount of variance ex-
plained by each normalized eigenvector.

t-SNE is a non-linear dimensionality reduction technique that works by op-
timizing a similarity measure between points in the dataset for a high and low
dimensional space. In the high dimensional space, a Gaussian distribution is
fitted over each point. The probability density of the Gaussian distribution at
any other point in the dataset is proportional to the similarity between the two
points. Next, a Cauchy distribution is fit over the point in the low dimensional
space, and similarity is again calculated using the probability density at all other
points. t-SNE attempts to make the similarity measures in the low dimensional
space mirror the similarity measures in the high dimensional space.

The dataset that got the biggest boost from being classified without gener-
ated data was dataset 4. The principle component and t-SNE plots for the data
for this classifier show why the performance boost was so dramatic.

Figure 18: Left: Principal Component Plot for 100 dimension TFIDF for dataset
4 with generated data Right: t-SNE breakdown of 100 dimension TFIDF with
generated data

Figure 18 shows that data points with three of the labels are relatively
separable (00, 10, 11), but the data points for class 01 are interspersed with
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data points with label 00. However, as seen in Figure 19, for the version of this
dataset without generated data, the label 01 does not appear.

Figure 19: Left: Principal Component Plot for 100 dimension TFIDF for dataset
4 without generated data Right: t-SNE breakdown of 100 dimension TFIDF
without generated data

The label 01 does not appear because it is not present in the rewrite, feed-
back, or context data. For this question, the binary sub-categories are not
independent. The first sub-category is based on whether or not the user an-
swered a question. The second sub-category is based on whether or not the
answer gave specific details, so a label of 01 would be an answer that gave
specific details without answering the question, which is impossible. The data
generation algorithm is based on the assumption that the labels are indepen-
dent, so it generates unnecessary data that weakens the classification accuracy
in this case. Without this unnecessary class, the label separation is very clear,
and the classifier can easily distinguish between the labels.

The other dataset that got a boost from being trained without generated
data was dataset 1. A Principal Components and t-SNE plot using TFIDF for
the data for this dataset are shown in Figure 20.
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Figure 20: Left: Principal Component Plot for 200 dimension tfidf for dataset
1 with generated data Right: t-SNE breakdown of 200 dimension tfidf with
generated data

There is not very clear separation between the labels. In both plots, the
data points with the label 110 are spread out across most of the graph, but
there are some clusters of points that may be helpful for classification purposes
in the t-SNE plot. Figure 21 shows the same plots without generated data.

Figure 21: Left: Principal Component Plot for 200 dimension tfidf for dataset 1
without generated data Right: t-SNE breakdown of 200 dimension tfidf without
generated data

The plots of the TFIDF representation without generated data show clearer
label separation. The label 110 is clearly clustered and separated from most of
the data in class 111, which is the second most prominent label.

The datasets with the worst classifier performance were 3 and 9. The plots
for dataset 3 with generated data are shown below. Figure 22 shows the 200
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dimension TFIDF representation. Figure 23 shows the 200 dimension Glove
word vector representation.

Figure 22: Left: Principal Component Plot for 200 dimension TFIDF for dataset
3 with generated data Right: t-SNE breakdown of 200 dimension TFIDF with
generated data

Figure 23: Left: Principal Component Plot for 200 dimension Glove word vec-
tors for dataset 3 with generated data Right: t-SNE breakdown of 200 dimension
tfidf with generated data

In both plots, there is not very clear separation between data with different
labels. There are also several labels with a large number of samples, so this
is a more difficult classification problem than many of the other classification
problems in the analysis. The figures 24 and 25 show the same plots for this
dataset without generated data:
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Figure 24: Left: Principal Component Plot for 200 dimension tfidf for dataset 3
without generated data Right: t-SNE breakdown of 200 dimension tfidf without
generated data

Figure 25: Left: Principal Component Plot for 200 dimension Glove word vec-
tors for dataset 3 without generated data Right: t-SNE breakdown of 200 di-
mension Glove word vectors without generated data

Although there appears to be slightly more clustering in the t-SNE plots,
the same issue with data points that are not sufficiently separated is still present
in both graphs.
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The graphs for dataset 9 are shown below. Figure 26 shows the 200 dimen-
sion tfidf representation. Figure 27 shows the 200 dimension Glove word vector
average.

Figure 26: Left: Principal Component Plot for 200 dimension tfidf for dtaset
9 with generated data Right: t-SNE breakdown of 200 dimension tfidf with
generated data

Figure 27: Left: Principal Component Plot for 200 dimension Glove word vec-
tors for dataset 9 with generated data Right: t-SNE breakdown of 200 dimension
Glove word vectors with generated data

There are clear clusters of data for each label except 01, but there is a
considerable amount of overlap between the classes in all of the plots. Figures
28 and 29 show the TFIDF and Glove word vector average plots for dataset 9
without generated data.
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Figure 28: Left: Principal Component Plot for 200 dimension tfidf for dataset 9
without generated data Right: t-SNE breakdown of 200 dimension tfidf without
generated data

Figure 29: Left: Principal Component Plot for 200 dimension Glove word vec-
tors for dataset 9 without generated data Right: t-SNE breakdown of 200 di-
mension Glove word vectors without generated data

In this case, removing the generated data does not make a big difference in
the separability of the labels. No classes are dropped as were in the plots for
dataset 4.

5.3.2 Unique Words:

Another way to visualize the data is by the percent of words in the data for
each label that are unique to that label. For example, consider the plot of
the percentage of unique words per label in dataset 1 shown in Figure 30 and
the plot of the distribution of labels in the context data for dataset 1 in figure 31.
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Figure 30: Percent of Words that are Unique to Each Label in Dataset 1

Figure 31: Label Distribution for Context Data in Dataset 1

Most of the labels do not have a very high percentage of unique words, but
the label with the most samples in the context set has the second highest per-
centage of unique words. This may help the classifier perform well on this label
in the dataset.
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For dataset 2, the distribution of unique words shown in Figure 32 and the
distribution of labels in the context set shown in Figure 33 are similar.

Figure 32: Percent of Words that are Unique to Each Label in Classifier 2

Figure 33: Label Distribution for Context Data in Dataset 2

This may make it easier for the classifier to find ways to distinguish data
with different labels because there are more features for labels with more sam-
ples.

For the dataset for classifier 9, the distribution of unique words per label
and the distribution of labels in the context dataset are different as is shown in
figures 34 and 35. Label 00 has the most data points in the context set, but
the other classes are also well represented. This makes it more difficult for the
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classifier to distinguish between labels.

Figure 34: Percent of Words that are Unique to Each Label in Dataset 9

Figure 35: Label Distribution for Context Data in Dataset 9
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5.4 Conclusion and Future Work:

Based on the modeling results, the text classification performance of this frame-
work looks promising The advantages of using this framework include:

1. The binary labeling system makes it simple to model on new text features
by adding additional labels to existing data, so the dialogue models can
be updated to classify more specific test features.

2. The binary labeling system also makes it possible to generate a large
training data set with any label distribution.

3. This framework can be used to create classification models that are able
to capture non-intent based features like sentiment or politeness.

4. The framework can be used to replace a multiple-choice dialogue system
without altering the structure of the simulation.

Future work could focus on:

1. Integrating this dialogue classification framework with some of the past
work on creating free-input question answering educational simulations
to create a dialogue system that is robust for both sentiment and intent
based classification.

2. Expanding the data generation algorithm to include synonym replacement
using word vector similarity to increase the lexical diversity

3. Comparative testing of multiple-choice and free-input dialogue systems
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Appendices

A Multiple-choice Questions and Feedback:

Table 22 gives the multiple-choice options and corresponding feedback for ques-
tion 1.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. You
approach him to introduce yourself.

Table 22: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

Good Morning Captain Wang, I am hon-
ored to have you join us.

Good choice. This is an appropriate intro-
ductory greeting within Chinese culture.
Score: Best

Good Morning Captain Wang, how are you
doing today?

This is an acceptable answer, but it is not
ideal to ask about the other person’s wel-
fare on a first meeting.
Score: Second Best

Good morning, Captain Wang. This answer is curt for a first meeting. It
would be better to offer a slightly more for-
mal greeting to a senior officer.
Score: Worst
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Table 23 gives the multiple-choice options and corresponding feedback for
question 2.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. Upon
meeting the commander of the Chinese team for the first time, he looks slightly
discouraged when he sees your rank. He asks why your commander isn’t present.

Table 23: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

He couldn’t make it today because he
had unexpected business come up. I
will be in charge in his absence.

This is the best answer because it pro-
vides an excuse for the absence of your
boss. Failing to do so would result in a
loss of face for the Chinese Captain, be-
cause it would demonstrate that your
officer does not have time to meet Cap-
tain Wang.
Score: Best

No, he is not here. I am the officer
in charge of the U.S. component of the
coalition.

This is an acceptable answer because it
clearly expresses that you have taken
charge of the U.S. element.
Score: Second Best

No, he is not here. I am taking his
place.

This answer is too curt and could be
insulting to a Chinese officer senior in
rank to you because you provide no ex-
planation for the absence of your supe-
rior officer.
Score: Worst
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Table 24 gives the multiple-choice options and corresponding feedback for
question 3. This question only comes up if the player does not explain why their
commander could not come to the meeting in question 2.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. He
asks why your commander isn’t present. Your commander can’t make it because
he had unexpected business.

Table 24: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

Unfortunately, he was assigned an-
other mission at the last minute and
cannot make it today.

This answer does a good job of provid-
ing a reasonable excuse without reveal-
ing any internal information.
Score: Best

He is busy today This answer is palatable because it of-
fers an excuse for your senior officer’s
absence, but also offensive because it
implies that your superior officer’s time
is more important than a Chinese offi-
cer of the same rank.
Score: Second Best

Id rather not say. This answer is the worst because it
is unnecessarily ambiguous. It only
serves to increase suspicion between
U.S. and Chinese.
Score: Worst
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Table 27 gives the multiple-choice options and corresponding feedback for
question 4.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. He
asks you for information on the type of supplies that you have brought for the
mission. You have not decided what type of supplies you are going to use and
will be covering this in a meeting this afternoon.

Table 25: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

I appreciate that you are looking out
for your team, but you will get all of it
soon when we have the brief this after-
noon.

This answer is appropriate because it
displays understanding and empathy
towards the officer and his need to
know, but is direct in telling him he
will not comply.
Score: Best

Is it alright if this waits until the actual
mission brief? I’m busy getting ready
for it now.

Has an air of politeness to it that im-
plies if the Chinese officer really needed
the information, that you will give it,
but it would be inconvenient to do so.
Score: Second Best

Not all of the details have been final-
ized so I’m not sure if that it would be
of any help to you now.

The response is curt and dismissive.

Score: Worst
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Table 26 gives the multiple-choice options and corresponding feedback for
question 5.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. The
Chinese commander asks you for information on the type of supplies that you
have brought for the mission. You tell him, you want to wait until the meeting
this afternoon to talk about it. He tells you that knowing some basic information
now would be helpful.

Table 26: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

We have crates of supplies like food,
water, and hospital equipment avail-
able. As of right now that will be pri-
marily what we are giving the locals.

The response is direct and does not
seem to hold ulterior motives.

Score: Best

There really is not much to tell. It’s
going to be our basic loadout for Hu-
manitarian aid missions.

Deliberately makes assumptions about
the Chinese officer knowing what a ba-
sic loadout is for an American aid mis-
sion which is not entirely empathetic.
Score: Second Best

I’d really prefer just to wait until the
brief, if that is ok.

This answer is very direct and centered
on the speaker’s discomfort with shar-
ing information rather than make up a
reason or simply share. Depending on
the tone could display distrust.
Score: Worst
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Table ?? gives the multiple-choice options and corresponding feedback for
question 6.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. You
have just heard that planes carrying equipment for the Chinese team have been
delayed. You want to give a response that will indicate how you will adapt to
the changes.

Table 27: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

I’m sorry to interrupt, it sounded im-
portant. Anything I can do to help?
With your plane being delayed I’d like
to do my best to make the mission go
smoothly.

You are offering a solution to their
problem while keeping it at the lowest
level. This helps save face for the offi-
cer by solving their problem for them.
Good for long term orientation as well.
Score: Best

Oh, is it about the plane being de-
layed? We have plenty of supplies here
to compensate so we can accomplish
the mission together until it arrives.
I’m sure we can figure something out.

More of a mutual solution rather than
offering something first.

Score: Second Best

I hope everything was resolved. If
it is alright, I have a few questions
about the mission since I heard you
had a flight delay and that will affect
how many Chinese soldiers are on the
ground.

Addresses their problem but does not
offer solutions. Focuses on your prob-
lem due to their shortcomings.

Score: Third Best

Well, I wanted to come over and share
some of what we are planning for the
mission and try and collaborate more
closely since I just found out your plane
was delayed.

Worst option since the tone is quite ca-
sual and seems to be flippant of the
Chinese Officers situation.

Score: Worst
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Table 28 gives the multiple-choice options and corresponding feedback for
question 9.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss joint aid mission. He has
just told you that planes carrying equipment for the Chinese team have been
delayed, and unless the planes arrive, his team may not be able to help. You
try to convince him to help you and have told him that you will go to a higher
ranked officer if he does not help, but he says it is out of his control. You want
to convince him that it is better to cooperate than to make you go to a higher
ranked officer.

Table 28: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

Please work with me here. There are
plenty of supplies to go around.

Shows the frustration of the American
officer and show how he feels trapped
just like the Chinese Officer. Shows
how they need to accomplish it to-
gether. Overall best option.
Score: Best

I saw you pointing at the containers
here. Would the issue have to do with
that? We can make this work, we have
to.

Ties the two parties together and
points out a potential reason why the
issue exists with the supplies.

Score: Second Best

It’s not the ideal solution, I know, but
unless we come to a compromise with
manning or supplies, I will have no
choice but to go to your commanding
officer.

Makes the American look like he is only
concerned about himself and is using
the same desire to stay under the radar
to get the mission accomplished.

Score: Worst
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Table 29 gives the multiple-choice options and corresponding feedback for
question 10.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. There
has been a mix up, but the Chinese commander has proposed an alternative
plan. You have a few problems with the plan. You want to discuss it with him
further.

Table 29: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

Can I talk with you in private once
questions are over?

Good job! This answer both demon-
strates respect for the team leader’s
image in front of his subordinates and
accomplishes your intent of discussing
the plan.
Score: Best

Yes, I have a few problems with your
plan I’d like to discuss in private.

Although asking to talk in private
is the appropriate response, you ad-
dressed your interests in a tactful and
respectful manner, and the team leader
will most likely not find fault with your
wording. He will, however, be flustered
that you addressed a potential flaw in
front of his subordinates.
Score: Second Best

I don’t have any questions right now. Although waiting to speak to the team
leader when he is in private is cultur-
ally appropriate, this response is too
passive and does not even arrange for
a later discussion.
Score: Third Best

Can you explain to me why we are set-
ting up two individual aid stations?

Asking the team leader to explain to
you will likely make him angry that he
has to justify himself to a peer, and do-
ing this in public will most likely em-
barrass him.
Score: Worst
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Table 30 gives the multiple-choice options and corresponding feedback for
question 12.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. You
originally planned to have one aid station, but he has proposed an alternative
plan with two aid stations. You are now meeting to discuss his plan.

Table 30: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

Thank you for meeting with me. I just
had some questions about the part of
the plan concerning the aid stations?
Why are you doing it that way?

Good job expressing thanks for meet-
ing with him. Phrasing your issues
with the plans as questions will also
reaffirm his status as the leader of his
team and prompt him to be more gra-
cious in discussing the plans.
Score: Best

Ok. Now that we’re in private, why
did you say that we would set up two
aid stations?

This answer isn’t bad, but in demon-
strating eagerness to discuss the prob-
lem right off the bat it may be conveyed
as disrespect.
Score: Worst
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Table 31 gives the multiple-choice options and corresponding feedback for
question 13.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. He
has proposed to set up two aid stations to help refugees, one American and one
Chinese. You think it would be better to have one large American aid station
with American medics.

Table 31: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

What benefit does your way have? If
we split up the supplies, we won’t be
able to give every person what they
need at a single station.

By asking for the team leader’s reason-
ing instead of calling him out, you cre-
ate a nonthreatening basis for discus-
sion and also offer a valid point of your
own.
Score: Best

The plan was to use one large aid sta-
tion with American medics running it.
How is this way better?

You simply restated the original plan,
which the team leader elected to
change. This raises the probability of
an impasse since you are not superior
to the Chinese team leader.
Score: Worst
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Table 32 gives the multiple-choice options and corresponding feedback for
question 14.

Context for this question: You are an American soldier who is meeting with
the commander of a Chinese army platoon to discuss a joint aid mission. You are
discussing how to divide the responsibilities between the two teams. You think
it would be better to have American medics running the aid station because
you feel that they have better training. You want to Chinese team to work site
security because they have more training in that area.

Table 32: Multiple-Choice and Feedback Table Question 1

Multiple-Choice Text Feedback and Score

When I made the plan, I believed that
securing the site and protecting the
victims was the most important task.
Your men have good experience in se-
curity, so I wanted them to make sure
everyone is safe. Our supplies are bet-
ter suited for running the aid station.

Good job! In addressing the Chi-
nese team’s strengths and demonstrat-
ing respect for them by aligning them
with important tasks, you will appeal
to the team leader’s inherent pride in
his group’s abilities.

Score: Best

Our medics are better at doing this sort
of thing, and your men are better at
site security.

You mentioned each team’s relative
strengths, but unless you incentivize
their job’s importance and appeal to
the leader’s pride, they will keep doing
what they were doing.
Score: Second Best

Our American medics are trained at
running aid stations and treating pa-
tients. They have much more expe-
rience than your medics. Our medics
should handle the flow of patients.

This might be true, but mentioning
this to the team leader will make him
feel offended and angry.

Score: Worst
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B Label Sub-categories:

Table 33: Sub-categories for each dataset and multiple-question part 1

Dataset: Corresponding
Multiple-choice
Question(s)

Label sub-
category 1

Label sub cate-
gory 2

Label sub cate-
gory 3

1 1 Greets officer
(e.g., ”Good
morning Cap-
tain Wang” or
”Good morning
sir”)

Doesn’t ask
about officer’s
welfare, (e.g.,
does not say
”How are you
doing today?”)

Uses an hon-
orific (e.g., ”I’m
honored to meet
you” or ”I’m
thrilled to meet
you”)

2 2,3 States a reason
for boss’s ab-
sence or implies
that the boss’s
absence is out of
his control (i.e.,
uses language
like ”couldn’t”
or ”can’t” or
states ”He
would have
liked to be
here”)

Expresses that
you are lead-
ing the mission
(e.g., ”I am tak-
ing his place” or
”I am leading”)

N/A

3 4 Gives the time
when he will get
the information
(e.g., ”We will
give that infor-
mation in the
brief this after-
noon”)

Displays un-
derstanding
and empathy
towards the offi-
cer and his need
to know. Does
not dismiss the
concern (e.g, ”I
appreciate that
you are looking
out for your
team”)

Explains that
you are not
ready (e.g. Not
all details have
been finalized or
”I am preparing
for the brief”)

4 5 Answers the
question (e.g.
does not say
”I’d really just
prefer to wait
until the brief”)

Gives detailed
information
(e.g. ”We have
food, water,
etc.” rather
than ”We
have the basic
loadout for a
humanitarian
aid mission”)

N/A
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Table 34: Sub-categories for each dataset and multiple-question part 2

Classifier: Corresponding
Multiple-choice
Prompt(s)

Label sub-
category 1

Label sub cate-
gory 2

Label sub cate-
gory 3

5 6 Addresses the
problem (e.g., ”I
heard you had
a plane delay”
or ”I head not
as many Chinese
soldiers will be
on ground”)

Gives possible
solution or offers
to find a solution
(e.g., ”We have
enough supplies
for your team”
or ”We will work
together to find
a solution”)

6 7 Implies that they
should resolve
the situation
together

Does not men-
tion going to
a higher officer
(e.g., ”we may
have to go to the
higher officer if
we don’t get a
solution” or ”I
will have to go to
a higher officer”)

N/A

7 8 Asks to speak
about it in pri-
vate or meet
later (e.g., ”I
would like to
talk to you in
private later.
I have a few
questions.” )

Does not pub-
licly challenge
his plan or imply
that you disagree
with his plan
(e.g., does not
say ”I have an
issue with your
plan”)

N/A
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Table 35: Sub-categories for each dataset and multiple-question part 3

Classifier: Corresponding
Multiple-choice
Prompt(s)

Label sub-
category 1

Label sub cate-
gory 2

Label sub cate-
gory 3

8 9, 10 Asks for the rea-
son why he chose
his plan (e.g.,
”Would you
explain why your
plan calls for
setting up two
aid stations?”)

Presents the
reasoning for
your own plan
(without directly
restating your
plan) (e.g., ”If
we split up the
supplies, we
won’t be able
to give every
person what
they need at a
single station.”)

N/A

9 11 Demonstrates
respect for the
Chinese team’s
strengths (e.g.,
”Your men have
good experi-
ence” or ”Your
men have better
training in site
security”)

Does not praise
the American
medics (e.g.,
does not say
”American
medics are bet-
ter trained for
running aid
stations”)

N/A
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