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ABSTRACT

The Internet of Things (IoT) envisions the networking of a massive amount of interconnected
devices. These devices enable us to monitor and control our world in a way never possible before.
A significant aspect of this technology is the deployment of massive wireless sensor networks
(WSN). A critical consideration in large-scale WSN is the sensor node power consumption. In
massive WSN, regular battery replacement is infeasible, and node power consumption limits the
sensor node lifetime [1]. Event-driven sensor networks are large-scale WSN that spend most of
their lifetime in an asleep yet aware state. These sensors obtain low power consumption and long
lifetimes through aggressive node-level duty cycling. One method of performing node-level duty
cycling is to use a wake-up receiver circuit. Wake-up receivers are ultra-low-power radio frequency
receiver circuits used to duty cycle the sensor node, based on an external wireless wake-up event.

Ideally, the standby power consumption is kept at near-zero power levels (< 1uIV).

This dissertation investigates how to overcome sensitivity limitations in near-zero power level
wake-up receivers. While previous work has presented wake-up receiver circuits operating at very
low power levels (< 100nWV), these receivers suffered from severely limited operating ranges due
to their reduced sensitivities [2], [3]. The initial intended application for these sub-100nW sen-
sors was ultra-short-range body area networks operating over a few meters. This limited operating
range restricts the application space available to sensor nodes using these wake-up receivers. It is
desirable to decrease wake-up receiver power consumption further, while obtaining significantly

higher receiver sensitivities, enabling longer-range applications.

This work first examines the “detector first” receiver architecture, which has obtained the lowest
power consumption to date. A particular emphasis is placed on the envelope detector circuit,
which is a critical component in the detector first architecture. Further, this document explores
the advantages associated with highly tunable bit-level, duty-cycled, tuned radio frequency (TRF)

front ends and presents a receiver that demonstrates a 1000-fold improvement in sensitivity over
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the envelope detector (ED) first receivers.

Chapter 2 discusses ED analysis and design techniques that led to the development of the wake-up
receiver presented in Chapter 3. The detector first receiver, presented in Chapter 3, demonstrated
a better sensitivity of —76 dBm while obtaining a power consumption of 7.4 nWW. Using an
automatic offset compensation algorithm and careful baseband design, this receiver was shown to
be resilient to external radio frequency (RF) interference. This work has extended state-of-the-art
in sub-W wake-up receivers in both sensitivity and robustness. A new ED topology is introduced in

Chapter 4, which addresses many robustness issues and shortcomings of the conventional Dickson

ED.

The analysis presented in Chapter 2 indicates that state-of-the-art detector first receivers are rapidly
approaching their fundamental limitations regarding sensitivity. To extend the operating range fur-
ther, Chapter 5 proposes a bit-level duty-cycled TRF receiver to overcome the sensitivity bottle-
necks encountered in ED first receivers. Chapter 6 presents techniques to enable low-power good
sensitivity TRF receivers. The combination of improvements in TRF design with the architec-
ture proposed in Chapter 5 has enabled a higher than 1000 increase in sensitivity over the system

presented in Chapter 3.

The developments presented in this work will drive higher wake-up receiver sensitivities and lower
power operation. Higher sensitivity has enabled a communication range improvement in smart sen-
sor nodes. Receivers operating with the old sensitivities were limited to short-range applications,
such as across the body. With the advances proposed here, operating ranges can be extended to

several kilometers, or potentially to satellites in near-earth orbit.
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CHAPTER 1

INTRODUCTION

1.1 Motivation for event driven wake-up receivers

Event-driven smart sensor node’s [5] are an emerging technology that promises to be useful in
a wide range of applications. Event-driven sensors are small form factor wireless sensor node’s
that monitor some environmental variable over a long timescale. This data was collected from a
large number of node’s and processed by an end-user to make informed decisions. Event-driven
sensing is applied (Figure 1.1) across a wide array of economic sectors including agricultural [6],

industrial, civil infrastructure [7], and unattended ground sensor networks.

Event-driven sensors spend the majority of their lives in an “asleep yet aware state,” drawing a
minimal amount of DC power yet remaining aware of the ambient environment. These sensors
minimize power consumption through a combination of ultra-low-power sensing units and node-
level duty cycling through the use of a wake-up receiver circuit. The real power of such a sensing
system comes from combining the data collected across a large number of sensors operating in
parallel. Utilizing a near-zero power wake-up receiver allows the sensor node power consumption

to be dominated by the active sensing circuitry, maximizing node lifetime.

Smart sensor node’s (Figure 1.2) will form the heart for the IoT. The scale of the 10T is predicted
to be massive when compared to contemporary networks. Some predictions for the size of the IoT
surpass 1 trillion interconnected devices before 2035 [8]. This new network in many ways will be

fundamentally different from current wireless networks in both breadth and technical requirements.
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Figure 1.1: Applications for Internet of Things (IoT) technologies are widely varied and

found wherever remote or ubiquitous monitoring is desirable.



4 )

Ambient | Sensing Units Y™
SignaturesE infrared E Memory | [Transceiver
]
\\ ¢ [Radiation) ¢ § RE
: ——11] power Embedded]| \yeup
CE! Vibration E over L P+ DSP
» | Acoustic| ¢ +FPGA / /
: '
E Chemical E ¢ t y
] - R
¢ [ Magnetic —|Wakeup Recelve||<-

\ J

Figure 1.2: Block Diagram of a smart sensor node, showing major system components

and inter-dependencies between major system blocks.

Many emerging applications move radio requirements from extremely low latency, ultra-high-
speed communication towards ultra-low power low throughput networks. While the amount of

data transmitted might be much smaller, the nature of the information can be quite critical.

The potential size of the network places two basic requirements on the hardware used to implement
it: ultra-low power (ULP) consumption, and low-cost implementation. Utilization of subthreshold
design techniques and aggressive duty cycling enables low power-efficient operation, which en-
ables an improvement in its lifetime from months to years. Low system cost allows economically
for networks to be scaled to the size envisioned for the IoT. Advanced complementary metalox-

idesemiconductor (CMOS) technologies can meet both of these needs simultaneously.

Sensor node’s consume most of their energy in the standby state; this is due to the frequent nature of
the events of interest. Ideally, standby power consumption should be limited to levels comparable
to that of the battery leakage. For small button cell batteries the leakage can be as low as 10

nW, which enables continuous operation over many years. Modern radio front-ends consume
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very high levels of power, typically in the milliwatts. If radio monitoring or control is needed,
the radio front-end easily dominates standby power consumption. These sensor nodes will include
processing [9-11,11], analog front-ends and sensors [12,13], frequency references [14,15], energy
harvesting [16,17], wireless transceivers [18,19] and power management [20—23] and will include

both SIP solutions and fully integrated solutions [24-26].
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Figure 1.3: A flow-chart depicting wake-up receiver operation, this diagram shows the
response of an “asleep yet aware” sensor to an external RF trigger, which is detected by

the wake-up receiver.

Duty cycling the primary radio receiver using a wake-up receiver circuit offers an attractive solution
to this issue. Wake-up receivers sense a predefined radio frequency (RF) wake-up pattern and then
activate high power analog sensing units or the main radio. A flow-chart depicting this operation
is shown in Figure 1.3. Typically, the wake-up receiver and the system leakage current dominate
the node’s standby power consumption. By reducing wake-up receiver power consumption from
100’s of uW to less than 1 W, the lifetime of the sensor node can be extended by a factor of 100

Oor more.



1.2 Wake-up receiver sensitivity requirements

Figure 1.4 (a) and (b) compares node lifetime given a fixed battery supply, and details the sen-
sitivities of several commercial standards. Previously demonstrated sub-uW receivers obtained
sensitivities of less than -60 dBm [27]. Obtaining sensitivities similar to those of Wi-Fi receivers
(—80 dBm) enables many short-range and indoor IoT applications. Applications such as outdoor
and industrial low power wide area networks (LPWAN) require sensitivities similar to cellular
technologies (< —100dBm). The lowest power receivers demonstrated to date demonstrating
< —100dBm sensitivity have power consumption in the hundreds of W [28]. A solution is
needed to bridge this power consumption-sensitivity gap and enable many near-zero sensing ap-

plications.

In applications where operating range is not a predominant concern, the system area can be a
crucial design consideration. At low RF, (< 1 GHz), the antenna area becomes a significant
contributor to the node area. Electrically-small antennas are well known to be inefficient radiators
[29]. This leads to a decreased operational range for systems with an electrically-small antenna.
Limited antenna size leads to reduce efficiency, as seen in Figure 1.5. The effective sensitivity of

an RF receiver including antenna loss is

PLossy - Pldeal - loglo(nAnt)a (11)

where P sy and Prgeq are the signal strength in dBm for the lossy and ideal O dB gain antennas,

respectively, and 14, is the efficiency of the antenna under consideration.

A popular antenna type in smart sensor node applications is the electrically-small loop antenna
[30], and [31]. The small loop antenna can be shown to have an antenna efficiency relative to its

footprint by
Nant & A fo- (1.2)

where A2 . is the antenna aperture, and f; is the RF carrier frequency. Comparing receivers operat-

ing at different frequencies responding to the same input power flux at a constant receiver antenna
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Figure 1.4: (a) Receiver sensitivity of various commercial wireless technologies com-
pared with node power consumption and lifetime considering a typical CR1220 coin-cell
battery, (b) Receiver sensitivity and typical operating ranges across various wireless tech-

nologies
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Figure 1.5: Diagram showing small loop antenna including efficiency equations

aperture enables a comparison between the performance gained when scaling frequency. Compar-
ing two systems operating a the 433MHz ISM band and the 2.4GHz ISM band we find that we find
the effective sensitivity of the 433 MHz system is 15 dB lower than an equivalent system operating

at 2.4 GHz for a given antenna area noting that free-space path loss is proportional to Fa.

These results indicate that for some applications that do not require good sensitivity, there still
exists a substantial motivation for pushing wake-up receiver sensitivity beyond —100d Bm. Push-
ing state-of-the-art in sensitivity can enable both new applications as well as reduced sensor node

footprint in current applications.

1.3 Prior art

State-of-the-art in wake-up receiver design [32] has deviated substantially from the traditional
heterodyne architecture [28], [33], [34], and [35]. A resurgence of several radio techniques that
were superseded by the modern heterodyne architecture has occurred, and these developments

make this an exciting space for the RFIC designer.
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Figure 1.6: Popular radio receiver architectures utilized at ultra-low power levels con-
sisting of (a) detector-first receiver utilizing no RF power gain, (b) Tuned RF or “TRF”
receiver utilizing RF LNA with active RF power gain, (c) Uncertain IF receiver with RF

mixer/LO, and (d) full Hetrodyne receiver.

detector-first receivers (Figure 1.6 (a)), which forego the use of any circuits providing active RF
power gain have achieved the lowest power consumption. The only class of receivers to achieve
lower power consumption are fully passive radio frequency identification (RFID) systems, which
are limited in sensitivity to worse than —32dBm [36]. These circuits obtain all their voltage gains
passively through impedance matching networks. The RF signal is then down-converted through
a “square-law” ED before detection by the baseband circuits. A notable example of a receiver
existing before this work began [27] demonstrated —56 d Bm sensitivity at 2.4 GH z with a data
rate of 8kbps. Due to the lack of front-end RF gain, these receivers struggle to overcome the
sensitivity limitations imposed on them by noise generated by the ED. Because of this limitation,

optimal detector design offers a path towards obtaining superior performance.

Adding a relatively high-power RF low noise amplified (LNA) to the detector-first receiver can
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boost front-end sensitivity substantially. This architecture (known as a TRF) receiver is shown in
Figure 1.6 (b). The RF LNA offers power gain, unlike the passive impedance matching network.
Unfortunately, this power gain comes at a significant power overhead, associated with biasing the
amplifier into a region where RF gain is available. To obtain high sensitivities, high levels of RF
gain are required, typically exceeding 50 dB. The high gain required reduces the robustness of the
receiver to interference, typically requiring external filtering for robustness. Recent examples [37],
[38] of this receiver have shown better than -80 dBm sensitivity but at a high power consumption

of greater than 10 p/W.

An alternative technique to provide better sensitivity than the detector-first receivers, while reduc-
ing power consumption compared to the full heterodyne receiver is the “Uncertain IF” architecture
(Figure 1.6 (c)) [39]. This receiver uses a free-running local oscillator (LO) to convert the input
RF signal to a wide-band intermediate frequency (IF). As the frequency uncertainty of the oscil-
lator increases, the IF bandwidth required to detect the input signal also increases. The primary
advantage of this architecture over the TRF architecture is that most of the gain can occur at IF
frequencies where power gain is more readily available. Unfortunately, the wide IF bandwidth
required for detection implies a wide noise equivalent bandwidth in the IF-ED. This wide noise
bandwidth reduces the receiver sensitivity and increases susceptibility to interference. These re-
ceivers have shown very similar performance to the TRF receivers, obtaining around -85 dBm in

sensitivity at 10s of W in power consumption [39].

1.4 Problem Statement

Increasing standby power consumption degrades battery lifetime or lowers the obtainable func-
tionality of energy harvesting solutions. Event-driven wake-up receivers enable the reduction of
standby power consumption using aggressive node-level duty cycling. While previously demon-
strated sub-,'W wake-up receivers can operate with very low power consumption, they do so with

poor RF sensitivities > —60 d Bm. Many consumer and indoor IoT applications will require sensi-
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tivities at least as good as those of commercial Wi-Fi receivers (roughly —80 d Bm). The sensitivity
gap between the previously demonstrated sub-uW receivers and the sensitivity of standard Wi-Fi
receivers is more significant than a factor of 100. In symmetric networks where the transmitter

power is constrained, the receiver sensitivity requirements will become harder.

Applications such as outdoor and industrial IoT require much better sensitivities than those present
in Wi-Fi receivers. These networks will operate over kilometers, where sensitivities surpassing
—100 dBm are desirable. Improving receiver sensitivity to better than -100 dBm, while maintaining
sub-W power consumption requires an improvement of over 1 million-fold compared to previous
work. Compounding the issue, as receiver sensitivity is increased, the requirements in interference
robustness must also increase. This sensitivity and power consumption gap presents a significant

hurdle in the development of wireless sensor networks operating over long ranges.

1.5 Thesis Statement

A direct path to addressing the sensitivity gap in sub-uW receivers is to push the detector-first
receiver towards its technological limitations. However, analysis reveals that directly scaling this
architecture to the sensitivities required in outdoor and industrial IoT applications (< -90 dBm)
is not feasible. While duty cycling can reduce the power consumption of higher power receivers
(Ppc < 100pW), even at higher power levels, sensitivities surpassing -90 dBm are challenging

to obtain.

This work reveals the technological limitations of the detector-first receiver sensitivity given certain
technological constraints based on detector device limitations and impedance matching limitations.
Practical and robust receivers can be designed that approach these technological limitations. A
combination of bit-level duty cycling and the adoption of the TRF front-end can overcome the

limitations of the ED first receiver and obtain superior sensitivity.

A practical and robust detector-first receiver approaching technological sensitivity limitations is

shown to obtain -76 dBm with a low 7.4 nW power consumption. A careful study of noise in the
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TRF receiver, combined with innovations in better ultra-low power amplifier design has enabled
TRF sensitivities surpassing -103 dBm, while maintaining an active power consumption of less
than 45, . Through a combination of aggressive bit-level duty cycling and the better sensitivity
TRF receiver, a highly tunable duty cycled receiver has been demonstrated which surpasses -100

dBm in sensitivity at 33 nW.

1.6 Research Tasks

The main topics addressed in this dissertation are:

1. Development and optimization of near-zero power level ED circuits,
(a) Analysis of square-law ED which develops accurate and scalable models for detector
design,
(b) Identification of metrics of importance, relating these to design variables,

(c) Explorations of fundamental trade-offs between detector architectures finding the opti-

mum design for a given set of performance goals,

(d) Both topological investigations and investigations into limits imposed by the technol-
0gy,

(e) Development of a design methodology to reach an optimal detector design with regards
to receiver sensitivity.

2. Interference robust nanowatt power level detector-first receiver design

(a) Developing a robust near-zero power wake-up receiver, which approached the techno-
logical signal to noise ratio (SNR) limitations for detector-first receivers,

(b) Designing the baseband for rejection of continuous wave (CW) interference,

(c) Developed offset control and automatic calibration methods suitable for an event driven

receiver system (AGOC design)
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3. Developed highly scalable bit-level duty cycled wake-up receivers,
(a) Demonstrated a wide tunable trade-space enabled through the system level architecture,
(b) Designed fast-start up circuits to ensure the receiver has superior power consumption,

(c) Demonstrated the first radio operating at < 1 pWW achieving a sensitivity of < -100
dBm,

(d) Helped to develop automatic gain and offset control algorithms that operate with the

samplifier type of receiver.

4. Tuned RF front-end design exploring amplifier optimization, and integration with high Q

filter components,

(a) Performed system level sensitivity optimization finding and overcoming key bottle-

necks in the RF architecture,
(b) Designed interface between MEMS filter and CMOS RF amplifiers,

(c) Developed efficient RF gain stages through both novel amplifier topologies and design

methodologies.

The current state-of-the-art with regards to sensitivity and power consumption is shown in Figure
1.7, where our proposed receivers are highlighted, obtaining a >30dB sensitivity improvement

over the state of the art sub-microwatt receivers.
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CHAPTER 2

SQUARE LAW ENVELOPE DETECTOR
ANALYSIS AND DESIGN

2.1 Motivation

Envelope detector (ED) circuits operating under the square law regime find application in the
majority of sub-milliwatt RF receivers. The various ultra-low-power receiver architectures use
square-law ED circuits in different parts of the signal processing chain, as seen in Figure 2.1. The
detector has varying levels of significance to the overall receiver performance depending on the
receiver architecture, ranging from a crucial design choice in the ED first receiver to secondary
importance in the heterodyne receiver. Depending on the system-level requirements, the ideal
ED design ranges from a zero power and rather slow passive ED to high-speed and high-power
active EDs. This chapter develops accurate and scalable models for ED circuits which show < 1
percent deviation from full transient simulation, enabling a comparison between different detector
topologies, and a codesign methodology for passive EDs. This work lead to the publications [40],
[41] and [42].

2.2 Envelope detectors in ultra-low-power wake-up receivers

The critical issue in detector-first receivers is the design of the ED, which has a significant impact
on the sensitivity, DC power consumption, and robustness of the receiver. Optimal detector design

and optimization can significantly improve receiver sensitivity and reduce power when compared

14
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Figure 2.1: (a) Detector-first receiver places the detector immediately after impedance
matching, (b) Tuned RF front-end places the detector after RF gain and noise filtering,

and (c) Hetrodyne receivers place the detector after IF gain and filtering.

to less efficient designs. Detector architecture choice is a critical design decision that moves the

front-end towards a particular set of performance metrics.

The ”Tuned RF Front-end” architecture utilizes active RF gain in order to boost the sensitivity of
the receiver. The detector noise and sensitivity determine the required level of RF gain for front-end
noise to dominate over detector noise. Further, the RF gain stages need to drive the ED; therefore,
front-end power consumption can be lowered utilizing a high impedance detector interface so as

to not load the RF gain stages.
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Figure 2.2: Differing phase relations between the RF input signal and LO pump for
a single balanced mixing (a) 0-degree phase shift between RX and LO, (b) 90-degree
phase shift between RX and LO, and (c) -90-degree phase shift between RX and LO,

where the DC component of this waveform is detected.

Event-driven wake-up receivers fundamentally lack phase synchronization with the wake-up signal
due to the asynchronous nature of the receiver. Heterodyne and homodyne receivers typically
require LO synchronization with the transmitted signal in order to avoid the dependence upon
the baseband signal amplitude on RX and LO phase alignment during the signal conversion to
baseband. Considering the down-conversion of a single tone from either an RF frequency (Direct
conversion receivers) or IF frequency (Heterodyne receivers), we can express the down-converted

signal as

Vo = Vrrcos(2T fot + ¢)square(27 fot), 2.1

where square(2m fyt) is a square-wave varying from -1 to 1 representing a single balanced mixing,
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and ¢ is the phase offset between the RX signal and the LO which, after low-pass filtering, presents

an output DC voltage which varies as

Vo o cos(o), 2.2)

indicating that the output baseband signal amplitude is uncertain as the phase difference between

the transmitted signal and local oscillator change.

Plotting 2.2 across various signal phases leads to the output signals shown in Figure 2.2. After
the down-conversion, the signal is typically low-pass filtered, leading to a varying DC level (and
therefore output signal) depending on the phase or amplitude of the transmitted signal. A reliable
alternative to baseband down-conversion that works without the requirement of phase synchroniza-
tion between transmitter and receiver is ED, which is typically done under the square law regime

in ULP receivers due to RF and IF power and linearity requirements.

Due to these phase ambiguity concerns, even ULP mixer-based receivers have widely employed

ED circuits to provide conversions to baseband [43], [28].

2.3 Square-law detector modeling

ED circuits are inherently nonlinear, and, when driven by a sufficiently weak excitation, they op-
erate under a square law regime [29], where the output voltage level is proportional to the input
RF power level. Square law operation is necessary in situations where RF gain is limited and input
signals are not sufficiently strong to excite higher order linear effects. Important merit considera-
tions for detectors include output noise, rise time (defined here as 10% to 90% of the final value),

and detector open circuit voltage sensitivity (OCVS) [44]. OCVS is defined by:

OCV'S = Vo Prr, (2.3)
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Figure 2.3: Schematic diagram of a: (a) common source active detector, (b) baseband

equivalent network for a common source active detector.

which relates input RF power (Prr) to output baseband voltage Vp,; for square-law detectors.

Detector Noise Equivalent Power (NEP) [45] is defined as
NEP =1/v2/OCVS W, (2.4)

where v2 is the power spectral density at the output of the detector. This NEP is equal to the input
RF power level required to obtain a 0 dB SNR in a 1 Hz output bandwidth. The NEP is a useful
quantity for calculating the sensitivity of a detector whose noise is dominated by thermal noise.
Furthermore, when multiplied by the square root of the output bandwidth, the NEP calculates the
minimum detectable signal (rms voltage). The NEP has a similar function to input-referred noise
for linear receivers in that it determines the sensitivity limits of the receiver but is not equivalent to

an input-referred noise.

There are two broad classes of ED circuits, i.e., passive and active ED circuits. Active detectors
(Figure 2.3) are ultra-low-power amplifiers biased for very high second-order nonlinearity, and the

second-order current produces a voltage sensed by the subsequent stages.
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Passive detectors are variations of cascaded single-stage diode detectors, in which the output signal
of several single-stage diode detectors is combined and sensed at the output. One commonly used
detector architecture (Figure 2.4 (a)) is based on the Dickson charge pump [46], [36]. In the CMOS
implementation, the detector diodes are replaced with diode-connected MOSFETS. A useful way
to understand this topology is to consider the detector as an array of N diode detectors in parallel
with the RF source at RF frequencies where the coupling capacitors present a low impedance
relative to the device impedance Rp. At lower baseband frequencies, it can be considered as
an array of diode detectors connected in series for which the coupling capacitors present high

impedances.

For both active and passive detector architectures, a pair of decoupled linear networks can accu-
rately model the sensitivity, input impedance, transient response, and noise of the network [40].
One network is utilized to analyze the circuit at the RF frequencies, and the other network is used
to analyze the network at the baseband frequencies. The first linearized network consists of the
detector circuit with the nonlinear device impedances replaced by their small-signal equivalent
impedances and driven by the RF source. The outputs of this network are the RF voltages found
across the terminals of all rectifying devices in the circuit. Figure 2.4 (b) illustrates the single-
stage RF equivalent network of a Dickson ED. For the second network, the rectifying devices are
replaced with a current source placed in parallel with the devices channel impedance. This current
source drives the network, including the small-signal impedance of the rectifying devices. The cur-
rent source amplitude is quadratically related to the RF voltages across the device and controlled
via a unit step function corresponding to the time at which the RF signal is applied to the detector
(Figure 2.4 (c)). Figure 2.3 details the RF and baseband equivalent circuits for the common-source

active detector.

When comparing full transient simulations of active and passive EDs to the decoupled linear net-
work models, a strong agreement is found, as seen in Figure 2.5 (a,b,c). The output noise spectral
density can be found through calculating the output noise of the linear baseband networks when
assuming that the signal source is removed. The voltage sensitivity of the structure is found by

calculating the steady-state solution of the baseband equivalent networks.
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Figure 2.4: (a) Schematic diagram of a Dickson envelope detector with its two decoupled
linear network models for a single stage: (b) the RF linear equivalent network and (c)
baseband linear equivalent. /; is defined as the baseband equivalent current through the

diode and is composed of the rectified current / and the noise current

2.4 Nonlinear device modeling

Frequency conversion is obtained through the use of nonlinear MOSFET devices, which operate

in the sub-threshold regime and employ self-mixing of the carrier for down-conversion. The IV
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Figure 2.5: Detector performance comparing simulations to models and estimates for the

(a) transient of the Dickson detector output, (b) Dickson detector rise time as a function

of detector stages, (c) transient of the common-source active detector output where the

output signal is the drop in the output voltage, and (d) noise performance of the Dick-

son detector that show the model accurately predicting the slower roll-off vs frequency

compared with a fitted first-order RC equivalent circuit.

characteristics of a sub-threshold MOSFET can be expressed by [47]

]D :ID()@

Va /nVi <€_VS/Vt

— VoI, (2.5)
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where n is the sub-threshold slope, 1 < n < 2, and V; is the device thermal voltage Ipy o<

w

~Vra/nVi
I e

for which Vi is the device threshold voltage, and W and L are the device width and

length, respectively.

Utilizing the technique outlined in [29], a small RF signal of V;,cos(wgrt) and V;,, << V; are
applied to one of the device terminals, and approximating the exponential functions as quadratic
functions through application of Taylor series allows for analytical expressions to be developed for

the rectifying devices in the structure.

For diode- connected MOSFET devices utilized in the Dickson detector architecture, an important
device parameter is the zero-bias device channel impedance K. Examining (2.5) for the case of a

zero-bias diode connected device, the channel conductance can be found with

Olp Vi Vi (2.6)

Gp=22| = |
oVp lvp=0 Ipg %Q_VTH/'”%

2.5 Active detector modeling

Application of the decoupled linear networks allows for the analysis of the sub-threshold regime-
active detector circuits. Applying the baseband quadratic voltage-controlled current source across
the rectifier device enables the calculation of the output signal. This rectified current drives the
output impedance of the rectifying device, where the resultant voltage is superimposed upon the
DC bias point of the detector at the output node. For the circuit shown in Figure 2.3b, the transient
response can be found with

Ip

Vo(t) = Vo — AL

VizrRo(1 — exp(—t/RoCo)) t > 0, 2.7)

where R, is the output resistance of the detector which is inversely proportional to the bias current
(Ip) of the detector, C is the output capacitance at the detector output noise, V,, is the output
voltage when no RF input (Vzr) is applied, and nV; is the sub-threshold slope times the thermal

voltage.
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Extracting the OCVS from this expression leads to

Ip
= —— R 2.8

which, for common source detectors, can be reduced to

= TV (2.9)

where o is the constant linking the bias current to the output impedance in the sub-threshold, and
the additional factor of two in the denominator is from the reduced output impedance from the

biasing current mirror.

The output noise level can be calculated from the baseband equivalent circuit as

R I k V2
2 = RM4kTyp—2)+ L 2.1
Un,act Ro( k YD n%) Af H>' ( 0)

where 7p is the excess noise factor of the device, £ is the empirical flicker noise coefficient, and

A is the area of the input device.

Applying the same procedure for transforming (2.8) to (2.9) to (2.10), we can arrive at

2 e
3 ’}/DO'DZUCT k?f
= = — — . 2.11
Un.act IpnV, Af HzZ’ 21D

Examining (2.9) and (2.11), it can be seen that the output signal voltage is independent of the
bias current, while the output thermal voltage noise level drops with the square root of the bias
current. This relationship indicates that the output signal-to-noise ratio is a function of the applied
bias when it is dominated by detector thermal noise. Increasing the detector bias current lowers
the thermal noise at the detector output while the flicker noise voltage remains constant. Once
the flicker noise dominates the detector output noise, increased device sizing is needed to reduce
output noise levels further. Unfortunately, increasing the detector devices area increases the input
capacitance of the active detector. This increase in input capacitance indicates a trade-off between

the output noise level and the voltage boost obtainable for the detector.
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2.6 Passive detector modeling

Important relationships for the Dickson detector can be derived from the RF equivalent network

shown in Figure 2.4 (b), such as the single stage input admittance,
YSS ~ jQﬂ-f(Cpar + 2C’D) + 2/sz = Yin/N7 (212)

where Y}, is the admittance of the detector, C,, is the parasitic capacitance associated with each
stage, Cp is the device capacitance, R is the device channel impedance of the detector, and N is

the number of diodes utilized in the detector. The device voltage swing can be found with

Vo = Vg2 Vi O KV 2.13
P e 2Zci+ Zp e C; +2Cp e ( )

where k; is defined as C;/(Ci + 2Cp), Zp is the impedance of a detector diode, and C; is the

coupling capacitor associated with the i*" stage.

Equation (2.13) is linked to the baseband equivalent circuit through
Ip = upGpV3, (2.14)

where 1 p is the device open-circuit voltage sensitivity relating the square of the applied voltage
to the rectified current, and G is the inverse of the device channel impedance. It should be noted
that 1 is primarily a function of device sub-threshold slope which is independent of GG, and can

be calculated from

1

= — 2.15
KD v, ( )

for a diode-connected MOSFET where the RF input signal has been applied to the source terminal

of the device.

These expressions can be used to find the detector output voltage

Zp
Vo/Vitr = uDZZZ 7, uDZk (2.16)

which is equal to up/Nk; assuming that identical stages are cascaded. The output noise power

density can be calculated from

2n
[eS) Zoz
V2 ot = VAKT / § [Zoi(w) 2.17)
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where Z,;(w) is the Z-parameter associated with the i diode and the output. The low-frequency
spot noise can be found by

VQ

v2 = ypdkTRpN —. (2.18)
Hz

These equations allow for straightforward, accurate calculation of the voltage sensitivity and noise
level of the Dickson detector. Note that the single-stage voltage sensitivity is only a function of the
sub-threshold slope or ideality factor of the diode and is not related to the channel impedance of
the device (Rp). A comparison between the baseband equivalent noise model and the simulation
shows strong agreement, and an interesting comparison can be made between the model shown in
Figure 2.4 (c) and a single-stage RC equivalent low-pass circuit (with the same noise bandwidth
as the Dickson detector). From Figure 2.5 (d), it is apparent that the output noise of the Dickson
detector rolls off much slower than that of an equivalent first-order low-pass network. This slow
noise roll-off is an important observation, as the Dickson detectors output noise extends to much
higher frequencies when compared to a first-order filter response with equivalent 3dB bandwidth.
Additional low-pass filtering in the baseband can reduce this effect. The noise extending to high
frequencies is due to the distributed noise sources in the Dickson detector, where each noise source

requires a different transfer function to the output node, resulting in the gradual roll-off.

The full transient response for the Dickson detector can be found through the application of the

lumped linear network theory on the cascaded baseband equivalent circuits

Vo(s) = LiZas), (2.19)

where Z,;(s) is the Z-parameter associated with the i" diode and the output, and I; is the rectified

current associated with the i'" stage.

A useful bound on the rise time of the Dickson detector can be found by examining the dominant
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time constant of the baseband network [48] via

=) 10=> CR) (2.20)

= [C1(Rp) + C1(2Rp)] + ... (2.21)
+[Cn(2N —1)Rp + C,(2NRp)]

= (AN — 1)RpCx + (4N — 5)RpCxn_1 + - - - + 3RpC} . (2.22)

Assuming that identical coupling capacitors are used, this expression simplifies to (2.23), which is
equivalent to the Elmore delay of the network driven by the first device in the chain. This bound

on the dominiant time constant can be used to bound the detector rise time.

Under the assumption that all stages are identical, this expression can be simplified to
by = (2N? + N)RpC = t, =~ 2.2(2N? + N)RpCq, (2.23)

where C¢ is the size of the coupling capacitors, and ¢, is the 10% to 90% rise time of the detector.
The rise time estimation for (2.23) provides a useful conservative bound that can be used for the
estimation of the rise time of the full network. As can be seen from Figure 2.5d, this conservative
estimate captures the general trend with respect to rise time and the number of stages and is more

compact than the general form.

2.7 A holistic design methodology for passive envelope

detectors

In applications targeting a receiver power consumption of fewer than 100 nanowatts, the Dickson
detector presents better noise performance than the active detector based on the derivations shown
in the next section. A holistic design approach dictated by the impedance boundary conditions im-
posed on the detector by the system allows for an optimization of both DC power consumption and

sensitivity. The boundary conditions presented to the detector are the input source admittance G,
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presented by the input impedance matching network, and the input-referred noise of the subsequent

baseband circuit.

A co-design between the input source impedance and the detector RF equivalent circuit allows for
NEP optimization. Furthermore, this co-design can simultaneously obtain minimal power con-
sumption. Equating amplifier input-referred noise to an equivalent noise resistance allows for the
co-design to be considered as a boundary impedance optimization, where the total output noise is
the sum of the detector thermal noise (2.18) and the baseband amplifier output noise. The contri-
bution of the RF input noise can typically be neglected for detector-first receivers, as it is heavily

attenuated by the conversion loss of the detector [49].

The decoupled linear network models illustrated in Section 2.3 greatly facilitate this holistic design
methodology, allowing the RF interface to be treated semi-independently from the baseband inter-
face. The two primary design decisions for the Dickson detector are device channel impedance
(Rp) and the number of diodes used in the detector (N). Optimization of detector NEP for NV
and Rp under the assumption of a finite real admittance G5 = 1/Rg that is independent of de-
tector design allows for sensitivity optimization. The source conductance can be related to the
equivalent conductance presented by a matching network and antenna, including losses of the in-
ductor and PCB, or to the source conductance presented by an antenna [30] when considering
antenna-matched systems. The constant source impedance assumption requires that the inductor
size be independent of the number of diodes in the detector, which occurs when interface parasitics

dominate input capacitance.

The output voltage from a detector driven by a constant source resistance (Figure 2.6 (c)) is by

found by
Vo — upNRpRsPrp
© " Rp+NR,

where P, is the RF power available from the source and the output signal-to-noise ratio (SNR)

(2.24)

normalized to bandwidth can be found by

NupP
SNR,, = 1o P lin It (2.25)
(Rp + NR,)\/(kTBNRp)

or, in the power domain,
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(NpupPrrRpR;)?
(Rp + NR,)2(4kTBNRp)’

SNR,,: = (2.26)

where pip is the device open-circuit voltage sensitivity with units of 1/V. Figure 2.6 (c) shows the
output detector voltage as a function of device channel impedance and N, where larger N and Rp
lead to higher voltage levels. From Figure 2.6 (e), it can be seen that the optimum detector SNR is

invariant to the channel impedance.

Finding the optimum number of diodes with respect to output SNR leads to

Rp
Nopt = E . (227)

Under this optimum condition, the detector’s impedance is matched to the equivalent source impedance
presented to the detector by the matching network, indicating that a power match is achieved at

optimum sensitivity. The SNR for an optimum detector

wpPrrv Ry
SNR, x /R, 2.28
vt 2\/4k:TB (2:28)

is a monotonically increasing function of the source impedance, indicating that higher impedance
interfaces provide superior sensitivity. It should be noted from (2.29) that the optimum SNR is
independent of both the number of detector diodes (V) used and the device channel impedance
selected (Rp). In the case of a passive impedance matching network, it should be noted that the
source impedance presented to the detector is the impedance of the matching network and the RF
power source. This analysis indicates that optimum performance is obtained when both a power

match is obtained and the detector and source impedances have been maximized.

(NDPRF>2RS

SNBop = 61T B

x R;. (2.29)

Using (2.27) and (2.29), optimum output SNR is achieved under a power-matched condition but
is also strongly dependent upon the source impedance presented to the detector. This dependency

indicates that not only is power matching a chief consideration, but presenting the highest voltage
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from a given power source is also critical to optimum sensitivity. This optimum output SNR

represents under the assumptions the limitation in the achievable sensitivity for ED first receivers.

Choosing Rp = 1/Gg in (2.27) is a valid design choice, as it degenerates the Dickson detector
into a single-stage diode detector. Therefore, the utility of the Dickson architecture is not found
in improving output SNR when compared to a single-stage diode detector. When considering the
performance of the Dickson in a system context, equations (2.24) and (2.29) show that the Dickson
detector provides a higher output voltage for a given output SNR. This voltage boosting facilitates
the design of a low-power baseband circuit, allowing the full receiver to be scaled towards nanowatt

power levels.

Figure 2.6 (b) demonstrates noise sources contributing to the output noise of the detector, where
the dominant noise factors for ED-first receivers are the detector thermal noise and input-referred
noise of the baseband amplification. Assuming a sub-threshold baseband amplifier follows the

detector, the total output noise can be written as

Voud® = Vamg? + Vpet® % S L 4KTypRpN, (2.30)
DAmp

where « is a multiplicative constant related to the design of the baseband amplifier, and I is the
bias current of the baseband amplifier. As increasing Rp and NN is equivalent to modifying the
output impedance of the detector without modifying the output SNR, a detector output impedance
can be chosen to minimize the total noise contribution of the baseband amplifier. This technique
is equivalent to modifying the source impedance presented to the baseband amplifier to achieve a

better baseband noise figure for a given bias current.

Combining this insight with the preceding result from (2.26), the indication is that low-power
operation can be achieved by utilizing a detector with high Rp and N without sacrificing receiver
sensitivity. Designing for a fixed baseband noise contribution W and fixed baseband amplifier
SNR noise figure is equivalent to designing for a given detector output impedance Rp = RpN,

which, when combined with (2.27), gives

NOpt.Codes. =V RO/RS (231)
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and

RDOpt. =V RoRsa (232)

where Nopi codes. 15 the optimum number of detector diodes found via the co-design method, and
Rpopt. 1s the optimum device channel impedance. This set of equations defines both the number of
detector diodes to use as well as the device impedance to utilize if the detector designed by these

equations has a sufficiently fast rise time, as given by (2.19) or estimated from (2.23).

Examining equation 2.29 and rearranging it into

16SNR,,i, kT B
Pryps = \/ DR , (2.33)

Where Py;ps is the minimum detectable signal (sensitivity) and SN R,,;,, is the minimum SNR
required for detection. SN R,,,;,, and B are set through the required latency and correlator design,
while k and T are physical constants. This leaves two technological parameters pp and R, which
can be used to scale sensitivity. Choosing an SNR of 3 (roughly 10dB) and a BW of 50Hz a device
OCVS of 10 (for CMOS/silicon devices) and an R, of 50k leads to a sensitivity of roughly -83
dBm. For both the technology dependent parameters pp and R, there is a 5dB per decade slope
in the sensitivity from equation 2.33 and is plotted against RF source impedance in Figure ??.
The obtainable sensitivity should be to first order independent of the power consumption of the

subsequent baseband processing.

2.8 Noise comparison between active and passive envelope

detector circuits

The choice between active and passive detectors for ED-first receivers and TRF receivers is primar-
ily contingent on two factors, i.e., DC power consumption and RF sensitivity. Both detector types

have limited sensitivity due to finite device output impedances, which limits their functionality. A
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useful metric for comparing detector sensitivity is detector voltage sensitivity normalized to output

voltage noise level.

A:a

(2.34)

UTL’I’?TLS

This figure of merit is similar to the detector NEP but does not capture the effects of the input
impedance matching network; instead, it is purely a function of the detector architecture. One dis-

advantage of this figure of merit is that it does not take into account the detector input impedance.

Comparing the implemented detector from Chapter 3 (Standard Dickson ED) to an ideal common-
source detector with a DTMOS body connection to self-biased leads to Figure 2.8, which shows

the passive detector over the active detector biased at less than 100nA.

In order to derive analytically the inflection current when the noise performance of the active
detector is superior to the passive detector, we can compare the normalized detector sensitivity
between the two detectors and solve for current. Then an application of the results derived in
the previous section enables the derivation of the inflection current based on fundamental device

parameters. Generally, the voltage loss of the coupling capacitance (k;’s from (2.16)) should be
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biased in the deep sub-threshold regime.

considered in 2.34 for an exact result. An illustrative example comparing the self-biased common
source active detector to the triode-mode Dickson architecture (Chapter 4), we can derive a simple,

yet elegant, result.

From equations (2.11) and (2.18), we can see that the thermal noise of the active detector is in-
versely proportional to the bias current, where the passive detector noise is independent of the bias
current since it is a passive device. Equating A2 to A%, (for analytic simplicity), we can

passive
find

RDOpt. =V RoRsa (235)

where Nopt.codes. 18 the optimum number of detector diodes found via the co-design method, and

Rpop. 1s the optimum device channel impedance. This equation defines both the number of de-
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tector diodes to use as well as the device impedance to utilize if the detector designed by these

equations has a sufficiently fast rise time, as given by (2.19) or estimated from (2.23).

N2 . O'2D ’}/DO'%)4]€T (2 36)
(4V))2ypdkTRpN — (4(nV})2)2"  IpnV, '
which, after simplifying, leads to
N Ip
— = . 2.37
Ry~ miVi (2.37)
Solving for the I, when the two detectors are equivalent yields
SV,N
Ip="2 (2.38)
Rp

Assuming that the passive detector has been optimized with respect to its terminal impedances
(2.35) and (2.31), equation (2.38) can be reduced to
n3V;
Ip = R:’ (2.39)

where IR, is the source impedance presented by the impedance-matching network to the detec-

tor. The dependence on Rp makes sense intuitively, as the output SNR for the Dickson detector
grows with respect to the square root of R, while the output SNR for the active detector grows
linearly with this parameter. Comparing inflection points calculated from (2.39) of 1.49uA and
simulated values using the extracted sub-threshold slope of 1.4 with a source impedance of 50k(2
and an inflection bias current of 1.59,1A shows an agreement of <10% between the simulation and
calculation. An identical method applies to the comparison of other active and passive detector

topologies.

Equation (2.39) assumes both detectors are driven by a real impedance (where any reactance has
been resonated out) equal to R;. The inclusion of 1/f noise degrades the performance of the
active detector relative to the passive detector, but this analysis does indicate a lower bound on
the performance of the passive ED relative to the active ED. Further complicating this analysis, the
active detector typically presents much higher capacitive loading than the passive detector when

sized for 1/f noise.
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A graphical plot of this inflection point is found in Figure ?? which assumes a subthreshold slope
of 1.3 and a temperature of 300k. The wide range of source impedances reflects the wide range
of possible applications for these detectors where the obtainable source impedance drops with

frequency, and is dependent upon receiver architecture.
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Figure 2.9: Bias current at which active detector sensitivity normalized to thermal noise

flood is equal to that of an ideal passive detector across varying source impedance.

2.9 Detector test structure measurement results

A passive ED test structure chip (Figure 3.9)) was fabricated using the Global Foundries US
(GFUS) 130nm RF CMOS process to verify the modeling techniques presented in this chapter.
The measurement results generally corroborated the modeling techniques but showed their lim-
itations in modeling the passive detector associated with process variation. The techniques for
ED optimization shown in equations (2.27), (2.31), and (2.35) as well as the models presented
in equations (2.12), (2.18), and (2.23) assume a fixed and known Rp. Unfortunately, the very
high sensitivity of the device channel impedance (4.2) makes accurate modeling of these detec-
tors difficult due to the highly variable nature of this term for process and temperature variation.

Fortunately, a modified topology to be presented in Chapter 4 overcomes many of these limitations.
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The test structures utilize primarily three different devices types: Low-Threshold Voltage RF
NFETs (LVTRF), Zero-Threshold Voltage NFET (ZVT), and Zero-Threshold Thick Oxide NFET
devices (ZVTDG). The primary characterization of the ED includes input impedance, rise-time,

and OCVS. The EDs were characterized by the measurement set-up detailed in Figure 2.11.

Figure 2.10: Die photo of envelope detector test structure chip, where each row of pads

has detector inputs and outputs on every other pad.

The input impedance characterization, as shown in Fig. 2.12, is accomplished with a Keysight
PNA-X vector network analyzer and MPI titan wafer probes. This measurement is challenging
due to both the very high impedance nature of the ED input and nonlinear nature of the device, i.e.,
strong excitation drives the detector into a more nonlinear regime. The non-linearity restriction
means that the input RF voltage for probed input impedance measurements limits the available
power of the 502 source to less than -30 dBm, which introduces significant noise into the mea-
surement. Wide variation in channel impedance with process and temperature also introduces
some deviation between simulation and measurement, but an overall agreement is observed be-

tween measurements and simulation.
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Figure 2.11: Measurement set-up used to characterize detector OCVS, input impedance,

and rise time.
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Figure 2.12: Input impedance across various device types, number of stages, and cou-

pling capacitor designs.
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OCVS measurements require a very high input resistance buffer, necessitating the use of an FET
input OP-amp to observe the output such as the LTC6268 utilized. A Keysight (MXG N5183B)
signal generator forces the input RF signal and a Keysight 804ADSO is used to record the rectified
DC voltages. Fig. 2.13a shows the detector OCVS normalized to a 1€2 source impedance, showing
strong agreement between simulation, modeling, and measurement. The strong agreement between
simulation, modeling, and measurement indicates that the uncertain diode R has degraded the

accuracy of the charge time and input impedance measurements.

Rise-time measurements are accomplished with the same setup that was used for the OCVS mea-
surements, as shown in Fig. 2.13b. The accuracy of the rise-time measurements can be improved
with the addition of an on-chip buffer circuit, which avoids the significant additional capacitive
loading associated with an onboard OP-Amp, chip carrier, and PCB traces. Fig. 2.14 indicates the
inherent trade-off between OCVS and rise time, where the coupling capacitor size and number of

stages were varied and characterized versus OCVS and rise time.

2.10 Conclusions

The proposed detector models are accurate, compact, and robust in predicting the performance of
square-law EDs. These models show excellent agreement with simulated results; this accuracy
allows a complete co-design methodology based upon the terminal impedances presented to the
system. The development of a simple analytical technique to compare detector architectures has
enabled better trade studies between various topologies. Exploring the limitations and behavior of
these architectures allows for the invention of more effective detector architecture. This work also

contributes to the development of receivers approaching fundamental sensitivity limitations.

This work has both enabled near-zero-power high-sensitivity receivers, as well as provided a design
framework from which the design of detector-first receivers can be accomplished. Further, the
fundamental sensitivity limitations presented in (2.26), (2.9), and (2.11) enable an analysis of the

fundamental sensitivity limits of detector-first receivers based on technological and application-
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Figure 2.13: OCVS and rise-time versus envelope detector input shunt resistance, where
lower resistance corresponds to higher N, demonstrating that a higher n leads to increased

rise time and higher OCVS.

specific constraints.

2.11 Contributions

1. Developed decoupled linear network models for modeling behavior of ED circuits.

2. Applied decoupled linear network analysis to accurately model the detector sensitivity, out-

put noise, input impedance, and transient response.
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Figure 2.14: Measured rise time versus OCVS illustrating that large N and coupling

capacitors improve OCVS and degrade rise time performance.

3. Developed co-design methodology between matching network, ED, and baseband circuitry.

4. Developed theory comparing active and passive detectors, thus enabling robust comparisons

between

architectures.

5. Taped out test structures verifying the modeling of the detectors.

This work was

done in collaboration with Pouyan Bassirian.



CHAPTER 3

INTERFERENCE ROBUST DETECTOR FIRST
NEAR-ZERO POWER LEVEL WAKE-UP
RECEIVERS

Our work on the detector-first architecture has achieved performance comparable to the of the sub-
10nW design space and at the time of publishing pushed the state of the art further in sensitivity
and robustness. The receiver demonstrated a state-of-the-art sensitivity of -76 dBm with a DC
power consumption of 7.6 nW (Figure 3.1). The high sensitivity and low power consumption is
enabled by the co-design methodology outlined in the previous chapter. This performance will
enable operation from single battery supply and allow wake-up nodes to be separated by hundreds

of meters. This work lead to the publications [50], [51], [52], and [53].

One crucial development has been the combination of the ED with an ultra-low-power baseband
low- noise amplifier. These blocks were co-designed for optimum power and noise performance.
This work is contrasted with recent developments utilizing an active ED whose design was ex-
plored but found to be fundamentally noisier when compared to the passive detector at extremely
low bias current. The optimization of this passive detector has allowed it to achieve lower input
capacitance when compared to the active detectors. Finally, this front end demonstrated a novel
offset compensation algorithm which allowed for in-band interference rejection in the presence of

non-constant envelope interferers.
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3.1 REF front end

The CMOS REF front end is co-designed with a discrete tapped capacitor transformer to maximize
the SNR at the output of the ED. The matching network inductors shunt conductance limits the
achievable passive voltage gain of the transformer. Minimizing the input capacitance of the ED by
reducing the number of detector stages enables the use of larger and higher quality factor inductor’s

with smaller shunt conductances, which optimizes the voltage gain.

Comparing the performance of the passive Dickson detector and the active detectors shows that the
noise performance of passive (Dickson) detectors becomes superior when currents are restricted to
less than several hundred nA. This degradation is due to the output thermal noise levels of active
EDs, such as common-source and common-gate architectures, degrade considerably at extremely
low bias currents. Additionally, passive detectors with zero-bias, diode-connected transistors have

no flicker noise, erasing the trade-off between flicker noise corner frequency and input impedance.

The ED is optimized for operation in the 151.8 MHz band, where a 45-stage, low-threshold volt-
age device ED provided a minimum NEP of 170 fW/Hz in simulation, with an overall measured
voltage sensitivity ranging from the 50 €2 input to the 15 mV/nW output of the detector. A sec-
ond transformer was designed and implemented for the 433 MHz band which achieves a voltage

sensitivity of 7 mV/nW.

3.2 Envelope detector implementation

Aiming to achieve high sensitivity and a DC power consumption of less than ten nW system power,
the detector 1s designed using the boundary-condition-based optimization presented in the previous
chapter. A bit-rate of 200 bps, which corresponds to a 5ms integration time and wake-up latency

of under 100ms, is used.

A bond-pad capacitance 270 fF, estimated PCB interconnect capacitance of 1 pF, and estimated

inductor Q-factor of 120 provide an approximate model for the source impedance presented by
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the matching network, which is estimated to present approximately 40k(2 at resonance. A BB
amplifier noise figure of 1 dB is chosen as the second design parameter. Based upon the required
rise time, BB amplifier noise figure, and required rise time, the output impedance is set by (2.31)
and (2.35), which corresponds to an output impedance of greater than 300 M(2 being required from

the detector.

A 45-stage Dickson detector is implemented with low-threshold voltage devices (W/L equals
300nm/300nm) which exploit the reverse short-channel effect. As the transistor length increases
[54], the transistor threshold voltage decreases, lowering channel impedance through the (4.2).
This technique lowers the device channel impedance to =~ 4M () and presents an output impedance
of greater than 300 M €). The rise time is estimated from (2.23) to be faster than 5 ms and is
simulated to be =~ 2ms. The coupling capacitors utilized were 60 f F', which corresponded to the
smallest metal insulator metal (MIM) capacitors in the design kit. Body bias tuning is implemented
through the use of triple-well devices, allowing for dynamically setting the channel impedance to

account for process and temperature drift.

3.3 Baseband analog amplifier and filter design

The baseband analog amplifier and filter consists of a self-biased modified cascode amplifier, fol-
lowed by a common drain impedance buffer and an ultra-low-power ground reference comparator
with wide dynamic range. The design goals of the analog baseband circuitry are minimal DC

power consumption, wide decision voltage range, and maximum sensitivity.

The baseband amplifier shown in Figure 3.2 is primarily designed with conservation of DC power
in mind. A single-ended architecture is utilized to save DC power at the expense of supply noise
rejection. Due to the ground referenced nature of the rectifier, a ground-referenced baseband am-
plifier is implemented as a modified cascode amplifier with the input device replaced with a PFET,
allowing for a fully ground-referenced operation. The dynamic range improves due to the ground-

referenced nature, as the polarity of the input RF signal is always positive, meaning that the ampli-
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Figure 3.2: (a) Implementation of a band-pass baseband amplifier circuit, (b) simulated
gain for various bandwidth settings, and (c) simulated noise contributions referred to
comparator input where the noise powers are added at the output to calculate the total

noise.

fier swing can be improved by optimizing the voltage bias for a purely positive swing. A zero-pole
pair is inserted into the transfer function through the self-biasing circuitry to reduce the suscep-
tibility of the receiver to constant envelope interference, improving the robustness of the design.
The limitation for constant envelope interference occurs when a sufficiently strong signal drives
the baseband amplifier into compression. As the supply voltage is set by the digital requirements,
additional headroom is available for the baseband amplifier, allowing for a series low-pass filter
to be inserted in the series with the bias path to reject supply noise, increasing the robustness of
the design. A tunable first-order low-pass buffer and filter stage following the input amplifier sets
the baseband bandwidth of the system and provides impedance buffering to reduce comparator

kickback. Comparator kick-back is charge injection from the switching comparator into the high
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impedance analog amplifier. The DC power is primarily set by the noise requirements imposed by
the output noise of the rectifier. Both amplifiers combined draw 2.0 nW from a 0.6 V supply and
only degrade the SNR by ~1 dB for detector output noise while adding a mere simulated 45 f F' of

capacitive loading on the detector.

3.4 Automatic offset control loop

Automatic Gain Control (AGC) is typically employed by receivers to account for environmental
drift and varying interference levels in receivers. In a data receiver, the input signal is about 50%
ones and 50% zeros, and the costs of a false positive and a false negative are roughly equal. In
this case, the threshold should be set halfway between the ones level and the zeros level, which
requires an RF input training sequence to find the ones level. In contrast, in the context of wake-up
receivers designed for a very low activity factor, externally generated RF input training sequences
are not available, which means that calibration must be functional in an all-RF quiet environment.
An example of an offset compensation algorithm for wake-up receivers is seen in [3], where it is
found to reject continuous wave interference. Additionally, the ideal comparator error rates may
not correspond to equiprobable false ones and zeros, as the distribution of the incoming RF ones
and zeros is heavily skewed towards more zeros. Furthermore, the cost associated with a false
wake-up is very application-specific, meaning that no individual false ones rate exists for a given

receiver across all applications.

An ideal gain/offset compensation algorithm in the event-driven WuRx context requires the ability
to deal with time-varying aperiodic interferers that could be either a constant envelope or pulsed.
Furthermore, this algorithm should accommodate a varying environment with respect towards pro-
cess and temperature variation. This algorithm needs to achieve optimum performance for a desired

false wake-up rate, all without external RF calibration signals.

Exploiting the event-driven nature of wake-up receivers, an algorithm is devised to determine the

optimal threshold voltage by setting a fixed probability of a false alarm from the wake-up receiver
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Figure 3.3: (a) Eye diagram showing the decision voltage obtained by a classic AGC
algorithm; (b) classic binary decision problem optimization, where the optimum decision
voltage is based on the minimum bit error rate, including both false positives and false
negatives; (c) WuRx all-zeros ‘eye’ diagram during the quiet time between the wake-
up signals that the algorithm must operate in that lacks a received ones level; and (d)
decision voltage set to maximize sensitivity while maintaining an optimum false positive

rate when the RF input is quiet.

without any external calibration and is shown in Figure 3.3. The system-level specifications de-
fine the acceptable false alarm rate and, in the context of an 8-bit code and 200 Hz clock rate,
corresponds to a 2 % rate of false positives, leading to one false alarm per hour. When operating
in the state that gives the set false alarm rate, the radio operates in its maximum sensitivity state
with regards to input signals. The algorithm based on the flow chart shown in Figure 3.4 man-
ages the offset state. A time delay in adjusting the threshold is built to account for real wake-up
events. After waiting for the predetermined period without comparator positives, the offset is then

decremented. Ideally, the comparator offset will continually fluctuate between three adjacent offset
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Figure 3.4: (a) Flow chart of the automatic offset control algorithm that can operate with-
out any input from RF ones and optimizes the comparator decision voltage to maximize
sensitivity while maintaining a digitally controllable optimum false positive rate. (b)
Comparison between the estimated convergence and measured convergence of the offset

compensation algorithm.

states for which the error statistics are close to ideal.

This algorithm allows the system to self-calibrate out interference, including in-band On-Off
Keyed (OOK) modulated interference, which presents the most challenging type of interference in
ED-first receivers. When interference first activates, it causes a large number of comparator false
positives, which are rejected as the comparator threshold increases. After the offset is increased,
the total sensitivity of the receiver is reduced, as only RF signals stronger than the interferer can
trip the comparator. Overall, this algorithm enables functionality even in the presence of an in-
band pulsed interference which is strong relative to the signal strength. The convergence speed of
this algorithm is a linear function of both the sample clock rate used in the system as well as the
number of offset steps required for the desired false positive rate. For a single offset state change,
a total time of 50ms (10 sample clock cycles) is required to account for the possibility of a wake-

up code being sent. The dynamic range of the comparator presents the primary limitation on the



Table 3.1: Summary of performance and comparison to the state-of-the-art

This Work SSCL 18 JSSC °18 ISSCC 16 RFIC '17 CICC "12
Technology 130 nm 180 nm 180 nm 65 nm 65 nm 130 nm
Carrier Frequency 151 MHz || 433 MHz 109 MHz 113.5 MHz 2.4 GHz 2.4 GHz 433 MHz
Band MURS || ISM LPD433 N/A N/A ISM ISM ISM
Wake-up Sensitivity? (dBm) —T76|] — 71 -80.5 —69 N/A N/A —45|] — 43|| — 41
Sensitivity BER? (dBm) <75 || N/A N/A —657 —56.52 —61.52 N/A
Normalized Sensitivity” (dBm) -81.5 || -76.4 -84.2 -68.5 -68 N/A -58
Power C ption (nW) 74174 6.1 4.5 236 365 116
Voltage (V) 0.6/1.0 0.4 0.4 0.5/1.0 0.8 1.2/0.5
Latency (s) 82.5m 180m 53.3m 4m 1.28m 2.48m
Data Rate 200 bps || 200 bps 33 bps 300 bps 8.192 kbps 2.5 kbps 12.5/31 kbps
Energy per bit (pJ) 37 || 37 184 15 28.8 146 0.98
Non-cm’)slunl I:Zm(.-lopu Au}umulic Offset N/A N/A N/A N/A Th‘rcshuld
Interferer rejection Control Loop Control
Out-of-band Interferer High-Q FE High-Q FE High-Q FE Matching High-Q Matching
Rejection Method Transformer Transformer | Transformer Network Antenna codesign Network
SIR (CW) (dB) -30 (MURS) || -28 (ISM) N/A -15 N/A -19.1 -3.3
Detector Arch. Passive Passive Active Passive Passive Passive
Die Area 1.95mm? 6mm? 6mm? 2.256mm?>* 1.1mm?2* 0.35mm?2*
1. Measured at 0.1% missed detection rate at < 1 False alarm an Hr

. Measured at BER = 102

. Sensitivity normalized to 1/Latency accounting for square law behavior
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. BER = 10"* with -10 dB CIR at 2 MHz offset
. BER = 10~% with -19 dB CIR at 3 MHz offset
*Active Area

2
3
4. Full wake-up functionality at -30 dB CIR, tone at 3 MHz Offset
5
6.

dynamic range over which this algorithm operates.

The implemented algorithm consumes one nanowatt of DC power from a 0.6 V supply. The al-
gorithm was designed in a sub-threshold digital design flow, and the Verilog implementation only
consisted of low-power components such as counters and digital comparators. The total state ma-

chine consisted of 16 registers, which allowed for the near zero-power implementation.

3.5 Measurement results and characterization

The WuRx was fabricated in a 130-nm RF CMOS process. A summary of measurements and a
comparison to the state- of-the-art is shown in Table 1. The chip is mounted on a Rogers 4350 PCB
as a chip-on-board package to reduce parasitic capacitance. A lumped off-chip network is utilized

to provide a passive voltage boost.

The envelope detector input capacitance is measured as a 650 fF input capacitance at 150MHz
using on-wafer probed S(1,1) measurements taken with a Keysight PNA-X VNA. Due to the high
Q-factor and high impedance presented by the detector, accurate measurements on the real part of

the input impedance are challenging to accomplish with a standard VNA-based measurement. The
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front-end voltage sensitivity is shown in Figure 3.5a, where the detectors OCVS is measured across
the frequency with a low impedance of 50 2 and a reference RF input voltage. Power sensitivity
measurements are accomplished by adding one of two matching networks at the 151.8 MHz MURS
(Multi-Use Radio Service) band and the 433 MHz ISM (Industrial, Scientific, and Medical) band.
Front- end Q factors are measured as 55 and 40 for these matching networks, respectively. The
degradation at the 433 MHz frequency is due to the reduction in the shunt rectifier resistance at the
higher frequency, resulting in additional losses on-chip, as well as the lower Q factor of inductors
available at this frequency. The reflection coefficient was measured to be less than 10dB for both
devices, and the matching network gains were measured as 27dB and 25 dB for the MURS and

ISM matching networks, respectively.

The measured transient response of the front-end output is depicted in Figure 3.5b. The effect of
forward body biasing on the detector charge time is shown in Figure 3.5¢c. By changing the body
biasing, the charge time can increase from 5 ms to 970 us across a 0.35 V body bias range with
a maximum leakage current of < 1nA. The measured charge time of 4.96 ms is slower than the

simulated value of 3 ms, likely due to a process fluctuation in the detectors zero-biased diodes.

The receiver sensitivity is measured at an RF false wake-up rate of <1 /hr, and a probability of
the missed detection at 10> to an input of -76 dBm at 151.8 MHz is obtained. This detection
rate is measured out of the 8-bit correlator with 3 bits of error tolerance, as shown in Figure 3.6.
A half-clock cycle phase-shifted RF transmission is sent after the initial transmission to protect
against asynchronization (TX and RX clock phase misalignments degrade sensitivity) between
the transmitter and receiver. In the worst case, doing so correlates to an approximately 1.3 dB
degradation in baseband signal level or a 0.65 dB degradation when referred to the RF input. The
detector BER was measured using a PRBS 5 pattern at 200 bps to de-embed the sensitivity of the
front end from that of the system including the correlator and is measured to be -75 dBm at 1073,
The bit interval for the PRBS test was equal to the rise time, which degraded the sensitivity of this
bit interval by < 0.3dB5.

Further tests are performed with both constant envelope interference and non-constant envelope
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Figure 3.5: (a) Measured output signal from a baseband amplifier with an -77dBm input
signal when directly connected without a matching network, with a 151.8 MHz MURS
band matching network, and with a 433 MHz ISM band matching network; (b) measured
transient output voltage of the front end, including a baseband amplifier at 433MHz and
-66 dBm input signal at 200bps; (c) measured tunability of detector charge time as a

function of forward body bias voltage.

interference utilizing a tone at a frequency offset of 3MHz from the center RF frequency. Due
to the band-pass baseband response and the wide dynamic range on the comparator, the receiver
is able to operate at the -76 dBm sensitivity with a -46 dBm interferer present. The rejection
is eventually limited by linearity on the baseband amplifier and ED. The interferer performance
across the offset frequency is measured at the 433 MHz ISM band and is shown in Figure 3.7. This
measurement demonstrates a robustness to 27 dB CIR interferers at a small frequency offset of
20kHz under nominal wake-up sensitivity. A comparison to the existing state-of-the-art wake-up
receivers shown in Table 1 shows state-of-the-art sensitivity for sub-microwatt receivers operating

in commercial bands with a DC power consumption of fewer than ten nanowatts.
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Figure 3.7: Measurement of wake-up mode interference robustness for a narrow-band

CW blocker versus the frequency offset of the 433MHz band at nominal sensitivity.
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Figure 3.8: Measurement of the automatic offset control algorithm initialization and
offset settling allowing for the detection of a -75 dBm signal, followed by the rejection

of a-68 dBm OOK interferer and successful detection of a -72 dBm signal in the presence

of the interferer signal.
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A demonstration of the automatic offset control algorithm is shown in Figure 3.8. The operation
in the presence of time-varying interference, as well as the start-up self-calibration of the receiver,
is shown. Initially, the receiver is activated at the minimum offset point at which the probability of
comparator false positives is very high; therefore, the compensation algorithm automatically ad-
justs the threshold to a value which obtains the set false-one rate required for optimal performance.
A wake-up signal is then sent at a -75 dBm power level and detected. A pulsed -68 dBm signal is
modulated at the sampling clock frequency and then sent into the receiver at a 3 MHz offset from
the RF center frequency. The output signal of the interferer is stronger than the -75 dBm wake-up
signal, meaning that it blocks the receiver, as it is in-band and at a baseband frequency similar
to the wake-up signal sent at -75 dBm. This pulse rate is set to be the same as the comparator
clock rate, which is a worst-case scenario, as the analog baseband does not filter it. As the pulsing
interferer creates a high number 