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Abstract 

Dilute magnetic semiconductors are important building blocks towards the realization of low 

power, low thermal loss spintronics based devices. In this work, group IV based dilute magnetic 

semiconductors are investigated for their potential to function at temperature above room 

temperature and compatibility with the current microelectronics industry. The goal of this work 

is to understand and control the Mn environment within the Si(100), Ge wetting layer and Ge 

quantum dot (QD) systems and how it influences the magnetic properties. The combination of 

quantum confinement from the quantum dots and carrier mediated ferromagnetism make these 

structures of particular interest, but the materials related challenges are considerable and are the 

focal point of this work.  

We investigated three methods for Mn doping of Ge QDs with the goal to overcome low solid 

solubility of Mn in Ge and suppress unwanted secondary phases, i.e. Mn germanides. The first 

method investigates the stability and evolution of Mn nanostructures on a Si(100)2x1 

reconstructed surface as a function of annealing temperature up to temperatures typical for Ge 

QD growth. Annealing the Mn-Si(100)2x1 sample to a temperature of 316°C ± 38°C yields a 

structure characteristic of Mn doping in Si sub-surface substitutional sites. The second method 

uses a surface driven approach: Mn is deposited on the Ge QD surface, forms well-defined 

islands on the QD and wetting layer surface and their behavior during in-situ annealing is studied 

in detail. The as deposited Mn structures on Ge QDs were investigated using tunneling 

spectroscopy techniques and found to strongly interact with the underlying Ge. The third method 

utilized the co-deposition of Ge and Mn (i) only during the formation of the wetting layer, and 

(ii) throughout the entire QD growth process. The highest concentration of Mn studied was 

approximately 23%, which results in only minor perturbations in the Ge QD growth albeit Mn 



germanides or Mn-Si-Ge ternary compounds form. All processes are observed with scanning 

tunneling microscopy, which yields topographic and electronic structure information of the 

reaction sequence. Room tempereature magnetism results from one particular sample 

(Mn0.05Ge0.95 QD), obtained with a vibrating sample magnetometer and x-ray circular dichroism, 

indicates a ferromagnetic material with a Curie temperature above room temperature. Other co-

deposited samples with Ge capping layers and increasing Mn concentrations, 8 % and 10 %, had 

Curie temperatures around 50 K.  
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Chapter 1. Introduction 

1.1. Motivation 

The world of microelectronics has seen much in the way of rapid growth that is not seen in 

other industries; Gordon Moore predicted this rapid growth in 1965. Moore’s Law has continued 

to hold since the original publication in 1965. Moore originally noticed that the number of 

components doubled every two years from a few data points between 1958 and 1965 though it is 

interesting to note that Moore only expected the trend to hold for 10 years [1]. The transistor is 

one component in microelectronics that manufactures and researchers have worked to shrink in 

feature size and squeeze more transistors into a given area. The field effect transistor (FET) has 

changed very little until recently when Intel introduced a three-dimensional FET that protrudes 

from the surface like a fin or FinFET. The FinFET does represent a more radical change in 

transistor design but feature sizes, such as the insulating layer, have undergone less and less 

significant changes in recent years. However, the challenges that are present to achieve high 

yield, improved performance and shrinking features sizes make the continued pursuit of 

traditional electronics an increasingly costly and difficult endeavor.  

Researchers in industry, academia and national labs are pursuing alternatives to traditional 

electronics. Spin-based electronics or spintronics is one alternative to traditional electronics 

capable of lowering power requirements and reducing heat contributions of operation while 

integrating well with charge-based electronics. Spintronics aims to use the spin degree of 

freedom of the electron to convey information in a logic switch or with memory applications [2–

4].
 
One of the basic components towards the realization of spintronics are dilute magnetic 

semiconductors (DMS), or semiconductors with magnetic dopants where the ferromagnetism is 

mediated by carriers [5–7]. Ferromagnetism that is mediated by carriers allows for the control of 
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the magnetism with an electric field in a highly versatile manner. The research field is more 

mature for magnetic dopants in group III-V semiconductors as opposed to group IV DMS [5,8–

13]; however, group IV based DMS promises better compatibility with the current Si based 

microelectronics industry. Silicon in particular is an attractive host to a DMS due to long spin 

lifetimes [14]. In addition, the electronic confinement of quantum dots is theoretically predicted 

to increase the Curie temperature as opposed to group IV thin film DMS materials [15]. 

Although theoretical predictions for these confined magnetically doped structures are promising, 

the experimental realization of these structures and properties meets many challenges in 

materials science and synthesis. In that regard we seek to understand the interaction between the 

constituents, Ge-Mn-Si, at conditions required for growing QDs and characterize the magnetic 

properties of the resulting structures.  

In the pursuit of doping Ge QDs with Mn, several approaches have been devised to 

accomplish this goal. Several challenges have to overcome to accomplish the goal of doping Ge 

QDs with Mn, and the methods devised in this research were designed to investigate these 

challenges. One such challenge is achieving substitutional doping of Mn in Ge and ideally doing 

so only within the QDs and not the wetting layer. Another challenge is the growth temperature 

required to form quantum dots is sufficiently high enough to produce Ge-Mn intermetallic 

compounds which are counterproductive to doping. The first method consists of incorporation of 

Mn into Si sub-surface sites through an understanding of Mn nanostructures and their interaction 

with Si(100) at elevated annealing temperatures. With Mn entrapped in sub-surface sites, it can 

be incorporated during the growth of Ge QDs and can act as a surfactant, preferring the newly 

forming sub-surface sites at the growth front. The underlying hypothesis is that some Mn will 

remain in the substitutional sites within the wetting layer and quantum dots. The second method 
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consists of the room temperature deposition of Mn onto in-situ grown Ge QDs and low 

temperature annealing to study behavior of Mn adatoms on the Ge surface and ideally the 

movement of Mn into the QD. The third method requires the co-deposition of Ge and Mn during 

the growth of Ge QDs on a Si(100) substrate held at temperatures typically used for Ge QD 

growth.  

1.2. Project Overview  

The first route of Mn incorporation discussed is Mn entrapment at the Si-Ge interface through 

tuning the Mn-Si bonding with annealing of Mn nanostructures. The first part of this 

investigation consists of Mn self-assembled wires on Si(100)2x1 reconstructed surface as a 

starting point for experiments. At room temperature, Mn self-assembles into wires perpendicular 

to the Si dimer rows when deposited onto an optimally clean Si(100)2x1 surface. However, to 

understand this structure further, a follow up of image analysis is performed to reveal the nature 

of the sub-structure of the Mn wires and the bonding of Mn to the Si surface, as discussed in 

Chapter 3. The Mn wires were characterized by the position of apparent height maxima relative 

to the Si dimer rows and by an abrupt change in apparent height at a specific gap voltage 

tunneling into the empty states of the sample. A collaborative effort to describe our experimental 

results using density functional theory (DFT) modeling has not yet been able to capture fully all 

experimental observations with simulated STM images. However, the models obtained from 

DFT are the best fit to our experimental data to date. An experiment only structural analysis of 

the Mn wires is published in Surface Science [16]. 

With the sub-structure of the Mn wires characterized, the stability of these structures with 

increasing annealing temperatures is investigated see Chapter 3. The importance of the stability 

of the Mn wires is investigated to determine the viability for subsequent Ge QD growth. The Mn 
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wires were found to be unstable at mild increases in temperature and decompose into clusters. 

The most notable structure observed Mn was no longer evident on the surface but high contrast 

regions on the Si(100)2x1 surface appeared only in empty state images. These experimental 

observations strongly indicate that Mn moved into a sub-surface substitutional site as a dopant 

(acceptor). Further increases in temperature, up to the temperature regime typically used for Ge 

QD growth, leads to the formation of Mn silicides on the surface. The study of the temperature 

stability of the Mn wires is published in the Journal of Physical Chemistry C [17]. 

In addition to STM investigations, Mn layers and their bonding to Si were also investigated 

using XPS at the National Synchrotron Light Source and Brookhaven National Laboratory 

(BNL). On two, separate visits to BNL, Mn overlayers on Si(100)2x1 (see Chapter 4) and a-Si 

were investigated. Mn on Si(100)2x1 XPS results indicated the formation of a Mn-Si interface 

followed by the appearance of a Mn layer. The results indicated that α-Mn forms on top of the 

original Mn-Si layer. The study of Mn on Si(100)2x1 by XPS is published in Applied Surface 

Science [18]. 

The second route that was pursued to achieve Mn-doped Ge QDs is the room temperature 

deposition of Mn on top of Ge QDs followed by mild annealing steps to activate Mn sub-surface 

bonding sites of the Ge QDs (see Chapter 5). On a Ge QD/Si(100) substrate held at room 

temperature, sub-monolayer deposits of Mn forms flat islands on the QD facets on the order of 2 

nm across and only 1.6 to 2.1 Å high which corresponds to 1 – 3 atomic layers. On the Ge 

wetting layer, the Mn induces increased roughening and some islands can be discerned. 

Annealing cycles revealed that the Mn islands are stable up to approximately 180°C and only 

undergo minor ripening processes. At higher annealing temperatures, above 350°C, the Mn 
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islands are no longer present on either the Ge QD hut facets or the Ge wetting layer. However, 

new large islands appear on the surface indicated the formation of secondary phases. 

The third route investigated is the co-deposition of Mn and Ge during the normal 

heteroepitaxial growth of Ge QDs (see Chapter 6). The STM investigations consisted of 

observing the state of the growth at two different steps: (1) partial wetting layer growth (1.5 – 2 

ML of MnxGe(1-x) deposited) and (2) after a full QD growth consisting primarily of huts. 

Additional studies utilizing Scanning Auger Microscopy investigated the co-deposition of Ge 

and Mn and the distribution of Mn among secondary phases. Mn concentrations were varied and 

revealed that at Mn concentrations below 10% the formation of secondary phases can be 

suppressed. Even when secondary phases did form, the quality (shape and atomic structure) of 

the QDs is preserved and the wetting layer was not perturbed. The magnetic properties of most 

samples prepared had Curie Temperature (TC) around 50 K; however, two samples displayed 

room temperature ferromagnetism. The first was a sample with 23% Mn content and showed 

secondary phases in the STM images. Mn5Ge3 and Mn11Ge8 are two ferromagnetic phases that 

could form under our growth conditions. In addition the formation of ternary MnSiGe phases is 

possible under our growth conditions and is considered as a possibility, the nature of their  

magnetism in not known. The second was a sample with 5% Mn content which did not display 

secondary phases in the STM images. The room temperature magnetic response of this sample 

was confirmed using both VSM and XMCD. XMCD gave use a clear picture that Mn was 

responsible for the magnetism in the sample. 
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1.3. Materials Background 

1.3.1. The Si(100) Surface and (2x1) Reconstruction 

The entirety of this research used Si(100) as a substrate for Mn-wire growth and Ge quantum 

dot growth. To understand the Si(100) surface, it is important to start with the bulk crystal 

structure. Si has the diamond cubic structure which is composed of an FCC lattice with a two 

atom basis at 000 and ¼¼¼. If the diamond cubic structure is truncated along the (100) plane, 

the ideal termination that is formed is what is called a 1x1 structure, by Wood’s notation [19,20]. 

Wood’s notation for two-dimensional surface superstrutures relates the surface superstructure or 

reconstruction to the lattice of the bulk. The notation is given by m x n - Rφ° where m and n 

represent the ratio of translation vectors between the superstructure and the bulk lattice in the 

equivalent two dimensional plane. Rφ° is used when the superstructure is rotated with to the bulk 

lattice. As is the case with the surfaces discussed in this dissertation, 0° rotation is assumed when 

no rotation is noted. 

 

Figure 1.1. Schematic of (a) an ideal Si(100)1x1 surface and (b) a Si(100)2x1 surface. The topmost atoms are 

shaded grey and the unit mesh for each configuration is highlighted by the dotted line. 
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As mentioned previously, the truncated surface of Si(100) is 1x1; however, this termination 

results in two dangling bonds per atom and as a result is not the lowest energy state. Sample 

preparation of Si(100), as described in Section 2.4, gives the surface atoms enough mobility to 

rearrange into a configuration which satisfies one of the dangling bonds per atom. The surface 

atoms form into dimers and the dimers fall into rows running along the surface. This 

reconstructed surface is noted as Si(100)2x1 and a comparison between a Si(100)1x1 and 

Si(100)2x1 surface can be seen in Figure 1.1. The dimer structure involves not just the 

rearrangement of the immediate surface atoms, but to accommodate the structure atoms 5 layers 

below the surface also shift in position [21,22].  

 

Figure 1.2. STM image of a thermally cleaned Si(100) displaying the 2x1 reconstruction, alternating directions of 

dimer rows, terraces and step edges. Image acquired with a sample bias of -1.5 V. 
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A representative STM image of a prepared Si(100)2x1 surface is shown in Figure 1.2. The 

surface consists of terraces of dimerized Si atoms and one atom high steps. One should note that 

the direction of the dimer rows rotates by 90° from terrace to terrace. This is simply due to the 

atomic structure of Si and the rotated arrangement of atoms from layer to layer within the 

diamond cubic structure. The STM images of the Si(100)2x1 surface was obtained at room 

temperature, which is also the case for most images included in this thesis unless otherwise 

specified. At this temperature the individual atoms of the dimers cannot be imaged because the 

dimers are constantly moving at room temperature. Within the dimer, one atom sits 18° higher 

than the other atom and at temperatures above 200 K the atoms constantly alternate between 

these two separate states where another atom sits higher than the other. The characterization and 

understanding of the Si(100)2x1 surface is important for this work since it serves as the substrate 

where Ge QDs are grown in Chapter 5 and Chapter 6 or as a structure where the direct 

interaction of Si and Mn is the focus in Chapter 3 and Chapter 4. 

1.3.2. Formation of Wire Structures on Si(100)2x1 

The dimer row structure of the Si(100)2x1 surface has lent itself to the formation of structures 

with a large aspect ratio, wires, and other one dimensional like structures. Some of the structures 

in this section and in this thesis are referred to as wires; however, these structures do not 

necessarily behave as wires where the electronic structure is delocalized along the length of the 

wire. There have been many wire structures that have been synthesized on Si surfaces [2323–37] 

and other surfaces [38–41]. Often as is the case with rare-earth elements, silicide wires form as a 

result of anisotropic lattice mismatch between the rare-earth silicide and Si(100). The wires 

minimize one direction with high lattice mismatch or high strain and elongate along the direction 

with the lower lattice mismatch or low strain. The wires typically will grow in the [110] direction 
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and are a 3-10 nm wide and can be up to several hundred nanometers long [28,29,42,43]. In 

contrast, Bi nanolines form on the Si(100)2x1 surface as a result of local strain relief running 

perpendicular to the Si dimers. The nanolines are unique since they can be on the order of 300 

nm long, 1 nm wide, and possess no kinks or defects along the length of the nanoline [24,36]. 

Due to this defect free structure, the Bi lines stabilize a different substructure of the Si surface 

and relieve stress from the Si(100)2x1 reconstructed surface. Many of the wires mentioned above 

are silicides and were formed by reactive epitaxy, as opposed to the room temperature 

depositions performed in this research. 

1.3.3. Heteroepitaxy and the Formation of Ge Quantum Dots 

In this thesis work, Ge QDs were grown on a Si(100) substrate. Ge QDs are grown by 

heteroepitaxy on a Si(100) substrate. In general, epitaxial growth requires a crystalline substrate 

and the growing layers must have some degree of registry with the substrate. The growth of a 

film consisting of the same element as the substrate is homoepitaxy whereas a different element 

is heteroepitaxy. In addition, there are three different growth modes of a thin film as shown in 

Figure 1.3. Frank van der Merwe growth consists of layer-by-layer growth. The adsorbed atoms 

of the growing film more strongly bond to the substrate that to each other. This drives the growth 

to layer-by-layer growth since the first monolayer will typically be complete before the second 

layer starts to grow. Due to the highly preferred bonding between the deposited material and the 

substrate, the second, third, fourth, etc. layers will have weaker bonds.  
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Figure 1.3. Schematic representing three growth modes of a film as a function of covereage (θ). (a) Layer-by-layer 

growth or Frank-van der Merve. (b) Layer-plus island growth or Stranski-Krastanov. (c) Island growth or Volmer-

Weber).  [44] 

At the other extreme where the incoming adatoms of the growth layer bind more strongly to 

one another than the substrate is Volmer-Weber growth. Due to the strong self-interaction, this 

growth mode is characterized by three-dimensional islands and is comparable to a non-wetting 

type of growth. The third growth mode is Stranski-Krastanov (SK) and is the growth mode that 

forms Ge QDs. SK growth is the intermediate growth mode between Frank van der Merwe and 

Volmer-Weber growth. Typically a discrete number of layers will grow layer-by-layer; however, 

continued growth layer-by-layer becomes unfavorable and further growth switches to Volmer-

Weber. The three-dimensional islands that form are the Ge QDs. SK growth requires 

heteroepitaxy and involves the buildup of stress within the film, which grows layer-by-layer. In 

the case of Ge on Si(100), the lattice mismatch between the two crystal structures is 4.01%. After 

three monolayers of Ge are deposited, Ge QDs start to nucleate. At the base of the Ge QDs, the 
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Ge lattice parameter is close to that of Si and with each subsequent layer the Ge lattice in the QD 

relaxes to near the unstrained Ge lattice parameter at the apex.  

 

Figure 1.4. STM images of a Ge QD (a) pyramid, (b) dome, and (c) superdome. Note the exaggerated z-scale. [45] 

 

There are three different types of quantum dots that can form during Ge heteroepitaxy on 

Si(100). The first type of quantum dots are pyramids, otherwise known as huts, which can 

possess square bases or rectangular, elongated bases. Huts are ideally 11.3° above the surface 

plane and consist entirely of Ge{105} facets. With increasing deposition of Ge, huts will 

undergo ripening processes but will eventually transform into a second structure called a dome. 

Domes are characterized by (113) and (102) facets and a larger angle off the surface plane, 25.2° 

to 26.6°. Domes and huts are both defect free structures. Huts can range in sizes along the base 
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from 15 to 50 nm and only a few nanometers high. Domes are larger than huts, ranging from 40 

to 100 nm across the base and tens of nanometers tall [46]. The third type of quantum dot does 

contain dislocation and are larger again than domes, called superdomes. Dislocations form in 

superdomes to further decrease the strain energy within the volume of the quantum dot. 

1.3.4. Dilute Magnetic Semiconductors 

Dilute magnetic semiconductors (DMS) are materials where a magnetic ion is incorporated 

into a semiconductor matrix and as a result the material behaves like a ferromagnetic material. 

However, where traditional ferromagnetic materials exist due to spin alignment from spin-orbit 

coupling and small distance interactions, the doping levels of DMS materials cannot achieve 

ferromagnetism via direct exchange coupling from magnetic ion to magnetic ion. The dilute 

nature of the magnetic ions requires an intermediary to transfer the alignment of spin and 

produce long-range magnetic order. DMS materials achieve this long range order via holes. The 

hole-mediated ferromagnetism of DMS materials makes them particularly attractive for 

spintronics applications. The presence of long range order can be tuned with the injection or 

removal of holes via the use of a gate voltage. In other words, a DMS material can be gated and 

an external electric field can control the ferromagnetism of the material. 

There has been much research with several magnetic ions, Mn, Cr, Fe, Ni, and Co, with 

semiconductors ranging from the group IV elemental semiconductors to compound 

semiconductors as well. The development of (In, Mn)As gave researchers DMS materials with 

high Curie temperatures and has spawned many papers and many focusing on Mn as the 

magnetic dopant [47–49]. Munekata and coauthors were among the first to start incorporating 

higher concentrations of Mn, beyond normal dopant levels, and exploring the effect of growth 

temperature on the magnetic properties of films [47]. The low growth temperature, ~200°C, 
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enabled the researchers to grow metastable structures and incorporate up to 18% Mn into the 

structure. Researchers have achieved Curie temperatures for (Ga,Mn)As up to 160K [5,9,50,51] 

and ranging from 290 K to 340K for (In,Mn)As quantum dots [52,53]. The (In,Mn)As QDs 

grown by researchers provide an interesting case study to compare the Curie temperature of thin 

films and QDs. As mentioned previously the Curie temperature can be enhanced by carrier 

confinement in quantum dots [15]. However, researchers have been able to incorporate more Mn 

into (In,Mn)As QDs as opposed to thin films and this alone could explain the enhancement in 

Curie temperature [52]. 

For DMS materials, research in III-V compound semiconductors is arguably more mature 

than research in group IV DMS materials. For applications of spintronics where compatibility 

with current Si-based technology is desired, Si and Ge based DMS materials are highly desirable. 

More than a decade ago, Mn doped Ge structures have been predicted and studied to have field 

controllable ferromagnetism [54–57]. In the preparation of Ge:Mn films and nanostructures, 

researchers have to work to suppress the formation of secondary phases, specifically Mn5Ge3 and 

Mn11Ge8. Both of these secondary phases are traditional ferromagnets with Curie temperatures 

ranging from 285 K to 298 K [58]. A range of different preparation methods have been used to 

create Mn-doped Ge nanostructures and films, and with varying success the Curie temperatures 

have varied widely from 25 K to above 400 K [56,57,59–71]. Crystalline thin films of Ge:Mn 

have varied in Curie temperature from 25 K to 235 K in addition to one study with a Curie 

temperature at 285 K but was later shown to show signatures of Mn5Ge3 precipitates within the 

film [56,57,61–63]. More unique structures have also been studied, such as Mn:Ge nanocolumns 

with Curie temperatures ranging from 120 K to above 400 K. These films contain areas of Mn 

encriched columns which segregate during the growth of the films at growth temperatures 
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typically less than 150°C [63–68]. Amorphous Mn:Ge films have also been studied and 

researchers have prepared the amorphous films from ion implantation or co-deposition at low 

growth temperatures. Curie temperatures again vary from 100 K to above 300 K [69–71]. There 

is a wealth of literature on Ge:Mn films and nanostructures, but a clear consensus on how to 

form consistently high Curie temperatures while suppressing secondary phases has not been 

formed. 

Aside from Ge:Mn thin films, other investigators have also pursued doping Ge QDs with Mn. 

Specifically the research group of K. Wang at UCLA have grown Mn (and also Fe) doped Ge 

QDs [59,60,72]. The authors grew Ge:Mn QDs at a concentration of 5% Mn and produced films 

with a Curie temperature above 400 K. Transmission electron microscopy and electron loss 

spectroscopy showed regions of Mn segregation below the QDs and into the substrate. The 

source of segregation in this case is not well understood and many questions remain on the 

growth process when a significant concentration of Mn is introduced into the system. 

Interestingly the authors also were able to cap and gate the structures and control the magnitude 

of the saturation magnetization with the application of an electric field. 

This previous work illustrates the variety of Ge:Mn structures that researchers have pursued 

but a strong case for a consistent structures with a high Curie temperature is still a work in 

progress. Notably the effect of Mn on the growth of different structures and how Mn segregates 

in the Ge system is one point this thesis sets out to further study and discussion. 
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Chapter 2. Experimental Techniques 

2.1. Scanning Tunneling Microscopy 

The invention of the STM by Binnig and Rohrer in 1981 [73,74] has brought with it a wealth 

of data and understanding of surfaces, their structure and reactions taking place on the surface, 

not to mention a Nobel Prize for its inventors in 1986. The STM allows researchers to resolve the 

atomic structure of surfaces in real space, observe the atomic-level effects of adsorbates, 

manipulate atoms [75–77] and even trigger chemical reactions [78–80]. The first real-space STM 

images were of the Si(111)7x7 reconstructed surface [81]. This reconstructed surface has a large 

unit cell and previous low-energy electron diffraction experiments and modeling were unable to 

describe the details of the structure. In addition, the invention of the STM aided researchers to 

identify an accurate model of the Si(100)2x1 reconstruction, previous models failed to describe 

in particular the presence of buckled dimers which oscillated at room temperature.  

STM operates on the principle of quantum tunneling. If two metals are separated by a thin 

insulated barrier, whether it be vacuum or an insulating material, there exists a potential barrier, 

U,  between the two metals. In classical mechanics, an electron of energy E can only overcome 

the potential barrier if the energy of the electron exceeds the potential barrier. However, in 

quantum mechanics there is a finite probability that an electron with an energy less than the 

potential barrier can have a position within the barrier. The wave function describing the electron 

in the potential barrier has the form shown in Equation 2.1. The exponential decay of the 

function shows that the electron will always have a non-zero probability of penetrating the 

potential barrier. In order to exploit the tunneling and obtain an appreciable tunneling current, the 

width of the insulating barrier should be sufficiently small [82]. The configuration of a tunneling 

junction is illustrated in  



  16 

 

Figure 2.1. Diagram of a one-dimensional tunneling junction. The wave functions of the tip and sample overlap 

when separated by a distance, s. With the application of a sample bias, V, electrons are able to tunnel into the empty 

states of the sample. The potential barrier is in most cases representable by the work function, ϕ. [83] 

In STM, the vacuum gap between the sample and tip is treated as a potential barrier, U, that 

the electron must overcome for tunneling to occur. The wave function, ψ, of the electron 

penetrating the barrier is described by: 

 ( )   ( )    [ 
√  (   ) 
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2.1 

 

where E is the energy of the electron, m the mass, z is the distance between the tip and sample, 

and ħ is Planck’s constant divided by 2π [83]. The tunneling current, It, can be found by 

considering the density of states of the sample at the Fermi energy N(EF): 
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The potential barrier of the vacuum gap is given by U in eV and the distance between the tip and 

sample, z, in units of angstroms [83]. Equation 2.2 originally was developed and applied to the 
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ideal case of one-dimensional tunneling. It was shown by Tersoff and Hamann that Equation 2.2 

can be applied in the three-dimensional case when the wave function of tip is assumed to be an s-

wave or spherical in shape [84,85]. The Tersoff-Hamann model has become the standard 

approximation for STM. However, the Tersoff-Hamann model is a first approximation of STM 

and does not fully explain images produced from all surfaces. Equation 2.2 indicates the direct 

dependency of the tunneling current to change with the applied bias voltage, V, and N(EF), also 

the exponential dependency of the tunneling current on z. It is important to make this connection 

when performing scanning tunneling microscopy, or any microscopy, to make a connection 

between what the contrast in the images you get actually represent on the sample. Here the 

importance of the bias voltage and the density of states becomes apparent and must always be 

considered when interpreting images and serve as a reminder that STM images are not always a 

topographic representation of the surface. A classic example illustrating the bias dependence of 

the images that can be obtained with STM is the GaAs(110) surface, as seen in . 

 

Figure 2.2. STM images of the GaAs(110) surface acquired at samples biases of (a) +1.9 V (empty states) and (b) -

1.9 V (filled states). (c) The top view model of the GaAS(110) surface atoms. In the empty state image the contrast 

comes from the Ga atoms and in the filled state image the As atoms are the source of the contrast.  [19,86] 
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When an ideally atomically sharp tip/probe is brought within a fraction of a nanometer to a 

sample surface and a bias voltage is applied between the two, electrons will tunnel across the 

vacuum gap to the sample or tip depending on the polarity of the bias. The current generated is 

fed into a feedback loop that controls the distance between the sample and the tip when operated 

in constant current mode while scanning across the surface. The current measured by the 

instrument changes roughly by an order of magnitude when the distance between the tip and 

samples changes by one angstrom. As a tip is scanned over the surface, different features, 

whether topographic or electronic, can cause the current to change and the system will react by 

changing the distance to keep the current constant. In order to scan over the surface and make 

fine (fractions of a nanometer) adjustments, the tip is placed on a piezoelectric scanner which has 

a sensitivity of 10 V/nm along all axes. A schematic showing the main components of the STM 

is shown in Figure 2.3. 

 

Figure 2.3. Diagram of a scanning tunneling microscope. X-Y piezoelectric scanners move the tip laterally across 

the surface during imaging. In constant current mode, the Z piezoelectric adjusts the height of the tip from the 

sample based on the change in current via the feedback loop [83]. 

Obtaining atomically resolved images with a slow scanning instrument such as the STM can 

be difficult due to vibrations, among other technical challenges. The first level of vibration 

isolation are four soft springs that the entire STM stage, including sample and scanner, are 
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suspended from and the next is the Eddy current damping. On the perimeter of the STM stage, 

copper fins are mounted and a series of permanent magnets are mounted in a ring with a magnet 

lying between a pair of copper fins In addition, the entire STM UHV chamber is mounted to a 

table that sits on three passive air legs, which assist in damping building vibrations through the 

floor. 

2.2. Scanning Tunneling Spectroscopy 

While STM is used to generate an image from a fixed imaging bias, STM instruments are also 

capable of performing Scanning Tunneling Spectroscopy (STS). Tunneling spectroscopy can be 

defined as the study of the bias dependence of the tunneling current. Different modes of 

tunneling spectroscopy are identified within this broad definition. Acquiring STM images at 

several imaging biases can reveal spectroscopic information, but the convolution of topographic 

and electronic information can complicate the analysis. Conductivity maps can be obtained by 

varying the distance between the tip and sample while modulating the bias voltage. In addition, 

the tip can be held at a constant separation and I-V curves can be acquired at single points or on a 

predefined grid. In the case of point spectroscopy, the feedback loop described in the previous 

section is turned off and an I-V curve is obtained at a constant height at a selected point. The I-V 

curves can then be calculated as (dI/dV)/(I/V) curves which correspond to the local density of 

states of the sample [19]. It is also common practice in the literature to plot dI/dV in some cases 

to determine the band gap of the material. When performing tunneling spectroscopy, depending 

on the bias voltage, the empty or filled states are probed. An ideal metal tip can be assumed to 

provide an abundance of states to tunnel in and out of. As a result, the local density of states of 

the sample is probed.  
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Another type of spectroscopy consists of normal constant current imaging at several different 

bias voltages, particularly at opposite polarity. Voltage dependent STM imaging has advantages 

to be able to see the geometric relationship of structures and their electronic states across 

different bias voltages. However, this method is limited for the same reason since the geometric, 

topographic contribution to the STM image is always present as the tip-sample distance is 

adjusted by the feedback loop and does not necessarily represent the true local density of states. 

If the waveforms of the sample and tip do not overlap because of geometric reasons, even if 

states are available to tunneling in or out of, there is no tunneling between those particular 

features. For this reason, voltage dependent STM images can be difficult to interpret due to the 

ever presence of the topographic component [87].  

There are some drawbacks to the interpretation of STS data which prevents direct comparison 

of the fine structure of the local density of states with calculated density of states or band 

diagrams. Typically, simulated local density of states will assume that the influence of the tip on 

the measured density of states is nonexistent; the tip is assumed to have a free electron gas like 

an ideal metal. More refined calculations require exactly measuring the density of states of the 

tip which can often be non-ideal and change during the course of a measurement [19]. In the 

research presented here, voltage dependent STM image type spectroscopy and point 

spectroscopy are used to further the understanding of the nanostructures formed during 

experiments.  

2.3. Ultra-High Vacuum Chamber 

All sample preparation and most sample characterization took place in Ultra-High Vacuum 

(UHV) chambers. The majority of the experiments were completed in a combination analysis 

and preparation chamber at UVA, a commercial system from Omicron Nanotechnology GmbH. 
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The experiments in the Omicron commercial system with a base pressure in the range 6.0x10
-11

 

to 1.5x10
-10

 mbar. The system consists of two chambers, one containing the Scanning Tunneling 

Microscope (STM) itself and the other with a 4-axis sample manipulator and resistive heater and 

deposition sources. The UHV conditions are maintained by a series of pumps: a Pfeiffer TMU 

071 P turbomolecular pump backed by an Edwards RV3 two stage rotatory vane pump with fast 

acting inlet valve to prevent back streaming of pump oil. The turbomolecular pump and rotary 

vane pump are used primarily to get the chamber down to UHV conditions during system 

bakeouts and to pump down a small loadlock used to transfer in samples and STM probes into 

the chamber. When the microscope is in operation a combination of a Varian StarCell VacIon 

150 Plus ion pump and a three filament Ti sublimation pump are used to maintain UHV 

conditions in the main chamber. Images of the STM chamber depicting the above components 

are shown in Figure 2.4. 

 

Figure 2.4. Images of our Omicron UHV chamber. Shown in the images are the following components: (1) the bell 

jar which houses the STM, (2) a spherical chamber with the deposition sources attached, (3) 4-axis manipulator 

which extends into the spherical chamber, (4) turbomolecular pump, (5) rotary vane backing pump, and (6) the 

passive air legs for vibration dampening. The ion pump, not pictured, is located within the table. 
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2.4. Si(100) Sample Preparation 

There are several methods available to the experimenter to clean and prepare a Si(100) 

surface in order to achieve the (2x1) reconstruction, see Section 1.3.1. Much of this depends on 

the size of the sample. Larger samples typically undergo a chemical clean prior to transferring 

into vacuum. The typical procedure is to remove any hydrocarbons on the surface, strip the 

native oxide and replace it with a non-stoichiometric oxide that can be readily desorbed at 

elevated temperatures in vacuum. Once the oxide is desorbed at approximately 800°C a buffer 

layer of Si is deposited at 600-700°C to achieve the cleanest surface possible.  

 

Figure 2.5. Images of the direct current sample  holder. The sample holder is shown fully assembled. (1) The contact 

bars used to make electrical contact to the Si sample within the chamber. (2) The ceramic top plate which helps to  

hold the sample in place with (3) four molybdenum studs and nuts to clamp (4) the sample.  

Smaller samples, which is what this research utilized, can be cleaned chemically as well as 

described above but can also be cleaned simply with higher annealing conditions. Our method 

for thermal cleaning of Si is based on procedures outlined in the literature [88,89]. Our samples, 

10 mm x 1 mm x 0.5 mm, are mounted on a sample holder designed by Omicron 

Nanotechnology GmbH that allows for a current to be passed directly through the sample, i.e. 

direct current heating. The sample holder is pictured in . This setup allows us to heat quickly the 
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Si sample to temperatures approaching the melting temperature of Si. In addition, samples must 

be doped to have a resistance low enough in order to drive a sufficient current through the 

sample. Our samples were boron doped (p-type) within the range 1.2x10
17

 – 1.5x10
17

 

dopants/cm
3
 which resulted in a resistance range of 0.065 – 0.074 Ω∙cm.  

After transferring the sample through the loadlock into the main chamber, the sample is 

outgassed overnight at approximately 550°C until the pressure in the main chamber returns to a 

value close to the original base pressure prior to transfer. Following the overnight anneal, the 

sample flashed at increasing higher temperatures for short bursts lasting about 3 seconds or 

briefer while maintaining a pressure ideally better than 1.0x10
-9

 mbar. In detail, the heating 

protocol is done in current limited mode from 0.5 A to 3.5 A in 0.5 A increments. At each 

increment, the sample is flashed for 3 seconds or less until the pressure is controllable and does 

not increase as quickly. Continuing the heating beyond 3.5 A is done in 0.1 A increments since 

the oxide is removed, around 900°C. The maximum current needed ranges typically from 4.2 A 

to 4.5 A; the sample essentially needs to be heated up to a temperature high enough obtain 

sufficient surface atom mobility without causing any melting. Through a viewport on the 

chamber, the brightly the sample glows during the flashing can be checked. At the final flashing 

condition, the sample should appear to have a bright nearly white-yellow glow. The final 

temperature is around 1250°C, and surface Si atoms sublimate which aides in achieving a clean 

surface by simply removing the initial bad surface. At the final flashing condition, the sample is 

flashed 20 to 30 times. The above procedure is used throughout this research and repeatedly 

produces surfaces of high quality with point defect concentrations less than 5% by areal 

coverage. 



  24 

2.5. Deposition Sources 

Two main types of physical vapor deposition sources were used during this research, an 

effusion cell for Ge evaporation and electron beam (e-beam) evaporator for Mn. The end result 

of each evaporator is the same, the source material is heated to a point where the vapor pressure 

of source material exceeds the background pressure of the UHV chamber. Veeco makes the 

effusion cell evaporator and has a 4 cc crucible made of alumina. The crucible is surrounded in a 

serpentine fashion by a filament that allows for controllable and consistent heating along the 

majority of the volume of the crucible and thus the source material. The effusion cell requires 

careful and slow heating operation (10 – 20°C/min) due to the thermal load and possibility of 

cracking the alumina crucible. Extra care has to be taken if the material to be evaporated 

undergoes any phase changes during the heating/cooling operation.  

The e-beam evaporators used in our case are small-scale evaporators. Three different e-beam 

evaporators were used during the course of this research, but the principle of operation are the 

same for all three. E-beam evaporators heat a conductive crucible (or source material rod) by 

electron bombardment of thermionic electrons extracted from a hot tungsten filament with a 

large positive bias voltage applied to the crucible or rod. E-beam evaporators require a water 

cooling shroud with the filament and crucible or rod located within the shroud. E-beam 

evaporators offer advantages of being able to evaporate refractory materials such as tungsten and 

once a material is sufficiently outgassed the material can be heated quickly. The three different e-

beam evaporators used were one homebuilt source courtesy of Catherine Dukes, Ph.D., one 

single pocket evaporator from Mantis Deposition LTD (model: M-EV) and a four pocket 

evaporator also from Mantis Deposition LTD (model: QUAD-EV-C).  
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2.6. Synchrotrons and X-ray/Ultraviolet Photoemission Spectroscopy 

To explore the bonding between Mn and Si(100), Ultraviolet Photoemission Spectroscopy 

(UPS) experiments were performed at the National Synchrotron Light Source (NSLS) at 

Brookhaven National Laboratory (BNL). Synchrotron radiation is attractive for the intensity of 

light and the tuneability of the photon energy at small increments. The latter in photoemission 

spectroscopy experiments is often more important, and this does not hold true for x-ray 

diffraction and other techniques performed at synchrotron light sources. 

Synchrotron radiation occurs simply due to the conservation of momentum. When energetic 

charged particles are redirected, typically with magnetic fields, the change in the tangential 

component of the velocity vector is compensated with the emission of radiation via the 

conservation of momentum. Synchrotron light sources take advantage of the radiation to perform 

different spectroscopies and diffraction experiments. Synchrotron storage rings are designed to 

give users high intensity radiation for extended periods of time. Electrons are injected into the 

UHV storage ring at energies of a few GeV and the electron bundles are gathered and deflected 

around the ring using magnetic fields. Tangentially from the ring, are a series of UHV tube 

chambers called beamlines where the radiation is focused, passed through slits for filtering, and 

monochromators before reaching an analysis chamber containing the sample and detection 

equipment. 

X-ray photoemission and ultraviolet photoemission spectroscopy are both based on the 

photoelectric effect. As a simplified three step process, incoming x-ray or UV photons excite 

electrons from occupied to unoccupied states, the excited electron proceeds to the surface, and 

finally the electron is emitted into the vacuum with a characteristic energy. The emitted electrons 

are analyzed for their kinetic energy by a hemispherical or cylindrical analyzer. As described in 
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Equation 2.3, the kinetic energy of the emitted electron is dependent on the energy of the 

incoming X-ray or UV photons less the binding energy and the work function. The peaks of 

electrons detected around kinetic energies corresponding to Equation 2.3. 

             2.3 

For the purposes of this research, as mentioned above, we used UPS to study samples. The 

samples investigated consisted of room temperature deposited overlayers of Mn on Si(100)-2x1 

and a-Si. UPS was chosen for the energy range covered, 160 eV – 40 eV, and the requirements 

of our experiment. Using UPS we probed the Si 2p core levels, the Mn 3p level, and the valence 

band.  

2.7. X-ray Absorption Spectroscopy and X-ray Magnetic Circular Dichroism 

In X-ray Absorption Spectroscopy (XAS) the change in the absorption coefficient is observed 

as a function of photon energy. If the photon energy corresponds to an absorption edge the 

absorption coefficient increases significantly. XAS differs from XPS since instead of probing the 

band dispersion of materials XAS explores the integral unoccupied density of states as a function 

of energy. During the X-ray absorption process, for example, an incoming electron interacts and 

excites an electron in a p-orbital and that electron is excited into an unoccupied d-orbital. The 

energy required for this transition is characteristic of the material studied. In addition, because of 

this transition, XAS becomes particularly attractive to probe the magnetic properties of materials. 

Those materials which are magnetic and have a non-zero net magnetization will display the band 

splitting in the d-orbitals. Effectively the magnetism of the material generates a preference of a 

certain electron spin depending on the direction of magnetization. When taking the XAS spectra 

with polarized light there will be a slightly higher absorption of x-rays when the polarization of 

the light aligns with the magnetization of the sample. The results from XMCD can be compared 
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to the results from the more traditional magnetometry techniques such as vibrating sample 

magnetometry and super quantum interference device (SQUID) magnetometry.  

In x-ray magnetic circular dichroism (XMCD), dichroism referes to the difference in 

absorption of polarized light. When light is absorbed by a material with an energy that satisfies 

the difference between two electron states, the quantum selection rules (referring to the quantum 

numbers n, m, l and s) must be satisfied during the transition. One such selection rule that is 

exploited for XMCD is the conservation of angular momentum and the magnetic quantum 

number, ΔJ.and Δm, respectively. When a d-orbital type magnetic material is under a magnetic 

field, the degeneracy of the electron states is broken and preferential absorption of light can 

occur. To observe this effect, circularly polarized light is used and when the light polarization is 

parallel to the direction of magnetization, absorption is enhanced and slightly depressed with 

antiparallel alignment. Figure 2.6 illustrates this effect of preferential absorption with circularly 

polarized light. 

 

Figure 2.6. Schematic depicting the electronic transitions from a 2p3/2 level of a 3d ferromagnetic material for two 

opposing magnetization directions and for zero magnetization. [90] 
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Figure 2.7. L3,2-edge XAS and XMCD spectra of iron: (a) XMCD spectra, solid line, of iron along with the 

integrated data, dotted line. The points where p and q are found is illustrated. (b) XAS spectra, solid line, of iron and 

the integrated data, dotted line, with r illustrated. [91] 

XMCD reveals not only the elemental and orbital specific magnetization of a material, but can 

also separate the magnetization of a material into the orbital and spin components, morb and mspin, 

respectively. Yonamoto et. al. and Goering initially proposed using the integrals of XAS and 

XMCD spectra to extract µorb and µspin using sum rule equations [92,93]. The sum rules were 

further developed by Chen et. al. and confirmed by experiment [91]. It is Chen’s sum rules for 

3d materials that are used in this research as seen here: 
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The values for p, q, and r are calculated from the integrals of the XAS and XMCD spectra as 

illustrated in Figure 2.7. The value of p is found at the left edge of the L2 peak of the integral of 
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the XMCD spectra. The value of q is the total integral of the XMCD spectra of the L3,2 peaks. 

The value of r is found from the total integral of the x-ray absorption spectra. The number of 

donor holes of the 3d metal is given by n3d, and for Mn n3d is 4.52 [94,95]. In addition, prior to 

calculating morb and mspin using the sum rules, the XMCD intensity must be scaled by a factor of 

1.5 due to jj-mixing of the L3 and L2 peaks [94,96].  

2.8. Vibrating Sample Magnetometry 

The macroscopic magnetic properties of samples were examined using a vibrating sample 

magnetometer (VSM). S. Foner is generally accepted as the inventor of the instrument [97] 

though the principles for VSM were published earlier by others [98]. VSM operates on the basic 

principle that a change in flux is measured in a pickup coil when a magnetic sample is vibrated at 

a constant frequency. The induced voltage in the pickup coil is proportional to the magnetization 

of the sample. With these principles, the sample and pickup coils can be placed within the gap of 

an electromagnet and induced magnetization of the sample is measured as function of the applied 

field.  

The VSM used for this research is a system from Quantum Design as part of a physical 

property measurement system (PPMS). As shown in Figure 2.8, the sample, pickup coil and 

electromagnet are housed within a cylindrical Dewar with a hollow center which is filled with 

liquid He. The hollow chamber of the Dewar is evacuated to low vacuum during measurements 

to help prevent temperature fluctuations during cooling and heating operations. The PPMS is 

designed to allow for controlled flow of He for precise temperature control and also to reduce 

unwanted vibrations from spurious He evaporation. The system used here is capable of cooling a 

sample down to 2 K and heating up to 400 K and fields up to ±7 T. 
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Figure 2.8. (a) Schematic of a vibrating sample magnetometer (VSM) and (b) a diagram illustrating the geometry of 

the VSM within the Dewar. [99] 

 

Samples grown on the Si(100) substrates were handled with either zirconia ceramic tipped 

tweezers or Ti tweezers to avoid contamination from the ferromagnetic elements. Samples are 

mounted on a quartz paddle using wax. The wax is softened at about 100°C and spread out into a 

thin layer on the quartz paddle. While the wax is still soft, the sample is pressed into the wax 

gently and observed through the backside of the quartz paddle to ensure there are no trapped air 

bubbles in the wax. The tools used to handle the sample and the quartz paddle were cleaned 

before and after use using acetone and ethanol [100]. The importance of eliminating 

contamination is especially important with the samples in this research. Considering the small 

sample size (6 mm
2
 deposition area) and low Mn concentration, the magnetic moments expected 

is on the threshold of detection for the Quantum Design PPMS (magnetic moment <10
-6

 emu, 

noise <10
-7

 emu).  
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2.9. Scanning Auger Microscopy: Scanning Electron Microscopy and Auger Electron 

Spectroscopy 

Scanning Auger Microscopy (SAM) is the combination of two other experimental techniques: 

Scanning Electron Microscopy (SEM) and Auger Electron Spectroscopy (AES). The instrument 

used for this research is located at the Center for Funcational Nanomaterials at Brookhaven 

National Laboratory. The SAM is part of a commercial system built by Omicron 

Nanotechnology GmbH. SAM has the capability to spatially resolve composition of samples 

using the primary electrons from the electron gun. In order to understand the operation of SAM, 

the basic principles of SEM and AES are first covered in this section. 

 

Figure 2.9. (a) A diagram illustrating the interaction volume from an electron beam. The regions where the 

secondary and backscattered electrons and x-rays is indicated. (b) The energy spectrum of the electrons emitted from 

a specimen surface. [101] 

In a typical SEM, a primary electron beam with energies ranging from 3 keV to 50 keV 

interacts with a sample and produces secondary and backscattered electrons, x-rays, and Auger 

electrons. Backscattered electrons are scattered elastically near the surface of the sample and 

gives z-contrast to the images produced. Secondary electrons are produced from inelastic 
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scattering and can yield images with highly resolved details without z-contrast. Whether imaging 

with secondary or backscattered electrons, the primary electron beam is focused down to a small 

spot size (5 nm) and rastered across the surface with deflection coils within the electron column. 

When the primary electrons impinge on the sample, scattering events occur with a finite, 

teardrop shaped, volume beneath the surface. The interaction volume of the electron beam with 

the sample is illustrated in Figure 2.9. As with other x-ray analysis techniques, in order to obtain 

Auger spectroscopy the SEM image must be is good focus and well corrected for 

astigmatism [101].  

 

Figure 2.10. Diagram for the Auger process for a (a) KL1L2,3 transition and (b) L2,3VV transition. [19,102] 

AES takes advantage of the Auger process to perform elemental analysis of surfaces. As with 

all electron spectroscopies, AES is highly surface sensitive due to the shallow escape depth of 

electrons. A typical probe depth, which is dependent on kinetic energy of the Auger electron, is 

between 10 and 30 Å. A diagram illustrating how Auger electrons are generated is shown in 
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Figure 2.10. During inelastic scattering interaction with the primary electron beam, a core 

electron is ejected from the atom. An electron from a higher energy state falls to fill the hole left 

by the ejected electron and energy can be conserved by radiative or nonradiative process. X-ray 

emission, which is the radiative process is defined by the emission of a photon with an energy in 

the x-ray regime, becomes more likely with atoms with a higher atomic number. The 

nonradiative process is the emission of the Auger electron, another electron is ejected from the 

atom from a level near or at the same level as the electron that filled the original hole. The atom 

is then left with two holes. The Auger electron has a characteristic kinetic energy which can be 

calculated based on the binding energies of the 3 electrons involved in the process [102]. The 

following equation illustrates this relation for a KL1L2 transition Auger electron: 

      
    

     
     

    (    ) 2.6 

Where   
  is the binding energy of the core electron ejected by the primary electron beam,    

 is 

the binding energy of the electron which fills the hole left by the first, and    
 is the binding 

energy of the Auger electron.   (    ) is a small correction factor due to the fact that the 

binding energy for the L2 electron increases when the L1 electron descends to fill the hole in the 

K shell.   (    ) is a complicated term that can be estimated using the known binding energies 

at the same levels for an atom one atomic number higher than the one of interest [44], as seen in: 
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Auger electron energy analysis, in these experiments, was performed with a 7-channel 

hemispherical energy analyzer is attached to the chamber with the inlet port facing the sample at 

an angle of 30° above the sample plane. Primary electron energies of 3 keV, 5 keV, and 10 keV 

were used to obtain images. The efficiency of Auger electron emission requires that for best 



  34 

results the primary electron energy should be two to three times greater than the Auger electron 

peak kinetic energy of interest. 
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Chapter 3. Mn Wires: Structure and Temperature Stability 

This section will explore the room-temperature structure of Mn wires and how the wires 

evolve in a previously not well studied temperature regime from room temperature up to 400°C. 

The Mn wires, which form during the room temperature deposition of Mn on a Si(100)2x1 

substrate, were described previously by Liu and Reinke [103]. Simov and Reinke performed a 

more in-depth study of the parameter space required to form Mn wires [104]. Mn wires form 

when the Mn coverage exceeds about 0.2 ML and the defect concentration is sufficiently low or 

when defects have condensed into more ordered structures such as dimer vacancy lines. Here the 

stability of the Mn wires at increasing temperatures is explored, and the behavior of small 

concentrations of Mn up to temperatures used for Ge QD growth are studied and discussed. 

The Mn nanostructure used as a starting point for the annealing experiments were either Mn 

wires or Mn clusters. Wires are defined here as structures with a high length-to-width aspect 

ratio, which are in the plane of the substrate surface. This notation refers only to the geometric 

shape of the nanostructure and does not imply the formation of a 1D electronic or magnetic 

system with a delocalization of the electrons along the wire. Many different types of wires have 

been synthesized on semiconductor and metal surfaces, and in general, the driving force for wire 

formation is an inherent anisotropy in the chosen material combination [28,29,40,42,105–107].  

The study of the behavior and interaction of Mn and Si above-room temperature in the 

literature has focused around temperatures where Mn silicides form, above 400°C [108,109]. We 

investigated the previously unexplored intermediate temperature regime between room 

temperature and 400°C. The extent of this section covering the Mn wire temperature evolution 

has been published in the Journal of Physical Chemistry C [17] and the portion of this section 

covering the Mn wire structure has been published in part in Surface Science [16]. 
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3.1. Experimental and Modeling Details 

Si samples were prepared as described in Section 2.4. This treatment routinely creates a 

surface with areal defect densities of less than 5%, which are suitable for the formation of Mn-

wires [103,104]. All STM images were obtained in constant current mode with a sample bias of -

1.5 V (filled states) and +1.5 V (empty states) and a feedback current of 0.03 nA. 

Electrochemically etched W wire was used as a tip material. Image analysis was performed using 

ImageJ [110] and WSxM [111] software packages. 

Mn was evaporated from a Mo crucible using a home built electron beam evaporation source, 

and the deposition rate was calibrated using a quartz crystal monitor placed at the sample 

position and produced a flux of 0.025 Å/s. The Mn coverage (Mn) was obtained from STM 

image analysis after deposition and determined to be in the sub-monolayer regime. Mn was 

deposited at room temperature, and the sample was then annealed by direct current heating at 

temperatures between 100 – 600ºC for 5 minutes (a new sample was used for each temperature). 

The approximate annealing temperature is reached within a few seconds of adjusting the heating 

current. The temperature calibration for small Si samples (10 x 1 x 0.5 mm) in this intermediate 

temperature regime is notoriously difficult. The sample size is too small and the annealing 

temperature too low for a reliable pyrometric measurement. In addition contact with a 

thermocouple greatly diminishes the quality of the surface due to the presence of transition metal 

contaminants [112–114]. The temperature was therefore calibrated by establishing the relation 

between temperature and heating power with a sacrificial sample contacted with a K-type 

thermocouple. The calibration power/current-temperature curve used to determine the annealing 

temperature of all samples is shown below in Figure 3.1. 
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Figure 3.1. Temperature measurement of a sacrificial sample as a function of the current/power supplied to the 

sample. The sacrificial sample had a resistance across the sample holder of 104.9 Ω, and a visual deep red glow at 

the sample was observed at 415°C. 

The structure of the Mn wires was analyzed from both experimental images and modeling 

through collaboration with P. Kratzer and M. Hortamani of the University of Duisburg-Essen 

and the Max Planck Institute of Microstructure Physics, respectively. Effectively the models 

proposed with our collaborators are two bonding configurations and simulated STM images of 

those configurations. The simulated STM images were compared to experimental images to 

determine their validity in terms of the relative atom positions and the variation of image contrast 

as a function of bias voltage. The Mn wires on Si(100) were modeled using a periodically 

repeated slab in a (2x4) unit cell (with a periodicity of 2 lattice constants along the wire). Density 

functional theory (DFT) total-energy calculations are performed using the Perdew-Burke-

Ernzerhof (PBE) functional for electronic exchange and correlation and the linearized augmented 

plan wave and local orbital (LAPW+lo) approach to electronic structure calculations, as 

implemented in the WIEN2k computer code [115]. The structures were fully relaxed until the 
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forces on each moveable atom are smaller than 0.05 eV/Å. STM images were simulated within 

the Tersoff-Hamann approximation [85] by integrating the electronic density of states in an 

energy interval between the Fermi energy εF and εF + V, where V is the sample bias voltage. 

Subsequently, the height above the surface for an iso-contour surface of 8x10
-5

 eV/Å
3
 was 

calculated and plotted. 

Sample Label Mn (ML) TAnneal (°C) RT Mn Structure 

S115 0.04 115 ± 28 Clusters 

S268 0.14 268 ± 30 Wires 

S316 0.12 316 ± 38 Wires 

S342 0.22 342 ± 38 Wires 

S415 0.04 415 ± 44 Clusters 

S600 0.4 600 ± 44 Wires/Clusters 

Table 3-A List of sample parameters 

The samples, which were used to study the temperature evolution of the Mn nanostructures, 

are listed in Table 3-A. The samples are labeled by their respective annealing temperature 

S(Tanneal). One additional sample was prepared by Mn deposition (Mn = 0.2 ML) on a heated 

substrate at 600°C, named SH600. The quality of the Si surface was characterized by the density 

of defects per unit area (nm
-2

), the relative area of the surface occupied by defects and the quality 

of both types of step edges, SA and SB.  

The step edge quality was evaluated by determining the dimer interaction energies using 

Boltmann statistics and counting the number of dimers between kinks of the step edge. The 

dimer interaction energies can be determined from real space images by counting the number of 

kinks with a given depth. The first nearest (εSa(b)) and second nearest (δ) neighbor dimer 
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interaction energies for SA and SB type steps were determined from STM images following the 

procedure described by Zandvliet et al: [116,117]  
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The number of kinks, n±r of length 2ar (2a is the center-to-center distance between dimers 

along the direction perpendicular to the dimer axis, r is the number of dimers in a kink), and the 

number of sites with no kinks, n0, were measured along SA and SB step edges. Two different kink 

directions are defined as following: a kink protruding towards the lower terrace as a positive kink 

(n+r), and a kink protruding towards the upper terrace as a negative kink (n-r). Representations of 

n0 and n-r in a diagram are shown below in Figure 3.2. 

 

Figure 3.2. A diagram illustrating a step edge with kinks. A straight, unkinked, section of the step edge is measured 

and represented by n0. A negative kink, one protruding into the step edge, is measured and represented by n-r. 
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Figure 3.3. (a) The height of the Mn-wires is depicted as a function of bias voltage [empty (+) and filled states (-)]. 

The height is given with respect to the plan of the Si-dimers. The graph contains data from images measured in two 

independent experiments and the deviations between these two datasets is included in the error bar. In the region 

between 0.7 V and -1.1 V the image quality is insufficient to determine the Mn-wire height. (b) and (c) are 

representative experimental STM images for 0.7 V and -1.5 V; the wires are outlined with a box. Part (d) shows a 

larger scale image of Mn-wires on the Si(100)2x1 surface. 

 

3.2. Mn Wire Structure 

Figure 3.3 shows experimental images for the empty state (0.7 V, Figure 3.3(b)) filled state (-

1.5 V, Figure 3.3(c) and (d)). The filled state image at -1.5 V delivers the best overall image 

quality, and the surface structure remains unchanged until the bias voltage drops below -1.0 V. 

The comparison of images recorded from -1.5 to 1.5 V in small increments is summarized in 

Figure 3.3(a) and reveals a contrast inversion around a bias voltage of 0.7 V (empty states). The 

quantitative analysis of the apparent wire height with respect to the plane of the Si-dimers is 
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included in Figure 3.3. The strong voltage dependence of the Mn-wire images was observed 

repeatedly for several samples and with different STM tips, and is independent of the local 

Si(100) reconstruction around the wire, which can adopt either a (2x1) or p(2x2) reconstruction. 

The same wire is imaged with different bias voltages and the contrast inversion is therefore 

characteristic of the specific LDOS and bonding configuration in the Mn-wire-Si system. 

 

Figure 3.4. (a) Mn wire and (c) linescans across Si-dimer rows (red) and Mn-wire (green), which illustrates the lack 

of an offset between the Si-dimer rows and the Mn-wire maxima. (b) STM image of a Mn wire with an offset 

between the Mn wire and the Si dimers, the corresponding linescan shown in (d). An exceptionally well resolved 

Mn wire is shown in the inset of (b). All images at an imaging bias of -1.5V. 

Figure 3.4 illustrates the relative position of the maxima of the Mn-wire with respect to the Si-

dimer row, and the image, Figure 3.4(b), shows the most abundant type of Mn wire. The maxima 

in the Mn-wire structure are positioned “in between” the Si-dimer rows, as can be seen in the 

respective linescans (Figure 3.4(d)). Occasionally an exceptionally well-resolved Mn-wire image 

can be obtained, and the single atoms positioned along its backbone can be distinguished (Figure 
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3.4(b) inset). This image implies that the relatively large protrusions along the Mn-wire 

backbone are composed of two atoms each. The relative position of the Mn-wire maxima to the 

Si dimers rows are referred to as an offset between the Mn wire and the Si dimers. 

 

Figure 3.5. Distribution of wire offset for 37 wires from two independent experiment (“wire set 1”, “wire set 2”). 

The data point at 0 nm offset are Mn wires whose maxima are in registry with the Si dimer rows. The set of data 

point centered at 0.25 nm corresponds to the mean offset of Mn wire maximas relative the Si dimers. The error int 

eh measurement is estimated to be about ±0.02 nm. 

The average offset of the Mn-related protrusions is 0.22 nm with a minimum offset at 0.18 nm 

and these results are summarized in Figure 3.5. The histogram of the offset represents a set of 37 

wires measured in two independent experiments, which were performed about a year apart. A 

second type of wire, where the maxima in at least part of the wire-structure coincide with the 

maxima in the Si-dimer rows, is shown in Figure 3.4(a) and (c) and is observed with a frequency 

of about 20% of the total wire population. These wires might be best described as defective 

wires, where the preferred position of Mn-adatoms in between Si-dimers cannot be achieved. In 

Figure 3.4(a) the linescan for the Mn wire (green) shows a coincidence of Mn-wire and Si-dimer 

maxima for the first two Mn-adatoms, but not for the last adatom in the wire. This is indeed 
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typical, and the defective wires are sometimes positioned between defects or surface clusters, 

which strengthens our argument that they might be forced into an energetically unfavorable 

position by geometric constraints.  

 

Figure 3.6. Simulated filled state STM images for a sample bias of -1.1 V for two Mn wire structures: (a) Mn in a 

subsurface and cave positions (sub-cave) and (b) Mn in hollow and cave positions (hollow-cave). The ball-and-stick 

models with Mn (blue circles) and Si (green circles) are seen as an overlay on the simulated STM images. A side 

view of the model is shown below (a) and (b) for each structure. 

In order to find a structural model for the wires, five atomic structures with different chain-

like arrangements of the Mn-atoms were analyzed by means of DFT calculations. After 

relaxation the sub-cave and the hollow-cave structure, shown schematically in Figure 3.6, 

emerged as the thermodynamically most stable structures. The wire is seen in these filled-state 

images (-1.1 V) as the feature running horizontally through the image, perpendicular to the Si 

dimer rows. The sub-cave structure, which is the thermodynamically most stable structure of the 

two, is a periodic chain of Mn atoms in the sub-surface site and in the cave-site. In the hollow 

cave structure, the second most stable structure, the Mn atoms alternatingly occupy the hollow 
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site and the cave site; for the terminology of the bonding sites we refer to previous work by 

Hortamani et al. [118] also as shown in Figure 3.7. 

 

Figure 3.7. A schematic of the Si(100) surface (open circles) and the possible binding sites for Mn (filled circles) is 

illustrated. (a) A top down view of the Si(100)2x1 surface where Mn is located in a dimer vacancy (D), 

substitutional (S), a dimer long bridge (M), hollow (H) and a dimer short bridge (B) site. (b) A side view of the 

Si(100)2x1 surface and possible Mn binding sites. The cave site (C) is located between dimer rows and the 

interstitial site (I1) sites one layer below the surface. The other two interstitial sites (I2,3) are located within the third 

layer below the surface. (c) Depicts the displacement of a Si atom in the event of Mn entering a substitutional 

site [118]. 

The sub-cave structure shows a clear corrugation along the Mn-wire, which has about the 

same height as the plane of the Si-dimers, and it appears as a depression for empty states in a 

narrow voltage region around 0.7 V. The theoretical images reproduce to some extent the 

contrast change already described for the experimental images albeit the magnitude of the height 

change as a function of bias voltage is smaller. The origin of the disagreement between theory 

and experiment in the magnitude of the apparent height change with bias voltage remains 

unresolved, albeit we suspect that tip induced band bending might play a role.  

The theoretical image for the sub-cave structure in Figure 3.6 shows a bright feature at an 

offset of 0.18 nm, which reflects the contribution from the Si-atom closest to the Mn-atom and is 
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the offset marked in Figure 3.5 for a direct comparison with the experimental results. These 

show on average a slightly larger offset, which can be attributed to a small contribution from the 

Mn-atom (positioned at the center between the Si-dimer rows) to the local density of states, and 

is not reflected in the theoretical images. The agreement between the experimental STM images 

and the sub-cave structure is relatively good, albeit we are currently not able to unambiguously 

resolve all remaining discrepancies.  

 

Figure 3.8 A summary of line scans across simulated structures are shown here. In (a) the top-down ball and stick 

model of the hollow-cave structure on Si(100) is shown. The associated line scans run perpendicular to the Mn wire 

structure and intersect with the respective Mn site. In (b) the line scans intersect with the cave site of the hollow-

cave structure. The line scans are shown for different simulated bias voltages (top to bottom) from 1.3 V to 0.5 V in 

0.2 V increments. Similarly in (c) line scans intersecting with the hollow site Mn is shown. In (d) the top-down ball 

and stick model for the sub-cave structure on Si(100) is shown. The line scans intersecting the (e) cave site Mn and 

(f) subsurface site Mn show varying simulated bias voltage (top to bottom) from 1.1 V to 0.5 V. 

 

The bias voltage induced simulated structure dependence of the simulated structures is further 

illustrated in Figure 3.8. The ball and stick models for the hollow-cave and sub-cave structures 

are shown in Figure 3.8(a) and (d), respectively. Line scans across the two different Mn sites for 
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each structure are used to illustrate the contributions of the Mn wire and local bonding to the 

contrast. In Figure 3.8(b),(c),(e), and (f) the respective Mn site is noted with the vertical dotted 

line. For Figure 3.8(b) and (c) the bias voltage of the simulation is varied from 1.3 V to 0.5 V 

(top to bottom) in increments of 0.2 V. Similarly, Figure 3.8(e) and (f) line scans are varied in 

bias voltage from 1.1 V to 0.5 V (top to bottom) in increments of 0.2 V. The larger periodic 

protrusions in each set of line scans separated by 4 Å are the Si atoms of the dimers. Though one 

can see an influence of Mn in the structure across the line scans, the apparent height as a function 

of bias voltage is small.  

3.3. Mn Wire Temperature Evolution 

Following the room temperature deposition of Mn on Si(100)2x1, annealing steps lead to 

dramatic changes in the Mn nanostructures and bonding to the surface. A considerable 

modification of the Si-surface itself also occurs, and includes changes in the defect 

concentrations, dimer vacancy density, condensation of dimer vacancy lines and the step edge 

roughness. The changes in the Si surface at elevated temperatures are indicative of the specific 

interaction of Mn with a Si-surface and reminiscent of the interaction of Si(100) surfaces with 

Ni [112,113,119]. 
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Figure 3.9. (a) Change in defect morphology characterized by defect number density and percent area covered by 

defects. The area enclosed by the box contains the measurements for the Si(100)2x1 surface before and after room 

temperature Mn-deposition. (b) Average defect size as a function of annealing temperature. A single dimer vacancy 

occupies an area of 0.309±0.028 nm
2
.  STM images of representative defect structures observed after annealing: (c) 

S268, (d) S316, and (e) S415.  These defect images show the filled states (-1.5 V bias voltage). 

3.3.1. Silicon Surface 

The surface defect structures on Si(100)2x1 are quantified by their density, the percentage of 

surface area covered by defects, and the average defect size. These data are summarized in 

Figure 3.9(a) for samples S115, S268, S316 and S415 before and after the deposition of Mn and 
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after the annealing step. Prior to the Mn deposition the area defect densities lie between 1.5 and 

4.5%, and the defect number densities were limited to 0.04 to 0.06 per nm
2
. Representative 

images of defect structures are shown in Figure 3.9(c-e). A slight increase in the Si-defect 

density was observed after the deposition of Mn at room temperature. The defects are mainly 

single and double dimer vacancy defects, which have been described in detail in numerous 

publications [120–122]. 

 

Figure 3.10. STM images of Si(100)(2x1) - Mn samples (a) before annealing of sample S316, after annealing: (b) 

S115 (-1.5 V), (c) S268 (-1.5 V), (d) S316 (+1.5 V), and (e) S415 (-1.5 V bias). All images acquired at room 

temperature. 

As shown in Figure 3.9 for the first two annealing steps, S115 and S268, we observe a 

considerable increase in the number density of defects with annealing but the area occupied by 

those defects increases only slightly. As with the before annealing samples, the defects are 

generally isolated single and double DVs (dimer vacancies); for S268 an increase in defect area 

and size (Figure 3.9(b)) indicates the onset of defect agglomeration. The growth of defects and 
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condensation of DVs into Dimer Vacancy Lines (DVLs) continues for S316 (Figure 3.9(d) and 

Figure 3.10(d)) but this sample also exhibits a unique bonding situation for the Mn-Si surface, 

which might change defect formation and stability (see section 3.3.2).  

For higher annealing temperatures, S342 and S415, the DVLs continue to grow, and the area 

occupied by the defects and defect size (Figure 3.9(b)) increases considerably, albeit the DVLs 

are still relatively short with many kinks and crooked sections (Figure 3.10(e)). The average size 

of the defects as a function of annealing temperature reflects the condensation of multiple DV 

structures into extended DVLs. This is most dramatically seen in S600, which is shown in Figure 

3.11(a), where the DVLs extend almost across the entire width of the individual terraces.  

 

Figure 3.11. Representative STM images of the two high temperature samples (a) S600 and (b) SH600. All images 

were obtained at room temperature. 

Figure 3.12(a) shows the average number of dimers between kinks for step edges SA and SB, 

and gives a measure of the roughness of the step edges as a function of annealing temperature. 

On the SB step the number of dimers between kinks is small, and decreases from only 2.7 to 1.7 

dimers between kinks with increasing sample temperature, while on the SA step the unkinked 

length decreases by an order of magnitude over the same temperature range. This development is 
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also seen in the STM images shown in Figure 3.10. The dimer interaction energy was calculated 

to obtain a quantitative measure of the influence of Mn on the evolution of SA and SB step edges 

as a function of annealing temperature. The nearest neighbor interaction energies of a clean 

Si(100)2x1 surface are (7.0±0.2)kbTf and (3.9±0.2)kbTf for the SA and SB step edge, respectively, 

where Tf is the freeze-out temperature of step edge adatom mobility. The freeze-out temperature 

is a thermodynamic value where there is enough energy for the generation of kink pairs at the 

step edges. The values for dimer interaction energies (Equation 3.1) on the Si(100)2x1 surface 

prior to Mn deposition can be directly compared to the literature: the value obtained for the SB 

step edge is in good agreement with the value reported by Zandvliet, (3.6±0.2)kbTf [117]. 

However, our value for the SA step edge exceeds the value given by Zandvliet 

(5.7±0.3)kbTf [117], which corresponds to a smaller number of single kinks on our sample. Due 

to the low number of kinks on a SA step edge, the nearly straight step edge on a clean surface, 

calculations of these energies terms can be difficult to compare across different samples and 

experiments. 

 Dimer Interaction Energy [eV/eV] 

Sample Label SA Step Edge SB Step Edge 

S115 5.5 ± 0.3 4.0 ± 0.3 

S268 4.2 ± 0.3 3.4 ± 0.3 

S316 3.6 ± 0.4 2.4 ± 0.4 

S342 2.6 ± 0.4 3.3 ± 0.4 

S415 2.8 ± 0.3 1.8 ± 0.3 

Table 3-B Dimer interaction energies of SA and SB step edges 

The freeze-out temperature for step edge on a pristine Si-surface is given as 350 to 450ºC in 

the literature and below this temperature the step edge is stable [123–125]. However, the 
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substantial changes in the edge roughness at an annealing temperature below 350°C might be 

indicative of a lower freeze-out temperature and we can therefore not use the value of Tf of the 

pristine Si surface. All dimer interaction energies are therefore given as multiples of kbTf (see 

Equation 3.1). The values listed in Table 3-B were determined for the samples after annealing 

with Mn.  

Using these values, the step edge formation energy was calculated according to Equation 3.3 

and Equation 3.4. In Figure 3.12(b) the step edge formation energies are illustrated as a function 

of sample annealing temperature. The SA step edge formation energy remains at 0.9 eV/kbTf per 

kink atom constant within the margin of error, and is positioned at the higher end of literature 

values, which range from 0.74 – 0.9 eV/kbTf per kink atom [117]. For the SB step, the formation 

energy decreases with increasing annealing temperature up to sample S342 where it reaches a 

steady state value of 1.29 eV/ kbTf per kink atom.  
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Figure 3.12. (a) The average number of dimers between kinks along an SA and SB type step edge. (b) Step edge 

formation energy of SA and SB steps as a function of the sample annealing temperature.  The data point at 25°C 

corresponds to a representative clean Si(100)(2x1) surface after in-situ cleaning. 

 

3.3.2. Manganese Surface Structures 

The evolution of the Mn-surface structures with annealing (Figure 3.10) begins with a 

transition from the Mn-wire structures to clusters, which is followed by the movement of Mn 

into sub-surface sites. Finally, Mn transitions to forming larger crystallites. The Mn-wires and 

adatoms for all samples are distributed randomly on the Si-terraces prior to annealing. The ultra-

small Mn-structures observed on S115 prior to annealing contain only 1-4 atoms (average size 

0.22 nm
2
) and can be considered the critical nuclei for wire formation if the Mn-deposition is 

continued. The subsequent annealing leads to the formation of larger islands with a broad size 

distribution, which extends from 0.22 nm
2
 to clusters as large as 3.16 nm

2
. The clusters are 

distributed randomly across terraces, and did not display a preference for nucleation on the step 

edges. Measurement of exact cluster sizes in STM is rather unreliable for cluster diameters 

below 10 nm due to the convolution of the image with the tip shape. Fortunately, for S115 the 

smallest islands/clusters are only a single atom high, and the measurement of the diameter of 

these structures is still accurate. Clusters imaged on S268, were often much higher, and the 
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numbers given here present only a rough estimate of the cluster size. For S268 the average 

cluster size is considerably larger, the ultra-small clusters are missing, and the clusters range in 

size from 2.56 nm
2
 to a maximum size of 36.25 nm

2
 (23 clusters measured in total). 

 

Figure 3.13. (a) STM image of S316 after annealing. The large image shows the empty states (+1.5V), and the inset 

depicts the filled state (-1.5V) image for the same area. (b) Representative line scan across a high contrast region, 

where the reconstruction is preserved and the apparent height is modified. The change in apparent height is 

indicative of subsurface Mn, which acts as an electronically active dopant.  (c) Line scans across a region without 

enhanced contrast: the broken line is perpendicular to the dimer rows, the solid line crosses two dimer vacancy 

defects. The arrow marks a C-type defect. 

S316 displays a different surface morphology, which is shown in Figure 3.13(a). This image 

is representative of the surface structure of S316 and taken at a bias voltage of +1.5 V, which 

probes the empty states. The filled state image taken at -1.5 V of the same area is shown in the 

inset; S316 is the only annealing stage where the filled and empty states exhibit marked 

differences. The majority of surface defects and extended defect structures are surrounded by 

regions of enhanced brightness in the empty state images (larger apparent height), which is also 

reflected in the line scans included in Figure 3.13(b,c). The extension of these areas is about 3-4 

equivalent dimer widths, and the line scans clearly show that the Si-reconstruction is preserved. 

The appearance of the contrast pattern is markedly different from the representation of dangling 
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bonds, which are commonly observed at DV defects. Some of these spatially confined defects, 

C-type defects, can be seen in Figure 3.13(a) (marked with an arrow). The preservation of the 

dimer reconstruction and the pronounced differences between the filled and empty state images 

is commensurate with an electronic rather than a topographic modification of the surface.  

For the next two annealing steps, S342 and S415, different surface structures coexist, which 

include large crystallites extending several tens to a hundred nanometers and small clusters 

similar to those observed at lower temperatures. These different surface structures are 

interspersed by large regions of Si(100)2x1 with extended DVLs. The STM itself is not sensitive 

to the chemical composition of the clusters, but previous studies, which focused on this high 

temperature regime, demonstrated the formation of silicide crystallites albeit of varying 

stoichiometry. [108,109] The coexistence of different crystallites and surface structures is 

characteristic of the high temperature regime, and is even more pronounced in S600 as shown in 

the inset of Figure 3.11(a). Sample S415 links the intermediate temperature regime, which is the 

focus of our study, to the high temperature regime described in several other 

publications. [109,126–128] 

3.4. Discussion 

The discussion section is presented separately for the portions reflecting the structure of the 

Mn wires, the changes in the silicon surface due to the presence of Mn, and the evolution of the 

Mn nanostructures with annealing temperature. 

3.4.1. Mn Wire Structure 

The contrast inversion is at first sight reminiscent of STM images of Si-dangling bond states, 

which form in the vicinity of a missing dimer or atom defect in the Si-dimer rows. The Si-

dangling bonds contribute a well-defined narrow state close to EF and are seen as protrusions 
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adjacent to a defect site in the empty state images, but are not visible in the filled state 

images [120]. The Mn-wire states, however, show the opposite behavior as summarized in 

Figure 3.3. Si-dangling bond states cannot be seen in images where the Mn-wire presents as a 

protrusion. The Mn-d-band is relatively flat and featureless in the vicinity of EF and thus unlikely 

to be the origin of the rapidly changing local density of states on the wire with bias voltage. We 

therefore suggest that the states, which define the images of the wire structure are mixed Mn-Si 

states, either through a hybridization between the Mn d-states and the Si-p states, or backbonding 

from Mn-d electrons into the broken Si-dimer bond.  

Previous theoretical studies focused on the bonding of isolated Mn structures [118,129] and 

Mn-layers to Si(100) surfaces. The sub-surface site for Mn was identified as the 

thermodynamically most stable bonding geometry [118,130] and annealing of Mn-clusters (T > 

300º C) indeed leads to the formation of these sub-surface structures [130], which coexist with 

silicide crystallites. The Mn-wires observed in the present STM study are characteristic for the 

room temperature deposition of Mn and present a distinctly different structure, which cannot be 

described by the high-temperature accessible sub-surface bonding sites [17]. It is, however, 

possible, albeit unlikely, that Mn is even at room temperature positioned in sub-surface sites and 

Si atoms are located on top of a sub-surface Mn-wire structure. The most recent publication by 

Wang et al. [131] establishes a library of stable wire structures with variable lengths and shows 

promising agreement with our experimental results for filled state images. However, one of the 

major features of the Mn wires is the contrast inversion in the empty state images, which has so 

far not been replicated in any of the theoretical models. 

In the collaboration with P. Kratzer, one of the major features (as mentioned above) that we 

looked to replicate with the models was the contrast inversion in the empty state, positive sample 
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bias, images. Though the structure and bonding models of the Mn wires generated by our 

collaborators are simple and thermodynamically as energetically favorable models are an 

attractive match, they do not replicate this contrast inversion. The comparison between simulated 

STM images and experimental images is not necessarily straightforward; there can be additional 

effects not taken into account by simulations such as tip-induced band bending. However, the 

contrast inversion of the Mn wire at 0.7 V is a striking feature which should be reproducible with 

the correct model.  

3.4.2. Temperature Evolution: Silicon Surface 

The step edge is a source and a sink for defects and adatoms, and is in thermodynamic 

equilibrium with adatoms and defects on the terrace itself. The step edge therefore adopts an 

equilibrium shape, which is controlled by the interaction with the terrace until the diffusion of Si 

atoms along the step edge begins and the step edge thaws. The presence of Mn adatoms 

decisively influences the step edge formation energies and thus the roughness of the step edges, 

which was expressed in the number of dimers between kinks.  

It can be seen in Figure 3.10, that the SB step becomes more kinked with increasing 

temperature. Kinks on SB steps are more readily formed due to the fact that the kinks run parallel 

to the dimer rows. Simply speaking, the kinks on the SB step require breaking fewer bonds 

compared to kinks on the SA step. The step edge formation energy of the SB step is determined by 

the dimer interaction energy determined from the SA step. Considering the SA step edge, a kink 

must interrupt a dimer row of Si atoms. This results in a higher energy to form kinks on an SA 

step edge hence the fewer number of kinks on this step edge. The step edge formation energy of 

SA is lower due to the fact that the kinked portions of an SA step are actually an SB step edge, 

which has a lower formation energy than an SA type step edge [21]. For samples S342 and S415 
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the step edge formation energy for the SB step reaches a minimum. It is around this temperature 

that a step edge for pristine Si(100)2x1 is expected to thaw, and the number of kink sites will 

begin to fluctuate as dimer vacancies are generated and terminated at the step edge at an 

appreciable rate. The overall change in the step edge roughness is driven by an increase in the 

defect concentration on the surface, a change in the step edge formation energy and most likely 

also a modification of the freeze-out temperature of the step edge. However, all these parameters 

are connected, and driven by the interaction between Mn and the surface defects.  

The behavior of the Si surface during the annealing process can be understood by the 

interplay of defect formation, their stabilization by Mn, the condensation of defects to DVLs and 

the interaction of the step edges with adatoms and defects. Annealing even at relatively low 

temperatures has a significant impact on the Si-surface, and the presence of Mn in sub-

monolayer concentrations decisively impacts the defect formation and condensation into DVLs. 

The vacancy concentration surpasses by far that of a clean Si(100)2x1 surface especially at 

relatively low substrate temperatures, and DVL condensation begins far below the threshold 

temperature reported for a clean surface [132–134]. These observations are closely related to the 

effect of Ni, which is known to stabilize DVs and drive the condensation of DVLs [112,113,119]. 

We suggest that a similar mechanism is at work for Mn on Si(100)2x1 surfaces. 

3.4.3. Temperature Evolution: Manganese Surface Structures 

In the samples annealed at the lowest temperatures, S115 and S268, the formation of clusters 

located across terraces and decorated step edges are observed, respectively. The diffusion length 

of Mn adatoms therefore exceeds the terrace width, which is 15 nm ± 5 nm for S268 and 13 nm 

± 5 nm for S115. The different location of the Mn-clusters on S115 and S268 can therefore be 

attributed to the increase in Mn adatom diffusion length with temperature.  
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A strong modulation of surface corrugation while the reconstruction is retained and is 

characteristic for the presence of sub-surface dopant atoms, which introduces additional states in 

the bandgap and shift the position of the Fermi energy within the gap [135–143]. For Si(100)2x1 

the observation of dopants is usually hindered by the pinning of the Fermi level by surface states 

and as a result the dopant related state cannot be observed by changing the tip bias. The 

electronic signature of sub-surface dopants is therefore only seen on Si(100)2x1 if the 

modulation of the tip work function and local band bending are such that the dopant state can be 

filled and emptied  during the tip-surface interaction as shown in Ref. [137–139]. 

The observation of dopants and their impact on the electronic structure is frequently reported 

for hydrogen passivated Si(100) which does not possess an extended surface state [135,142]. Mn 

has been studied extensively as a dopant in Ga(Mn)As; substitutional Mn can be imaged at the 

surface due to charge induced band bending which extends over large volumes relative to atomic 

length scales [140,141,144]. The images contain locally confined regions with strongly modified 

apparent heights whose characteristic shape reflects the interaction of Mn-dopants with the 

electronic system of the host matrix. The geometric structure of the surface is preserved in these 

regions [137,138].
 
Sub-surface Mn related structures on Si(100) have also been reported by 

Krause et al. [130], who described the formation of a specific local surface reconstruction, which 

coexists with large silicide crystallites in a high-temperature annealing experiment (T = 650°C). 

However, the sub-surface states observed by Krause et al. are accompanied by a local 

modification of the surface reconstruction and are therefore most likely representative of the 

early stages of silicide formation rather than local doping. 

Through a comparison with the literature on the detection and signatures of sub-surface 

dopants in STM images of semiconductors, we conclude that the regions with a larger apparent 
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height in S316 are related to the presence of electronically active sub-surface states caused by the 

presence of Mn dopant atoms [135–143]. The extension of the areas of larger apparent height is 

comparable to the observation of P and B acceptors on Si(100)2x1 described in the 

literature [135–139,143]. The sub-surface Mn therefore acts as an acceptor, which is of 

considerable interest for the formation of dilute magnetic semiconductors [145]. 

The true position of the Mn sub-surface atoms cannot be readily identified, but we can 

suggest two different scenarios that agree well with our observations. (1) The Mn sub-surface 

atoms are tied to the defects structures and positioned within the extended network of short 

DVLs. (2) Only those dopant atoms located in the vicinity of defects can be observed, due to a 

local perturbation of the surface state in the vicinity of defects and possibly local unpinning of 

the Fermi level, which enables imaging of the electronic signature of the electronically active 

Mn [120]. A rough estimate of the Mn-concentration in the three topmost Si-layers yields 

concentration on the order of 10
18

 cm
-3

 (0.1 ML deposited), which exceeds by far the solubility 

limit of Mn in bulk Si [146]. The supersaturation of the topmost layers of Si and Ge with Mn has 

been described previously, [147–150] but the mechanisms leading to the near-surface 

supersaturation are not well understood.  

3.5. Summary 

The fine structure of the Mn wires was investigated using STM. Two apparent bonding 

structures of the Mn wires was observed. The structures were identified by the offset between the 

Mn atom protrusion of the wire and the Si dimers. In one structure, the Mn atom protrusion 

aligns with the Si dimers and the other there is an offset of 0.25 nm, on average. Through 

collaboration with a theoretical modeling group that has done previous DFT work in Si and Mn, 

we presented some potential bonding models which describe two possible structures of the Mn 
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wires. Though the agreement between experiment and theory is reasonable at typical bias 

voltages (±1.5 V), one feature of interest seen experimentally, contrast inversion of the Mn 

wires, was not replicated with the theoretical models. 

In addition, we were able to identify the structural evolution of both the Si(100)2×1 surface 

and Mn nanostructure within a temperature range not studied previously. Mn wires, which are 

produced during the initial room temperature deposition, are rather unstable and degrade rapidly 

to ultra-small clusters. One of the most important observations is the movement of Mn adatoms 

into sub-surface sites at about 316°C where Mn acts as an acceptor. This electronic interaction is 

expressed as a local modification of the apparent height in the STM images while the 

characteristic dimer-row reconstruction is conserved. In the high-temperature regime above 

about 400°C, the emergence of relatively large silicide crystallites dominates the surface. The 

concurrent modification of the defect population on the Si surface can be understood by the 

stabilization of surface defects by Mn adatoms and the interaction of defects with the step edges. 

This is expressed by the change in (1) step edge formation energy and (2) the number of dimers 

between kinks along the step edge with annealing temperature. A better understanding here of 

the interaction between the Si(100)2x1 surface and Mn will better help us to not only understand 

the entrapment of Mn into sub-surface sites during Ge QD growth but also gives way to a route 

for a Si based DMS via delta doped layers. 
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Chapter 4. X-ray Photoelectron Spectroscopy of Mn Overlayers on Si(100)2x1 and a-Si 

In the following section, XPS is used to help better understand the nature of the bonding that 

occurs between Mn overlayers and Si(100)2x1. This is accomplished by following, step-by-step, 

the deposition of Mn overlayer on Si through the analysis of the Si 2p and Mn 3p core levels. 

The modulation in bonding is expressed as a shift of the core level binding energies, which is 

then correlated with the interfacial reaction and thin film growth. The valence band reveals 

additional information on bonding albeit the interpretation of valence band spectra is complex. A 

portion of the following chapter is published in Applied Surface Science [18]. The experiments 

were performed at Brookhaven National Laboratory (BNL) with the assistance of Elio Vescovo. 

In this chapter, two sets of experiments were performed during different visits to BNL. Both sets 

of experiments investigated Mn overlayers on Si; one experiment used Si(100)2x1 as substrate 

and the other used an a-Si substrate. 

4.1. Experimental Details 

In the first set of experiments, a Si(100) wafer was cleaned by repeated annealing cycles 

reaching a temperature of about 1000°C, which was achieved by electron bombardment of the 

sample backside. The (2x1) reconstruction was confirmed by the presence of sharp reflexes in 

the low-energy electron diffraction (LEED) pattern, and the cleaning cycles were repeated until 

no further improvement was observable in the LEED pattern. Mn was subsequently deposited 

from an electron beam evaporation source (EFM3 Omicron Nanotechnology) and about 1 ML 

was deposited on the Si(100) sample. The coverage was determined by the XPS analysis of the 

relative peak areas of the Mn 3p and Si 2p core level using the excitation cross sections given by 

Yeh and Lindau [151]. The Fermi energy position or the position of the valence band maximum 
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is used as an energy reference for aligning the spectra to correct for small shifts in the photon 

energy.  

In the second set of experiments, amorphous Si samples were prepared from originally 

crystalline Si(100) substrates. An amorphous Si surface was generated by Ar
+
 irradiation with a 

beam energy of 2 keV energy. The depth of the damage layer is about 5 nm and exceeds the 

information depth of the photoemission spectroscopy with energies of 160 eV to 40 eV. The 

amorphization is confirmed from the spectral shape of the valence band and the position and 

shape of the Si 2p core level. For the purposes of this experiment, generating an amorphous 

surface is sufficient. Samples were sputtered for short periods of time and the Si 2p peak was 

examined using XPS to determine if the Si 2p chemical shifts associated with the oxide are no 

longer detectable. The preparation chamber had a base pressure of 4.0 x 10
-10

 mbar and a partial 

pressure of 2.0 x 10
-5

 mbar was used during the sputtering with an energy of 2 keV and an 

emission current at the sputtering source of 4 – 8 µA. Mn was deposited onto a single sample. 

The thickness of the Mn overlayers was calibrated using a quartz crystal rate monitor and the 

following total cumulative overlayer thickness were deposited: 1 ML, 2.5 ML, 5 ML, 10 ML, 20 

ML, 40 ML and 120 ML. 

The photoelectron spectroscopy for both series of experiments was performed at beamline 

U5UA at the National Synchrotron Light Source at Brookhaven National Laboratory [152]. 

U5UA is an undulator beamline, which is equipped with four gratings for optimum operation in 

the photon energy range between 15 and 200 eV. The light is linearly polarized in the horizontal 

plane, and the analyzer is fixed and its axis is at 45° with respect to the light incidence. The angle 

between sample surface normal and analyzer is modified by rotation of the sample, consequently 
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the angle between sample surface normal and the incoming light is modified at the same time. 

The geometry is shown in the insert in Figure 4.2. 

For the fit of the core level peaks we use the program “fitt," which employs the Marquard-

Levenberg algorithm for the least square fit procedure [153,154]. The peaks are described by 

Doniach-Sunjic functions and Shirley background, and the quality of the fit is judged by the 

quality of the residual, the ability to describe sharp saddle points and the minima of the 

experimental curve [155,156]. A branching ratio of 0.6 and an energy separation of 0.5 eV was 

used for the Si 2p
1/2

 and Si 2p
3/2

 components. The smallest number of peaks, which gives a good 

fit of the experimental data, is used for analysis of the data. 

4.2. Mn overlayers on Si(100)2x1 

Figure 4.1(a) shows the Si 2p core level (solid lines) before and after the deposition of Mn for 

a photon energy of 160 eV and includes the results of the peak fit procedure (dotted lines). An 

excellent fit can be obtained for the Si(100) surface prior to Mn deposition by using four peaks. 

The results for both photon energies (140 and 160 eV) yield the same binding energies within a 

margin of ±0.1 eV. A LEED diffraction pattern, given as the inset in Figure 4.1(a), confirms the 

presence of the (2x1) reconstruction and sharp well-defined diffraction spots are observed prior 

to the deposition of Mn. After the deposition of Mn, five peaks are required to achieve an equally 

excellent description of the Si 2p peak. 
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Figure 4.1. (a)  Si  2p  core  level  for  the Si(100)2x1 surface, and after the Si2p after the deposition of Mn are 

shown. The results of the fit procedure are included and the labels of the peaks are indicated in the figure. The 

LEED pattern of the Si-surface is shown as an inset and confirms the presence of the (2x1) reconstruction. A second 

inset shows  the  STM  image  measured  after  the  deposition  of  1.2  ML  of  Mn  on  Si,  which  was described in 

detail in a recent publication. (b,c) The area of all fit-curves is shown before and after the deposition of Mn. (d) The 

respective Mn3p peak is shown at the bottom. 

In Figure 4.1(b,c) the relative peak intensities of the Si 2p core level contributions are 

summarized, and the peak numbers begin with the most intense peak, which is positioned at 98.4 

eV for Si(100) and at 99.1 eV after the deposition of Mn [157–159]. The contribution positioned 

at the lowest binding energy is the most intense peak for Si(100). After the deposition of Mn, an 

additional peak with a contribution of nearly 20% to the total peak area is observed on the low 
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binding energy side of the Si 2p peak, labeled A in the figure. The width of the Fermi 

edge/valence band edge is conserved for all measurements, and the changes in the Si 2p core 

level are therefore not caused by a modification of the spectral resolution. The Mn 3p core level, 

as shown in Figure 4.1(d), is positioned at 46.9 eV and cannot be described reliably by a fit 

procedure due to the presence of multiple overlapping peaks from the spin-orbit and multiplet 

splitting typical for 3d transition metals [160–163]. 

 

Figure 4.2. The VB spectra for the Si(100)(2x1) surface and the surface after the deposition of  Mn  are  shown  as  a  

function  of  the  angle  between  surface  normal  and  analyzer. The inset illustrates the geometry for an angle of 0º. 

As shown in Figure 4.1(a), the most intense peak (labeled #1) in the Si(100) spectrum is 

positioned at 98.4 eV, and the peaks labeled #2, and #3 are positioned at 99.1 eV, and 100.1 eV 

with a shift of 0.7 eV, and 1.7 eV with respect to the most intense peak (peak #4 at the highest 

binding energy of 100.54 eV has a very small contribution and its position is therefore not 
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reliable). These peak positions agree with the presence of sub-oxides as described by Himpsel et 

al. [159] and the most intense peak can be ascribed to the Si-bulk. 

 

Figure 4.3. The VB spectra after the deposition of Mn as a function of the photon energy. An intense Fermi edge is 

present and confirms the metallic nature of the overlayer.   

 After the deposition of Mn, the Si-core level peak is shifted to higher binding energies. The 

most intense peak, which is representative of the Si-bulk atoms is shifted by +0.7–99.1 eV (hν = 

160 eV), and by 0.4 eV for hν = 140 eV. The Gaussian and Lorentzian full-width at half 

maximum (FWHM) are 0.5±0.05 and 0.04±0.015 eV, respectively, and are identical for peak #1 

before and after the Mn deposition. This supports the assumption that this component can indeed 

be attributed to the Si-bulk peak. All other peaks exhibit a larger FWHM, which can also be seen 

by inspection of the fit-curves in Figure 4.1. The high binding energy peaks related to the sub-

oxides are shifted by the same amount for the respective photon energies. Peak #2 is slightly 
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shifted towards the Si-bulk peak, and the magnitude of the shift is right at the limit of the 

precision of the fit.  

In Figure 4.2 a set of valence band spectra is shown for the original Si(100)2x1 surface and 

the Si(100) + Mn (solid and dotted lines, respectively). The geometry of the setup is included as 

an inset in Figure 4.2. The angle between the analyzer and the sample normal is varied in 28 

increments and a representative selection of VB spectra is shown. [157,164] The direction of 

rotation corresponds to a measurement in the surface Brillouin zone along the direction from  ̅ to 

 ̅. The spectra of the Si(100) surface does not show a surface state related peak below 1 eV, 

which can be attributed to the presence of sub-oxides and the use of a relatively high photon 

energy, where the intensity of the surface state is relatively low. [165,166] The peaks positioned 

at 2.1, 3.2, and 11.2 eV are assigned to bulk states of the Si and they show no dispersion with the 

variation of the angle, albeit their relative intensities are modified. The double peak between 6.0 

and 7.0 eV is a superposition of excitation from Si-bulk states, and the presence of surface 

oxides. This assignment agrees with results from the core level analysis. A further increase in the 

surface oxygen concentration leads to a VB spectrum dominated by the peak at 6.9 eV. 

After the deposition of Mn, the spectra changed dramatically and an intense Fermi edge is 

observed. A low intensity peak is present at 3.2 eV, and two peaks at 6.9 and 8.2 eV are 

identified. The Si related contribution at 11.2 eV cannot be detected anymore; the spectrum in 

the region adjacent to the Fermi edge is dominated by the Mn-containing 

overlayer [162,167,168]. For further analysis of the overlayer we used the variation of the photon 

energy, which gives access to deeper lying states, and allows a comparison with α-Mn (Figure 

4.3). This phase is obtained by the evaporation and condensation of Mn at room temperature, and 

the energy dependence of the valence band spectra has been discussed in detail in Irizawa et 
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al. [162]. The intense Fermi edge and the peak at 2.7 eV stem from the Mn d-band and 

overwhelm any residual contribution of the Si-p bands in this energy range. The peak at 17 eV 

which is only visible in the 60 eV spectra is related to the M2,3VV Auger band.  

 

Figure 4.4. (a) Si 2p spectra and the resulting fitted peaks. The Si 2p peak is shown for 3 different states of the 

sample: (1) Si-substrate after Ar sputtering, (2) after 1 ML Mn deposition, and (3) after 10 ML Mn deposition. (b) 

The valence band spectra as a function of Mn coverage at an energy of 160 eV. 
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4.3. Mn overlayers on a-Si 

In Figure 4.4(a) the Si 2p core level is shown with the peaks resulting from the fitting 

procedure. The Si 2p core level was measured before Mn deposition, after 1 ML Mn deposition 

and after 10 ML Mn deposition. The Si 2p core level before Mn deposition is described by three 

peaks. All peaks contain the Si 2p 3/2 and 1/2 spin-orbit split components as described in the 

previous section. The lower intensity higher energy peaks are within ±0.1 eV of the Si
1+

 and Si
2+

 

peaks as described by Himpsel [159]. The addition of Mn of 1 ML and 10 ML depositions 

requires an additional peak to describe the Si 2p core level. The new  highest binding energy 

peak at +2.1 of the Si 2p 3/2-1/2 is close agreement with the Si
3+

 state. In addition, after Mn 

deposition an additional peak whose intensity scales with the amount of Mn develops on the low 

binding energy (LBE) side of the the Si 2p 3/2-1/2 peak. As seen in Table 4-A, the LBE peak 

varies in relative position from the Si 2p 3/2-1/2 peak from -0.3 eV to -0.6 eV. As seen in the Mn 

overlayers on Si(100)2x1 experiments, the Si 2p 3/2-1/2 peak shifts to a higher binding energy 

after Mn deposition, a change of +0.5 eV in the a-Si case.  

The effect of Mn deposition on the VB at an energy of 160 eV is shown in Figure 4.4(b). Here 

all Mn deposition coverages are shown from 1 ML to 120 ML. With increasing Mn coverage, the 

emergence of a sharp Fermi edge indicates the presence of metallic layers on the surface. Within 

the valence band, peaks at 2.5 eV, 6.9 eV and 9.2 eV are observed. The peak at 6.9 eV with 

increasing Mn deposition decreases in contribution with increasing Mn coverage, likely 

diminished by the increasing contribution of the Mn 3d band to the VB.  
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Deposition Peak 1 Si2p 

3/2-1/2 (eV) 

Peak 2 

(eV) 

Peak 3 

(eV) 

Peak 4 

(eV) 

Peak 5 

(eV) 

Peak LBE 

(eV) 

No Mn 99.1 +0.9 +1.7 - - - 

1 ML 99.6 +1.1 +1.6 +2.1 - -0.4 

2.5 ML 99.6 +0.9 +1.7 +2.4 - -0.3 

5 ML 99.6 +0.9 +1.3 +2.1 - -0.6 

10 ML 99.6 +0.8 +1.4 +2.3 - -0.6 

20 ML 99.6 +1.1 +1.6 +2.5 +3.5 -0.5 

40 ML 99.6 +1.1 +1.6 +2.5 +3.5 -0.5 

120 ML 99.6 +1.1 +1.6 +2.5 +3.5 -0.5 

Table 4-A List of peak positions resulting from the fit procedure as a function of Mn deposition coverage. Peaks are 

denoted by their relative position to the Si 2p 3/2-1/2 peak. 

The full range of Mn depositions and their effect on the Si 2p core level is shown in Figure 

4.5(a). At the highest two Mn depostions, 40 ML and 120 ML, a fourth high binding energy peak 

emerges and in the 120 ML case dominates in intensity all other peaks. There is a small Si 2p 

3/2-1/2 peak in the 120 ML spectra, but the intensity above the background is so minute that its 

position and intensity are unreliable. In the figure, the positions of the Si 2p 3/2-1/2 peak and the 

Si
4+

 peak are marked by a vertical dotted line across all spectra. 
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Figure 4.5. (a) Si 2p core level as a function of Mn deposition. Spectra obtained at 150 eV for the no Mn core level 

and 160 eV for all others. (b) Mn 3p level as a function of Mn deposition. All spectra obtained at 160 eV.  

The effect of the increasing Mn deposition on the Mn 3p level is shown in Figure 4.5(b). After 

1 ML Mn deposition, the peak is positioned around 47.7 eV. With increasing Mn deposition, the 

main peak can be seen to shift to lower binding energies to a minimum of 47.1 eV at 120 ML of 

Mn. In addition, a shoulder on the high binding energy side of the tail of the Mn 3p peak starts to 

appear in the 20 ML sample and become more prominent with increasing Mn coverage. As 

mentioned previously the multiplet nature of the Mn 3p level makes it difficult to decompose the 

chemical shifts of the 3p level. In Figure 4.6, the VB is explored further as a function of energy 
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for two Mn coverages, 1 ML and 10 ML for Figure 4.6(a) and (b), respectively. Here the 

variation of the 6.9 eV peak is shown as a function of energy, with increasing energy the relative 

contribution of this peak decreases with increasing energy in both Figure 4.6(a) and (b). When 

comparing the 1 ML and 10 ML results, the peak at 12.0 eV in the 1 ML case is either a 

standalone peak or a slight shoulder depending on the energy. In the 10 ML case, this peak is not 

present. The source for this peak is a Si contribution to the VB, and the contribution of this peak 

can be expected to decrease with increasing Mn coverage. 

 

Figure 4.6. VB spectra depicting the energy dependence of the VB for two Mn depositions: (a) 1 ML and (b) 10 ML. 
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4.4. Discussion 

The results given from the Si(100)2x1 Mn overlayer experiments of the Si 2p, Mn 3p, and VB 

reveals the interaction between Mn and Si. Starting with the Mn 3p peak, the position of the 

main peak is commensurate with either Mn or Mn-silicides or a mixture of both. The formation 

of Mn oxides, which introduces a large chemical shift denoted by the appearance of a shoulder 

on the high binding energy side of the Mn 3p peak, was only observed in samples stored for 

more than 12 h in vacuum. 

The excitation cross section is larger for Si
n+

 oxidation states than for Si
0
, and the relative 

areas therefore overestimate the sub-oxide contributions. We cannot detect a surface core level 

state, which would be positioned on either side of the Si 2p peak, although we might be unable to 

separate the most intense surface core level peak from the first sub-oxide peak [165,166]. The 

shift for peak #2 after Mn deposition, which is also greatly reduced in intensity, might indicate a 

reaction with the overlying Mn-layer and incorporation of oxygen within the Mn silicide-matrix. 

The appearance of the silicide peak (labeled A) is coupled with a decrease in the intensity of the 

peak at +0.7 eV (labeled #2). A reaction of Mn with the surface might occur preferentially on the 

Si
+1

 sub-oxide sites and therefore account for the decrease in this peak’s intensity, or a 

redistribution to the higher oxidation states occurs which peaks #3 and #4 do indeed exhibit 

overall a slight increase in intensity. The Si-sub-oxides [169] are highly reactive and often react 

by oxidation of the metallic overlayer, leading to the reduction of Si [170–173]. A similar 

reaction can be expected with Mn, which is easily oxidized, and has several stable oxidation 

states. Si2
+1

O is the most abundant sub-oxide on our surface, and offers a highly active reaction 

center for the Mn adatoms. The dramatic decrease in the intensity of the Si2O peak (peak #2) 

indicates at first sight a preferential interaction with this oxidation state. However, the relative 
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contributions from the other oxidation states are only around 5% of the total peak area and as 

such are prone to a relatively large error in the fit procedure. Whether their contributions change 

by a relevant percentage can therefore not be stated with certainty. The addition of a Si 2p 

contribution on the low binding energy side is consistent with the formation of a silicide with the 

composition MnSi or a manganese rich phase, Mn5Si3 [167]. The binding energy shift with 

respect to bulk Si is indicative of a charge transfer from Si to Mn. The ratio of Mn to Si bound in 

silicide is 65:35, and has been determined from the peak areas for the silicide peak (label A) and 

the Mn 3p core level after correction for the respective excitation cross section. This leaves us 

with two alternative interpretations: firstly, the reaction of Mn with the Si surface leads to the 

formation of a Mn-rich silicide, or secondly, MnSi is formed at the immediate Mn–Si interface 

and the remaining Mn is present in its elemental state. The position of silicide related Si 2p core 

level agrees with both types of silicides. The angular dependence of the VB reveals that the Mn 

containing surface layer is polycrystalline due to the lack of change in the VB for the Si(100)2x1 

+ Mn surface. 

The VB spectra as a function of photon energy overall agree quite well with those reported for 

α-Mn as a function of photon energy [162]. The peak around 6.5 eV; however, has two 

overlapping contributions: one from Si bulk states and a second one which can be assigned to 

residual surface oxides. The peak at 6.5 eV undergoes intensity reduction considerably with 

higher photon energy and therefore a larger information depth and decreasing cross section.  

Only the lack of a pronounced minimum at about 2 eV might indicate the presence of another 

material, and could be related to the contribution from Si-p valence band states, Mn–Si, or Mn–

Si–O hybrid bands at the interface. However, most recent calculations of Mn-silicide density of 

states indicate that the hybridization leads to additional states at energies between 1 and 2 
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eV [167]. which has been shown experimentally for Mn5Si3 single crystals. We therefore suggest 

as a tentative model that a silicide is formed at the boundary between Si and the Mn-overlayer, 

while the overlayer itself is dominated by metallic Mn. The STM images from our previous 

study (see Chapter 3) show that clusters rather than continuous layers cover the Si(100) surface 

after Mn deposition, which is in contrast to the layer-growth described for silicides on 

Si(111) [127]. These clusters would then consist of α-Mn and the contact area to the Si surface is 

a silicide of as yet unknown composition. 

The Mn overlayers on a-Si results have presented us with several challenges in their 

interpretation and are still under discussion. The main points of contention is the origin of the 

large peak positioned at the high binding side of the Si 2p3/2,1/2 peak at high Mn coverages. By 

estimating the information depth with the Lambert-Beer Law, 95% of the electrons will be 

scattered when the film has a thickness around 9 nm to 15 nm for kinetic energies around 50 eV 

for the Si 2p core level. With the thickest Mn film around 15 nm, we are within the limit of 

detection for the Si peak. The fact that the Si 2p peak still has an appreciable intensity with our 

thickest film indicates that there is substantial intermixing between Si and Mn. However, this 

large peak is not identifiable as another species, including Ar used for initial surface cleaning. 

The intensity of this peak scales with the amount of Mn deposited on the surface, and is likely 

related to a specific Mn-Si bonding state. The contributions from oxides do not increase during 

the deposition, which is confirmed by the lack of an increase in the oxide peak located in the 

valence band spectra. The peak assignment remains uncertain although it is very likely related to 

a strongly reacted Mn-Si phase, which forms at the Si-Mn interface. The oxidation state of the Si 

in this interfacial phase is close to Si
4+

.  
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4.5. Summary 

In summary, the reaction of Mn with the Si(100) surface leads at room temperature to the 

formation of a thin silicide interface, presumably with MnSi stoichiometry. Mn, either as Mn-

metal or as a Mn-rich silicide phase, dominates the grown overlayer. In contrast to Mn on the 

Si(111) (7x7) surface, the overlayer forms clusters rather than well-defined single silicide layers 

when considering our Mn-Si(100)2x1 results. The presence of surface sub-oxides, which were 

observed during the XPS study, can conceivably function as surface traps for Mn and might 

influence the interfacial bonding and extent of Fermi level pinning at the interface. The reaction 

at the interface, which forms an as-of-yet identified silicide characterized by a mystery peak at 

the Si
+4

 chemical shift energy of Si 2p. This reaction progresses further in the amorphous 

substrate case than the crystalline Si case. This peak was also observed in the Mn-Si(100)2x1 

experiment but was much weaker.  

The results from this chapter, describe the reaction and bonding between Mn overlayers and 

Si(100). Chapter 3 discusses specific nanostructures, Mn wires, that form on Si(100)2x1. Due to 

the presence of a partial oxide layer, it is unlikely that Mn wires formed during the experiments 

performed at BNL. However, without real space imaging the exact structure during the BNL 

experiments is unknown, but presumed to be clusters.  
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Chapter 5. Mn Islands on Ge Quantum Dots 

Controlled annealing of Mn islands deposited at room temperature on Ge QDs is a surface 

driven method developed to avoid the formation of secondary phases and achieve incorporation 

of Mn into Ge QDs. Inspired by our previous work with Mn on Si(100), this chapter sets out to 

characterize the structure of low-coverage (sub-monolayer) Mn formations on the Ge(105) facets 

of Ge hut/pyramid QDs and the Ge wetting layer.  

5.1. Experimental Details 

Si(100)2x1 samples were prepared as described in Section 2.4. Ge quantum dots were grown 

on Si substrates at a temperature of approximately 450°C at a Ge rate of 0.005 Å/s using a Veeco 

effusion cell. Mn was evaporated from a Mo-crucible using a home built electron beam 

evaporation source at a rate of 0.025 Å/s. Mn-coverage (Mn) was in the sub-monolayer regime, 

0.05 – 0.2 ML.  

Imaging conditions of -2.0 V and +2.0 V gap voltages were used with a 0.03 nA current set 

point and imaging conditions can also be found in the figure captions. A number of STM images 

were recorded at elevated temperatures with the use of an Omicron Nanotechnology STM stage 

power supply to heat the samples by direct current heating. In addition the power supply applies 

a compensation voltage to offset the voltage drop across the length of the rectangular samples 

from the heating power supply to obtain the correct imaging gap voltage.  

Scanning tunneling spectroscopy (STS) was performed as single point spectroscopy where 

while an image is acquired, through mouse selection, different points are selected to perform 

spectroscopy at structures of interest. In the voltage sweep of the spectroscopy, the starting 

voltage is selected to be the same polarity as the imaging bias or ideally exact same voltage. This 

helps in reducing artifacts in the beginning of the spectroscopy measurement. As discussed in 
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Section 2.2, ideally the tip is purely metal and can be idealized to have an abundance of 

electronic states to tunnel in and out of. In practice, this is not always the case. Tip contamination 

from oxides or other species can influence the states available at the tip and the resulting 

spectroscopy can be a convolution of the tip and sample  

Image analysis was performed using ImageJ [110], WSxM [111] and Gwyddion [174] 

software packages. Mn structures on Ge QDs were characterized by their location on the QD, 

largest in-plane length, height, area and volume. To differentiate the location of the Mn 

structures on the QDs, the QD was divided into two regions: the facet region and the region 

extending approximately 1 nm beyond the edge where two facets meet called the edge region. 

The distinction between the edge and facet regions is introduced because the edge region is 

typically a highly reactive site, which can serve as a primary nucleation and attachment site for 

surface structures. The largest in-plane length and height, which is an apparent height in the 

STM, were measured using line scans across the Mn structure.  

The area of the Mn structures were measured by first isolating the Mn structures from the 

background using n
th

-order polynomial flattening processes (n was adjusted as needed to achieve 

optimum results where the Mn structures were visually separated from the surroundings with 

minimal distortion, typically an 8
th

-order polynomial). The flattening process or background 

subtraction eliminated the geometric distortion due to the Mn island location on an inclined 

surface plane. Following the background subtraction, a binary mask, which is defined by height 

thresholding, generated an image containing only the Mn structures, and the total area occupied 

by this binary mask was measured. Similarly, the volume of the Mn structures was found by 

generating a mask including only the Mn structures and using a built-in function of Gwyddion to 

report the volume of the generated mask. 
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Figure 5.1. STM images of the Ge(100) wetting layer (a) prior to Mn deposition and (b) after Mn deposition. (c) 

Line scans from (a) and (b) were taken from representative areas on each image and are indicated by the black bar 

within each image. Both line scans are shown on the same scale for comparision. In (c) the dotted line represents the 

line scan from (b) and the solid line from (a). Both images were obtained with a sample bias of -2.0 V. 

 

5.2. GeQDs and Mn Islands: As Deposited 

The following results are presented by first establishing the starting surfaces for the room 

temperature Mn deposition experiments and then proceeds to the results and discussion for the 

behavior of Mn and the Ge(100) wetting layer followed by Mn and Ge(105) facets of GeQDs. 

The Ge surfaces prior to the room temperature deposition of Mn are shown in Figure 5.1(a) for 

the Ge(100) wetting layer and Figure 5.2(a) for the Ge{105} QD facets. The room temperature 

deposition of Mn yields small, typically elongated, flat islands on both the wetting layer and the 
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Ge{105} QD facets. However, the Mn islands located on the wetting layer are more difficult to 

properly identify and characterize due to the inherent roughness of that surface. Typical STM 

images of the islands on the Ge wetting layer and Ge QDs are shown in Figure 5.1(b) and Figure 

5.2(c,d), respectively.  

 

Figure 5.2. STM images of a single Ge QD (a) prior to Mn deposition and (b) a smaller scale image of a QD facet 

containing an overlay of the Ge(105) 2x1 rebonded step reconstruction. A second STM image of a Ge QD (c) after 

Mn deposition containing Mn islands decorating the facets and facet edges of the QD and (d) a smaller scale image 

of a QD facet with an overlay of the Ge(105) 2x1 rebonded step reconstruction. All images were obtained with a 

sample bias of -2.0 V. 

The structure of the Ge wetting layer after QD growth is shown in Fig. 1(a). The Ge wetting 

layer consists of regions of reconstructed, (2x1) and c(4x2), atoms surrounded by DVLs dividing 

the surface into tile-like regions of the two different orientations of reconstructed 

atoms [175,176]. After Mn deposition, one of the most notable difference in the structure is the 
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apparent roughening of the wetting layer surface as shown in Figure 5.1(b). Linescans in Figure 

5.1(c) depict the typical structure across Mn adatoms on the Ge wetting layer compared to the 

wetting layer without Mn. The Mn islands have an apparent height over the Ge atoms of 0.25 – 

0.35 nm. Due to the roughening of the wetting layer, it is not possible to unequivocally 

distinguish Mn islands from the roughened Ge(100) wetting layer. 

Compared to the wetting layer, islands on Ge QD facets were more readily apparent. The 

islands had two general shapes: circular and elongated islands. Of the elongated islands, 

approximately two thirds of the islands were elongated in the [ 5 11] direction on the Ge{105} 

facets. In addition, islands were evaluated based on their position on the Ge QDs. Two regions 

on the QD were identified: one consisting of the face of Ge{105} facets and a second region 

consisting of the area surrounding the edges where the {105} facets meet. The density of islands 

on the facet faces and edges are 0.014 ± 0.001 islands/nm
2
 and 0.022 ± 0.0011 islands/nm

2
, 

respectively. The number of islands located in the region surrounding the edges and the facet 

faces were normalized to the respective available areas of each region. Seventeen QDs and 179 

Mn islands were analyzed in this process.  
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Figure 5.3. (a) The number density of Mn islands on Ge QDs facets and facet edges is plotted and how it varies with 

increasing annealing temperature from room temperature to 150°C. (b) Mn island average size (left axis) and 

average height (right axis) are shown as a function of annealing temperature from room temperature to 150°C. (c) 

Distribution of Mn island size at room temperature compared to the island size distribution between 60°C and 

150°C. (d) Distribution of Mn island height at temperature compared to the island height distribution between 120°C 

and 150°C. 

 

5.3. GeQDs and Mn Islands: Temperature Evolution 

The evolution of the Mn islands with increasing annealing temperature from room 

temperature up to 400°C were characterized for island number density, apparent height, long-

axis length and volume. First, we will cover the results from annealing the Mn islands up to a 

temperature of 150°C. The effect of annealing a sample up to a temperature of 150°C on the 

density of islands located on the facet edges and the facet face is shown in Figure 5.3(a). With 
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increasing annealing temperature, the number of islands on both the facet edge and facet face 

decreases though the trend is more pronounced for islands located on the facet edge. Figure 

5.3(b) contains the island size and island height (apparent height) as a function of temperature. 

At 60°C the island largest dimension length shows an abrupt increase and at 80°C the island 

height shows an abrupt increase. In both cases, the length and height as a function of annealing 

temperature leveled off after their respective abrupt increases.  

 

Figure 5.4. The volume of the Mn islands represented as (a) distributions at room temperature and 150°C, and (b) as 

a function of annealing temperature. In (b) the left axis and gives the average island volume and the right axis gives 

the total Mn island volume normalized to the image area. 

 

The distribution of long-axis length of the islands at two different temperatures is shown in 

Figure 5.3(c). Shown are the room-temperature distribution and a group of elevated sample 

temperatures from 60°C to 150°C. As can be seen in Figure 5.3(b) this group of sample 

temperatures have similar island long-axis lengths. At room temperature the peak of the 

distribution is around 2.1 nm and shifts to approximately 3.0 nm in the 60°C to 150°C range. In 

Figure 5.3(d) the distributions of island heights at room temperature and a group of  sample 

temperatures from 120°C to 150°C are shown. The Mn islands at room temperature has a peak in 
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the distribution at approximately 0.2 nm and the 120°C to 150°C sample temperature range 

distribution does not necessarily have a clear peak due to the small sample size.  However, it is 

clear that the distribution widens and possibly becomes more symmetric. As seen in Figure 5.4, 

the average and total volume and volume distribution of Mn islands is plotted versus annealing 

temperature. In Figure 5.4(a), volume distributions are shown for Mn islands after the room 

temperature deposition and during in-situ annealing at 150°C. The distribution at elevated 

temperatures is shifted to higher values and is broadened when compared to the room 

temperature island volume distribution. Figure 5.4(b) shows the effect of sample annealing 

temperature on the average per island volume and total volume of Mn islands per unit area. As a 

function of temperature, both values are shown to increase from room temperature up to 150°C. 

The average island volume increases from 0.79 to 1.55 nm
3
 and the total volume of islands per 

unit area increases from 0.017 to 0.028 nm.  

 

Figure 5.5. STM image of sample annealing temperatures at (a) 340°C, (b) 375°C, and (c) 405°C show Ge QDs 

alongside secondary structures. In (a) secondary structures are noted by an arrow. All images were obtained with a 

sample bias of -2.0 V. 
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As shown in Figure 5.5(a-c), at increasing annealing temperatures, from 340°C to 405°C, 

small Mn islands are no longer found on the surface. In addition, the quality of the wetting layer 

recovered and the wetting layer roughness, which was initiated by the Mn deposition, is no 

longer present. The QD’s structure and morphology is preserved up to these temperatures. New 

structures are observed on the surface which are thought to be a Mn containing secondary phase. 

In Figure 5.5(a) these secondary structures are pointed out with an arrow and in Figure 5.5(b) a 

lar4ge secondary structure is shown in a higher resolution image. As an initial model we can 

assume that the Mn diffused out of the wetting layer and lead to the formation of the secondary 

structures. 
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5.4. GeQDs and Mn Islands: Scanning Tunneling Spectroscopy 

In Figure 5.6, a series of STM images is shown, where the bias voltage was varied between 

+2.0 V and -2.0 V. This voltage dependent series of images can reveal variations in the local 

density of states and is sensitive to the bonding state at the surface. The same approach was used 

to study the bonding of the Mn wires on the Si(100) surface, which is discussed in Chapter 3. In 

the case of the Mn islands on Ge QD, there were no dramatic changes in the structure of the 

islands. There are slight changes to the apparent size of the islands, most notably in Figure 

5.6(e). Unrelated to the Mn islands, one can note the change in the apparent structure of the Ge 

QD facet background from a buckled structure for the filled state images, Figure 5.6(a-d), to an 

apparent square lattice for the empty state images, Figure 5.6(e-g). This observation reflects the 

variation in the local density of states for the empty state images from the dangling bonds of the 

dimerized structure [177]. 

 

Figure 5.6. A collection of STM images at varying sample biases of the same two Mn islands on a Ge QD (105) 

facet. The sample biases are as follows: (a) -1.4 V, (b) -1.6 V, (c) -1.8 V, (d) -2.0 V, (e) +1.6 V, (f) +1.8 V, and (g) 

+2.0 V. 
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In Figure 5.7, scanning tunneling spectroscopy (STS) of the Ge QDs and wetting layer 

without and with Mn across the different experimental steps are shown. The STS here was 

obtained by performing point spectroscopy. During the acquiring of a standard STM image, 

points are selected and a spectrum is acquired defined by preselected parameters. The spectra are 

taken -1.5 V to +2.0 V with 50 increments. An example STM image where several point 

spectroscopy measurements were taken is shown in Figure 5.7(a). Throughout Figure 5.7(b-d), 

each set of spectra measured per image were averaged across 20 – 30 separate point 

spectroscopy measurements. The STS spectra are measured as an I-V curve and were 

differentiated, dI/dV, and plotted versus the sample bias.  

The spectra displayed in Figure 5.7(b) were taken from Ge QDs and the surrounding wetting 

layer before the Mn deposition. The sudden decrease in dI/dV around -1.4 V is a measurement 

artifact. The band gap of the two different surfaces are effectively identical at about 1.6 eV. 

Compared to literature values, the band gap measured here is twice as high. Comparatively, the 

two other sets of spectroscopy data, Figure 5.7(b) and (c), have a noticeably smaller band gap, on 

the order of 0.7 eV. The source of the larger band gap is not clear; an oxide on the tip that 

disrupts spectroscopy measurements would do so consistently despite changes in the band gap or 

electronic structure of the surface. For this reason and the consistency of the spectroscopy 

measurements across several points and images, the tip does not appear to have an oxide layer 

present which disrupted the spectroscopy measurements. 
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Figure 5.7. (a) An STM image with points marked where spectroscopy was measured. Point spectroscopy of (b) Ge 

QDs and WL before Mn deposition, (c) Ge QDs, WL, and Mn after Mn deposition, and (d) Ge QDs, and Mn islands 

after anneal. 

Spectra after Mn deposition, as seen in Figure 5.7(c), were obtained from Mn islands on the 

Ge wetting layer and on Ge QD facets. Spectra from the exposed, uncovered, Ge wetting layer 

and Ge QDs are also plotted. The structure of the spectra are similar across the different 

structures. One should also note the structure change, the addition of a shoulder, to the spectra 

when comparing Figure 5.7(b) and (c). The presence of the shoulder also effective reduces the 

band gap with the addition of Mn. In Figure 5.7(d), the structure of the spectra changes again. A 

distinct shoulder on the filled state portion is no longer present and similarly on the empty state 
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portion there is a tail of states extending into the band gap. The evolution of the band gaps for the 

Ge and Mn will be discussed further in the following section. 

5.5. Discussion 

The distribution and shape of the Mn islands on the Ge QD facets can be used to infer several 

aspects of the interaction of Mn with the underlying Ge. To start, the Mn islands are flat and 

have an apparent height which indicates the islands are 1-2 atoms tall. Mn islands displayed a 

preference for adsorbing on the facet edges, which can be expected since the edge atoms of the 

Ge QDs are at a higher energy state since not all bonds are satisfied. The adsorption site 

preference of the Mn islands indicates that the room temperature mobility of Mn is still 

appreciable. The distribution of the Mn islands also showed no preference for adsorbing across 

the strain field of the QDs. In addition, the shape of the Mn islands, a preference for elongated 

flat islands, could also indicate an influence from the Ge{105}-(2x1) reconstruction due to 

preferential diffusion pathways or confinement due to bonding with the underlying Ge 

reconstruction. Predominately the islands were elongated along the [ 5 11] direction on the (105) 

facet. The [ 5 11] direction is a crystallographically relevant due to the Ge dimers and the 

direction of the bonds between the atoms that make up the dimers is the same.  

The reconstruction of the {105} Ge QD facet has only been accurately described in recent 

years  [177,178]. Currently theoretical work on the diffusion of adatoms on either an unstrained 

or strained surface have been limited to Ge and Si species  [179,180]. In addition, as of yet, no 

work has been performed which describes the formation of islands or dimers/trimers of adatoms 

on this particular surface. In this work, we think that the elongation of the islands along the [ 5

11] direction, indicates some anisotropy of diffusion for Mn on the Ge{105} surface. In 

comparison, the previously mentioned theoretical work on Ge diffusion on Ge{105} showed that 
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at 800K on an unstrained Ge{105} surface diffusion is isotropic between the [010] and [ 5 01] 

directions [179,180]. The unstrained Ge{105} surface models the apex of a quantum dot; the 

authors also investigated a strained Ge{105} surface and reported isotropic diffusion for Ge as 

well  [179]. Unfortunately additional work on the Ge{105} surface and diffusion of ad atoms is 

sparse and currently does not include any transition metals for comparison. However, previous 

work on Mn on Ge(100) substrates and previous work by our group of Mn on Si(100) substrates 

has revealed some aspects of the behavior of Mn on semiconductor surfaces [16,103,181]. Zeng 

et. al. showed that the room temperature deposition of Mn on a Ge(100) substrate resulted in the 

formation of clusters [181]. The authors indicated that the clusters had an apparent height of 

approximately 0.35 nm compared to an average height of 0.22 nm for our clusters on Ge(105) 

QD facets. In comparison, our previous work on room temperature deposition of Mn on Si(100)-

(2x1) showed that Mn is mobile enough to assemble into wire structures only 1 or 2 atoms 

wide [16,103]. In addition, the work by Zeng et. al. showed that the Mn had little influence on 

the reconstruction immediately surrounding the clusters. This is in contrast to the room 

temperature deposition of Mn on the strained Ge(100) wetting layer which leads to substantial 

roughening. 

One point of interest is the substructure of the Mn islands and degree of interaction with the 

underlying Ge QD facets. Two specific islands imaged with particularly well resolved Mn 

islands indicated a strong interaction with the Ge facets, see Figure 5.2(d). Both islands in the 

smaller scale image show the higher contrast region of the island ending abruptly where the 

Ge{105}-(2x1) reconstruction periodicity ends. In addition, around one island the absence of a 

Ge atom is noted, pointed out with an arrow. These results indicate that Mn islands can distort 

and interrupt the Ge surface reconstruction. This is indicative of a strong interaction with surface. 
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It is not likely that the missing Ge is simply a defect since no point defects were imaged on Ge 

QD facets prior to Mn deposition. 

The annealing portion of the experiments revealed the behavior and evolution of the Mn 

islands across several temperatures. Considering the average island height and average island 

long-axis length, there are two stages in the evolution of the Mn islands. The island long-axis 

length increases at a lower temperature before an increase in the apparent height of the islands 

can be detected. This indicates that in the attachment of ad atoms to Mn islands is anisotropic 

and two activation barriers can be distinguished: the first to overcome before an island will 

increase in lateral size and the second to overcome before an island will increase in height. This 

is indicative of a diffusion barrier for adatoms to move onto the island. Up to a temperature of 

150°C, the projected area of the Mn islands stays constant, which implies a rearrangement of 

adatoms within a given island. From room temperature to 150°C, the Mn islands are shown to 

nearly double in total volume per unit area. This could indicate an intermixing of Ge and Mn or 

the change in lateral size and height are a result of substantial change in bonding.  

The annealing experiments revealed that the Mn islands are relatively stable at low 

temperatures (up to 150°C), but larger round clusters with a size on the order of 12 nm and a 

height of 2 – 3 nm dominate for temperatures above 340°C and the small flat island have 

disappeared. The composition of the large clusters is unknown, but their appearance is uniquely 

linked to the presence of Mn on the surface. We currently do not have an analytical method 

which would determine in a reliable manner the Mn-concentration in small clusters with the 

required spatial resolution and element sensitivity. The Mn concentration in the Ge QDs and 

wetting layer is likewise not known at present and can be influenced by the loss of a fraction of 

Mn through re-evaporation. 
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The  electronic structure of the Mn islands  and the surrounding Ge was probed with STM 

images of varying sample biases and point spectroscopy. In image series across several sample 

biases, there were minor changes in the structure of the islands with sample bias. Due to poor 

imaging and insufficient contrast at lower samples biases, the sample biases utilized were limited 

to relatively high values, greater than -1.4 V for filled state images and 1.6 V for empty state 

images. In the 1.6 V sample bias image, the apparent projected size of the Mn islands increases, 

though there is no relative apparent height increase, relative to the Ge surface. This lateral size 

increase relative to images at other biases can indicate strong bonding between the Mn islands 

and the Ge. In addition, there are depressions surrounding the larger of the two Mn islands where 

in the filled state images there are clearly Ge dimers present. These effects do suggest bond 

formation between Ge and Mn after room temperature deposition. 

The point spectroscopy data reveals more electronic structure changes with the Mn islands as 

a function of annealing. There are some inconsistencies with some key features of the 

spectroscopy data presented here when compared to other STS and theoretical studies. For 

instance, the band gap for the Ge surface without Mn from our study was found to be 

approximately 1.6 eV. Other studies have reported a band gap for Ge (105) thin films on Si(105) 

of 0.8 – 0.9 eV [178,182]. However, as discussed in the results section, the large band gap does 

not appear to be the result of an oxide layer on the tip.  The source of the density of states 

changes in the spectroscopy measurements can be traced to the different experimental steps: Mn 

deposition and annealing.  

5.6. Summary 

In summary, the room temperature deposition of Mn on Ge QDs and the wetting layers leads 

to the formation of small, 1 – 2 atom high, islands. On the wetting layer, the Mn islands cause a 
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disruption in the reconstruction and this disruptions manifests itself as a roughening effect likely 

cause by strain relief. Notably, this roughening is recoverable after annealing samples above 

200°C. Mn islands on QDs are shown to have preferential absorption at facet edge sites due to 

increased disorder at the facet edge. On the QD facets, the Mn islands were shown to cause bias 

dependent changes to the surrounding Ge atoms indicating bond formation between Ge and Mn 

after the room temperature deposition. The Mn islands were found to ripen with increasing 

annealing temperature, first increasing in projected size and subsequently in height at higher 

temperatures. Above 200°C, Mn islands increase sufficiently in mobility to begin the formation 

of larger, potentially Ge-Mn intermetallics, secondary structures.  
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Chapter 6. MnxGe(1-x) Quantum Dots: Co-deposited Nanostructures and Magnetic 

Properties 

A different method to achieve Mn doping in Ge QDs, is the co-deposition of Ge and Mn 

during a typical QD growth. In this section the formation of MnxGe1-x QDs is studied using STM 

and SEM while the composition and magnetic properties are investigated using SAM and 

XAS/XMCD. Parts of this chapter were done in collaboration with colleagues at UVA and other 

institutions. The SEM/SAM work was performed at Brookhaven National Laboratory with 

Joseph Kassim with the assistance of Eli Sutter and Peter Sutter. Kiril Simov and Petra Reinke 

performed the XAS/XMCD experiments at Lawrence Berkeley National Lab with the assistance 

of Per-Anders Glans, Catherine Jenkins, and Elke Arenholz. 

6.1. Experimental Details 

Si(100)2x1 reconstructed substrates were prepared as described in Section 2.4. Ge and Mn 

were co-deposited onto a substrate held at 450°C. Ge was evaporated from a Veeco effusion cell 

at a rate of 0.03 A/s. The Mn concentration in the co-deposited samples was controlled via the 

Mn flux. Mn was evaporated from a Mo crucible from an electron bombardment evaporator 

(Mantis Deposition Quad EV), and samples with Mn concentrations of 5, 8, 10 and 23 % (based 

on relative fluxes) were prepared. Most samples were capped with a 5 nm thick Ge film at room 

temperature before removal from the STM chamber. 

Additional samples were grown and analyzed at the Center for Functional Nanomaterials 

(CFN) at Brookhaven National Laboratory using an Omicron Nanoprobe system equipped with a 

UHV Gemini Scanning Electron Microscopy (SEM) and Auger analyzer for Scanning Auger 

Microscopy (SAM) capabilities. The same Si substrates and cleaning procedure was used as 

described above in a preparation chamber attached to the analysis chamber with a base pressure 
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of 1x10
-9

 mbar. To compensate for the higher base pressure, Ge and Mn were co-deposited onto 

the substrate held at 450°C within five minutes following the final Si flashing step. 

All STM images were obtained in constant current mode with a sample bias of -2.0 V (filled 

states) and +2.0 V (empty states) and a feedback current of 0.03 nA. Electrochemically etched W 

wire was used as a tip material. Imaging conditions can be found in the figure captions. 

Electrochemically etched W-wire was used as a tip material. Image analysis was performed 

using ImageJ, [110] WSxM [111] and Gwyddion [174] software packages.  

The magnetic properties of the samples were tested using a Quantum Design Physical 

Property Measurement System operating in VSM mode. Samples were mounted on quartz 

paddles using wax which was tested separately and shown to have no ferromagnetic or 

paramagnetic response down to 5 K under a field of 2 T. The elemental specific magnetic 

measurements using XAS/XMCD were performed at beamline 6.3.1 at the Advanced Light 

Source at Lawrence Berkeley National Laboratory. The samples were held in a tunable field (±2 

T) with a circularly polarized soft x-ray beam (60% polarization) oriented at an angle of 60° with 

respect to the surface normal. Sample measurements at beamline 6.3.1 were cooled to 30 K using 

liquid  He. 
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Figure 6.1. Several STM images of co-deposited Ge and Mn after 1.5 ML to 2 ML are shown. Mn concentrations of 

(a) 5 %, (b) 10 % and (c,d) 23%. All images were acquired with an imaging bias of -2.0 V. 

 

6.2. STM Results of Growth 

The results section is presented first discussing STM images of co-deposited Ge and Mn after 

1.5 to 2 ML are deposited and after 4.5 to 5 ML are deposited. Figure 6.1 includes STM images 

of the MnxGe1-x wetting layer where the growth was stopped after 1.5 to 2 ML were deposited. 

Mn concentrations of 5 % [Figure 6.1 (a)], 10 % [Figure 6.1 (b)] and 23 % [Figure 6.1 (c,d)] are 

depicted. Interrupted wetting layer growths are expected to show tile-like regions of 2x1 and 4x2 

reconstructed Ge atoms. The reconstructed tile areas are bound by dimer vacancy lines (DVLs) 

which form within the first monolayer of epitaxial Ge growth on Si(100). In Figure 6.1, the 
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quality of the wetting layer and the surface reconstruction is independent of the Mn 

concentration. The quality of the wetting layer is characterized by the presence of the 

Ge(100)2x1 and 4x2 reconstructions on the surface, and the density of the dimer vacancy lines, 

which defines the size of the tile regions. Both features are not modified by the addition of Mn.  

 

Figure 6.2. Several STM images of co-deposited Ge and Mn after 4.5 ML deposition are shown. Mn concentrations 

of (a) 8 %, (b) 10 % and (c,d) 23%. All images were acquired with an imaging bias of -2.0 V. 

However, secondary structures form at higher Mn concentration, 23 % Mn. The secondary 

structures appear rod-like and in bundles. In the STM images, it is difficult to determine if the 

secondary structures are embedded in the Ge wetting or extend into the Si substate. Cross 

sectional TEM work by our collaborators, Joseph Kassim and Prof. Jerrold Floro, on similar 

films grown in a separate chamber indicate that the secondary structures do indeed extend into 

the substrate. The long axis of the rod structures are along the [110] direction, and a particularly 

well resolved image of the secondary structures is shown in Figure 6.1(d).  
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Figure 6.3. Plot of the average volume of QDs (left axis, green data points) and QD density (right axis, red data 

points) as a function of Mn concentration. 

 

Full mature growths of MnxGe1-x QDs, primarily consisting of hut/pyramid islands, are shown 

in Figure 6.2. The concentration of Mn varies from 8 % [Figure 6.2(a)], 10 % [Figure 6.2(b)] to 

23 % [Figure 6.2(c,d)]. As can be seen in Figure 6.2(a,b,d), MnxGe1-x hut/pyramid islands 

formed and are comparable to hut/pyramid islands seen for Ge-only depositions, qualitatively 

(see Figure 5.2 in Chapter 5). The quality of the QDs were evaluated based on the fidelity of the 

expected Ge(105)2x1 rebonded step reconstruction, the presence of defects on the facets, and the 

morphological properties of the QDs. The QDs for each growth, with otherwise near identical 

growth conditions, vary slightly with increasing Mn concentration. Notably at 23 % Mn, the QDs 

are noticeably smaller than those of the lower Mn concentration growths. As with the interrupted 

wetting layer co-deposition, at the highest Mn concentration studied, 23 %, secondary structures 

can be observed, shown in Figure 6.2(c). Such structures are difficult to resolve due to large 

height and steep sides even with slow scan speeds. The full QD growth secondary structures 
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appear to be rod-like bundles as with the secondary structures observed for the interrupted 

wetting layer sample, Figure 6.1(c). To further describe the effect of Mn on the growth of Ge 

QDs, quantitative analysis of the MnxGe1-x QDs are shown in Figure 6.3. QDs were evaluated for 

number density and the average volume as a function of Mn concentration. As shown in Figure 

6.3, with increasing Mn concentration both the average QD volume and QD density decreases. 

Within error, the QD density is seen to start to decrease at 10 % Mn and further so at 23 % Mn. 

Whereas the average QD volume tended to decrease with statistical significance only at 23 % 

Mn. 

6.3. SAM Results of Growth 

Separate samples were grown in an attached chamber to an Omicron Scanning Auger 

Microscope at Brookhaven National Lab (BNL). As with the samples grown at UVA in our STM 

chamber, several samples with varying Mn concentration were grown. Without a quartz crystal 

rate monitor at the BNL chamber, the Mn concentrations are estimated from rate calibrations on 

the STM chamber. Though the sources and materials used at Brookhaven for the depositions are 

the same used here at UVA, the error from this estimation could be large since the chambers 

have different geometries and background pressures.  

Overview SEM images of two samples grown at BNL are shown in Figure 6.4. Shown at a 

magnification of only 15,000X, some structures can be difficult to identify, but the overall 

impression of the density of the rod-like structures (as seen in the STM studies) is well 

represented. In Figure 6.4(a) the sample has an estimated Mn concentration of 18 % Mn and 

Figure 6.4(b) has an estimated Mn concentration of 28 % Mn. Particularly in Figure 6.4(b) the 

rod-like structures are the dark linear structures that are 250 nm – 750 nm long.  
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Figure 6.4. SEM images acquired at an acceleration voltage of 10 kV and probe current of 1.0 nA. Two Mn 

concentrations are shown: (a) 18 % Mn and (b) 28 % Mn. 
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Since thicker MnxGe1-x films were grown, our growth regime of QDs included the formation 

of both hut/pyramid QDs and dome QDs. The huts are difficult to image and do not show up in 

the low magnification SEM images. The domes and some superdomes are the small, 50 nm and 

100 nm across, bright features in the SEM images. Around the secondary structures, depletion 

zones are evident where very few QDs are present. The average distance between the secondary 

structures of the different Mn concentrations was found to be 1.8 µm (28 % Mn), 8.7 µm (18 % 

Mn), and 6.3 µm (10 % Mn). The thickness of material deposited for each sample varied as 

follows: 14 Å (28 % Mn), 9.6 Å (18 % Mn), and 14 Å (10 % Mn). 

 

Figure 6.5. SEM image acquired at 10 kV with a probe current of 1.0 nA. The Mn concentration is 28 %. The three 

points indicated by their markers represent the points of interest selected to perform point Auger electron 

spectroscopy. 

In Figure 6.5, an example of a high resolution SEM image is shown from the 28 % Mn 

sample. In the image, the rod-like secondary structures are shown along with dome and 

superdomes. On some QD structures some contrast between different facets is achieved. There 
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are three points marked in Figure 6.5 where point AES was performed. The Auger spectra 

obtained for the Ge LMM and Mn MNN peaks for “point 3” are shown in Figure 6.6(a) and (b), 

respectively. In order to calculate the concentration of Mn, the Ge peak was used as the reference 

to find the relative concentration of Mn. In the Auger spectra, the data was smoothed with an 11-

point box averaging. The main peaks and their shoulders were included in numerical integration 

and the Mn concentration was calculated as the Mn peak area divided by the summation of the 

Mn and Ge peaks.  

 

Figure 6.6. The (a) Ge LMM and (b) Mn MNN Auger peaks are shown for “point 3.” These two peaks are 

representative for other peaks used in the calculation of the Mn concentration of secondary structures. (c) The Mn 

concentration is plotted as a function of the selected point. 
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In Figure 6.6(c), the Mn concentration along the length of the rod structure from Figure 6.5 is 

plotted. The Mn concentration varies along the length of the rod from 13 % to 78 %. Other rod 

structures from this sample were probed at single points and a Mn concentration of 30 % was 

calculated. Other structures were probed as well among all samples such as the wetting layer, 

domes and superdomes. The Mn peak could not be identified in a reliable manner for the wetting 

layer, huts, domes or superdomes. The sensitivity of the Auger probe in this setup was estimated 

to be about 5 % based on the size of the probe (5 nm) and the limited probe current.  

 

Figure 6.7. (a) VSM M-H loops (±2 T) of 8 %, 10 %, and 23 % Mn capped samples at 5 K. (b) VSM M-H loops for 

(±2 T) of 23 % Mn capped sample at 5 K and 300 K. (c) VSM M-H loops (±0.8 T) of 5 % Mn capped sample at 5 K 

and 300 K. 
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6.4. Magnetism Results: VSM and XMCD 

The  magnetic properties of the co-deposited QDs were probed with VSM and XMCD. In 

preparation for magnetic measurements, most samples were capped at room temperature with a 5 

nm thick Ge layer. One sample was completed without a capping layer and this sample was also 

studied with XAS/XMCD. VSM Magnetization vs. Applied Field (M-H) loop results of the 

capped samples are shown in Figure 6.7(a) and were obtained at 5 K. The low concentration, 8 % 

and 10 %, Mn samples have a TC around 50 K and a magnetization of 0.5 µB/Mn for the 8% Mn 

sample at 5 K. The highest Mn concentration sample has a TC near 300 K. VSM of the uncapped 

sample shown in Figure 6.7(c) has the M-H loop at 5 K and 300 K. The saturation magnetization 

of the 5% uncapped sample is approximately 1.1 μB/Mn. 

 

Figure 6.8. (a) XAS of the Mn 2p absorption peak. (b) XMCD of the Mn 2p absorption peak obtained at 30 K and 

300 K. 

Samples taken to Lawrence Berkeley National Lab were analyzed using XAS and XMCD to 

measure the element specific magnetism. Samples with 5%, 8%, 10%, and 23% were measured. 

Of these samples, the three higher Mn concentration samples received a capping layer and did 
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not return a significant Mn signal above the background since the capping layer thickness was on 

the same order as the information depth for this technique. The lowest concentration sample, 5% 

Mn, which was uncapped is the main focus of the following XAS and XMCD results and 

discussion. The x-ray absorption spectra for the 5 % Mn uncapped sample is shown in Figure 

6.8(b). The Mn 2p, L3 and L2, peak is shown in the figure. After sampling the x-ray absorption 

spectra with two opposing applied magnetic fields, the spectra were aligned at the L2 peak 

maximum and subtracted from each other. The result of the subtraction is XMCD as shown in 

Figure 6.8(b). The sample was measured at two temperatures, 300 K and 30 K. By convention, 

the L2 response is shown as a negative peak and the L3 response as a positive peak. Using Chen’s 

sum rules the saturation magnetization due to Mn is 1.19 μB/Mn which is in good agreement with 

VSM data [91]. The spin and orbital components of the magnetization is found to be 1.06 μB/Mn 

and 0.07 μB/Mn, respectively. 

6.5. Discussion 

At growth temperatures typical for Ge QD growth, the addition of Mn to the system would be 

expected to form secondary phases and possibly alter the surface structure of the system. Though 

transition metal contacts are used often in Si-based technology, the formation of these contacts 

leads to far reaching changes of the surface. As discussed in Chapter 3 the introduction of Mn 

and other transition metals and temperatures similar to Ge QD growth temperatures produces 

highly defective surfaces. Dimer vacancy lines form with a spacing of a few nanometers and run 

the length or width of a terrace. In the growth of MnxGe1-x QDs, the presence of Mn at low 

concentrations was demonstrated to have very little effect on the growth quality of the quantum 

dots. This contrasts with the effects seen from sub-monolayer depositions and high temperature 

annealing of Mn and other transition metals on Si(100) and Si(111).  
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By increasing Mn content in samples, the eventual formation of secondary phases can point to 

a supersaturation of Mn in the Ge matrix, which leads to, above a critical concentration, the 

nucleation and growth of secondary phases. For the low concentration samples, the lack of 

secondary phases indirectly indicates that Mn has been incorporated into the system. Additional, 

it is known from the XAS data that Mn is indeed present in the sample for the 5 % Mn sample.  

Considering the higher concentration samples, it is possible that the lower density and smaller 

quantum dots are a result of simple mass conservation required with the formation of secondary 

phases. It is assumed here that the secondary phases are comprised of purely Mn and Ge. As a 

first order approximation, assuming Ge-Mn only secondary phases, the amount of germanium in 

the secondary phases was estimated as the difference between the amount of germanium 

deposited and amount of Ge in the wetting layer and Ge QDs as shown in Figure 6.9(a). The 

wetting layer is assumed to be 3 ML thick and the volume occupied by the Ge QDs was obtained 

by flooding analysis of a large area (500 nm x 500 nm) STM image. However, the assumption of 

a purely Mn-Ge secondary phase is likely an oversimplification. There is evidence from our 

collaborators that the secondary phases are indeed ternary compounds of Ge, Si, and Mn. The 

chemical analysis of such structures is difficult on a Si substate due to a constant Si signal. In the 

case of the Auger spectroscopy, we were unable to detect an appreciable Si signal difference 

between the secondary phases and the surrounding structures. 
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Figure 6.9. (a) Based on the known volume of material deposited and the volume of the QDs from STM images, the 

fraction of Ge in the secondary  phases can be estimated. (b) A comparison between the known number of Mn atoms 

deposited as a function of Mn concentration and the number of Mn atoms required to form a stoichiometric Mn-Ge 

intermetallic compound. 

A first order comparison between the amount of Mn in two possible secondary phases and the 

actual amount of Mn deposited is shown in Figure 6.9(b). If it is assumed that all deposited Mn is 

incorporated into the secondary phases, at 23 % Mn there is not enough Mn available to produce 

a stoichiometric compound for either germanide. However, at 10 % Mn, within error, there is 

enough Mn deposited to form stoichiometric germanides. Both Mn germanides are robust 

ferromagnets (relatively high coercivity) but our samples have a low coercivity as can be seen in 

the VSM M-H loop data. The Curie temperature of the 23 % Mn sample is within 15 K of the 

expected values for the Mn germanides, 280 – 295 K. Our results suggest that the secondary 

phases are Mn-poor or are ternary compounds and do have possess magnetic properties which 

closely describe the two Mn germanide compounds. However, little is known about the 

magnetism of non-stoichiometric germanides or the magnetism of Si-Ge-Mn ternary compounds.  

The combination of a high vapor pressure for Mn and currently unknown sticking coefficient 

for Mn could point towards evaporation of at least a portion of the deposited Mn. Magnetic 

responses in the VSM data for the low concentration samples and XAS/XMCD data of the 
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uncapped sample confirm that Mn is indeed responsible for the magnetic properties of the 

samples. The 5% Mn uncapped sample is the only sample prepared which shows a room 

temperature magnetic response and, from inspection with STM, does not contain secondary 

phases. The shape of the XAS Mn L3,2 peak does not show a shoulder on the low energy side of 

the L3 peak, which would be indicative of an oxide. The peak shape is the most compatible with 

the calculations of Mn
2+

 presented by Kang et. al. [183]. In addition, all Mn oxides are 

antiferromagnetic and thus cannot be responsible for the ferromagnetic signature seen in our 

samples [184]. The XMCD results confirm that Mn is the magnetic species. When comparing the 

spin and orbital components of the magnetization to known values for Mn compounds, it 

becomes important to note whether the orbital component is quenched entirely. Our sample had 

an Morb of 0.07 μB/Mn which contrasts to Mn5Ge3 where the orbital component is 

quenched [185]. α-Mn has an orbital component of 0.06 μB/Mn and Mn-doped InAs films have 

an orbital component of 0.04 μB/Mn [186,187]. A second sample at a similar concentration, 8% 

Mn, did not show similar magnetic properties; however, this sample was capped whereas the 5% 

Mn sample was not. However, it is unclear whether the capping layer has any influence on the 

magnetic properties of the samples. As discussed above the uncapped sample did not display 

features in the XAS indicating an oxide. 

6.6. Summary 

In summary MnxGe(1-x) QD samples of varying concentrations have been prepared and 

characterized with STM. In all samples of varying concentrations, we were able to successfully 

grow Ge QDs. At the highest Mn concentration studied, secondary phases were observed which 

are in all likelihood Mn-poor non-stoichiometric germanides or ternary Si-Ge-Mn compounds. 

Despite the thermodynamically more favorable secondary phases, we were able to suppress the 
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formation of secondary phases simply by tuning the Mn concentration at a growth of 450°C. The 

5% Mn uncapped sample in particular showed a room temperature ferromagnetic response in 

both VSM and XMCD which cannot be a result of Mn oxide formation. In addition, through a 

study using XAS/XMCD this sample indicated signatures which are consistent with doping when 

compared to In1-xMnxAs and an unquenched orbital component to the magnetization which 

contrasts to the quenched orbital component of Mn5Ge3. However, compared to other samples 

with a capping layer, it is not clear if the lack of a capping layer aided in the magnetic properties 

of the 5 % sample. 
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Chapter 7. Concluding Remarks 

7.1. Conclusions 

In the course of this work, we set out to investigate the interactions and segregation of Si, Ge, 

and Mn in the context of formulating methods to dope Ge QDs with Mn as a building block for 

spintronics devices. The three different methods to achieve Mn doping are as follows: (1) 

utilizing the surfactant effect of Mn pre-deposited onto the Si(100)2x1 during the Ge QD growth, 

(2) accessing sub-surface sites on Ge QDs via the annealing of Mn structures deposited at room 

temperature on Ge QDs, and (3) co-depositing Ge and Mn during the growth of Ge QDs. The 

challenges of doping group IV semiconductors lies in the low solubility of Mn which needs to be 

overcome by choosing kinetically driven processes and the competition to form secondary 

phases which can be detrimental to the desired magnetic properties.  

Method (1) is a based on a previous study of Mn on Si(100)2x1 and investigates the 

previously unexplored temperature regime from room temperature up to the Ge QD growth 

temperature of 450°C. As previously studied, the room temperature deposition of Mn on 

Si(100)2x1 results in wire-like nanostructure. In this work, we found that the wire structures 

dissolve at mild temperatures into clusters. At temperatures around 316°C, Mn is no longer 

directly observable on the surface and sample bias dependent features revealed Mn had moved 

into subsurface sites and was acting as an acceptor. Other traditional electronic dopants, such as 

boron and phosphorus, have been imaged by other researchers similarly as extended high 

contrast regions, but this was the first time Mn was shown to exhibit this behavior on 

Si(100)2x1. Beyond this temperature regime, Mn was found to cluster into structures, which 

likely serve as the nuclei for the subsequent formation of Mn-silicides.  
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Our experimental results, with the help of collaborators, were compared to theoretical models 

to determine the atomic structure of the wires. The two models obtained by our collaborators 

were the two most thermodynamically stable structures which gave good agreement when 

comparing simulated and experimental STM images. However, none of the models fully describe 

the experimentally observed wire structure. This is particularly apparent for a comparison of the 

contrast inversion in the apparent height of Mn wires as a function of bias voltage. In the case of 

Mn overlayers on a Si(100)2x1 surface, the photoelectron spectroscopy study revealed that the 

interface between Mn and Si is reminiscent of a Mn silicide. Subsequent Mn layers were shown 

to be Mn-rich silicides or Mn metal.  

In method (2), Mn was deposited at room temperature onto Ge QDs grown to produce 

primarily hut/pyramid structures. At room temperature, Mn formed into small 1 – 2 atom high 

islands. The islands formed on both the Ge QDs and the wetting layer. The Mn islands on the 

wetting layer roughened the surface and proved to be difficult to analyze due to the inherent 

roughness of that surface on the length scales of the Mn islands. The Mn islands on the QDs 

were found to cause local disruptions of the surrounding Ge atoms indicating bond formation 

between the Mn islands and the underlying Ge QD surface atoms. The stability and mobility of 

these islands were investigated with annealing conditions from approximately 100°C to 450°C. 

The Mn islands ripen with increasing annealing temperature and up to 150°C the Mn islands 

undergo small changes in size and position. Above 200°C, Mn islands increase sufficiently in 

mobility and form larger, potentially Ge-Mn intermetallics, secondary structures. From the STM 

images, there was no direct evidence that Mn moved into sub-surface sites. 

In method (3), Mn and Ge were co-deposited at a typical Ge QD growth temperature to 

produce MnxGe1-x QDs of varying concentrations. The co-deposition method, by our hypothesis, 
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had the highest risk of forming secondary phases during the growth. However, as shown in this 

work, we were able to suppress the formation of the secondary phases by growing films with low 

Mn concentrations, specifically 5 % and 8 % Mn. The uncapped 5% Mn sample in particular 

showed a room temperature ferromagnetic response in both VSM and XMCD which cannot be a 

result of Mn oxide formation or a ferromagnetic contaminant such as Fe or Ni. In addition, 

through the study using XAS/XMCD this sample indicated signatures which are consistent with 

doping when compared to (In,Mn)As films and also an unquenched orbital component of the 

magnetization which contrasts to the quenched orbital component of Mn5Ge3. At increasing Mn 

concentrations, secondary phases did indeed start to form. Our results indicate that we were able 

to incorporate Mn into the Ge matrix beyond the solid solubility limits, likely resulting from 

kinetic limitations to the formation of secondary phases.  

7.2. Suggested Work 

From the one co-depostied Ge-Mn QD sample, there are a few questions that remain. One is 

location of the Mn within the system. The experiments thus far point to Mn being incorporated 

in substitutional sites, but it is not known whether there is any segregation of Mn within the 

wetting layer, quantum dot, or the interfaces. The work of our collaborators will aid in 

describing this behavior. In regards to the magnetic properties of the 5 % Mn uncapped sample, 

the above room temperature ferromagnetism this sample possessed is unique among other low 

Mn concentration samples. It is unclear at the moment whether the lack of a capping layer is a 

source for these magnetic properties. An additional series of samples at low Mn concentrations 

with and without capping layers and changing the capping layer material between Ge and Si 

could help answer this question. 



  113 

From our study of the co-deposition of Ge-Mn during the growth of MnxGe1-xQDs, one 

question that arose is the exact composition of the secondary phases formed at higher Mn 

concentrations. Joseph Kassim has performed some work using TEM and EDS that has indicated 

that these structures are likely ternary MnGeSi compounds. In this thesis, the high Curie 

temperature, about 300 K, of the 23% Mn co-deposited sample was attributed to the secondary 

phases, Mn5Ge3 or Mn11Ge8. The Curie temperature of these two intermetallic compounds is 

close to room temperature. However, if we indeed are forming ternary compounds, one question 

that arises is how the substitutional incorporation of Si in the Mn5Ge3 structure affects the 

magnetic properties. 

In addition, this study primarily focused on using snapshots of the co-deposition growth at 

two different stages in the growth to ascertain the influence of the Mn on the QDs. With the 

knowledge that secondary structures do form at higher Mn concentrations, it would be useful to 

observe in real-time the influence of these secondary phases on the QD growth kinetics. Using 

the low-energy electron microscopy (LEEM) we could achieve real-space imaging of the growth 

in real-time. The LEEM does have resolution limitations (5 nm resolution) compared to the STM 

and other electron microscopy techniques, but the secondary phases are large enough (as well as 

the QDs) to be imaged. Ideally the growth would need to be slow enough, over the course of 

approximately 10 minutes, to make on-the-fly imaging adjustments as the growth progresses. A 

LEEM study would aim to explore the mechanisms that form the secondary phases. A critical 

question that has been posed is whether once the secondary phases form, whether they are 

germanides or ternary compounds, does the Mn in the system become scavenged by the 

secondary phases and to what extent.  
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Studying the formation and stability of Mn nanostructures on Si(100)2x1 lead to achieving 

structures which indicate Mn in sub-surface sites and being electronically active. Further studies 

into if these sub-surface structures can be preserved and characterized ex-situ would be an 

avenue for future research. The ability to use the sub-surface Mn as a route for Ge QD doping 

requires further investigation as well. The sub-surface Mn was found to require an annealing 

temperature of around 316°C which is lower than the required temperatures for Ge QD growth. 

Further investigation into the stability of the sub-surface structures is warranted to determine if 

the structures can be preserved up to temperatures required for Ge QD growth. 
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