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Introduction

A Large Language Model (LLM), refers to a type of artificial intelligence model that is 

designed to understand, generate, and interact with human language at a large scale. These 

models are typically trained on vast amounts of text data. These are great tools when used 

appropriately and honestly and can assist with many different tasks such as writing, explanation, 

etc. Many people and organizations are questioning the effect of ChatGPT in school 

environments and how it may affect academic performance and integrity. Hopefully here we will 

be able to separate the hype from the reality and take a look at how we can use these LLMs to 

accelerate our society’s development. This issue is important because if used correctly, it can 

transform the way we work, learn, and overall function as humans. However, if not, it can 

devastatingly impact many of our sociotechnical systems.

For my technical research problem, I will look at the effect that LLMs had at my 

internship over the summer LinQuest. Another intern and I were tasked with figuring out 

whether an LLM could be deployed at Linquest’s Lab. However, we ran into many obstacles, 

and I will discuss more about the deployment of a LLM and the obstacles that come with that in 

my technical section. 

For my STS problem I will look into how schools are currently using LLMs in teaching 

and what kind of experiments they are running. When looking at the STS problem, I will also 

look into differences between how schools are handling the LLM situation. It's clear that every 

school will have a different reaction and I will see what different schools do and why they 
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decided to handle it the way they did. Mutual shaping is the most important part of my research. 

I will be trying to see how these faculty are planning to change the landscape of the education 

system with LLMs.

Technical Research Problem: Deployment and usage of Large Language Models in Small 

Tech Companies

ChatGPT is an amazing tool, it has the ability to enhance software developers and 

engineer’s work and productivity. The company I interned at, Linquest, wanted to have an LLM 

assistance tool to assist the Machine Learning team at Linquest, and to provide general support 

for software engineers. However, for several companies, like LinQuest, one major drawback of 

ChatGPT is that its creator, OpenAI, may collect and record chat information. Linquest 

specifically was a company that worked with proprietary satellite and software solutions so if 

that fell into the hands of another company, Linquest’s information would be practically 

worthless. There are also many other concerns with using a 3rd party tool which can be found in 

the Ethical Regulatory Framework (agency, accountability, privacy, and transparency) (Piñeiro-

Martín 2023) which is a framework software engineers strive to follow when developing new 

technology. So, my team was tasked with figuring out if there was a large-scale LLM that could 

be deployed given our resources so that we could keep our data proprietary while also giving us 

functionality similar to ChatGPT. We also wanted to use this tool for tasks such as data analytics 

or aggregation. LLMs are projected to have the ability to partially automate up to around ⅔ of 

professions (Mearian 2023), so its important businesses take advantage of these technologies too. 

This matters, as we want to be prepared for the future and make the most of these state-of-the-art 

technologies.
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To start off our project, my partner and I had to look into what kind of resources it would 

take in order to deploy an LLM. The LLM we wanted to deploy was called BLOOM. BLOOM is 

very similar to ChatGPT, in the way that it is supposed to reply to human prompts and generate 

responses. What differentiates it is if we can deploy it on our own servers all of the data, we send 

it stays in the lab and it stays proprietary, solving the privacy issue. We took notes of what we 

currently have available to us at the LinQuest lab. My partner and I talked to the lab managers 

and service team about our specs and how much we had to work with and then continued based 

off of that. We researched the BLOOM model and learned that our lab resources won’t be able to 

handle the deployment of BLOOM due to lack of computing resources. As a result, we had to 

turn to smaller versions of the BLOOM model, or we had to focus our resources on finding 

different ways to centralize and automate our data and this led to the focus on developing a 

different app for data analytics. We learn from this that smaller tech companies struggle with 

using large language models due to conflicts between data privacy and computing resources.

After realizing that deploying the BLOOM model was not feasible due to resource 

constraints, my team shifted its focus towards finding alternative solutions. This shift in focus 

towards centralizing and automating data and developing a different app for data analytics is a 

pragmatic approach. It highlights the importance of adapting technology to fit the specific needs 

and limitations of your organization, especially when dealing with emerging technologies like 

LLMs.
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I will contact old companies and reach out to colleagues who work in various companies 

and ask them about how their integration of LLMs is going. By doing this I hope to gain valuable 

insights into how different companies are approaching the integration of Large Language Models 

(LLMs) and how they are managing the challenges related to data privacy and computing 

resources.

STS Research Problem: How are schools currently using LLMs in teaching and what kind 

of experiments are they running?

The introduction of Large Language Models (LLMs) is poised to significantly transform 

the education system, involving extensive experimentation. This shift is like the ongoing 

integration of robots, where humans continue to maximize benefits while mitigating impacts on 

quality of life (Baber 2020). In my STS project I am aiming to investigate how professors are 

experimenting with LLMs in the education scene and what kind of impacts LLM technology is 

having in classrooms. This topic is important and already shows mutual shaping as we can 

already see some of these effects taking place around us. For instance, schools at various 

educational levels are beginning to employ LLMs as personal tutors, a clear indication of their 

growing role in shaping the educational experience (Extance, 2023). This marks a significant 

shift in the educational landscape. Exploring how the widespread adoption of LLMs might 

reshape future learning environments is crucial, particularly in how it may redefine the skills 

students need for success in a digital world. 
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LLMs are increasingly being integrated into educational settings, reflecting a significant 

shift in teaching methodologies. Educators are finding innovative ways to utilize LLMs, such as 

providing alternative explanations for complex concepts, creating additional examples and 

practice questions, and assisting in the structuring of courses (Joshi et al). Additionally these 

models can assist with administrative tasks, including grading and performance evaluation 

(Manhiça 2023), and their ability to learn from user data makes them adaptable tools capable of 

catering to the individual needs of students (Gifford 2023).

It's important to remember the other parties involved in this sociotechnical system. 

Administrative teams must pick a sufficient model, ChatGPT has a lot of hype however there are 

many different models (Bard, Bing, etc) to pick from with different results in different fields 

such as math, writing, etc (Amita et al, 2023). This is not only a problem for faculty but also the 

model designers themselves, they need to pick a model that understands the requests of the 

education system, making questions that will challenge students, specification for certain fields 

(STEM, writing, etc) (Baierl 2023). Furthermore, the development of models specifically for 

education, such as EduChat, demonstrates the potential for customized LLMs to enhance 

learning experiences (Dan et al, 2023). 

However, the integration of LLMs provides many problems. We currently have models 

with very high writing analyzation accuracy with training data, but poor accuracy with actual 

human writing, so it's their job to pick a sufficient detector (Michael 2023). As a result, many 

experiments will have to be conducted to figure out what model works the best in which 

environment, trial and error seems to be a big theme in my sources so far. Other obstacles 
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include LLM access, algorithmic bias, and plagiarism (Meyer, 2023). While these are not the 

focus of my paper, I feel it's important to mention them as they are a big part of the existing 

sociotechnical system and will arise as schools are conducting experiments with LLM 

technology.

There will be many actors involved in this socio-technical problem such as students, 

professors, media, etc. My primary focus will be on smaller groups that will have a big role in 

facilitating LLM functionality. Model designers will be responsible for creating different models 

depending on a school's needs. Faculty must create experiments and record feedback of their 

students to tweak and improve future experiments. IT teams will also be a major player as they 

must communicate with the professors and the model providers to facilitate connections for the 

experiments. These are the main actors I want to focus on during my research.

To collect evidence to learn more about my research topic, I have many different data 

collection methods. I will be interviewing people that I have connections with at different 

universities and schools. I hope to be able to include a diverse range of interviewees (colleagues, 

educators, administrators) when conducting my interviews. I want to learn about a few main 

things, how teachers will be using LLMs to enhance teaching, what kind of results have they 

garnered, and what they have planned for future semesters. I plan to review papers and reports 

related to my STS topic, aiming to diversify my perspective and compare findings with insights 

from my interviews. These papers and reports will hopefully be able to provide me with more 

data and variety than I can obtain with just my interviews. Media sources such as press releases 
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and news media are currently heavily covering AI topics, so I feel they will be worth at least 

looking into. 

Conclusion

In conclusion, the introduction of Large Language Models (LLMs) has led to an era filled 

with both excitement and uncertainty. This prospectus delves into two significant research 

problems related to the integration of LLMs: one focusing on their deployment and usage in 

small tech companies and the other exploring their impact on schools and universities. For my 

technical report, I will look into how companies are struggling with the integration of LLMs and 

its drawbacks. For my STS research problem, I will try to see how schools are trying to 

implement and experiment with these new technologies. As we look ahead, the integration of 

LLMs into our daily lives, whether in the workplace or the classroom, presents numerous 

opportunities and challenges. 
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