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Abstract 

As the United States’ demography is changing at an unprecedented rate, inequity has             

been one of the biggest challenges in the current healthcare system. The implementation of              

Artificial Intelligence (AI) can be a solution to avoid the biased human decision-making process              

during disease diagnosis. However, despite the AI algorithms are not inherently biased,            

algorithmic bias can be created throughout its development and implementation. In order to             

ensure equity in the healthcare system using diagnostic AI algorithms, the STS thesis will              

discuss the algorithmic bias in disease diagnosis and provide insights into future policymaking             

by identifying the source of algorithmic bias and discussing ways to encourage diversity.             

Through the lens of the co-production of science and social order, the challenges and              

opportunities in using diagnostic AI algorithms will be explored to minimize inequity.   

 



 

Introduction 

In the United States, the widening economic inequality and increasing population           

diversity have been accompanied by more health disparities. Many efforts have been done to              

promote equity in healthcare, which ensures high quality of care to be independent of personal               

characteristics, such as ethnicity, gender, age, disability, socioeconomic status, and geographic           

location. However, the United States is still ranked as the last in measures of equity among the                 

developed countries ​(Berchick, Hood, & Barnet, n.d.; Braithwaite et al., 2017; “Health Insurance             

Coverage in the United States: 2017,” n.d.)​. Despite the scientific advancement, there are             

significant differences in quality of care between low and high-income adults and between             

different ethnic groups ​(Berchick et al., n.d.; Braithwaite et al., 2017; “Health Insurance             

Coverage in the United States: 2017,” n.d.)​.  

One solution to combat inherent human bias is the implementation of Artificial            

Intelligence (AI) in the healthcare industry to avoid biased human decision-making while            

maintaining a high level of efficiency and accuracy. In disease diagnosis, all minorities were              

more likely to have undiagnosed diabetes compared to Whites by physicians ​(Kim et al., 2018)​.               

At the same time, AI has been intensely studied to solve complicated medical problems, and               

scientists believe that AI algorithms can improve the accuracy of disease diagnosis without any              

human bias. Many studies have shown the increasing trend of AI implementation in the              

healthcare field as AI technology is especially advantageous in disease diagnosis using            

radiology, where a robust AI algorithm can be built based on a large number of medical images                 

(Davenport & Kalakota, 2019; Rodriguez-Ruiz et al., 2019)​.  

However, AI has a long documented record of low diversity, and previous applications of              

AI in other applications demonstrate the prevalence of algorithmic bias, which systematically            
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creates unfair outcomes that cause unintentional harm, such as discrimination based on skin             

color. For example, many facial recognition devices at an airport security checkpoint generally             

take longer to process people with darker skin and are less accurate at identifying them ​(Cook,                

Howard, Sirotin, Tipton, & Vemury, 2019)​. Previous implementation in the healthcare industry            

to facilitate hospital efficiency at a management level also demonstrates algorithmic bias,            

including the exclusion of disadvantaged groups. In the case of predicting no-shows, AI             

predictions use models that consider many features of a patient. As a result, although              

unintentional, patients with lower income, pre-existing conditions, and addiction problems will           

be regarded as a low priority due to the high correlation with no-shows ​(McCullough, n.d.)​.               

Realizing the social dimensions of healthcare and their contribution to algorithmic bias is the              

first step to reduce disparities in AI healthcare. 

The goal of equity in healthcare using AI is to benefit everyone ​fully and equitably from                

the phenomenal capacity of scientific research instead of only benefiting the majorities at the              

cost of minorities. Ultimately, a sense of trust cannot be established unless people understand              

that they are obtaining high-quality care from AI and being treated equally without any              

discrimination. Therefore, collective intelligence will help to make a reliable and robust            

diagnostic system. This thesis will explore the current causes of inequity due to the deterministic               

nature of AI and the uncertainties of regulations in general. Then, the current Food and Drug                

Administration (FDA) approved diagnostic AI algorithm will be studied to provide more insights             

on the potential source of algorithmic bias and workplace diversity. Finally, through the lens of               

co-production of science and social order, this paper will use the results to identify the challenges                

and opportunities to minimize AI bias. Both the scientific and social dimensions will lead to               

implications and recommendations for future efforts. 
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The Deterministic Nature of AI 

Most AI algorithms are composed of convoluted structures and encrypted details. They            

also make decisions solely based on trained datasets and give results with no explainability. The               

deterministic nature of AI makes it particularly difficult to be implemented in a safe,              

empowering, and satisfying environment, as healthcare requires equal and high-quality care for            

physical, mental, and social wellbeing. 

Transparency is one of the biggest challenges for AI in the healthcare industry. First of               

all, the AI algorithm is a “black-box” to the physicians who will be using it, and even the basic                   

understanding of AI algorithms can be hard to learn, yet healthcare professionals will have to               

understand the limitations of the AI algorithm they use to avoid mistakes ​(Miller, 2019)​. The low                

transparency not only impedes the implementation of AI but also has profound negative effects              

on equity if the user does not understand the limitations in applicable populations. Furthermore,              

if the trained algorithm gives a false result, the physicians are unable to identify the root cause                 

due to the high complexity of AI algorithms ​(Esteva et al., 2019)​. 

The incomprehensiveness comes from the fact that AI algorithms are not           

knowledge-based but data-based. The nature of data-based algorithms can be demonstrated by a             

Russian neural network-powered app Artisto, which correctly predicted Donald Trump’s victory           

in the election in 2016 against Hilary Clinton based on facial features of the past presidents                

(“What was reached by artificial intelligence in 2016 | Earth Chronicles News,” n.d.)​. However,              

giving the correct predictive results for the presidential election is not equivalent to             

understanding the social and political context of the United States. In fact, the most plausible               

explanation for the accurate prediction is that there were no female presidents in the United               

States history. The AI algorithm can only simply make predictions based on correlations to the               
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pre-existing datasets, so that Hillary Clinton is disadvantageous because she is an outlier to the               

dataset, giving her disadvantages. Similarly, in the context of disease diagnosis using radiology,             

the trained AI algorithm doesn’t understand the human anatomy like the healthcare professionals             

do but just simply makes predictions based on correlations to the datasets. Therefore, an              

algorithm trained on one of the populations is unlikely to achieve the same accuracy to a                

different population, which can exacerbate pre-existing trends in the training dataset that resulted             

from inequity. 

The disparities of care can be furthered by the fact that healthcare professionals using AI               

algorithms are unable to explain the results and give a range of options for the patients, which are                  

basic patient expectations. Patients also expect that the physicians will be familiar with their              

records, which will be less likely with AI algorithms. If patients' expectations are unmet, they are                

less likely to return for ongoing and follow-up care ​(Lateef, 2011)​. Especially with the              

implementation of AI in healthcare, patient-centered care may shift away to achieve high             

efficiency at unnecessary costs, further increasing inequity. 

Together, the non-transparency and incomprehensiveness result in poor trust and          

inefficient communication between healthcare professionals and patients. Physicians may spend          

even less time with low-income adults who are already disadvantaged because of the perception              

of the high quality of care given by the technology, ignoring the subjective and qualitative care                

that is also critical. Other disadvantaged patients might be less willing to go to the hospital                

because they think they might be treated differently. The deterministic nature of AI needs to be                

addressed in order to reduce inequity and provide more well-rounded care that is satisfactory. 
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The Uncertainties in Regulation  

Currently, there is a lack of regulation on AI-based algorithms used in the healthcare              

system. The most influential social force for the regulation of new technology implementation in              

the healthcare system is the Food and Drug Administration (FDA), which is responsible for the               

regulation of anything related to public health, including drugs, biological, and medical devices.             

Any “software intended to be used for one or more medical purposes without being part of a                 

hardware medical device” will be defined as a medical device by the FDA, including the               

software used for diagnosis, treatment, and prevention. However, current FDA regulations on            

medical devices do not apply to AI-based software. Therefore, the first FDA proposal in 2019 on                

AI-based software introduces a Total Product Life Cycle (TPLC) to access the quality and              

organizational quality of the company to have reasonable assurance of high-quality AI-based            

software development, testing, and performing monitoring.  

The challenge of bringing AI into healthcare is unique. One contributing factor is that AI               

algorithms used for disease diagnosis will continue to evolve as the availability of datasets              

increases after FDA approval because they are designed to continuously learn. For example, the              

AI algorithm implemented in a hospital may be tailored more toward the needs of the physicians                

and patients in the local community. The evolving nature of AI requires different types of               

regulation because the AI algorithm itself will no longer be the end-product, which is usually               

regulated by FDA and other sister regulators. The pre-existing regulations cannot be applied to              

AI algorithms due to the dynamic nature ​(Gerke, Babic, Evgeniou, & Cohen, 2020)​. Moreover,              

AI algorithms can present large differences in performance between testing environments and in             

actual practices. AI algorithms can be more vulnerable to other factors involving humans and the               

environment. The implementation of AI can be highly affected by the pre-existing workflow,             
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team composition, level of skills, and training ​(Brynjolfsson & Hitt, 2000)​. The environment can              

largely influence the way physicians interact with AI algorithms and how they apply them to               

patients. Therefore, it is unlikely that the application of AI algorithms will be as consistent as the                 

usage of drugs or medical devices. The variances may potentially make people in the region with                

low income more disadvantageous due to the limitation on resources, skills, and training.  

The current insufficient regulation and the unique nature of AI introduce many            

uncertainties, making the regulation more difficult and raising new questions on equity in             

healthcare using AI - How can we ensure the quality of care doesn’t change as AI is                 

implemented in hospitals at different demographic locations? How the quality of care can be              

maintained over time? And if we can solely rely on the FDA, given the dynamic nature of AI                  

algorithms? 

Coproduction of Science and Social Order 

AI has the full potential to have a positive impact on the healthcare industry. ​However,               

it’s not the science community’s place to claim that one AI software is safe and effective, but                 

many other institutions, which can be examined through the co-production of the science of              

society. The framework will explore how scientific knowledge can be embedded following            

social orders. I​n order to improve the excellence and equality of healthcare, both science and               

society have the responsibility to minimize algorithmic bias in healthcare. Without adequate            

social order that regulates changes, AI algorithms can inherit prejudice from prior works and              

reflect or even exacerbate current bias in society. The ways in which society seeks to organize                

and control AI will influence the ways AI is implemented in healthcare.  

The interactions between science and society are essential to co-production. For example,            

“race” in science indicates a meaningful biological concept while also containing a social factor.              
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Both perspectives should be considered to avoid inequity in healthcare using AI. The AI              

algorithms are designed to ignore the social factors and treat all data equally, yet they create                

unintentional consequences that result in inequity when ignoring those social factors. Despite            

that the algorithm isn’t intrinsically biased, inequity will be increased without social order. 

Until recently, only 29 AI-based software was approved by the FDA for the application              

of disease diagnosis that is mostly using radiology ​(Benjamens, Dhunnoo, & Meskó, 2020)​. This              

software fulfills the requirements of quality required by the FDA, but trials that ensure equal               

treatments for the patients are not required. In order to promote equity of AI healthcare, the                

challenges will be demonstrated by identifying potential sources for algorithmic bias during            

preliminary research and recognizing the importance of workforce diversity in the social aspect.  

Research Method 

The representative cases are chosen from the 29 FDA-approved AI-based software,           

including Arterys Oncology DL, Critical Care Suite, Icobrain, Eko Analysis Software, and            

DreaMed. The 5 AI-powered software can be used for disease diagnosis in oncology, emergency              

care, neurology, cardiology, and endocrinology respectively in the United States hospitals. The            

potential sources of algorithmic bias in disease diagnosis at the current state will be addressed by                

looking at the datasets used for the algorithm training before the FDA approval. Most of the                

information is available in scientific journals. Current state workforce diversity in disease            

diagnosis using AI will be explored by analyzing the management and development team of the               

representative cases. The number of females and racial minorities was determined using a             

combination of images and surname search. Images and names of each individual can be              

accessed through the official websites of the company. 
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Potential Source of Algorithmic Bias 

First of all, an essential factor that contributes to unequal healthcare is biological.             

Multiple studies have shown the genetic differences that result in an increase in risk factors for                

minorities. One report suggests that the similarity of traits linked to asthma in European              

Americans and African Americans is only 5%, which makes African American children 10 times              

more likely to die from asthma compared to non-Hispanic white children ​(White et al., 2016)​.               

Therefore, data should include a range of gender, ethnicity, races, ages, geographic regions, and              

prior health conditions. 

Given that variances exist between individuals and groups, AI algorithms can create bias             

because they are based on pre-existing training data at an early development stage. If there is any                 

bias in data availability or the data of the scientists’ choice in general, the algorithms would                

reflect the bias when facing a patient. Especially when the scientific experiments are mostly              

concerned with isolated variables, the generalizability in a social setting is concerning due to the               

choice of scientists. The dataset used in the initial AI algorithm design for Arterys Oncology DL,                

Critical Care Suite, Icobrain, Eko Analysis Software, and DreaMed were studied as shown in              

Table 1 ​(“Abstract 12591: Artificial Intelligence Detects Pediatric Heart Murmurs With           

Cardiologist-Level Accuracy | Circulation,” n.d.; Chelu et al., 2016; Nimri et al., 2014; Sauwen              

et al., 2017)​. 
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The data in Table 1 shows that much information about the dataset is not available in the                 

scientific journal. The publications are not generally concerned with information that is directly             

relevant to the development of AI algorithms, such as people of color. Companies may also               

protect their data for trading purposes, which makes it more difficult to identify the potential               

sources of algorithmic bias. Another source of bias shown in Table 1 is the number of patients                 

involved in the scientific research studies. The dataset being investigated involves only a small              

group of people ranging from 24 to 59 at the early stage of development. Some of the patients                  

come from the same community. For example, Icobrain used data from patients that are from the                

university hospitals of Ghent and Leuven in Belgium, which can be problematic because the              

patients are concentrated in one geographic region. The generalizability of the AI algorithm             

using this data set is low toward different environments and patients. Finally, although some AI               

algorithms at the early development stage, such as Arterys Oncology DL, include patients with              

prior health conditions, many others don’t. Eko Analysis Software, an AI-powered stethoscope            

with the patient and provider software, excluded patients with abnormal heart sound during early              

scientific research. In summary, science itself is unable to ensure equity in healthcare using AI,               

and other social orders have to be present to reduce the inequity inherent in scientific research. 

Clinical trials can further exacerbate inequities when they disproportionately target the           

privileged group. One example is the gender imbalance in the trials for cardiovascular diseases,              

which comprises a population that is 85% male and mostly postmenopausal females ​(Dougherty,             

2011)​. The underlying reason is the fear of the disruption of standardized results by female               

menstruation cycle, and the intentional uneven distribution of male and female has negative             

impacts on disease treatments for females, where some of them are more likely to receive lower                

levels of treatment for cardiovascular diseases ​(Bugiardini, Estrada, Nikus, Hall, & Manfrini,            
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2010)​. In general, poor, black, or female patients are less likely to receive the medicines they                

need ​(Rathore et al., 2000)​. If the algorithm is trained or tested on this dataset during clinical                 

trials, it will further augment the disparities by decreasing the chance of minorities receiving              

proper treatments. 

Workforce Diversity 

AI algorithms need a diverse deep learning experience, which can be promoted in a few               

ways. First is the inclusion of a diverse group of people and increasing the awareness of diversity                 

during the development stage. Nowadays, most people in AI-related fields are males - 80% of AI                

professors are males, and 80%-90% of the staff in big AI technology companies are also male -                 

and very few are minorities ​(“Gender, Race, and Power in AI,” n.d.)​. More diversities in the                

development team can bring a more comprehensive worldwide perspective to the algorithm to             

prevent any bias.  

Secondly, when designing clinical trials, researchers should include a diverse population           

of study participants, recruit participants from different practice settings, and collect data on a              

broad range of health outcomes ​(Tunis, Stryer, & Clancy, 2003)​. The cutting-edge biomedical             

research should not happen in isolation, and more resources should be allocated to translational              

research to encourage collaboration to effectively decrease the disparity created by independent            

scientific research based on a homogenous population.  

Finally, a diverse collection of algorithms and a group of physicians should be             

encouraged to work together during the implementation phase. The different results by multiple             

algorithms can help scientists identify aspects that have been previously overlooked and provide             

significant feedback for improvements. Additionally, Identifying the formation of algorithmic          

bias is not only important for creating equality, but also to provide insights into how physicians                
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and AI algorithms can work together. There can be cases where AI algorithms make most of the                 

decisions for the majority of the privileged population, where physicians can be more focused on               

interventions for the minority population. 

The current workforce lacks underrepresented minorities and the creativity in reducing           

inequities in healthcare using AI. Table 2 includes the information from the leadership teams in               

management and development from the representatives using AI algorithms approved by FDA.            

US demography by 2044 is used for comparison because of the rapid expansion of racial               

minorities and immigrants, and the prediction will be used for comparison. Among all 118              

people, only 30 are female, which is composed of 25.40% of the leadership teams in               

management and development. Racial minorities are underrepresented, as only 15.30% of the            

team members are racial minorities. African/African Americans are especially underrepresented          

in the team as only 2 out of 118 people are African/African Americans, which is only 1.69%. On                  

the contrary, the Asian/Asian Americans are not underrepresented, as 10.20% of the team             

members are Asian/Asian Americans, which is higher than the demography predicted by 2044.             

However, the team is still disproportionately white males, as 59.3% of the leadership team are               

white males. Therefore, the lack of underrepresented minorities is not only in the imaging              

informatics from a scientific perspective, but also in the social dimension. 

 

 



 

Discussion 

The analysis done on the current state of using AI algorithms for disease diagnosis shows               

that AI algorithms are learning through a view that is narrow in focus as the dataset used in early                   

research is not representative of a diverse population. At the same time, the current leadership is                

not strong enough to address bias and diversity from the start. The co-production of science and                

social order is needed to ensure that the improvement of healthcare will not only benefit the                

high-income racial majorities but also minorities living in remote areas. 

A scientific solution is to use data augmentation to enrich the dataset by artificially              

modifying the available dataset for disease diagnosis using radiology ​(Shorten & Khoshgoftaar,            

2019)​. The dataset can be expanded in order to improve the performance of AI algorithms and                

their ability to generalize. Certain features can be added to accommodate the modalities adapted              

at certain hospitals. Other technical solutions are also able to help achieve generalization. For              

example, Grad-CAM provides “visual explanations” for the decision-making process of AI           

algorithms by highlighting the area with the most “attention” ​(Selvaraju et al., 2019)​. The              

increased explainability lends insights into how and why the AI algorithm does not work on               

certain cases, facilitating researchers to identify dataset bias. 

The inequity created by diagnostic AI algorithms in healthcare also results from the big              

gap between the narrow focus of the current dataset and the worldview. The missing information               

from the early developmental stage of the 5 representative cases suggests the need for creating               

datasets that are more well-rounded for more equitable AI algorithms. Therefore, data collection             

should be improved to include personal characteristics, such as ethnicity, gender, age, disability,             

socioeconomic status, and geographic location, which can facilitate in documenting, tracking,           

and understanding the inequity created by diagnostic AI algorithms ​(Kilbourne, Switzer, Hyman,            
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Crowley-Matoka, & Fine, 2006)​. The efforts for better data collection cannot solely rely on              

regulations, but it is a collective effort. Improved data collection techniques will be needed              

starting from the early scientific research and clinical trials to the implementation of diagnostic              

AI algorithms in the hospitals. Only a coordinated system can provide insights into algorithmic              

bias due to limited datasets and develop interventions to reduce disparities. 

Another factor revealed by the 5 representative cases that increase inequity is the current               

low workforce diversity in the leadership of the management and development teams. Healthcare             

workforce diversity is important to increase access to care to disadvantaged populations by             

providing better opportunities for minorities to see providers of their own race and to improve               

adherence to equity through better leadership and policies aimed to serve vulnerable populations             

(Williams, Walker, & Egede, 2016)​. Healthcare professionals and scientists should be required to             

be trained in a more diverse environment that not only increases knowledge and skills to improve                

the usage of diagnostic AI tools, but also more equitable care and access for patients. It has been                  

shown that a more culturally diverse training environment has a positive relationship with             

improved patient outcomes, which is achieved primarily through greater access for minorities            

(Lie, Lee-Rey, Gomez, Bereknyei, & Braddock, 2011; US Department of Health and Human             

Services, n.d.)​. In summary, workforce diversity needs to be increased through implementing a             

more culturally diverse environment by introducing more minorities in the leadership or            

providing training, policies, and programs that support the vulnerable populations. 

The complementary strategy to reduce inequity requires diagnostic AI algorithms to be            

embedded in society following the technical and cultural expectations. The collaborative           

intelligence between scientists and leaders in the healthcare industry is essential. 
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Conclusion 

Using diagnostic AI algorithms can extend disparities already existing in the current            

healthcare system. This thesis incorporates the co-production of science and social order and             

aims to contribute to the successful implementation of diagnostic AI algorithms that ensure             

equity in the healthcare industry. New technical developments can offer solutions to current             

challenges by enriching the available dataset and provide more insight into the potential sources              

of inequity, but the social significance should also be recognized and improved. The social              

dimensions of technological advancement can also facilitate development that improves equity,           

such as determining methods to promote diversities. In conclusion, diagnostic AI algorithms are             

the potential solution to current challenges of inequity in the healthcare industry, and social              

accommodation is part of the solution for successful implementation. 
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