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Abstract

We investigate the strength and effects of dipole-dipole interactions in a cold Rydberg atom system. Our experiments explore the absence of collective decay due to dipole-dipole interactions, characterize dipole-dipole interactions and their dependence on Rydberg atom density and atomic motion, and explore possible methods to control atom separation using dipole-dipole interactions.

We study the decay of Rydberg atoms in a magneto-optical trap. The absence of collective decay or superradiant decay is attributed to variations in transition energies within the atom sample. These variations are dominated by inhomogeneities due to dipole-dipole exchange interactions for initial $s$ states and by a combination of dipole-dipole and electric field inhomogeneities for initial $p$ states.

We characterize the strength of the dipole-dipole resonant energy transfer reaction $32p_32p \leftrightarrow 32s_{33}s$ by measuring population transfer to the $32s_{33}s$ pair state as a function of electronic energy difference between the initial and final atom-pair states. We obtain resonance line shapes and widths that agree with a randomly distributed, nearest-neighbor model. We also use the line shapes to estimate the electric field inhomogeneity.

We explore two possible methods of controlling atom separation using dipole-dipole
interactions. The first uses a chirped-frequency control laser to push closely separated atoms apart in a fully formed magneto-optical trap. The second uses a fixed-frequency control laser to prevent atoms from approaching past a minimum separation as the trap is formed. While atomic separation control was not observed in these measurements, we present several improvements for future experiments.
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Chapter 1

Introduction

1.1 Motivation

Atom-atom interactions in Rydberg systems, particularly long-range dipole-dipole interactions, have been a topic of intense study over the last few decades. Beginning with experiments examining collisions between thermal atoms [8], the development of laser cooling and trapping has allowed these experiments to move to a regime where the atoms are nearly motionless over the course of an experiment [9–39]. This is the, so-called, nearly-frozen or frozen gas regime. Rydberg atoms in the frozen gas regime allow us to explore long-range dipole-dipole interactions and exploit them to study few- to many-body quantum physics. Rydberg atoms are an ideal medium for this study as they are highly sensitive to external electric fields [8], allowing for strong, long-range interactions. Additionally, dipole-dipole coupled Rydberg atoms are a potential platform for quantum information applications [12,40–43].
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This dissertation describes experiments investigating dipole-dipole interactions in a cold Rubidium Rydberg gas. We examined how dipole-dipole interactions work to shut off collective decay effects (Chapter 3), how many-body effects and atomic motion influence our ability to characterize and control dipole-dipole interactions (Chapter 4), and how dipole-dipole interactions might be used to control the motion of atoms (Chapter 5). This work builds upon the research from many other groups [9–11, 22, 44]. It also follows directly from previous work by Mary Kutteruf and Tao Zhou, former students in our group. The work of Mary Kutteruf focused on the coherence of dipole-dipole interactions [5]. The work of Tao Zhou focused on the evolution of Rydberg wave packets and the transfer of wave packet coherence due to dipole-dipole interactions [45], in addition to the collective decay investigation reproduced here (Chapter 3). My experiments approach the study of dipole-dipole interactions by examining the strength of the interaction itself, its characterization in the presence of atom motion and stray fields, and whether that interaction might be used to physically manipulate relative atom positions within a cold gas.

1.2 Atomic Units

Throughout this dissertation we make use of atomic units, a unit system commonly used in atomic physics [46, 47]. Atomic units are defined with

\[
\hbar = m_e = e = \frac{1}{4\pi\varepsilon_0} = 1
\]  

(1.1)

where \( \hbar \) is the reduced Planck’s constant \( (\hbar/2\pi) \), \( m_e \) is the mass of the electron, \(-e\) is the fundamental charge of the electron, and \( \varepsilon_0 \) is the permittivity of free space. Conversions
### Atomic Unit

<table>
<thead>
<tr>
<th>Atomic Unit</th>
<th>Definition</th>
<th>SI Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charge</td>
<td>$e$</td>
<td>$1.602188 \times 10^{-19}$ C</td>
</tr>
<tr>
<td>Mass</td>
<td>$m_e$</td>
<td>$9.10939 \times 10^{-31}$ kg</td>
</tr>
<tr>
<td>Angular momentum</td>
<td>$\hbar$</td>
<td>$1.05457 \times 10^{-34}$ J/(s rad)</td>
</tr>
<tr>
<td>Energy</td>
<td>$m_e e^4/\hbar^2$</td>
<td>$4.35975 \times 10^{-18}$ J</td>
</tr>
<tr>
<td>Length</td>
<td>$\hbar^2/m_e e^2$</td>
<td>$5.29177 \times 10^{-11}$ m</td>
</tr>
<tr>
<td>Time</td>
<td>$\hbar^3/m_e e^4$</td>
<td>$2.41888 \times 10^{-17}$ s</td>
</tr>
<tr>
<td>Electric dipole moment</td>
<td>$\hbar^2/m_e e$</td>
<td>$8.47836 \times 10^{-30}$ C m</td>
</tr>
<tr>
<td>Magnetic dipole moment</td>
<td>$e\hbar/2m_e$</td>
<td>$9.27402 \times 10^{-24}$ J/T</td>
</tr>
</tbody>
</table>

Table 1.1: Definition and conversion factors for typical atomic units [47, 48].

from atomic units to SI units are given in Table 1.1.

### 1.3 Rydberg Atoms

All of the experiments in the following chapters involve exciting $^{85}$Rb atoms to Rydberg states. A Rydberg atom is an atom where an electron bound to the atom has been excited to a high principal quantum number $n$ (typically $n \gtrsim 10$) [8]. Rydberg atoms have a number of useful properties that scale with various powers of $n$ (see Table 1.2). Among the properties of interest to us are the large orbital radius of the electron ($n^2$), the long radiative lifetime ($n^3$), and large dipole-dipole interactions ($n^4$). The large transition dipole moment ($n^2$) and polarizability ($n^7$) also show that Rydberg atoms are highly susceptible to external electric fields.

For non-hydrogenic Rydberg electrons with low orbital angular momentum $\ell$, we must also consider perturbations caused by the ion core. In a Rydberg atom, the excited electron spends the majority of its time far from the ion core where it is sensitive only to the net charge of the core. When the electron approaches the core, it becomes sensitive to the distribution
TABLE 1.2: Properties of Rydberg atoms [8].

<table>
<thead>
<tr>
<th>Property</th>
<th>( n ) dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binding energy</td>
<td>( n^{-2} )</td>
</tr>
<tr>
<td>Energy between adjacent ( n ) states</td>
<td>( n^{-3} )</td>
</tr>
<tr>
<td>Orbital radius</td>
<td>( n^2 )</td>
</tr>
<tr>
<td>Geometric cross section</td>
<td>( n^4 )</td>
</tr>
<tr>
<td>Dipole moment</td>
<td>( n^2 )</td>
</tr>
<tr>
<td>Polarizability</td>
<td>( n^4 )</td>
</tr>
<tr>
<td>Radiative lifetime</td>
<td>( n^3 )</td>
</tr>
<tr>
<td>Fine-structure interval</td>
<td>( n^{-3} )</td>
</tr>
</tbody>
</table>

of charge within the core, leading to modifications in the energy and wavefunction of the Rydberg state relative to hydrogen. The energy change can be modeled as

\[
W = -\frac{Ry}{(n - \delta_\ell)^2} = -\frac{Ry}{n^*^2} \tag{1.2}
\]

where \( Ry = k^2 Z^2 e^4 m_e / 2 \hbar^2 = 1/2 \) is the Rydberg constant (assuming infinite nuclear mass) in atomic units, \( n \) is the principal quantum number, \( \delta_\ell \) is the quantum defect for orbital angular momentum number \( \ell \), and \( n^* \) is the effective principal quantum number [8]. In \(^{85}\text{Rb}\), the quantum defect \( \delta_\ell \) has typical values \( \delta_{32p} = 2.642016 \) and \( \delta_{32s} = 3.131394 \) and is typically larger at low \( \ell \) and approaches 0 at higher \( \ell \) [8].

1.4 Dipole-Dipole Interactions and Resonant Energy Transfer

All of the experiments described below investigate strong, long-range, dipole-dipole interactions between Rydberg atoms. Dipole-dipole interactions are mutual interactions
between pairs of atoms. For example, let us assume we have a pair of atoms with the first atom in state $|nS\rangle$ and the second atom in state $|nP\rangle$. This atom pair is coupled by an exchange interaction $nS + nP \leftrightarrow nP + nS$ of the form

$$V_{DD} \propto \frac{|\langle nS | r | nP \rangle|^2}{R^3} \quad (1.3)$$

where $\langle nS | r | nP \rangle$ is the dipole transition matrix element and $R$ is the separation between the atoms. The strength of the interaction comes from the $n^2$ scaling of $\langle nS | r | nP \rangle$ for states with approximately the same principle quantum number $n$. Since $V_{DD}$ scales as $n^4$ for large $n$, we get incredibly strong interactions, even at large separations [8].

Resonant energy transfer, also known as Förster resonant energy transfer, is a process in which one atom in a pair gains electronic energy at the expense of the other [20,29,40,49]. The process is considered resonant if the electronic energy gain on one atom precisely matches the loss on the other, i.e., no center of mass energy is transferred. Resonant energy transfer can allow for the exchange of energy over large distances as it is often mediated by the dipole-dipole interaction. For example, let us use the interaction studied in Chapters 4 and 5 in which a pair of atoms initially in the $32p_{3/2} |m_j| = 3/2$ Rydberg state undergo a Stark-tuned resonant energy transfer reaction, nominally $32p_{3/2}32p_{3/2} \leftrightarrow 32s33s$, with interaction strength

$$V_{DD} \propto \frac{\langle 32p | r | 32s \rangle \langle 32p | r | 33s \rangle}{R^3}. \quad (1.4)$$

In this resonant energy transfer interaction, one of the $32p_{3/2}$ electrons loses energy and is transferred to the $32s$ state. The other $32p_{3/2}$ electron gains that energy, making a transition to the $33s$ state (see Figure 1.1). This reaction is most efficient at resonance,
when the electronic energy of the pair of atoms is the same before and after the reaction, i.e., \(2E_{32p} - (E_{32s} + E_{33s}) = 0\). This resonance situation is particularly easy to achieve in Rydberg atoms due to their high sensitivity to external electric fields. The Stark effect can be used to tune the energy of the Rydberg states to create a system where the initial pair state and final pair state energies are degenerate. Figure 1.2 shows the energies of the \(32p_{3/2}32p_{3/2}\) and \(32s\)\(33s\) pair states as a function of electric field, with the two states at the same energy at the crossing point of \(F = 11.5 \text{ V/cm}\) [20]. In \(^{85}\text{Rb}\), reaching degenerate energies in pair states requires low strength electric fields (\(F < 20 \text{ V/cm}\)) for \(pp \leftrightarrow ss'\) type reactions with \(30 < n < 40\).

1.5 Dissertation Structure

The following chapters describe experiments to study dipole-dipole interactions in a cold Rydberg gas. In Chapter 2, we describe the apparatus used in the experiment including a description of the lasers, vacuum chamber, and various electronics used. It also describes
and provides an introduction to laser cooling and trapping and the magneto-optical trap, along with our implementation and characterization of the trap. Chapter 3 describes an investigation of collective decay effects in cold Rydberg atoms and how dipole-dipole interactions may prevent collective decay. This chapter includes an expanded discussion of our efforts to characterize the electric field within the magneto-optical trap which was key to the interpretation of the results. In Chapter 4, we describe measurements of the line shape of electric-field tuned, dipole-dipole mediated, resonant energy transfer reactions. The roles of beyond 2-body interactions, stray fields, and atom motion are discussed as sources of line shape broadening. Chapter 5 describes an initial exploration of a method for exploiting coherent atom interactions to control the minimum separation of atoms within a cold gas. Finally, in Chapter 6 we present a brief conclusion along with some thoughts on possible future directions and extensions of this work.
Chapter 2

Experimental Setup and Equipment

The experiments described in this dissertation involve the excitation, interaction, and detection of $^{85}\text{Rb}$ atoms excited to Rydberg states in a magneto-optical trap (MOT). These experiments were performed in Room 166/168 of the Physics Building at the University of Virginia. This chapter describes the lasers used for excitation, the equipment used to create the MOT, the electronics used to manipulate and detect the Rydberg atoms, and the software used in detection and analysis.

2.1 Lasers

2.1.1 Diode Lasers

The creation of our cold atom trap (the MOT, see Section 2.2) is driven by two Vortex Stablewave tunable diode lasers from New Focus. The Vortex Stablewave tunable diode laser is an external cavity diode laser (ECDL) that provides mode-hop free frequency tuning.
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and a sub-500 kHz line width. These lasers provide a typical 30 mW of power and can provide upwards of 50 mW of power as needed. ECDL’s work by using a diffraction grating at grazing incidence to select a narrow lasing wavelength. The light from a diode laser is first collimated using a lens and then directed to the diffraction grating. The first order diffraction from the grating is sent to a prism and reflected as feedback to the diode laser. The zeroth order diffraction from the grating couples the laser light out of the cavity. The prism can be rotated towards or away from the diffraction grating to tune the laser to specific wavelengths (see Figure 2.1). This basic design was first proposed by Littman and Metcalf for use in dye lasers [50] and has since been extended for use in many other systems including diode lasers [51].

"Mode-hop" free tuning of the ECDL is achieved by optimizing two parameters, the prism-grating angle and the cavity length. The cavity length and prism-grating angle are related through

\[ L = \frac{N\lambda_N}{2} \]  

(2.1)

\[ \lambda = \Lambda (\sin \theta_i + \sin \theta_d) \]  

(2.2)

where \( L \) is the cavity length, \( \lambda_N \) is the discrete set of possible modes that can lase, \( \Lambda \) is the groove spacing of the diffraction grating, and \( \theta_i \) and \( \theta_d \) are the angle of incidence and diffraction, respectively [1]. By appropriately selecting the pivot point of the prism, these two parameters can be synchronized to allow for continuous tuning of the frequency of the diode laser free of any mode-hops, i.e. changes in \( N \) [52]. Coarse tuning of the laser wavelength is accomplished by loosening 3 locking screws within the Stablewave housing and rotating the prism mount. The prism and wavelength are fine-tuned by applying a
Figure 2.1: Schematic drawing of the Vortex Stablewave tunable diode laser [1].

Voltage to a piezoelectric attached to the prism. The piezoelectric can accept voltages from 0 V to 117 V, but stable operation occurs for voltages in the range of 50 V to 90 V. Frequency modulation, using an external voltage source for the piezoelectric, is limited by a bandwidth of 3.5 kHz. The frequency of the laser can also be fine-tuned by changing the current through, or temperature of, the diode.

Our $^{85}\text{Rb}$ atoms are excited to Rydberg states using a Toptica TA/DL-SHG pro diode laser. The TA-SHG pro is a tunable diode laser that provides 480 nm light by doubling the 960 nm light from a master diode laser. The master diode laser (Toptica DL pro) is an ECDL in a modified Littrow-Hänsch configuration. Unlike the Vortex Stablewave diode laser, the DL pro focuses the light from a diode laser onto a reflection grating and then takes the 1st order diffraction and reflects that directly back towards the laser diode. This establishes an optical cavity between the rear facet of the diode and the grating, achieving a bandwidth of
less than 1 MHz. Mode-hop free tuning is achieved using a feed-forward current control system. As the piezoelectric that controls the external resonator length and grating profile is changed, the current is adjusted leading to a change in the internal resonator length [53]. When properly synchronized, this allows for mode-hop free tuning for a typical range of about 20 GHz.

As shown in Figure 2.2, the light from the master diode laser is amplified in a tapered amplifier (TA). The TA provides high gain in a single pass cavity where non-seeded emissions are kept negligible by anti-reflection coatings on the interior of both the input and output ports [54]. The TA provides approximately 1 W of output for approximately 40 mW of input light. After the TA, the light is sent to a bow-tie-ring second harmonic generation (SHG) cavity. The SHG cavity has a non-linear crystal inside that doubles the frequency of the circulating 960 nm light. The SHG cavity length is stabilized using the Pound-Drever-Hall technique [55,56]. The cavity length is modulated, creating sidebands on the 960 nm light that is reflected out of the cavity and into a photodiode. The reflected light measured by the photodiode, after some electronic processing, provides an error signal that varies linearly with the cavity length and passes through zero when the cavity length matches the resonance condition for the laser frequency [54]. This error signal is then sent to a PID feedback system, similar to the ones described in Section 2.3.5, and is used to stabilize the cavity length.

The Toptica TA/DL-SHG pro provides \(\sim 160\) mW of laser light at 482 nm. While the nominal frequency bandwidth should be less than 1 MHz, we have estimated a maximum bandwidth of approximately 3.9 MHz. This was measured by performing spectroscopy on the \(32p_{3/2}\) Rydberg state and measuring the full-width at half-maximum (FWHM) of
Figure 2.2: Schematic drawing of the Toptica TA/DL-SHG pro laser.
the resonance. Broadening due to the Doppler effect is negligible in these measurements due to the slow speed of the atoms within the MOT (see Section 2.2). The maximum estimate for the laser bandwidth was extracted from the FWHM of the resonance, which includes contributions from the lifetime of the $5p_{3/2}$ intermediate state, magnetic field inhomogeneities, and electric field inhomogeneities (see Chapter 3 for more details on this measurement).

For the experiments detailed in Chapters 3 and 4, pulsed operation of the Toptica laser was achieved using two different techniques. First, a long pulse ($\sim 3 \, \mu s$) was created using an acousto-optic modulator (AOM) by IntraAction Corp (Model AFM-802A1). The AOM uses RF acoustic waves in an optically transparent medium (flint glass) to create a periodic change in the refractive index of the medium. This acts as a diffraction grating with controllable features. Laser light that enters the AOM at the Bragg angle $\theta_B = \frac{\lambda F}{2V}$, where $\lambda$ is the laser wavelength, $F$ is the acoustic frequency, and $V$ is the acoustic velocity of the interaction medium, is diffracted by an angle $\theta_R = 2\theta_B$ and gives a beam that can be turned on and off by applying a pulse to the AOM driver [57]. We used the first-order diffraction to chop the light from the Toptica laser and create our long pulse. The diffraction efficiency is approximately 60% due to the relatively large spot size of the beam entering the AOM.

Second, we create a short, $\sim 10 \, \text{ns}$, pulse by placing a Pockels cell between crossed polarizers [58]. Our implementation uses the well defined polarization of the Toptica laser and a polarizer after the Pockels cell. When no voltage is applied to the Pockels cell, the polarization of the light is unchanged, and a polarizer dumps the light into a beam block. The index ellipsoid of the Pockels cell is modified by an applied electric field such that the cell acts as a $\lambda/2$ plate while the field is applied. The electric field is produced by applying
a voltage across either end of the Pockels cell. While the voltage is applied, the polarization axis of the laser undergoes a $\pi/2$ rotation allowing it to pass through the polarizer. A $\sim 3$ kV, fast rising ($< 3$ ns) pulse is produced by a FastPulse Technology Inc. Lasermetrics 5056 Q-Switch Driver [59]. The $\sim 10$ ns pulse is created by sending the fast-rising pulse first to the front of the Pockels cell and then sending the same fast-rising pulse to the back of the Pockels cell $\sim 10$ ns later, creating a potential difference across the Pockels cell of $\sim 3$ kV for only $\sim 10$ ns.

Additionally, we use an AOM in a double-pass configuration to achieve precise frequency tuning control of the Toptica laser described above. As the acoustic frequency $F$ of the AOM changes, there is a related change in the deflection of the first-order beam $\Delta \theta_R = \frac{\lambda \Delta F}{V}$. The double-pass configuration removes this angular dependence, allowing us to maintain the position of the laser beam while shifting the laser frequency. This configuration is used in the experiments detailed in Chapter 5. The version of the double-pass AOM that we are using is a modification of that presented by Donley et al [60]. As stated above, laser light enters the AOM at the Bragg angle and is diffracted. In addition to being deflected, the first-order diffraction beam is also shifted in frequency by an amount equal to the frequency of the RF driving field applied to the AOM. The frequency of the first-order diffracted beam is $\omega_1 = \omega_0 \pm \Omega$ for an incidence angle of $\pm \theta_B$, where $\omega_0$ is the initial laser frequency and $\Omega$ is the frequency of the RF driving field. After making a first pass through the AOM, the zeroth- and first-order beams enter a cat’s eye retroreflector that consists of a plano-convex lens with focal length $f = 100$ mm and two flat mirrors at $90^\circ$ to one another. These mirrors reflect the light back towards the lens after adding a small vertical translation to the beam. The lens is positioned a distance $f$ from the AOM and the mirrors are a distance $f$
Figure 2.3: Schematic drawing of the double-pass AOM configuration showing (a) a top-down view of the setup and (b) a side view of the setup.

from the lens. The reflected beam returns to the AOM at the same horizontal angle it left, allowing it to enter the AOM at the Bragg angle once again and be deflected. This cancels the initial deflection, returning the beam along the original horizontal path and shifting the final frequency to $\omega_2 = \omega_0 + 2\Omega$. The vertical displacement from the 90° angled mirror pair sends the beam back to the lens parallel but offset from the incident beam, causing the beam to pass through the AOM with some vertical angle. After the second pass through the AOM, the frequency and vertically shifted beam can be picked off by a mirror and sent to the experiment.

2.1.2 Nd:YAG Laser

Ultraviolet, 355 nm, light from a neodymium-doped yttrium-aluminum-garnet (Nd:YAG) laser was used to pump several dye amplifier stages. The Continuum Surelite III laser is
a pulsed laser that consists of a Nd$^{+3}$ doped YAG rod that is pumped by a flash lamp. A Q-switch consisting of a polarizer, a $\lambda/4$ plate, and a Pockels cell determine when the laser light is allowed to build up within the laser cavity. A timing circuit waits until the rod is at maximum gain (around 233 $\mu$s after the flash lamp fires) and then applies 3600 V to the Pockels cell. This switches the birefringence of the Pockels cell producing a $\lambda/4$ waveplate, allowing light to oscillate in the laser cavity (see Figure 2.4). After a few passes through the Nd:YAG rod, the high power laser light exits the cavity in a 5 ns, 1064 nm pulse. Upon exiting, the light passes through a second harmonic generation (SLD) and third harmonic generation (SLT) module, producing the second and third harmonic of the light (532 nm and 355 nm, respectively) [2]. Both the fundamental and second harmonic are dumped into a beam block while the ultraviolet third harmonic is used to pump a pair of dye amplifiers.

### 2.1.3 Dye Amplifier

The 10 ns light pulses sliced from the Toptica TA/DL-SHG pro laser are amplified using a transverse dye amplifier [61]. This dye amplifier uses a dilute solution of Coumarin 480 (120 mg per liter of methanol) as the gain medium to amplify the seeded 482 nm light. Ultraviolet pump light from the Surelite III Nd:YAG laser (355 nm) is focused on to a dye cell by a cylindrical lens. This light excites a narrow region of dye within the cell. The seed light from the Toptica laser passes through the excited region and stimulates the emission of more 482 nm light amplifying the seed. Though a pulse length of 10 ns has a nominal bandwidth of 100 MHz, additional spectroscopic measurements indicate a bandwidth of $\sim$150 MHz.
Figure 2.4: Schematic of the Surelite III Nd:YAG laser. The labels H, C, and V represent the horizontal, circular, and vertical polarizations of the light. Not shown here are the SLD and SLT modules that produce the second harmonic 532 nm light and the third harmonic 355 nm light, respectively. (a) The voltage across the Pockels cell is 0 V such that the polarization is only rotated by $\lambda/4$ after each pass through the $\lambda/4$ plate and the light is rejected by the polarizer. (b) The voltage across the Pockels cell is 3600 V, creating another $\lambda/4$ rotation on each pass through the Pockels cell. The net effect of the Pockels cell and waveplate is zero retardation, allowing the light to pass through the polarizer and the cavity to lase [2].
2.2 Magneto-Optical Trap (MOT)

The main apparatus in these experiments and the source of the atoms that we study is the magneto-optical trap (MOT). The MOT combines techniques of magnetic and optical trapping along with laser cooling to cool and confine atoms at temperatures in the microKelvin regime. A tool that has become the primary workhorse for many cold atom experiments, the MOT is a robust trap that does not depend on precise balancing of the counter-propagating beams or high degrees of polarization [3]. The trap can be run with a vacuum chamber at room temperature and either air or water cooled coils to produce the magnetic field [4]. Additionally, methods have been developed to allow room temperature gases to be cooled and trapped directly by MOT’s [62]. This allows the vacuum chamber to be small and easy to build. The following section will include a brief overview of the theory behind the MOT, a brief discussion of our implementation and characterization of the MOT, and an update on recent changes and measurements made with our MOT. The initial implementation and characterization was done by Mary Kutteruf and is covered extensively in her dissertation [5].

2.2.1 Theory of Operation

The first attempts to cool and trap gases happened in one, two, and three dimensions. In three dimensions, work by Chu et al. produced some of the first "optical molasses" in which optical techniques were used to cool, i.e. slow, the atoms down to the temperature limit of Doppler cooling, the Doppler limit [63]. However, since there was no restoring force involved here the atoms were merely cooled and not contained. Following that, temperatures
below the Doppler limit were measured in optical molasses experiments [64]. This major
breakthrough led to the development of polarization gradient cooling theories that allow for
sub-Doppler limit temperatures and new experimental techniques to confirm them [65–68].

While sub-Doppler temperatures can be reached in optical molasses through polarization
gradient cooling techniques, these techniques do not yet provide confinement of the atoms.
For that, we will need to introduce a weak magnetic field. To understand the theory behind
the MOT, it is helpful to look at it in one dimension first. In a simple one dimensional trap,
we consider an atom that has a ground state with total angular momentum \( J_g = 0 \) and an
excited state with total angular momentum \( J_e = 1 \). The excited state can be further broken
down into three magnetic sublevels \( M_e = \pm 1, 0 \). With the addition of a magnetic field
\( B(z) = Az \), the energy of the sublevels of the excited state will split due to the Zeeman
effect as \( \Delta E = \mu M_e B = \mu M_e Az \). A schematic drawing of the energy levels in the one
dimensional MOT can be seen in Figure 2.5.

Due to the Zeeman shift, the energies of the excited state can now be tuned as a function
of field and position. Excitation from the ground state to the excited state is provided by a
pair of counterpropagating beams of opposite circular polarization (\( \sigma^+ \) and \( \sigma^- \)). When red-
detuned by some amount \( \delta \), the beams are nearer to resonant with one of the \( M_e \) states. For
\( z > 0 \), the \( \sigma^- \) beam will scatter more light off of the atoms than the \( \sigma^+ \) beam, pushing them
towards the center of the trap. For \( z < 0 \), the opposite case is true and the \( \sigma^+ \) beam pushes
the atoms towards the center of the trap. This can be easily expanded to a three dimensional
MOT using 3 pairs of beams perpendicular to each other and any \( J_g \rightarrow J_e = J_g + 1 \)
transition [3,4]. The magnetic field for the 3D MOT is provided by a pair of anti-Helmholtz
coils and a schematic of the 3D MOT can be seen in Figure 2.6.
Figure 2.5: One dimensional energy level schematic of the MOT. The energy of excited state $e$ is split by the Zeeman effect into three sublevels $M_e = 0, \pm 1$ for $J_e = 1$. Counter-propagating beams with opposite circular polarization $\sigma_+$ and $\sigma_-$ are given a red-detuning $\delta$. Atoms at $z > 0$ are more likely to scatter light from the $\sigma_-$ beam while atoms at $z < 0$ are more likely to scatter light from the $\sigma_+$ beam. Therefore, the atoms outside of the center of the trap will be pushed towards the center. [3]
Figure 2.6: Schematic representation of the 3D MOT. The magnetic field is provided by a pair of anti-Helmholtz coils represented by the dark rings at the top and bottom of the schematic. An arrow on each shows the direction of the current. The thick black arrows on the axes show the direction of the magnetic field near the center of the trap. The large red arrows are the three pairs of counterpropagating beams with their polarizations labeled [4, 5]. The large, dashed red arrow is the re-pump beam that is used to prevent pumping to the $5s_{1/2}, F = 2$ "dark" ground state as discussed in Section 2.2.2.
2.2.2 Implementation

With a high background pressure, hot, or fast moving, atoms can kick cold atoms out of the MOT faster than the MOT can pull atoms in [69]. This requires a system with low background pressure ($P_{\text{background}} < 1 \times 10^{-8}$ torr) that operates in the ultra-high vacuum (UHV) regime for the MOT to form. The chamber is operated at $< 5 \times 10^{-9}$ torr, typically in the $1 \times 10^{-10}$ torr to $2 \times 10^{-9}$ torr range. The vacuum chamber itself is comprised of a stainless steel spherical cube system from Kimball Physics Inc. Attached to the spherical cube is a valve for connecting to a roughing pump, a TiTan 20S ion pump from Gamma Vacuum, and various high and low voltage feedthroughs. Housed within the chamber are Rubidium getters, a nude ion gauge, and a micro-channel plate (MCP) detector. All of the windows, four-way crosses, six-way crosses, and previously mentioned additions are connected to the chamber using conflat (CF) seals.

To achieve UHV, we first rough pump the system using a turbo pump backed by a dry scroll roughing pump. The use of this roughing method is a change from the sorption pump method described in [5]. Once below $10^{-4}$ torr, the ion pump may be turned on, though we generally rough pump to lower pressures to increase the life of the ion pump. After being opened to atmosphere, the vacuum system must be baked to remove water and other contaminants from the walls. This is done by wrapping the chamber in heater tape, resistive straps that heat up when a voltage is applied, and covering the chamber with aluminum foil. The temperature of the chamber is raised to between 100 °C and 170 °C. Care must be taken to not exceed approximately 200 °C as this will exceed the design specifications of the various elements on the chamber, particularly the windows and the magnets used in the ion pump. For additional reduction in the pressure, the ion pump itself may be baked as
well as the chamber. To bake the ion pump, remove the pole piece that contains the magnets (black case) and remove the power cable. The ion pump can then be wrapped in heater tape and foil and heated up to 200 °C.

The ion pump may occasionally show a rapidly changing pressure not seen when the ion gauge within the MOT chamber is on. This rapidly changing pressure is often indicative of a current leak between the cathode and the anode of the ion pump. To get rid of the current leakage, the ion pump may be removed from the vacuum chamber and rinsed with deionized water. This is done simply by pouring the deionized water into the port where the ion pump connects to the vacuum chamber.

We monitor the pressure within the chamber using a Bayard-Alpert ionization gauge controlled by a Varian senTorr gauge controller. The nude ionization gauge is placed directly in the chamber and can measure pressures down to $2 \times 10^{-11}$ torr. It measures the pressure by using a hot filament to emit electrons towards a wire grid. The electrons ionize background gas along the way and those ions are accelerated towards a collection wire. The current measured on the collection wire is proportional to the pressure of the background gas in the chamber. Since the ion gauge creates electrons and ions to detect the background pressure, we cannot use the ion gauge while running our experiments. The ion pump itself can also be used as an ion gauge where the current measured on the cathodes within the ion pump act similarly to the collection wire in the ion gauge. This provides a rough measurement that is generally a factor of 5 below the pressure measured with the ion gauge in our system.

To introduce the Rubidium atoms into the vacuum chamber, we use an alkali metal dispenser (AMD) from SAES Getters. The AMD uses anhydrous Rubidium metal salts
of chromic acid with a reducing agent that evaporate when a DC current is applied, creating atomic Rubidium. By controlling the applied DC current, the background Rubidium pressure, and thus the amount of Rubidium accessible to the MOT, is controlled [70]. The AMD is typically operated at currents between 2.0 A and 2.5 A for a low and high density MOT, respectively. As the AMD ages, the output of Rubidium atoms is reduced and can be compensated for by increasing the current accordingly.

Many different methods exist to create the trapping potential used in the MOT [71]. For our implementation, we use a pair of field coils in an anti-Helmholtz configuration to provide the magnetic gradient used in the experiment. The coils are connected in series such that the current flows in opposite directions. The magnetic field created by these field coils can be computed by assuming we have two rings of current with radii \( R \) and separation 2A. Close to the midpoint of the coils, the magnetic field can be approximated by

\[
B_z(z, \rho) = \sum_{n=0} b_n B_{zn} \approx b_1 z + b_3 (z^3 - \frac{3}{2} \rho^2)
\]  

(2.3)

\[
B_\rho(z, \rho) = \sum_{n=0} b_n B_{\rho n} \approx -\frac{b_1 \rho}{2} + b_3 \left( -\frac{3 \rho z^2}{2} + \frac{3 \rho^2 z}{8} \right)
\]  

(2.4)

where \( z \) is measured along the axis of the coils, \( \rho \) is measured radially from the center of the coils, and the origin is defined as the midpoint between the coils. The constants \( b_1 \) and \( b_3 \) are defined as

\[
b_1 = \frac{3 \mu I AR^2}{(R^2 + A^2)^{5/2}}
\]  

(2.5)

\[
b_3 = \frac{5(4A^2 - 3R^2)}{6(R^2 + A^2)^2} b_1.
\]  

(2.6)
For an anti-Helmholtz configuration where $A = R/2$, we have $b_3 \ll b_1$ so

$$\frac{\partial B}{\partial z} = b_1 = -2 \frac{\partial B}{\partial \rho}$$

(2.7)

displays that the field varies linearly in all directions away from the center, with the radial gradient twice that of the gradient along the coil axis [5,71,72]. Our coils consist of 114 turns of Polyurethane-Nylon coated copper wrapped around a 15 cm diameter aluminum and plastic frame. Typical currents of 10 A provide an on-axis magnetic field gradient of $\sim 15$ Gauss/cm [5].

For the magneto-optical trap, we use $^{85}$Rb provided by the Rubidium getters. The structure of $^{85}$Rb is a bit more complicated than the structure shown in Section 2.2.1. The two states that we use for our trap are the $5s$ and $5p$ states of Rubidium. These states exhibit a fine-structure splitting with the $5s$ state having a total angular momentum $j = 1/2$ and the $5p$ state being split into two states with total angular momentum $j = 1/2, 3/2$. With the addition of the nuclear spin $\vec{I}$ of the atom, the states are further split into hyperfine states of the from $\vec{F} = \vec{I} + \vec{J}$. With a nuclear spin of $I = 5/2$, the $5s_{1/2}$ state splits into two hyperfine states $F = 2, 3$ and the $5p_{3/2}$ state splits into four hyperfine states $F = 1, 2, 3, 4$ (see Figure 2.7).

For an ideal trapping cycle, we require closed transitions between some ground state and an excited trapping state. For the ground state we use the $5s_{1/2}$, $F = 3$ state and for the trapping state we use the $5p_{3/2}$, $F = 4$ state. Unfortunately, there are a small number of atoms that make a transition to the nearby $5p_{3/2}$, $F = 3$ state which is only 120 MHz away from the $F = 4$ state. The atoms in the $F = 3$ state can now decay down to the $5s_{1/2}$, $F = 2$ state, which is not accessible by our trapping lasers. This makes the $5s_{1/2}$, $F = 2$
Figure 2.7: Schematic diagram of the energy levels of $^{85}\text{Rb}$ showing the trapping and re-pumping transitions along with the hyperfine structure of the $5s_{1/2}$ and $5p_{3/2}$ states (energy levels are not to scale).

state "dark", and as more and more atoms flow into the dark state, our trap empties. To prevent the destruction of our trap, we introduce a weakly-driven second transition called a re-pumping transition. The re-pumping transition will pump atoms in $5s_{1/2}$, $F = 2$ up to the $5p_{3/2}$, $F = 3$ state. From there, the atoms can reenter the trapping cycle [5, 7, 73].

The trap and re-pump lasers used to excite the atoms to the $5p_{3/2}$ $F = 4$ and 3 states, respectively, are provided by two Vortex Stablewave diode lasers described in Section 2.1.1. The frequencies of the lasers are stabilized to the side of a resonance feature produced using Doppler-free saturated absorption spectroscopy and locked using a proportional-integral-derivative (PID) feedback lock. The saturated absorption spectrum is obtained using a pump-probe measurement in a room-temperature Rubidium vapor gas cell. For both the trap and re-pump lasers about 4% of the beam is picked off and sent through the gas cell.
This pump light is enough light to saturate the transition of interest. After passing through
the gas cell, a beam splitter picks off a small amount of the pump light, turning it into the
probe beam, and sends it back through the cell. To better understand saturated absorption
spectroscopy, assume that there is a pump beam with detuning \( \delta = \omega - \omega_0 \) from some
atomic resonance with frequency \( \omega_0 \) and that it is traveling in the \(+\hat{z}\) direction. The only
atoms that will be excited by the pump beam will be those with velocity \( v_z = \delta / k_0 \), where
\( k_0 \) is the wavenumber of light with \( \delta = 0 \). The returning pump beam will be traveling in
the \(-\hat{z}\) direction and will only excite atoms with velocity \( v_z = -\delta / k_0 \). Thus, the pump and
probe beams access two different groups of the atoms. The only frequency at which the
pump and probe beams access the same group of atoms is when \( \delta = 0 \). At that frequency
fewer ground state atoms are available to absorb light from the probe beam, leading to a
reduction in its absorption. As the frequency of the laser is scanned, a dip at \( \omega = \omega_0 \) will
appear and is usually called a Lamb dip [74].

For the case of several closely spaced resonances, there is the additional complexity
of cross-over features. These are additional dips in the absorption spectrum that occur at
frequencies directly between two resonances. In this case, the detuning of the beam is \( \delta_1/2 = (\omega - \omega_1)/2 = -(\omega - \omega_2)/2 = -\delta_2/2 \) where \( \omega_1 \) and \( \omega_2 \) are two neighboring resonances.
In this case, the pump beam will access the group of atoms at velocity \( v_z = \delta_1/(2k_0) \) and
the probe beam will access the group of atoms at velocity \( v_z = -\delta_1/(2k_0) = \delta_2/(2k_0) \).
Thus, the pump and probe beams are again accessing the same velocity group, producing
a dip in the absorption of the probe beam at \( \omega = \omega_2 - \omega_1 \) [74]. We use the \( 5p_3/2, F = 4 \)
to \( 5p_3/2, F = 3 \) cross-over resonance dip in the PID feedback lock for the trap laser. An
AOM is used to shift the frequency of the trap laser saturated absorption pump beam after
it has been split off from the main beam. This allows us to add a detuning to the pump of \( \delta = -36 \) MHz. With the pump beam locked to the side of the \( 5p_{3/2}, F = 4 \) to \( 5p_{3/2}, F = 3 \) cross-over resonance near the \( 5s_{1/2}, F = 3 \) to \( 5p_{3/2}, F = 4 \) resonance, the trap laser is red detuned by approximately 20 MHz, or approximately 3 times its natural line width.

Within the vacuum chamber are two pairs of parallel rods used to provide electric fields for both ionization and energy tuning. The rods in each pair are separated by 2.29 cm and the pairs are separated by 1.52 cm from one another. The uniformity and strength of the electric field is detailed in Section 2.2.3. For a more detailed description of our implementation of the MOT, see Mary Kutteruf’s doctoral dissertation [5].

2.2.3 Characterization, Updates, and Modifications

In this section, we characterize the atom trap and discuss modifications that have been made to the MOT. Many of these measurements were made by Mary Kutteruf and are detailed in her dissertation [5]. She measured the temperature of the MOT to be 67.5 \( \mu \)K and the size of the MOT to be approximately 0.4 mm. The temperature of the MOT was found to be quite independent of density and trap/re-pump laser power. The size of the MOT is continuously monitored using a CCD camera, which also monitors the density of the atoms in the MOT. The size of the MOT is relatively constant as a function of getter current, and thus density, below a maximum density of \( \approx 1.2 \times 10^{10} \) cm\(^{-3}\). For higher getter currents after reaching a density of \( \approx 1.2 \times 10^{10} \) cm\(^{-3}\), the radius of the MOT grows while remaining at nearly constant density.

To measure the density of atoms and the number of atoms in the MOT, we use an all optical method detailed in the dissertations of Anderson, Han, and Kutteruf [5, 72, 75]. The
number of atoms in the $5p_{3/2}, F = 4$ trap state is proportional to the total light scattered by them. Since saturation of the trapping transition leads to half of the atoms being in the trap state at any one time, we can make the estimate that one atom scatters one photon per two lifetimes of the excited state. Thus, the power emitted by one atom is

$$P_1 = \frac{hc}{\lambda} \frac{1}{2\tau}$$  \hspace{1cm} (2.8)$$

where $h$ is Planck’s constant, $c$ is the speed of light, $\lambda$ is the wavelength of the scattered photon (780 nm), and $\tau$ is the natural lifetime (approximately 27 ns for the trapping transition). Therefore, the total number of atoms is

$$N_A = \frac{P_{\text{Total}}}{P_1}$$  \hspace{1cm} (2.9)$$

where $P_{\text{total}}$ is the total power of the fluorescence emitted by the MOT. The fluorescence of the MOT is monitored using a CCD camera and is calibrated by imaging the MOT fluorescence onto a power meter. A 2-inch diameter, $f = +100$ mm lens is placed a distance $d_o = 17$ cm from the MOT. If we assume that each glass-air interface has a transmissivity of $T = 0.96$ then the total power of the MOT is

$$P_{\text{total}} = \frac{P_{\text{meter}} 4d_o^2}{T^4 \frac{r^2}{r^2}}$$  \hspace{1cm} (2.10)$$

where $r$ is the radius of the lens and $r \ll d_0$ [5]. We discovered that due to the spherical aberrations of the $f = +100$ mm lens, not all of the light reached the detector. To get a better understanding of the effective radius of the lens, we applied a 1-inch diameter mask
that acted as an aperture for the lens. This made the effective radius 1/2 an inch. With the application of the mask we saw a decrease in the power from the MOT by a factor of 2 instead of the factor of 4 that we would expect for dropping the radius of the lens by a factor of 2. The power at high getter current (high density) was used to determine the calibration between the power meter and the CCD camera. The CCD camera was used alone for all later density and atom number calculations. The calibration between the power meter and the camera is 

\[ N_A = S_{total} \cdot 1.19 \times 10^6, \]

where \( S_{total} \) is the total integrated signal from the CCD camera. For the experiments described in this dissertation, the atoms are excited to a single Rydberg state. Assuming saturation of both the \( 5s_{1/2} \rightarrow 5p_{3/2} \) and \( 5p_{3/2} \rightarrow nl \) Rydberg transition, one-third of all the atoms end up in the Rydberg state. In the experiments we achieve Rydberg densities of \( 2 \times 10^8 \text{ cm}^{-3} \leq \rho \leq 4 \times 10^9 \text{ cm}^{-3} \).

For the transition \( 5s_{1/2}, F = 3 \rightarrow 5p_{3/2}, F = 4 \), we have a strong continuous wave (cw) laser that stays on during our measurements. We can now think of the ground state and trap state as an "atom-laser" system or a dressed atom system. Let us assume that we have three states \( a, b, \) and \( c \). We can treat \( a \) as the ground state of the MOT and \( b \) as the trap state of the MOT with energy separation \( \omega_0 \). State \( c \) is a higher lying state with energy separation \( \omega_1 \) from state \( b \), that can be laser excited by a second laser from state \( b \). Moving to the dressed atom picture we have a Hamiltonian of the system

\[ H = H_A + H_L + V_{AL} \]

where \( H_A \) is the Hamiltonian for the atom, \( H_L \) is the Hamiltonian for the laser, and \( V_{AL} \) is the atom-laser interaction [76]. We can now write out the dressed atom states \( |a, N + 1\rangle \), \( |b, N\rangle \), and \( |c, N\rangle \) where \( N \) is the (large) number of photons incident on the atom from the
strong cw laser. As can be seen in Figure 2.8, the total energy of states $|a, N + 1\rangle$ and $|b, N\rangle$ are $\delta = \omega_L - \omega_0$ where $\omega_L$ is the frequency of the laser. When we include the atom-laser interaction, our states $|a, N + 1\rangle$ and $|b, N\rangle$ split into two new states $|1\rangle$ and $|2\rangle$ which both contain an admixture of $|b, N\rangle$ and are split by energy $\Omega = \sqrt{\Omega_1^2 + \delta^2}$, where $\Omega_1$ is the Rabi frequency of the atom-laser interaction. We can now use a beam with frequency $\omega'_L$ to excite the atom from the states $|2\rangle \rightarrow |c, N\rangle$ and $|1\rangle \rightarrow |c, N\rangle$. By scanning the frequency $\omega'_L$ we get two peaks, the so-called Autler-Townes doublet, which are separated by a frequency $\Omega$. Figure 2.9 show the results of spectroscopic measurements of the $32p_{3/2}$ Rydberg state with the $32p_{3/2}$, $|m_j| = 1/2$ state as a bold line and the $32p_{3/2}$, $|m_j| = 3/2$ state as a thin line. The $32p_{3/2}$ state is excited by a 3 $\mu$s, 482 nm laser pulse from the $5p_{3/2}$ trap state, which is pumped from the $5s_{1/2}$ state by the trap lasers with a Rabi frequency $\Omega_1 \approx 16$ MHz and a detuning $\delta \approx 20$ MHz to the red of the $5p_{3/2}$ state. As can be seen in the bold line in Figure 2.9, there are two primary peaks of unequal heights separated by $\Omega \approx 25$ MHz. This is due to the detuning $\delta$ of the laser driving states $a$ and $b$. For a laser of detuning $\delta = 0$, the peaks would be of equal height. The Autler-Townes doublet structure seen here will have to be accounted for in all of the following experiments [76]. The small satellite features, left of the main $m_j = 1/2$ peak and right of the main $m_j = 3/2$ peak in Figure 2.9, are due to excitation of the $m_j = 3/2$ and $m_j = 1/2$ states, respectively.

The electric field produced by the field rods described earlier is calculated to be

$$
\vec{E}(x, y) = -E_0 \left\{ \left[ \frac{8x_0^2}{(x_0^2 + y_0^2)^2} - \frac{2}{x_0^2 + y_0^2} \right] xy \hat{x} + \left[ 1 + 4\frac{y_0 x_0 (x_0^2 + y_0^2)^2}{(x_0^2 + y_0^2)^2} - \frac{(x_0^2 + 3y_0^2)}{x_0^2 + y_0^2} \right] \hat{y} \right\}
$$

(2.12)

where $E_0 = |\vec{E}(0, 0)| = 2\lambda y_0 / \pi \varepsilon_0 (x_0^2 + y_0^2)$ is the magnitude of the electric field at the
Figure 2.8: The energy levels for a three-level dressed atom. The energy levels on the left side are the energies for states $a$, $b$, and $c$ in the dressed atom picture without interaction. States $|1\rangle$ and $|2\rangle$ are the states with the atom-light interaction. State $c$ remains unchanged as the laser driving states $a$ and $b$ is far off resonance for state $c$. The energy gap between states $b$ to $c$ is $\omega_1$. 
Figure 2.9: Spectroscopy of the $32p_{3/2}$ Rydberg state of $^{85}\text{Rb}$. The bold line is primarily the $m_j = 1/2$ state and the thin line is primarily the $m_j = 3/2$ state. Both states show a primary peak and a smaller satellite peak consistent with an Autler-Townes doublet [6]. The small satellite features, left of the main $m_j = 1/2$ peak and right of the main $m_j = 3/2$ peak in, are due to excitation of the $m_j = 3/2$ and $m_j = 1/2$ states, respectively.
center of the chamber and \( x_0 = 1.145 \) cm and \( y_0 = 0.76 \) cm are the distance of the rods from the center of the chamber. Over the size of the MOT \((x = 0.05 \) cm, \( y = 0.05 \) cm), the change in the electric field is \( |\vec{E}(x, y) - \vec{E}(0, 0)|/|\vec{E}(0, 0)| = 0.47\% \), showing that the electric field is remarkably uniform over the size of the MOT. We can treat the field across the MOT as being created by a pair of infinite parallel plates as

\[
\vec{E} = \frac{\Delta V}{d_{\text{eff}}}
\]

(2.13)

where \( \Delta V = V_2 - V_1 \) is the voltage difference between the rod pairs and \( d_{\text{eff}} \) is the effective separation. \( V_2 \) and \( V_1 \) are the voltages applied to the rod set closest and furthest from the MCP, respectively. To determine \( d_{\text{eff}} \), we measure the electric field at the location of the MOT using the splitting of the two \( m_j \) states of the \( 32p_{3/2} \) state. At low fields, the splitting between the states \( \Delta(F) = E_{3/2} - E_{1/2} \) scales quadratically with field. The splitting of the states was measured by performing spectroscopy of the states as seen in Figure 2.9 and taking the difference in the peak locations. This experimental data was compared to a calculation of the energies of the two \( m_j \) states (see Section 2.4), to determine the actual field in the MOT (see Figure 2.10). From this, we obtained an effective separation \( d_{\text{eff}} = 3.771 \pm 0.002 \) cm.

At zero electric field, the energy of the \( m_j \) states should be degenerate and their splitting should be zero. Additionally, we should be unable to populate the \( 32p_{3/2} \) state from \( 5p_{3/2} \) because there will be no \( s \) and \( d \) character mixed into the \( 32p_{3/2} \) state at zero electric field. Figure 2.10 shows the splitting of the \( m_j \) states as a function of applied electric field. That the splitting does not go to zero at zero applied field indicates the existence of an additional offset field. We can determine the offset field parallel to the applied field direction by
Figure 2.10: The energy splitting between the $32p_{3/2} |m_j| = 3/2$ state and the $32p_{3/2} |m_j| = 1/2$ state. The points are experimental data collected by performing spectroscopy on the $m_j$ states. The solid line is a calculation of the difference between the $m_j$ states done by calculating the Stark shift for all of the states near to the $32p$ state. The inset shows the points near the minimum of the splitting [6].
adjusting the applied field to find the minimum splitting. That this minimum splitting is not zero indicates the presence of an additional offset field perpendicular to the applied field which cannot be canceled by the field rods. These fields are likely due to field leakage caused by improper shielding of the micro-channel plate (MCP) detector used to measure the Rydberg states. We find that there is a $2.758 \pm 0.005$ V/cm offset field parallel to the field created by the rods. We also find that there is a $1.38 \pm 0.04$ V/cm field perpendicular to the field created by the field rods. The perpendicular offset field is added in quadrature to the applied field to determine the splitting of the $m_j$ states. The parallel offset field is also taken into account when calibrating the applied field. The effect of both offset fields can be clearly seen in Figure 2.10 and is discussed further in Chapter 3.

In addition to the characterization described above, several modifications were made to the MOT and the lasers used in the MOT. In February of 2015, a leak in the cooling structures surrounding the MOT magnetic field coils was detected. Damage to the aluminum cooling coil had occurred due to high water pressure. The hole was repaired using marine-grade epoxy and a paddle-wheel flow indicator was installed in the return line for regular pressure monitoring. To prevent high water pressure from occurring accidentally, the water to the MOT is shut off when the MOT is not in use and the flow indicator is monitored during MOT use, with an optimal flow velocity of $\sim 0.01$ m/s.

Modifications were made to the beam path of the re-pump laser to accommodate an acousto-optic modulator for turning on and off the MOT during an experiment. This is done by sending the 1st order diffracted beam from the AOM into the MOT. When the AOM is switched, the re-pump beam is removed from the MOT and atoms exit the trap over the course of approximately 1 second (see Chapter 5).
CHAPTER 2. EXPERIMENTAL SETUP AND EQUIPMENT

Figure 2.11: Schematic of a $1/r$ potential with (a) no external electric field and (b) an external electric field $F$. The solid lines represent bound energy states of the electron. When the field $F$ is applied, the electron in the uppermost state is above the barrier and can escape from the potential.

2.3 Electronics

The experiments described in the following chapters use a number of different electronics for the production of electric fields, timing, detection, and frequency stabilization. The particular devices and methods used will be discussed here.

2.3.1 Field Ionization

Measurement of Rydberg states is achieved through state-selective field ionization (SSFI) [8, 77]. With SSFI, we apply a strong electric field that ionizes Rydberg atoms. The resulting ions are then accelerated towards a micro-channel plate (MCP) detector (see Section 2.3.2). Assume that the Rydberg atom has a potential $V(r) \sim 1/r$ (see Figure 2.11(a)). If an electric field $F$ is applied in the $z$ direction, then its potential will change as
The net potential tips downwards for positive $z$ and bound electrons with $z > 0$ and energies greater than the potential maximum can escape to $z = \infty$ (see Figure 2.11(b)). To obtain state-selectivity, we can apply a ”slow”, $\sim 3 \mu$s rising pulse to the field rods such that different energy electrons ionize at different times. By measuring the number of ions that are collected by the MCP detector as a function of time, we can distinguish Rydberg atoms in different initial states [8]. The field ionization pulse is applied to the pair of field rods furthest from the detector (closest to the pump) allowing for the acceleration of the ions towards the MCP detector.

### 2.3.2 Micro-Channel Plate (MCP) Detector

For detection of Rydberg atoms, we use a micro-channel plate (MCP) detector in a chevron configuration (see Figure 2.12). Ions produced by field ionization are accelerated toward the detector. Once they reach the detector, the ions hit the face of the MCP and cause a cascade of electrons through the micro-channels and out the back of the plate. The electrons are then amplified by a second MCP before being collected on a metal plate [78]. The resulting time-dependent current is used to determine when ions arrive. The time at which ions arrive is proportional to the field required to ionize the Rydberg atom, allowing us to distinguish between Rydberg atoms in different initial states.

### 2.3.3 Electric Fields

Several different electric field sources are used in the experiments described below. Static fields are created in the MOT using the HP 6207B DC Power Supply. This power supply provides between 0 V to 160 V at 0.0 A to 0.2 A [79]. This static field is added to
Figure 2.12: Schematic of the micro-channel plate (MCP) detector set up in a chevron configuration for collecting ions. The detector consists of two micro-channel plates sandwiched between three thin metal plates. For ion detection, the front plate is held between -1500 V to -2000 V and the back plate is held slightly above ground while the middle plate is allowed to float. The electrons emitted by the MCPs are collected on the collection plate which is held at 100 V. The voltage on the back plate is measured as a function of time and indicates the relative number of ions hitting the detector versus time [5].

the field from the field ionization pulse and applied to the rods furthest from the detector. Pulsed fields are provided by a Tektronix Arbitrary Waveform Generator (AWG) 510. As the name indicates, the AWG creates user-definable waveforms with a max output of ±2 V into 50 Ω. With a clock speed of 1 GHz, rise/fall times of several nanoseconds are achievable [80]. To increase the output from the AWG, an AV-141F pulse amplifier module from Avtech Electrosystems was used. The amplifier is capable of providing ×10 gain up to an output of ±5 V into 50 Ω with a rise/fall time of 4 ns and a bandwidth ranging from DC up to 75 MHz [81].

### 2.3.4 Delay Generators

Timing synchronization is provided by two delay generators, the Stanford Research Systems DG 535 and DG 645. These delay generators each provide 4 independent outputs with a resolution of 5 ps [82, 83]. The delay generators synchronize the laser pulses, electric fields, and data acquisition systems in the experiment. All of these are triggered at 15 Hz,
on every fourth cycle of the AC line. This allows all of the equipment in the laboratory to be synchronized to one another and eliminates the effect of 60 Hz pick-up on the trigger signals.

2.3.5 Frequency Stabilization

We use several methods to stabilize the frequencies of the diode lasers described in Section 2.1.1. For the diode lasers used as trapping and re-pumping lasers in the MOT, we use saturated absorption spectroscopy to implement a side-of-resonance lock using a proportional-integral-derivative (PID) feedback system (described in Section 2.2.2). For the Toptica diode laser used to excite the trapped atoms to Rydberg states, we use a Fabry-Pérot Interferometer (FPI) and a PID feedback system to implement a side-of-resonance lock for the 960 nm laser light from the master diode laser.
The 960 nm infrared light from the TA-SHG Pro is sent to a Thor Labs SA200-3B Fabry-Pérot Interferometer. The FPI contains a back reflector attached to a piezoelectric that allows for control of the cavity length. By scanning the length of the cavity, the spectrum of the laser will be measured (see Figure 2.13). Scanning of the cavity length is provided by the Thor Labs SA201 Spectrum Analyzer Controller. This controller provides either a triangle wave or sawtooth wave voltage to the piezoelectric in the FPI and allows for additional control over the length of the voltage sweep and the offset of the sweep. Additionally, the controller has a built in amplifier that can give a $\times 1, \times 10$, or $\times 100$ amplification of the FPI signal. For the laser lock, we remove the voltage ramp from the SA201 Spectrum Analyzer Controller and use a Thor Labs TPZ001 Piezo driver to apply a static voltage from 0 V to 150 V. To lock the diode laser, we first set the frequency of the laser using some external reference (often a Rydberg resonance). We then adjust the cavity length of the FPI using the TPZ001 Piezo driver to find the rising edge of the FPI signal and we set it to half-way up the peak. We then feed the FPI signal through the SA201 amplifier and send the amplified signal to the Toptica PID 110 (see Figure 2.14 for connection details). The PID 110 is a PID feedback controller with up to 1.5 MHz bandwidth provided as part of the DC 110 supply electronics with the TA-SHG Pro.

As mentioned above, these locks use a proportional-integral-derivative feedback system. Assume that the output from our FPI is some output that we label $Y(t)$. The PID 110 provides a stable reference point, or set point, $R(t)$. The error signal in the system will then be $e(t) = R(t) - Y(t)$. The PID 110 then acts on the error signal and produces a control output

$$u(t) = K_p e(t) + K_i \int_0^t e(\tau)d\tau + K_d \frac{de(t)}{dt}$$

(2.14)
Figure 2.14: A schematic of the frequency locking system for the Toptica TA-SHG Pro. The red line is the infrared (960 nm) light going from the master diode laser to the Fabry-Pérot Interferometer (SA200-3B). The signal from the FPI goes to the amplifier (SA201) and from there goes to the feedback controller (PID 110). The control signal goes from the PID 110 to the master diode laser and adjusts the frequency. The piezo driver (TPZ001) sends a voltage to the FPI while the temperature controller (HTC-3000) sends a current to the heaters wrapped around the FPI and reads the temperature of the FPI using a thermistor.
where $K_p$, $K_i$, and $K_d$ are the proportional, integral, and derivative constants. The first term in equation 2.14 is the proportional term, the second is the integral term, and the third is the derivative term [84]. The constants in equation 2.14 are tuned to give the highest frequency stability. Once locked, any changes in laser frequency will be measured by the PID, sent to the PID 110 as an error signal, and corrected. By adjusting the cavity length (via the piezoelectric driver), the frequency of the laser can be fine-tuned and swept.

To tune the settings of the PID 110, begin by setting the proportional, integral, and derivative constants to zero and the gain to $\sim 2$. With the lock switch set to "lock", increase the integral constant until the error signal begins to oscillate and then reduce the integral constant to approximately half of that value. Repeat this procedure for both the proportional and derivative constants. Typical values for these constants are 4 turns, 2.5 turns, and 1.5 turns of the trimpots that control the proportional, integral, and derivative constants, respectively.

To ensure the stability of the laser frequency, the FPI needs to be highly stable itself. The stability of the FPI is tied to one quantity that we can control: the optical path length. The cavity length, and thus the optical path length, is controlled by stabilizing the temperature of the cavity. Temperature control is achieved using heaters secured to the cavity and a PID feedback system provided by a Wavelength Electronics HTC-3000. This system allows us to get to within 0.02 °C of temperature stability. The temperature of the cavity is monitored using a thermistor that sends the temperature back to the HTC-3000 and to a National Instruments USB-6251 DAQ that allows us to monitor and record the temperature of the cavity. The optical path length is further controlled by controlling the pressure of the air within and around the cavity and achieved by putting the FPI inside a sealed can.
The sealed can consists of a vacuum "T" that has three ports (see Figure 2.15). The first port has a window to allow the infrared light of the laser to reach the FPI. The second port has all of the electrical feedthroughs that connect to the signal output, the piezoelectric input, the heaters, and the thermistor. The third port has a sealed valve that allows for pressure tuning of the optical path length, and thus the assumed frequency of the FPI, by changing the volume of the pressure can. We use pressure tuning to do fine adjustments of the laser frequency without disturbing the piezoelectric which has a long settling time. The pressure can is additionally wrapped in insulation and put within a foam box for further temperature isolation. The can also sits on a sorbothane pad to decouple it from vibrations on the table.
CHAPTER 2. EXPERIMENTAL SETUP AND EQUIPMENT

2.4 Software

2.4.1 Data Acquisition

All of the data acquired in the experiments described below were taken using a LabView program originally written by Jon White and heavily modified by Tao Zhou and myself [5]. This program was originally used to read a field ionization trace from a Tektronix TDS 3054B oscilloscope, gate the signal, and integrate the signal. It has since been modified to allow for greater automation and control of the devices used in the experiments. The modifications to the program include control of:

- Two oscilloscopes, allowing for measurement of both the field ionization trace and the MOT fluorescence.
- The DG 645 delay generator, allowing for control of the delay length of a particular channel and to send trigger events when in single-shot mode.
- The AWG 510 to send event trigger pulses that begin the pulse sequence output from the AWG.
- The acusto-optic modulator, allowing for control of the AOM frequency.
- A delay stage (used in experiments by Tao Zhou and described in [45]), allowing for control of the stage’s position and the start of the movement sequence for the stage.
- Sensors for monitoring the temperature inside of and voltage applied to the Fabry-Perot Interferometer.
There are two different versions of the LabView program for different acquisition rates. One version runs at 15 Hz and is synchronized to the DG 645. The other version is a single-shot implementation that sends a user-defined trigger signal to the DG 645 that activates the delay sequence.

The output from the program has also been expanded to include the full field ionization trace from each shot in addition to the gated and integrated output. This allows for additional processing to be done to the raw data and for post-collection gating and integration. Output of the MOT fluorescence trace is also available and the timing of when those traces are taken is different for every experiment and will be described in those chapters.

2.4.2 Analysis

All data analysis presented in this dissertation was performed using the open-source statistical language R [85]. Additional packages used during data analysis include:

- dplyr [86], tidyr [87], readr [88], and tibble [89] for data processing and manipulation;
- ggplot2 [90] and gtable [91] for figure creation;
- caTools [92] and gsl [93] for additional functions and calculations; and
- signal [94] for digital signal processing and data filtering.

Calculations of the energy shift of $^{85}$Rb atoms due to the Stark effect were done for several of the experiments and the techniques used can be found in the starkr package [95]. The starkr package contains functions for determining the quantum defect and radial matrix elements of $^{85}$Rb, computing Stark matrix elements, diagonalizing Stark matrices, building Stark
energy maps, determining energy crossings of pair states, and determining the character of Stark eigenstates as a function of electric field. These functions were used throughout our calculations and will be further described in the following chapters.
Chapter 3

Absence of Collective Decay in a Cold Rydberg Gas

This chapter describes an investigation of the decay of cold Rydberg atoms in a MOT. Of particular relevance to this dissertation is the work on the characterization of the conditions in the MOT and their influence on Rydberg decays. This characterization was critical to interpreting the experiments. The bulk of the measurements and calculations were performed by Tao Zhou and can be found in [45] and [6]. The experiment, results, and analysis are reproduced from [6] with some modifications and additions.

3.1 Introduction

Atoms within cold Rydberg ensembles are coupled by strong long-range dipole-dipole (DD) interactions [8], making them interesting systems for exploring few- and many-body quantum dynamics in general and applications in quantum information in particular.
[12, 14, 18, 19, 21, 25–28, 30–35, 37–39, 42, 43, 96–109]. Of course, unlike in ground-state systems, finite Rydberg lifetimes limit the types of measurements and number of coherent manipulations that can be performed in a given experiment. Fortunately, isolated Rydberg atoms exhibit low spontaneous decay rates [8], potentially enabling processing over micro- to millisecond time scales. At first glance this stability against radiative decay might seem surprising given the large transition matrix elements between adjacent Rydberg states, which scale as $n^2$. However, spontaneous decay to nearby levels via low-frequency emission is strongly suppressed by the $\omega^3$ dependence of the Einstein $A$ coefficient. As a result, the predominant decay path for isolated Rydberg atoms in low-angular-momentum states is to the ground or low-lying excited levels, resulting in a $n^{-3}$ scaling of the spontaneous emission rate [8].

That said, neighboring Rydberg levels can play a dominant role in the decay of a large number $N$ of atoms which are either simultaneously excited in a volume with dimensions smaller than the wavelength $\lambda$ of the emitted light, or sequentially excited throughout a cylindrical volume with length $L \gg \lambda$ [110, 111]. In his seminal paper [112], Dicke predicted that a dense collection of $N$ radiators, either in very close proximity or in a properly phased extended distribution, could develop spontaneous correlations and collectively emit radiation at rates greatly exceeding (“superradiance”), or much smaller than (“subradiance”), those of individuals in the sample. For the two-level systems considered by Dicke, correlations between a large number of emitting atoms can initiate collective superradiant emission at a per atom rate up to $N/4$ times larger than that between the same two levels in an isolated atom [112]. Collective emission remains a subject of considerable interest in many different contexts, including Rydberg atoms [44, 113–124].
The presence of blackbody radiation, the existence of multiple photodecay channels in a Rydberg ladder, and strong DD interactions between atoms, all explicitly neglected in Dicke’s original paper (and in many subsequent treatments) [112, 125, 126], make it much more difficult to observe, characterize, and quantitatively predict collective decay phenomena in Rydberg gases. In particular, DD interactions can suppress superradiance.

In a thermal gas, this suppression results from DD-mediated collisions that homogeneously dephase the individual emitters in the ensemble at a rate greater than the superradiance rate [123]. In a frozen gas, DD exchange interactions couple pairs, or larger groups, of atoms leading to a variation in transition energies across the ensemble. Such inhomogeneities squelch the correlations that underlie superradiance, along with the collective emission [120]. That said, a clear signature of superradiance between Rydberg states, a fluorescence cascade from a Rydberg ladder proceeding at a rate much greater than spontaneous emission of isolated atoms, was first observed following pulsed-laser excitation of an elongated volume ($L \gg \lambda$) in a thermal cell [110]. More recently, direct evidence for superradiance was found in the millimeter-wave emission from a large cylindrical volume of Ca Rydberg atoms in a supersonic expansion, also with $L \gg \lambda$ [122, 123]. As pointed out in the latter work, the rates for superradiant decay and DD dephasing within a given decay channel are essentially identical, up to a multiplicative geometric factor $L/\lambda$ in the superradiance rate formula. Accordingly, it was suggested that collective decay should not play a major role in Rydberg depopulation unless $L \gg \lambda$ [123].

Still, despite competing DD effects, under certain conditions superradiance should play some role in cold ensembles where the dimensions of the excited volume are less than or comparable to $\lambda$. Indeed, evidence of reduced Rydberg lifetimes has been reported
in several such experiments [44, 121, 124, 127, 128]. For example, Feng et al. observed a density-dependent lifetime suppression of Cs Rydberg atoms in a magneto-optical trap (MOT) [127]. They attribute the suppression to a combination of neutral Rydberg atom collisions and superradiance. However, the evidence for superradiance appears tenuous as their calculations with and without superradiant contributions both fall within their measurement uncertainty (see their Fig. 2). In addition, if one applies their values for Rydberg collision velocity and cross section, the collisional depopulation rates are over three orders of magnitude too small to account for their observations. Han and Maeda attributed population transfer from initial to neighboring Rb Rydberg state to superradiance, but provided no evidence ruling out other possible population transfer mechanisms [129]. In other measurements, using fluorescence detection, Day et al. found Rydberg depopulation rates that were roughly twice that expected from single-atom spontaneous emission over a range of \( n \) states and at low densities, \( \rho \sim 1 \times 10^7 \text{ cm}^{-3} \) [121]. The small variation of the lifetime suppression with principal quantum number couple with trap loss measurements argued against collisional depopulation and blackbody ionization. Instead, the enhanced Rydberg decay rate was found to be qualitatively consistent with a simplified collective decay model. In other experiments, the inclusion of superradiant decay channels was found to improve the quality of model fits to electromagnetically induced transparency measurements in cold Rydberg gases [124, 128].

Certainly, a substantial decrease in Rydberg lifetimes due to collective emission would have a significant impact on most cold Rydberg atom experiments. Perhaps more important, in the context of the exploration and control of few- or many-body Rydberg dynamics, are the influences of the spontaneous quantum correlations that are predicted to develop with
the emission of the first photon from the sample and evolve as the Rydberg population descends through a ladder of Dicke states [112, 126]. Interestingly, Wang et al. presented a sophisticated theoretical treatment of photodecay in a multilevel Rydberg system which makes definite predictions as to whether superradiance should occur for a given initial principal quantum number, atom density, and experimental volume [44]. The theory apparently reproduced the rapid decay, at a rate approximately 40 times greater than predicted from spontaneous emission alone, of an initial population of 43p atoms in a MOT at a density of \( \rho \sim 5 \times 10^8 \text{ cm}^{-3} \).

We have used pulsed-laser excitation of Rb Rydberg atoms in a MOT under conditions ostensibly similar to those used in Ref. [44] in an attempt to test the predictions of their Rydberg superradiance theory. We employ state-selective field ionization (SSFI) to measure the population in the initial and neighboring Rydberg states as a function of delay after the laser excitation. We find no evidence for the predicted collective decay over a range of principal quantum numbers \( 26 \leq n \leq 40 \) and atom densities \( \rho \sim 3 \times 10^9 \text{ cm}^{-3} \), despite the fact that, for these states, our highest density is more than two orders of magnitude above the predicted superradiance threshold [44]. Instead, our measurements are consistent with noncorrelated spontaneous decay combined with population redistribution via blackbody radiation.

### 3.2 Experimental Procedure and Results

In these experiments, \(^{85}\text{Rb}\) atoms at 70 \(\mu\)K are held in a MOT (described in Section 2.2). The MOT is positioned at the center of four parallel rods which facilitate the application of
static and pulsed electric fields in the $y$ direction for exciting and detecting Rydberg atoms in the MOT. A 10 ns pulsed, tunable, dye-amplified, $\sim$480 nm diode laser (described in Sections 2.1.1 and 2.1.3) propagating in the $x$ direction is focused into the center of the MOT, creating a cylindrically shaped volume of cold Rydberg atoms with a full width at half maximum (FWHM) diameter of $\sim 0.1$ mm and a length of 0.4 mm. The MOT and Rydberg lasers are non collinear, preventing the excitation of Rydberg atoms throughout any extended volume from the lower-density background of thermal Rb atoms in the chamber. The $\sim 150$ MHz bandwidth of the Rydberg excitation laser ensures that there is no excitation suppression via dipole blockade [12, 14]. At a tunable time $\tau$ after the laser excitation, a ramped voltage is applied to two of the rods, ionizing any Rydberg atoms in the interaction region and pushing the resulting ions toward a microchannel plate (MCP) detector. Ions originating from different Rydberg states arrive at the detector at different times. The integrated signals in different time bins are proportional to the populations in different Rydberg states and are recorded for each laser shot as a function of the ionization time $\tau$. The experiment proceeds at the 15 Hz dye-laser repetition rate. Further details on the electronics used in this experiment can be found in Section 2.3.

The diode laser is tuned to selectively excite atoms from the upper $5p$ trap level to $ns$ or $np$ Rydberg states with $26 \leq n \leq 46$. Excitation of $np$ states is facilitated by the application of a weak static electric field (from 30 V/cm at $n = 26$, 16 V/cm at $n = 32$, to 7 V/cm at $n = 40$). The density of $5p$ atoms in the MOT is determined, to within 30%, by combining measurements of the spatial dimensions of the atom cloud size via direct imaging with a CCD camera with measurements of the radiated fluorescence using an optical power meter. By saturating the Rydberg excitation using high laser fluence, we ensure that 50% of the $5p$
atoms within the interaction volume are excited to Rydberg states, enabling us to determine the Rydberg atom density (for more details on this method see Section 2.2.3). Subsidiary experiments on resonant energy transfer between Rydberg atoms are consistent with the Rydberg density determination (see [5, 130] and Chapter 4). The MOT fluorescence is monitored throughout the lifetime measurements, ensuring that the number of atoms in the MOT is constant to within a few percent as \( \tau \) is scanned. Care is taken to minimize the amplified spontaneous emission (ASE) from the dye-amplified laser pulse, eliminating direct photoionization of \( 5p \) atoms. This is done by rotating the UV pump light so that any ASE will not be perfectly collinear with the seed light. For the \( s \)-state measurements, a small, \( \sim 1.4 \) V/cm, residual electric field persists in the interaction region due to imperfect shielding of the high-voltage-biased MCP (a larger field is present for initial \( p \) states). This field is sufficient to eject any ions or electrons from the interaction region, eliminating extended interactions between charged particles and neutral Rydberg atoms, and preventing the spontaneous evolution of the Rydberg gas into a plasma [131, 132]. Neither the small static field employed for the \( p \)-state measurements nor the smaller residual field present during the \( s \)-state measurements substantially alters the rates for spontaneous emission or population transfer induced by blackbody radiation. The potential influence of the field inhomogeneity on superradiant decay is considered in Sections 3.3 and 3.4.

Figures 3.1 and 3.2 show our principal experimental results. In Figs. 3.1(a) and 3.1(c), the probabilities for finding atoms in the \( 26s + 25p \), \( 32s \), and \( 40s \) states are plotted as functions of detection time \( \tau \) for the maximum densities explored, \( \rho \sim 3 \times 10^9 \) cm\(^{-3}\) and \( \rho \sim 1.5 \times 10^9 \) cm\(^{-3}\), respectively. Note that for the lowest initial \( n \) state the sum of the \( 26s \) and \( 25p \) populations is shown since their corresponding features could not be adequately
Figure 3.1: (a),(c) Probabilities for finding atoms in $26s + 25p$ (green, fastest decay), $32s$ (red, intermediate decay), and $40s$ (blue, slowest decay) as a function of detection time $\tau$ for Rydberg densities of $\rho \sim 3 \times 10^9$ cm$^{-3}$ (a, b) and $\rho \sim 1.5 \times 10^9$ cm$^{-3}$ (c, d). Note that the sum of the $26s$ and $25p$ populations is shown since their corresponding features could not be adequately separated in the field-ionization signal. Vertical bars show the experimental data with uncertainties, and the solid curves are calculated as described in the text. Measurements and calculations for the $40s$ decay extend to 500 $\mu$s where the remaining population is negligible. (b),(d) Probabilities for finding the atoms in $26p$ (green, fastest rise and decay), $32p$ (red, intermediate rise and decay), and $40p$ (blue, slowest rise and decay) levels as a function of detection time $\tau$. The states are populated by blackbody redistribution from the initial $26s$, $32s$, and $40s$ levels, respectively. The data was measured simultaneously with those shown in (a) and (c). Vertical bars show the experimental data with uncertainties and the solid curves are calculated as described in the text. The measured $p$-state probabilities are normalized to the calculations as described in the text. The calculations have no free parameters and consider only the effects of spontaneous emission and blackbody radiation on isolated atoms.
Figure 3.2: Probabilities for finding atoms in $^{26}p$ (green, fastest decay), $^{32}p$ (red, intermediate decay), and $^{40}p$ (blue, slowest decay) as functions of detection time $\tau$ for Rydberg densities of $\rho \sim 3 \times 10^9$ cm$^{-3}$ (a) and $\rho \sim 1.5 \times 10^9$ cm$^{-3}$ (b). Vertical bars show the experimental data with uncertainties and the solid curves are calculated as described in the text. Measurements and calculations for the $^{40}p$ decay extend to 500 $\mu$s where the remaining population is negligible. The calculations have no free parameters and consider only the effects of spontaneous emission and blackbody radiation on isolated atoms.
separated in the time-resolved field-ionization signal. Within experimental uncertainties, the decays for the three initial $s$ states are identical at the two densities shown. Additional measurements were made at Rydberg densities as low as $\rho \sim 2 \times 10^8 \text{ cm}^{-3}$ (for $32s$ initial states) and $\rho \sim 5 \times 10^8 \text{ cm}^{-3}$ (for $32p$ initial states), but no statistically significant differences were observed in the decays.

For spontaneous decay of isolated atoms at absolute zero, one would expect lifetimes of 28 and 58 $\mu$s for the $32s$ and $40s$ atoms, respectively [110]. The measured lifetimes for the $32s$ and $40s$ are substantially smaller, 19 and 38 $\mu$s, respectively, due to population redistribution by blackbody radiation from the 300 K environment surrounding the MOT. Indeed, redistributed population is detected in neighboring Rydberg levels. In particular, Figs. 3.1 (b) and 3.1 (d) show the delay-dependent population in the $p$ states ($26p$, $32p$, and $40p$) that lie immediately above the respective initial $s$ states. Although we would expect to find some atoms in the adjacent, lower-lying $p$ states as well, small features reflecting that population in the time-of-ionization signal lie within the initial-state peak (for the case of $26s$) or are masked by the tail of the larger, initial-state peak which precedes it.

The measured lifetime for the combined $26s + 25p$ states is 14 $\mu$s. The same as that expected for spontaneous decay of the $26s$ alone [110]. Simulations (described in detail in Section 3.3) indicate that this apparent agreement is not due to the absence of blackbody transfer out of $26s$. Rather, the small longer-lived $25p$ component of the signal masks much of the change in the $26s$ decay, with a predicted effective lifetime of 13 $\mu$s for the $26s + 25p$ combination, similar to what we observe. We note that due to the slew rate of the ionizing field, there is a distribution of ionization times and, therefore, of detection efficiencies for atoms in different states. As a result, each of the measured $p$-state populations in Figs.
3.1(b) and 3.1(d) has been multiplied by a normalization factor to obtain the best agreement with the calculated decay curves that are shown in the figures and described in Section 3.3.

Figure 3.2 shows analogous data for the decay of initially excited $26p$, $32p$, and $40p$ states. Again, due to blackbody redistribution, the lifetimes associated with these decays (18, 31, and 51 $\mu$s) are considerably smaller than expected from spontaneous emission alone (37, 75, and 155 $\mu$s) [110]. However, in this case, no substantial population is detected in the neighboring $s$ or $d$ levels. The analysis described in the next section indicates that the populations in these states are not detectable within our signal-to-noise ratio, remaining at or below the few percent level due to the relatively rapid spontaneous emission rate out of the $s$ states, and smaller $p \rightarrow s$ and $p \rightarrow d$ blackbody transition rates.

3.3 Analysis

To determine if collective processes play any significant role in the decays we observe, we compare the measurements to the results of a simple rate equation model. The model includes population transfer via stimulated emission and absorption of blackbody radiation between an essential set of $s$, $p$, and $d$ Rydberg states neighboring the initial level, as well as spontaneous emission out of those essential states to (undetected) lower-lying levels. We calculate the blackbody transition rates between the essential states [8] as well as the known total spontaneous emission rates of the $s$, $p$, and $d$ Rydberg levels [8].

For example, for an initially excited $40s$ state, the rate equation describing the time-
dependent population in the initial 40s level is

\[
\frac{dN_{40s}}{dt} = (-A_{40s} - B_{40s\rightarrow 40p} - B_{40s\rightarrow 39p})N_{40s} + B_{39p\rightarrow 40s}N_{39p} + B_{40p\rightarrow 40s}N_{40p}
\]

(3.1)

where \( N_{n\ell} \) is the population in state \( n\ell \), \( A_{40s} \) is the 40s spontaneous decay rate and \( B_{n\ell\rightarrow n'\ell'} \) is the blackbody transition rate from \( n\ell \) to \( n'\ell' \) [8]:

\[
B_{n\ell\rightarrow n'\ell'} = 2\bar{n}\alpha^3\omega_{n\ell,n'\ell'}^2|\bar{f}_{n\ell,n'\ell'}|.
\]

(3.2)

In Eq. 3.2, \( \bar{n} = (e^{\omega_{n\ell,n'\ell'}/kT} - 1)^{-1} \) is the photon occupation number at the frequency \( \omega_{n\ell,n'\ell'} \) corresponding to the energy splitting between states \( n\ell \) and \( n'\ell' \), \( k \) is Boltzmann’s constant, \( T \) is the temperature, \( \alpha \) is the fine-structure constant, and \( |\bar{f}_{n\ell,n'\ell'}| \) is the magnitude of the oscillator strength averaged over all orientations of the initial and final states \( n\ell \) and \( n'\ell' \). We use the spontaneous emission rates calculated by Gounand [110].

The populations in the secondary states 39p and 40p are computed using similar rate equations that include the total spontaneous decay rate out of those levels as well as blackbody transitions to and from pairs of \( s \) and \( d \) levels that lie immediately above and below each \( p \) state. We truncate the system of equations with rate equations that include spontaneous decay from the tertiary \( s \) and \( d \) levels and their blackbody couplings with the secondary states. Analogous systems of equations are used to compute the Rydberg population decay following initial \( p \)-state excitation. We note that, for initial or intermediate \( p \) states in particular, blackbody radiation redistributes a small, but non-negligible, fraction of the initial population beyond the nearest-neighbor \( s \) and \( d \) states. Therefore, an approximate
expression [8]

$$B_{n\ell} = \frac{4\alpha^3 kT}{3n^2}$$ (3.3)

for the total blackbody decay rate from each $p$ level is used to more accurately account for the net transfer out of these states.

The results of our calculation, which ignore any collective decay phenomena are shown with the data in Figs. 3.1 and 3.2. Overall, the agreement is reasonable. Aside from the previously noted renormalization of the experimental $p$-state population, no parameter adjustments have been made to obtain the level of agreement shown. The data provide no evidence of a significant reduction in the Rydberg lifetimes due to superradiance. This is true over a range of principal quantum numbers and atom densities where superradiant emission has been predicted to be the dominant decay path [44].

It is well established that superradiance is suppressed by inhomogeneities in transition energies across a sample of emitters [120], and we suspect that this is the case in our, and many other, cold atom experiments. In our experiments, three different effects contribute to such inhomogeneities. The first, and dominant mechanism for some of our measurements, is the DD exchange interaction. Consider a pair of identical atoms with two levels $s$ and $p$ and interatomic separation $R$. Spontaneous emission from the initial upper pair state $ss$ results in the population of the bright configuration of the lower-energy pair state $(sp + ps)/\sqrt{2}$. However, due to the DD coupling between the atoms, $V_{DD} \propto |\langle s | r | p \rangle|^2 / R^3$, the energy of this state is not the same as that for two atoms at infinite separation [8]. Accordingly, in a large ensemble of randomly spaced atoms, every possible configuration of $N_{ss}$ atoms and $N_{pp}$ atoms has a different energy, depending on the separation (and relative orientation) between the $p$ atoms and their neighboring $s$ atoms. As a result, any Dicke state, the bright
linear combination of all possible configurations of $N_s s$ atoms and $N_p p$ atoms [112], is nonstationary. The phases of the constituent $N$-atom product states evolve at different rates, as determined by their DD energy shifts relative to their energies at infinite separation. The emission from these nonstationary Dicke states dephases at a rate comparable to the typical dipole-dipole energy shift $\bar{V}_{DD}$ for pairs of atoms in the ensemble. Superradiance cannot occur unless the system transitions down each step in the Dicke ladder more rapidly than this dephasing. A similar argument has been made by Gross and Haroche [133]. In the frequency domain, atoms with different transition energies at different locations in the ensemble do not collectively emit into the same field unless that emission occurs in a very short burst with a sufficiently broad, coherent bandwidth.

To determine the DD dephasing rate, we use the most probable nearest-neighbor separation in a random ensemble, $R \simeq (2\pi \rho)^{-1/3}$, and average over all orientations of the Rydberg states on any two neighboring atoms $ns$ and $n'p$ to obtain [36,134]

$$\bar{V}_{DD} = \frac{8\pi}{9} \rho |\langle ns | r | n'p \rangle|^2.$$  \hfill (3.4)

Using a numerical Numerov integration algorithm to compute the relevant radial matrix elements [135], at the highest density studied ($\rho = 3 \times 10^9 \text{ cm}^{-3}$) we obtain values for the DD exchange coupling between the $ns$ and $(n-1)p$ states, $\bar{V}_{DD} = 2.4$, 6.2, and 17 MHz, for $n = 26$, 32, and 40, respectively. These interaction strengths set effective lower limits for the rates at which collective emission from $ns$ to $(n-1)p$ can occur. Similarly, for initial $np$ states and $\rho = 3 \times 10^9 \text{ cm}^{-3}$, the relevant exchange coupling is to the nearest lower-lying $s$ states with $\bar{V}_{DD} = 3.1$, 7.8, and 20 MHz, for $n = 26$, 32, and 40, respectively.

The magnetic field gradient in the MOT is another source of energy inhomogeneities
in our ensemble. As in Ref. [44], the magnetic field remains on during our measurements, resulting in a transition energy variation of approximately 1 MHz across the MOT. This inhomogeneity is smaller, or much smaller, than that due to dipole-dipole interactions at sufficiently high densities. It should not play a principal role in suppressing superradiance under the conditions used to produce Figs. 3.1 and 3.2.

### 3.4 Electric Field Characterization

The third contributor to the Rydberg energy variations across the ensemble is electric field inhomogeneity. While the voltages applied to the field rods produce a field that is quite uniform over the MOT (predicted field variations of 0.47%, corresponding to 141 mV/cm for the largest applied field of 30 V/cm for the 26p measurements) the residual field from the MCP is not as uniform. Using a combination of spectroscopic measurements and accurate Stark energy calculations, we determine an upper limit for the Rydberg energy inhomogeneity due to the nonuniformity of the electric field $F$ in the interaction region.

First, we measure the transition frequencies for excitation of $32p_{3/2} |m_j| = 1/2, 3/2$ from the $5p_{3/2}$ upper trap state as a function of the voltage applied to the field rods (see Fig. 3.3). For convenience, in the following discussion we refer to the field produced by the rods as the "applied" field. The experimental geometry is identical to that used for the lifetime measurements (see Section 3.2), but the Rydberg excitation is performed with an unamplified, 3 $\mu$s pulse chopped from the $\sim$1 MHz bandwidth cw diode laser. The Rydberg excitation pulse has $\sim$1 $\mu$s rise and fall times and is formed using an acousto-optic modulator (see description in Section 2.1.1). We use a temperature- and pressure-stabilized
Fabry-Pérot interferometer (FPI) to track the relative frequency of the Rydberg laser as it is scanned (see Section 2.3.5). The laser frequency is scanned by applying a triangle wave to the piezoelectric element within the FPI to change the cavity length of the FPI. While locked, the changing cavity length leads to a change in the laser frequency. We obtain a calibration for the laser frequency vs the voltage applied to the FPI by applying an AC electric field of known frequency (∼12 MHz) on a few sample scans, creating a sideband at the applied frequency. The population in $|m_j| = 1/2$ is distinguished from that in $|m_j| = 3/2$ using SSFI. By recording the signal in two different time bins we obtain (nominally) separate excitation profiles to the two $|m_j|$ states in the same laser frequency scan. Therefore, the energy splitting between the two $|m_j|$ states can be accurately determined to well within the excitation bandwidth which is dominated by the 6.07 MHz natural linewidth of the initial $5p_{3/2}$ level.

In zero electric field, the excitation profiles associated with the population in the two $|m_j|$ levels should exhibit maxima at the same laser frequency, i.e., have zero energy splitting. However, as shown in Fig. 3.4, we observe a minimum splitting of 2 MHz at an applied field of $-2.758 \pm 0.005$ V/cm. The minimum splitting at a nonzero applied field allows us to determine the components of the MCP field parallel and perpendicular to the applied field. Apparently, the application of a -2.758 V/cm rod field minimizes the net field in the interaction region. Accordingly, there must be a parallel, 2.758 V/cm, MCP field component which we call the "offset" field. Using the variation in the $|m_j|$ splitting as a function of applied field, we can also extract a value, $1.38 \pm 0.04$ V/cm, for the perpendicular, i.e., "residual", MCP field component. The solid curve shown with the data in Fig. 3.4 is the predicted $32p_{3/2} |m_j| = 1/2, 3/2$ splitting as a function of applied field (extracted from
Figure 3.3: Measured $32p_{3/2}|m_j|=1/2$ (bold line) and $|m_j|=3/2$ (thin line) excitation probabilities as a function of Rydberg laser frequency in zero applied field. The two data curves are obtained simultaneously in the same laser frequency scan. The small feature on the left (right) of the main $|m_j|=1/2$ (3/2) peak is the result of imperfect discrimination of the $|m_j|=1/2$ and 3/2 components via SSFI. The additional peak on the right of the main feature in each trace is due to the trap-laser dressing of the $5p_{3/2}$ and $5s$ levels. Its frequency shift from the main peak reflects the Autler-Townes splitting of the $5p_{3/2}$ initial state. See Section 2.2.3 for more information on the Autler-Townes splitting.
a full numerical Stark map calculation based on the method of Zimmerman et al. [135] and detailed in Section 2.4.2), assuming MCP offset and residual fields of 2.758 V/cm and 1.38 V/cm, respectively. The Stark map produces the energy shift for a set of states as a function of electric field. By looking at the difference between the energy shifts of the two $|m_j|$ states, we obtain a good agreement with the experiment, confirming the accuracy of the calculation as well as the offset and residual field determinations. No free (fitting) parameters were used to match the Stark map calculation to the data outside of the -2.758 V/cm offset applied to the field for the splitting and a 1.38 V/cm field added in quadrature to the field during the Stark map calculation itself.

At, and near, the minimum splitting (i.e., in the presence of the residual field alone where the s-state decay measurements are performed), the $|m_j|$ excitation resonances have minimum linewidths of 8 MHz (see Fig. 3.3). As noted above, the predominant contribution to this linewidth is the 6.07 MHz natural linewidth of the $5p_{3/2}$ level. However, the laser bandwidth, Zeeman shifts due to magnetic field inhomogeneities, and Stark shifts due to inhomogeneities in the 1.38 V/cm residual field also contribute. Assuming that the laser spectrum and field distributions are Gaussian, the primary line shape is a Voigt profile whose FWHM can be approximated by [5]

$$\Delta E = \frac{\Delta E_H}{2} + \sqrt{\frac{\Delta E_H^2}{4} + \Delta E_i^2} \quad (3.5)$$

where $\Delta E_H$ is the homogeneous width and $\Delta E_i$ is the inhomogeneous width. Using Eq. 3.5, we extract a bandwidth of 3.9 MHz for the total Gaussian contribution. Accordingly, we obtain an upper-limit estimate for the electric field inhomogeneity by assuming it is the sole contributor to this width. From the Stark shift calculation of the $32p_{3/2} |m_j| =$
Figure 3.4: Difference (i.e. splitting) in the transition energies for exciting $32p_{3/2} |m_j| = 1/2, 3/2$ from $5p_{3/2}$ as a function of applied electric field. Filled circles are measurements and the solid curve is the result of a numerical Stark map calculations assuming orthogonal "offset" and "residual" electric field components due to the MCP of 2.758 V/cm and 1.38 V/cm, respectively. The inset shows a magnified view of the portion of the main figure within the dashed window.
1/2 level, $\Delta E = [6.5 \text{ MHz/(V/cm)}^2] F^2$, we determine that the maximum possible variation of the residual field across the interaction region is $\Delta F_{\text{res}} = 0.20 \text{ V/cm}$. Using this field inhomogeneity with the field-dependent Stark shifts of the respective levels, we can compute the maximum range of transition energies between the initial $s$ states and the $p$ states immediately below them (to which the dipole coupling is the strongest). For the $26s \rightarrow 25p$, $32s \rightarrow 31p$, and $40s \rightarrow 39p$ transitions, the maximum energy variations across the excitation region (with only the residual field present) are 0.45, 2.2, and 12 MHz, respectively. The transition energy variations are smaller for transitions to lower lying $p$ states due to the $n^7$ scaling of the Rydberg polarizability. So, at the highest densities we have explored, the energy inhomogeneities associated with the residual electric field are less, or much less, than those associated with the dipole-dipole exchange interaction. Therefore, the electric field inhomogeneities do not hold the primary responsibility for the suppression of superradiance from any of the initial $s$ states.

The situation with the initial $p$ states is somewhat different, as they are excited in a nonzero applied field that is considerably larger than the orthogonal residual field. As a result, the residual field and its inhomogeneity have essentially no effect on the transition energies. However, the spatial variations in the MCP offset field, which is parallel to the applied field, cannot be neglected. We use measurements of DD-mediated resonant energy transfer between Rydberg atoms to obtain an upper-limit estimate for the offset field inhomogeneity. Those experiments use the same experimental geometry as the Rydberg decay measurements and one (Ref. [130]) is detailed in Chapter 4 [36, 130]. In the experiments, the probability for resonant population transfer from one pair of Rydberg states to another (e.g., $25s + 33s \rightarrow 24p + 34p$ [36]) is recorded as a function of an applied field which
Stark-tunes the total energies of the atom pair in the two different configurations. In a uniform field, the line shape describing the field-dependent energy transfer probability is characterized by a peak at the "resonance" condition, where the total energies of the two sets of atom pair states are identical, and a width that is proportional to the Rydberg density. In a nonuniform field, the line shape has a nonzero minimum width as the density approaches zero, due to variations in the local field at different locations within the sample. Consider the \(25s + 33s \rightarrow 24p + 34p\) resonance [36] for which maxima population transfer occurs in an electric field of \(F \sim 3.4\) V/cm. Assuming that the nonzero resonance width that is observed at very low Rydberg density [36] is due solely to the inhomogeneity in the electric field (i.e., ignoring magnetic field inhomogeneities and any other broadening effects) we obtain the maximum possible variation in the offset field, \(\Delta F_{\text{off}} = 0.08\) V/cm, across the Rydberg sample. As an additional check, we consider a different energy transfer resonance, \(32p + 32p \rightarrow 33s + 32s\), that is centered at a substantially higher field \(F \sim 11.5\) V/cm [130]. The nonzero low-density width for this energy transfer resonance gives the same maximum value for the offset field inhomogeneity, \(\Delta F_{\text{off}} = 0.08\) V/cm.

Given \(\Delta F_{\text{off}}\), we can compute the maximum possible variations in the energies, associated with transitions between initial \(p\) states and the nearest lower-lying \(s\) state, due to the inhomogeneous field. Using \(\Delta F_{\text{off}}\), the calculated Stark shifts of each of the states involved in the transitions \(26p \rightarrow 26s\), \(32p \rightarrow 32s\), and \(40p \rightarrow 40s\), and the applied fields employed for the respective \(p\)-state excitations, we obtain the maximum possible transition energy variations due to the inhomogeneous electric field. These are 4.9, 13, and 30 MHz for the \(26p\), \(32p\), and \(40p\) initial states, respectively. Accordingly, for the \(p\)-state decays, the maximum energy variations due to the field are comparable to, but up to a factor of
1.7× larger than, those due to dipole-dipole interactions. Given our likely overestimate of the field inhomogeneity, both may play a role in suppressing collective emission from the ensemble.

### 3.5 Conclusion

We have studied the decay of Rydberg excitations in a cold Rb gas and find no evidence for the dramatic decrease in lifetimes predicted by Wang et al. [44]. The decay rates and population redistribution we observe are consistent with a model that considers only spontaneous emission from, and blackbody redistribution within, isolated atoms. In our experiments, a small electric field in the interaction region ejects any free electrons or ions from the excitation volume, preventing ionization or population transfer due to interactions with charged particles. In addition, the lack of spatial overlap between the trapping lasers and the Rydberg excitation laser well outside of the cold atom cloud ensures that there is no Rydberg excitation within an extended volume of lower-density, background Rb atoms in the chamber. Suppression of superradiant emission is likely due to variations in transition energies across the cold Rydberg atom sample. For initial \( s \) states, these variations are dominated by inhomogeneities in DD exchange interactions within the random ensemble. Such inhomogeneities will necessarily be present in any measurement involving a large number of atoms where the separation between atoms is not well defined. For initial \( p \) states, the suppression is likely due to a combination of DD exchange and electric field inhomogeneities.
Chapter 4

Dipole-Dipole Resonance Line Shapes in a Cold Rydberg Gas

This chapter details measurements of dipole-dipole resonance line shapes in cold Rb Rydberg atoms in a MOT. This work was originally published in Physical Review A and can be found in Ref. [130]. The work from Ref. [130] has been updated to include more recent measurements examining the relationship between interaction time and resonance width, leading to greater insight on the contributions of many-body interactions to our two-body model.

4.1 Introduction

Because of their large transition dipole moments, Rydberg atoms are greatly affected by weak electric fields, including the multipole fields of neighboring atoms [8]. Accordingly, interactions between Rydberg atoms can be quite strong, coupling electronic and center-of-
mass degrees of freedom at large internuclear separations. Rydberg-Rydberg interactions were originally studied in the context of collisions in thermal samples [8]. More recently, however, attention has turned to the exploration and control of the coherent couplings that exist between Rydberg atoms in (nearly) frozen gases, where the thermal kinetic energy of the atoms is less than their mutual interaction energies [9–39]. Such interactions enable a variety of few- and many-body quantum phenomena as well as potential applications in quantum information [12,40–43]. Typically, dipole-dipole (DD) effects dominate the atom-atom interaction when the spacing between the Rydberg atoms is much larger than the radial extent of the electronic wave function on individual atoms.

The degree to which the DD coupling between Rydberg atoms influences their behavior depends sensitively on the energy level structure of the individual atoms. Given their large polarizabilities, it is straightforward to manipulate the interactions between Rydberg atoms by applying static or pulsed electric fields. Stark-tuned, (Förster) resonant energy transfer (RET) reactions have been studied in both thermal [8,134,136] and cold Rydberg gases [10,11,13,15,16,19–21,23,24,29,36,38], and are perhaps the simplest example of electric-field controlled DD interactions involving Rydberg atoms. As an example of a RET process, consider two identical atoms $A$ and $B$, separated by a distance $R$ and initially in the same Rydberg state $|P\rangle$. Direct electronic energy transfer from $A$ to $B$ can efficiently occur, with little or no center-of-mass translational energy exchange, if there exist two states, $|S\rangle$ and $|S'\rangle$, with energies $E_{S,P} \approx -E_{S',P}$ relative to $|P\rangle$. Assuming $|S\rangle$, $|P\rangle$, and $|S'\rangle$ are adjacent Rydberg levels with approximately the same principal quantum number $n$, the transition matrix elements $\mu_A = \langle S | r_A | P \rangle$ and $\mu_B = \langle S' | r_B | P \rangle$ are large (scaling as $n^2$) and energy transfer from $A$ to $B$ is facilitated by a DD-interaction $V_{DD} \sim \mu_A \mu_B / R^3$ (atomic
units are used unless otherwise noted) [8]. Here, \( r_A \) and \( r_B \) are the distance between the electron and nucleus on atoms \( A \) and \( B \), respectively. The energy transfer results in the excitation of atom \( B \) from \( |P⟩ \) to \( |S'⟩ \) and simultaneous deexcitation of atom \( A \) from \( |P⟩ \) to \( |S⟩ \). The process is resonant, and most efficient, when the applied field is tuned to a value \( F = F_0 \) where the detuning \( \delta = E_{S,P} + E_{S',P} = 0 \).

In the context of collisions it makes sense to discuss the DD interaction between a pair of atoms in terms of RET between the individual atoms. However, in a frozen gas, the DD interaction between two atoms is more conveniently discussed as a coherent coupling between molecular, or atom-pair states. For the example in the preceding paragraph, the relevant (uncoupled) pair states at large \( R \) are \( |P⟩|P⟩ \) and \( |S⟩|S'⟩ \). At smaller \( R \), the coupled atoms are described by eigenstates which are linear combinations of the two uncoupled pair states. Through the DD interaction, the probability amplitude initially in \( |P⟩|P⟩ \) can be coherently transferred to \( |S⟩|S'⟩ \) (and back) at a rate, and with a maximum probability, that depends on \( \mu_A, \mu_B, R, \) and \( \delta \). For samples involving more than two atoms, the coupling between non-nearest-neighbor atoms complicates the eigenstate composition and the coherent population transfer processes. Indeed, measurements of Rydberg population transfer probability, as a function of the detuning \( \delta \) from DD resonance, have provided evidence that many-body interactions play an important role in the coupled-atom dynamics in large ensembles [10,11]. Also, clear changes in resonance "line shapes" have been observed as the number of interacting atoms increases from 2 to several [29].

Using line shape measurements for the \( 32p_{3/2}32p_{3/2} \leftrightarrow 32s33s \) DD resonance in Rb, we clarify the respective roles of nearest- and beyond nearest-neighbor interactions in resonantly coupled systems, and show that the line shapes contain information on the
position correlation function of Rydberg atoms in a cold random ensemble.

4.2 Experimental Procedure

In the experiments, $^{85}\text{Rb}$ atoms at $\sim 70 \mu\text{K}$ in a magneto-optical trap (MOT) (described in Section 2.2) are photoexcited from the $5p_{3/2}$ Rydberg state in the presence of a weak electric field, $F \simeq 15 \text{ V/cm}$. The field mixes a small amount of $ns$ and $nd$ character into the $p$ state to enable the excitation, but detunes the atoms sufficiently far from DD resonance so that, initially, there is negligible interaction between them. The atoms are then exposed to a fast-rising "tuning" electric field pulse. The tuning pulse alters the energy differences $\delta$ between the $32p_{3/2}32p_{3/2}$ and $32s33s$ pair states, and projects the initial $32p$ population onto the coupled pair states. The system is allowed to evolve throughout the duration $\tau$ of the tuning pulse. State-selective field ionization (SSFI) is then employed to measure the population transferred to $32s33s$ pairs as a function of the tuning field strength and Rydberg density [8].

A 482 nm laser pulse directly excites atoms from the $5p_{3/2}$ trap state to the $32p_{3/2}$ Rydberg state. The experiments are performed using either a "long," narrow-band ($\sim 1 \text{ MHz}$) or "short," broader-band ($\sim 100 \text{ MHz}$) Rydberg excitation pulse. The long pulse is created using the method described in Section 2.1.1 in which an AOM chops a 3 $\mu\text{s}$ excitation pulse, with $\sim 1 \mu\text{s}$ rise and fall times, from a narrow band ($\sim 1 \text{ MHz}$) continuous wave diode laser. Alternatively, a Pockels cell is employed to slice a short 10 ns pulse from the diode laser, and that pulse is amplified in dye using the 10 ns, 355 nm third harmonic of a pulsed Nd:yttrium-aluminum-garnet (YAG) laser (see Section 2.1 for a description of
the Pockels cell, dye amplifier, and the Nd:YAG laser). In both cases, the 482 nm beam is focused into the 0.4 mm diameter MOT using a 350 mm focal length lens, exciting a cylindrical atomic volume with a diameter of \(\sim 0.1\) mm and a length of 0.4 mm.

The laser excitation, energy tuning, and field ionization of the Rydberg atoms are facilitated by the application of pulsed and static voltages to two pairs of thin, parallel, stainless steel rods that are arranged around the cold atom cloud in a rectangular array. The field produced by the rods at the position of the MOT is proportional to the voltage difference between rod pairs and is quite uniform, with a variation of 0.47\% over the atom cloud. The voltage pulse which produces the tuning field has fast (2 ns) rise and fall times and is produced by using an arbitrary wave-form generator (AWG) followed by a DC-coupled, pulse amplifier (described in Section 2.3.3). When the rise and fall times of the tuning pulse are set to the minimum of 2 ns, small oscillations are observed during the nominally constant portions of the pulse waveform. These parasitic oscillations give rise to sidebands in the applied electric field that can lead to additional population transfer away from the peak of the resonance line shape (shown in Figure 4.1). To remove these oscillations, an exponential rising and falling pattern, with a rise and fall time of \(\sim 10\) ns, is used.

At the end of the interaction period defined by the tuning pulse, a high-voltage ramp applied to the field rods ionizes Rydberg atoms in the interaction region, propelling them toward a microchannel plate (MCP) detector (see Section 2.3.2). Different Rydberg states ionize at different times during the ramp [8]. Therefore, in principle, populations in different states can be distinguished in the time-dependent signal from the MCP detector. In practice, to obtain better temporal separation between the signal corresponding to the populations in
the initial \((32p_{3/2}32p_{3/2})\) and final \((32s33s)\) pair states, the maximum ionization field is set just above the threshold for ionizing \(32p_{3/2}\). As a result, we do not ionize atoms in \(32s\), and detect only half of the atoms (those in \(33s\)) in each \(32s33s\) pair.

By recording the population transfer to \(33s\) as a function of the tuning field, we obtain the resonance line shape (see Figure 4.1). Line shapes are measured over a range of Rydberg densities, \(2 \times 10^8 < \rho < 3 \times 10^9\) cm\(^{-3}\). The density is varied by adjusting the current applied to the getters that supply Rb to the MOT. The density of atoms in the MOT is determined, to within 30\%, by combining measurements of the spatial dimensions of the atom cloud size via direct imaging with a CCD camera with measurements of the radiated fluorescence using an optical power meter. The relative uncertainty between density measurement is less than 30\%. By saturating the Rydberg excitation using a sufficiently high laser fluence, we ensure that approximately one-third of the atoms in the excitation volume are excited to Rydberg states (see Section 2.2.3). Full line shapes were measured over a range of densities for \(\tau = 200\) ns and \(1\) \(\mu\)s, for the exponential rise and fall patterns, and \(\tau = 15\) \(\mu\)s for the step function rise and fall patterns.

In addition to the field produced by the rods, an additional parallel "offset" field of \(2.758 \pm 0.005\) V/cm contributes to the net electric field in the interaction region. The offset field is the result of imperfect shielding of the MCP detector and is less homogeneous than the rod field. As discussed in more detail below, the measured line shapes can be used to characterize the variation in this offset field over the atomic ensemble.
4.3 Experimental Results

Figure 4.1 shows the population transferred to $33s$ as a function of the strength of the applied tuning field at three different densities. These line shape data exhibit several notable features. First, the functional form of the resonance lines change from something resembling a Gaussian at low density to a cusp, characterized by a narrow central peak with broad wings, at higher density. As described in detail in Section 4.4, the cusp line shape reflects the random variation in the interatomic spacing $R$ within the random ensemble.

Second, the maxima of the three line shapes appear at (slightly) different applied tuning fields, at values closer to 9.8 V/cm than to the expected value, $F_0 = 12.5$ V/cm, at which the resonance condition, $\delta = 0$, is fulfilled for atoms initially in the $32p_{3/2} |m_j| = 3/2$ state. Here $m_j$ is the projection of total electronic angular momentum on the z-axis. As noted previously, the nominal 2.758 V/cm MCP offset field adds to the applied field from the rods, shifting the apparent resonance field. The variation in the peak position for different data sets is not caused by the different densities at which the data were taken, but is due rather to the inhomogeneity in the offset field and slight differences in the position of the Rydberg excitation laser within the MOT for different data runs. This was confirmed by measuring the line shape position as a function of excitation laser displacement within the MOT. The spatial variation in the offset field within the Rydberg excitation beam is responsible for the Gaussian, inhomogeneously broadened line shapes observed at low density.

Third, the widths of the line shapes grow linearly with increasing density. Figure 4.2 shows the full width at half maximum (FWHM), $\Delta$, of the measured resonances profiles as a function of Rydberg density. To convert the resonance widths (which are measured in units of field) to units of energy, we first measure the Stark shifts of the $32p_{3/2}$, $32s$, $33s$.
and $33s$ states as a function of applied field in the vicinity of the resonance. We then use those spectroscopic data to compute the detuning $\delta$ as a function of the applied field (see Fig. 4.3). We find that near $F_0$, $\delta$ varies approximately linearly with $F$ with a slope of 170 MHz/(V/cm). Note that since the tuning field, not the excitation laser, determines the detuning of the atoms from resonance, the laser bandwidth does not factor into the measured resonance widths.

4.4 Analysis and Discussion

The resonance line shapes carry information on the relative strength of nearest- and beyond nearest-neighbor interactions, the distribution of atom separations, and field inhomogeneities in the Rydberg ensemble. In order to extract that information, we must identify how each of these influences the different features in the observed profiles. To that end, we first consider the form of the line shape associated with a pair of stationary atoms, with a well-defined separation, coupled via a (near) resonant $32p32p \leftrightarrow 32s33s$ DD interaction. We diagonalize the Hamiltonian in the presence of the DD interaction, restricting the pair-state basis to those levels which are degenerate at resonance. This basis includes numerous states with different azimuthal quantum numbers $m$ for the individual atoms and different values of total electronic angular momentum and its projection on the internuclear axis [5, 134]. However, ignoring spin, the problem reduces to an equivalent two-level system, involving two pair basis states, $|1\rangle$ and $|2\rangle$, with a DD coupling of $V_{dd} = \frac{2\mu_A\mu_B}{\sqrt{3}R^3}$ between them [5]. Here $|1\rangle$ is a linear combination of $32p32p$ states, $|2\rangle$ is an equal admixture of $32s33s$ and $33s32s$, and $\mu_A$ and $\mu_B$ are defined as in Section 4.1.
Figure 4.1: $32p_{3/2}^2 \rightarrow 32s33s$ DD-resonance line shapes, showing population transfer to $33s$ as a function of applied tuning field at various Rydberg densities: $\rho = 2 \times 10^8$ (filled circles); $\rho = 1 \times 10^9$ (filled triangles); and $\rho = 3 \times 10^9$ cm$^{-3}$ (filled squares). These line shapes were measured using a step function rising and falling edge for the tuning pulse and a tuning pulse length of $\tau = 15 \, \mu$s. The measured signals are not individually normalized, so the relative heights of the profiles reflects the difference in resonant transition probability. The baseline, corresponding to zero population transfer, is the same for the three data sets. The horizontal axis shows the applied tuning field due to the rods. The resonance line centers are shifted from the expected resonance condition, $F_0 = 12.5$ V/cm, due to the presence of the MCP offset field described in Sections 3.4 and 4.3. The three data sets are acquired with the excitation beam focused at (slightly) different locations within the MOT. The relative shifts of the line centers are due to the variation in the offset field within the FWHM of the atom cloud. As described in Section 4.4, the inhomogeneity in the offset field is also responsible for the Gaussian line shapes observed at low Rydberg density. The solid (red) line through the lowest density data is the best Gaussian fit of the inhomogeneously broadened line shape. The solid (blue and green) lines through the higher density data are fits to the cusp line shape expected for a random ensemble, as described in Section 4.4. The small peaks indicated by arrows on either side of the resonance data are sidebands due to oscillations in the tuning pulse and vanish when an exponential rising and falling pattern is applied to the tuning pulse.
Figure 4.2: Resonance width as a function of Rydberg density. Measured widths are shown as points with the shapes showing different tuning pulse lengths $\tau$: 200 ns (green squares), 1 $\mu$s (orange circles), 15 $\mu$s (purple triangles). The two dotted lines are the calculated width as described in Section 4.4 (lower) and the calculated width multiplied by a factor of 2 (upper) assuming only nearest-neighbor interactions and 15 MHz of inhomogeneous broadening due the offset field. The points for $\tau = 15 \mu$s include data taken with both a long 3 $\mu$s excitation laser pulse and a short 10 ns excitation laser pulse. No significant difference in the profile widths for the long and short pulse excitations is expected or observed.
Figure 4.3: Pair-energy detuning from resonance as a function of applied electric field. The filled circles are experimentally determined values of $\delta$ obtained from Stark shift measurements for the $32p_{3/2} |m_j| = 3/2$, $32s$, and $33s$ levels as a function of the applied field. At these low fields, the energies of all three levels shift quadratically with the field. The solid line is a quadratic fit to the data. Near resonance, the variation in $\delta$ is approximately linear with a slope of 170 MHz/(V/cm) (dashed line).
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Diagonalizing the effective two-level Hamiltonian, one obtains the eigenstates

\[ |+\rangle = \cos \theta |1\rangle + \sin \theta |2\rangle, \]
\[ |\rangle = -\sin \theta |1\rangle + \cos \theta |2\rangle, \]

where \( \tan 2\theta = 2V_{DD}/\delta \). For these states \( \theta = 0 \) for fields \( F \ll F_{res} \), \( \theta = \pi/4 \) for \( F = F_{res} \), and \( \theta = \pi/2 \) for \( F \gg F_{res} \). These eigenstates have energies \( E_{\pm} = (\delta \pm \Gamma)/2 \), with an energy separation \( \Delta E = E_+ - E_- = 2V_{DD} \) at \( \delta = 0 \). At large detunings from resonance, \( |+\rangle \) and \( |-\rangle \) have only \( p \)- and \( s \)-character, respectively. Thus, the initial laser excitation, which is performed in an electric field for which atom pairs are far-detuned from the \( 32p32p \leftrightarrow 32s33s \) resonance, creates only \( 32p \) atoms, thereby populating only \( |+\rangle \). At \( t = 0 \), the fast rising tuning-field pulse then projects the \( 32p32p \) atom pairs into a coherent superposition of \( |+\rangle \) and \( |-\rangle \).

Initially, the time-dependent electronic wave function of each atom pair has only \( 32p32p \) character. However, assuming coherence is maintained, the pair state evolves as a wave packet in the uncoupled basis, according to the two-level Rabi formula:

\[ \Psi(t) = \left[ \cos \left( \frac{\Gamma t}{2} \right) - i\eta \sin \left( \frac{\Gamma t}{2} \right) \right] |1\rangle + i\chi \sin \left( \frac{\Gamma t}{2} \right) |2\rangle \]

where \( \Gamma \) is the effective Rabi frequency, \( \chi = 2V_{DD}/\Gamma \), and \( \eta = \delta/\Gamma \) is a scaled detuning.

The principal signature of the evolution of this wave packet is the coherent transfer of population from \( |1\rangle \) to \( |2\rangle \), i.e., from \( p \)- to \( s \)-character. According to Eq. 4.2, the probability of finding an atom in the \( 33s \) state at a time \( t \) following the start of the tuning pulse is,
\( P_0 = \chi^2 \sin^2 (\Gamma t/2) \). The temporal modulations in \( P_0 \), predicted for a single atom pair, can be viewed as Rabi oscillations due to the coupling between the pair states \(|1\rangle\) and \(|2\rangle\) or, alternatively, as a quantum beat induced by the coherent excitation of the DD-dressed states \(|+\rangle\) and \(|-\rangle\). The amplitude of the Rabi oscillations, \( \chi^2 \), is a Lorentzian function of the detuning \( \delta \) centered at \( \delta = 0 \) with a FWHM, \( \Delta = 4V_{DD} \).

Experimentally, we measure the number of 33s atoms, produced via DD resonance, from a random ensemble of 32p atoms. Within the ensemble, there is a broad distribution of atom separations and, therefore, a wide range of values for \( V_{DD} \) and \( \Gamma \) for different atom pairs. As a result, a monotonic increase and eventual saturation, but no Rabi oscillations, are actually observed in the 33s population measured as a function of the interaction time, \( \tau \). Accordingly, for sufficiently long \( \tau \), one might expect the ensemble to exhibit a Lorentzian population transfer line shape (see Fig. 4.4) that is approximately equal to the time-averaged value of \( P_0 \) for a single atom pair

\[
P = \frac{1}{2} \chi^2 = \frac{2V_{DD}^2}{\delta^2 + 4V_{DD}^2},
\]

(4.3)

with the values of \( \chi \) and \( V_{DD} \) computed using \( R \simeq (2\pi \rho)^{-1/3} \), the most probable nearest-neighbor separation in the ensemble. Assuming only nearest-neighbor interactions, this approximation correctly predicts the FWHM of the resonance, \( \Delta \), but it is a poor representation of the line shape overall.

To properly account for the variation in atom separations throughout the excitation volume, we integrate Eq. 4.3 over all \( R \), weighting the contribution from each \( R \) by the
Figure 4.4: Comparison of the cusp (solid line) and Lorentzian (dashed line) line shapes expected for ensembles with random [see Eq. 4.5] and uniform [see Eq. 4.3] atom separation, respectively. The Lorentzian profile assumes the most probable value of $R$ at the Rydberg density used to compute the cusp. Note the cusp’s broad, large amplitude wings and relatively narrow central peak.
nearest-neighbor distribution for a random ensemble \[137\]

\[ P(R) = 4\pi \rho R^2 e^{-\frac{1}{3}\pi \rho R^3}. \] (4.4)

The line shape resulting from the integration can be expressed in terms of standard functions as

\[ P = \frac{1}{2} a \left\{ Ci(a) \sin a + \left[ \frac{\pi}{2} - Si(a) \right] \cos a \right\} \] (4.5)

where \( a = 16\pi \rho \mu_A \mu_B / (3\sqrt{3} \delta) \), \( Si(x) = \int_0^x \frac{\sin u}{u} du \) is the sine integral, \( Ci(x) = \gamma + \ln x + \int_0^x \frac{\cos u - 1}{u} du \) is the cosine integral, and \( \gamma \approx 0.577216 \) is Euler’s constant \[138\]. As shown in Fig. 4.4, the line shape takes the form of a cusp which has a narrower central peak and significantly broader wings as compared to the Lorentzian profile computed at the same Rydberg density, but using a uniform atom separation equal to the most probable value of \( R \). It is worth noting, however, that the FWHM of the two line shapes

\[ \Delta \approx 16\pi \mu_A \mu_B / \sqrt{3} \] (4.6)

are identical, and as expected, are directly proportional to the Rydberg density. For the \( 32p32p \leftrightarrow 32s33s \) resonance, we compute \( \mu_A = \langle 32s | r | 32p \rangle = 964 \) and \( \mu_B = \langle 33s | r | 32p \rangle = 941 \), giving \( \Delta = 26 \text{ MHz} \) for \( \rho = 1 \times 10^9 \text{ cm}^{-3} \).

In Fig. 4.1, the solid curves drawn through the data collected at \( \rho = 1 \times 10^9 \) and \( \rho = 3 \times 10^9 \text{ cm}^{-3} \) are fits of Eq. 4.5 to those line shapes. The fits capture the primary features of the observed profiles when the weaker satellite resonances (sidebands due to the oscillations in the tuning pulse) in the data are ignored. At these densities, the "natural" width
due to the DD interaction is the dominant contributor to the line shape, and inhomogeneous broadening due to the spatial variation in the offset field has a negligible effect. The broad wings of the line shapes distinguish them from the Lorentizans expected for an ensemble with well-defined atom separation. Conversely, for $\rho = 2 \times 10^8 \text{ cm}^{-3}$, the natural width is less than the inhomogeneous width. As a result, in convolution, the measured profile is well represented by a Gaussian with negligible wings far from resonance.

The dashed curves in Fig. 4.2 are the FWHM of simulated profiles constructed by convoluting the cusp of Eq. 4.5, whose natural width increases proportionally to the Rydberg density, with a fixed-width (15 MHz) Gaussian. The Gaussian is included to model the effects of inhomogeneous broadening associated with the spatial variation in the applied electric field, and its FWHM is chosen to be in accord with the resonance widths measured at the lowest densities. In the following, we argue that the principal source of the observed inhomogeneous broadening is the gradient in the offset field produced by the MCP (as noted in Chapter 3).

As noted previously, the variation in the rod field over the interaction region is only 0.47%, leading to a variation in $\delta$ of approximately 1 MHz for tuning fields near the resonance condition. While there is a magnetic field gradient in the interaction region due to the MOT coils, the variation in $\delta$ due to Zeeman shifts is also $\sim 1$ MHz. Both of these inhomogeneities are essentially negligible when taken in quadrature with the other sources of broadening that lead to the combined 15 MHz inhomogeneous width observed at very low density. Given the detuning slope of 170 MHz/(V/cm) near resonance, an offset field variation of 0.085 V/cm accounts for the 15 MHz minimum width. Interestingly, a very similar offset field variation, 0.081 V/cm, when taken in quadrature with magnetic field inhomogeneity, also explains the
4.2 MHz minimum width observed in independent measurements of the $25s33s \leftrightarrow 24p34p$ resonance, using the same apparatus and experimental geometry [36]. The latter resonance has considerably different tuning properties, including a detuning slope of 51 MHz/(V/cm) and resonant field of 3.4 V/cm, making it highly unlikely that the agreement between the two field variation determinations is coincidental.

Fig. 4.2 shows two simulated line widths. The lower dashed line represents the natural line widths predicted by Eq. 4.6 for the cusps used in the simulations. The upper dashed line is the calculated width assuming double the natural line widths predicted by Eq. 4.6. Fig. 4.2 show that we have a good agreement between our calculation and measurements for $\tau \leq 1 \mu s$. For longer pulses, we observe a broadening of a factor of 2 beyond the two-body stationary model. One possible source of discrepancies between the measurements and the simulated widths could be uncertainty in the measured Rydberg density. However, the measurements made at short times agree well with the model and the density only has a 30% uncertainty with a relative uncertainty of less than 30%. This makes it unlikely to be a major contributor to the broadening observed at longer times. We must consider two other possible broadening sources: beyond nearest-neighbor interactions and atom motion.

Historically, beyond nearest-neighbor interactions were considered the primary contributor to broadening in dipole-dipole resonance line shapes. The first studies of RET in a cold Rydberg gas [10, 11] reported measured widths that were much (up to two orders of magnitude) broader than expected for isolated pairs of atoms. It was suggested that rapid diffusion of the population, away from an interacting nearest-neighbor pair to other nearby atoms, rapidly occurred via exchange or "hopping" interactions of the form $|P\rangle |S\rangle \rightarrow |S\rangle |P\rangle$. Subsequent experiments verified the excitation diffusion process [13, 15] in the absence of
other strong interactions. However, more detailed simulations [9, 24] of tunable, resonant population transfer in a many-atom system showed that the primary DD coupling between nearest neighbors could suppress the diffusion process. As a result, the inclusion of exchange interactions resulted in only a modest ($\sim 50\%$ [9]) increase in the resonance width. According to [9], the characteristic time for diffusion is $t_c = (1/10)(1/V)$ where $V = \mu^2 n$, $\mu$ is the transition matrix element for the diffusion interaction, and $n$ is the average density of the gas. This gives $t_c \approx 10$ ns for both the $32p32s \leftrightarrow 32s32p$ and $32p33s \leftrightarrow 33s32p$ diffusion interactions. With interactions times $\tau \gg t_c$, we do not expect broadening due to diffusion to grow with interaction time, though the total population measured in the $|S\rangle$ states may grow. Since broadening from the diffusion process does not grow with increased interaction time, it does not explain the tuning pulse length dependent broadening and is not likely a contributor to the measured broadening.

Our final source of broadening to examine is relative atom motion, which is neglected in our model. For $\rho = 2 \times 10^9$ cm$^{-3}$, the most probable atom separation is $R \sim 4 \mu$m and the rms relative velocity between two $70 \mu$K atoms is $v_{rms} = 0.2 \mu$m/$\mu$s. Depending on the direction of relative motion, in a $\tau = 15 \mu$s interval, the separation between typical nearest neighbors changes by $15\%$ to $75\%$. In comparison to shorter interaction times, $\tau = 200$ ns ($1 \mu$s), the separation between typical nearest neighbors changes by $0.2\%$ ($1\%$) to $1\%$ ($5\%$). For a simple, qualitative example of how atom motion might broaden the line shapes, let us assume that we have a cloud of atoms in a random distribution as described in Eq. 4.4. Close to the dipole-dipole resonance, all or most of the atoms are at separations that allow for participation in the RET interaction. In the wings of the resonance, only close together atoms will undergo the RET interaction. Thus, at longer time scales, there
is a greater chance for atoms that were originally far apart and unable to interact to move closer together and undergo the RET interaction, leading to broader line shapes for longer interaction times. At short interaction times, the atoms are essentially frozen and only interact with their nearest neighbor at the beginning of the interaction time. As shown in Fig. 4.2, the $\tau = 15\, \mu s$ data falls approximately a factor of 2 above the simulated widths from Eq. 4.6. Clearly, there is a time-dependent broadening effect that is most likely attributable to atomic motion.

The broadening attributed to atomic motion could be further clarified by varying the temperature of the MOT and measuring the resonance line shape widths at a fixed interaction time. If the temperature of the MOT can be increased, the increased motion at shorter interaction times should lead to a broadening in the widths. If the temperature of the MOT can be decreased, by evaporative cooling processes for example, the decreased motion at longer interaction times should lead to a reduction in the widths. Measurements made by Mary Kutteruf show that the MOT temperature is quite independent of the atom density and trap/re-pump laser power [5], making it difficult to adjust the temperature of the MOT and maintain the same density for comparison.

### 4.5 Conclusion

We have measured, as a function of atom density, the line shapes associated with $32p_{3/2}32p_{3/2} \rightarrow 32s33s$ resonant population transfer in a cold Rb Rydberg gas. The line shapes are cusplike at high density, reflecting the random nearest-neighbor separation in the MOT, and are well reproduced by a closed form expression based on a two-body interaction
model. The resonance widths agree with the model with shorter tuning pulse lengths, \( \tau = 200 \text{ ns} \) and \( 1 \mu\text{s} \), overlapping well with the model and with longer tuning pulse lengths, \( \tau = 15 \mu\text{s} \), agreeing up to a factor of 2, confirming that beyond nearest-neighbor processes such as excitation diffusion do not influence the population transfer rate to the degree previously indicated. Rather, atom motion appears to be the primary contributor to the line shape broadening at larger interaction times. At a low density the change in the line shape from a cusp to Gaussian form allows us to characterize the electric field inhomogeneity in the interaction region. In the future, similar resonance line shape analyses may make it possible to distinguish random from uniform atom distributions, perhaps providing a method to visualize changes in the position correlation function with the application of controlled DD forces between atoms (as proposed in [22] and explored in Chapter 5).
Chapter 5

Towards Controlling Minimum Atom Separation in a Cold Gas

5.1 Introduction

Dipole-dipole (DD) interactions between Rydberg atoms can be strong at large distances due to the $n^2$ scaling of the dipole moment. In the previous chapters, we examined how DD interactions can shift the energies of the electronic states of atoms (Chapter 3) and we examined how dipole-dipole mediated resonant energy transfer (RET) can change the wavefunction character of pairs of Rydberg atoms as a function of an applied electric field (Chapter 4). As part of the discussion of RET line shapes in Chapter 4 we examined the effect that nearest-neighbor interactions, atomic motion, and atomic density have on the transfer of population between, and energy of, atoms in our MOT. We are interested in exploring control over the center of mass motion of atoms in a Rydberg-dressed dipole-
dipole coupled system. Specifically, we examine systems where DD interactions might allow us to set a minimum separation between atoms in the MOT, perhaps resulting in longer range order.

Work on laser trapping and cooling over the past few decades has given us many new experimental techniques. Among these techniques is Rydberg dressing, where optical excitation mixes Rydberg character into the ground state of some atomic system [139]. In 2007, Wall et al. proposed a method for using Rydberg dressing to control the minimum separation between nearest-neighbor atoms in a cold ensemble [22]. Since that time, many other groups have explored the concept of Rydberg dressing for various applications. For example, Rydberg dressing has been used to study strongly correlated phases with reduced decoherence [140], quantum magnetism and topological ordering [109], excitation dynamics [141], the coherent migration of electronic excitation [142], and the creation of a single-photon transistor [38]. Many of these experiments exploit the strong long-range interactions between Rydberg atoms while also benefiting from enhanced life times due to only a small fraction of Rydberg character being mixed into the ground state.

In this chapter, we make a first attempt to implement the proposal [22] to use Rydberg dressing to manipulate atom separations in a MOT. Due to their strong long-range interactions, Rydberg atoms can exert mechanical forces on one another. As two Rydberg atoms come together or move apart, the $R$-dependent DD interaction results in a change in the electronic energy of the atoms. Any gain (loss) in electronic energy is accompanied by a subsequent loss (gain) in the center-of-mass motion of the atoms in the pair.

Figures 5.1 and 5.2 show a possible simple model system for controlling atom motion with DD interactions. More complete models are considered by Wall et al. and in Section
5.4. Let us assume that we have cold $^{85}$Rb atoms in a MOT that uses the $5s_{1/2} \leftrightarrow 5p_{3/2}$ trapping cycle described in Section 2.2. Atom pairs are illuminated by a "control" laser with detuning $\Delta$ to the blue (i.e. higher frequency) of the Stark-shifted single-atom $5p_{3/2} \rightarrow 32p_{3/2}$ Rydberg transition. Figure 5.1(a) shows the energies of the control-laser-dressed states, as a function of atom pair separation $R$, for 0 control-laser intensity and coupling. The zero-energy point is defined as the upper, solid, horizontal line corresponding to the $5p_{3/2}5p_{3/2}$ trap state. The other solid horizontal line corresponds to the singly-excited Rydberg state (either $5p_{3/2}32p_{3/2}$ or $32p_{3/2}5p_{3/2}$). The two repelling curves correspond to doubly-excited Rydberg states with a $\sim R^{-3}$ dependent DD interaction. The dashed horizontal line gives the energy of the doubly-excited Rydberg state for atoms at infinite separation. The DD interaction we consider is the same as in Chapter 4, the resonant $32p_{3/2}32p_{3/2} \leftrightarrow 32s33s$ DD reaction. With the application of a small electric field, this reaction can be brought into resonance, with $2E_{32p_{3/2}} - (E_{32s} + E_{33s}) = 0$. As in Chapter 4, the pair-state basis includes numerous states with azimuthal quantum numbers $m$ for the individual atoms and different values of total electronic angular momentum and its projection on the internuclear axis. However, if we ignore spin, the problem reduces down to an equivalent two-level system with a DD interaction potential of $V_{DD} \sim \frac{\mu_A \mu_B}{R^3}$ where $\mu_A = \langle 32p_{3/2} \mid r \mid 32s \rangle$ and $\mu_B = \langle 32p_{3/2} \mid r \mid 33s \rangle$ are dipole transition matrix elements and $R$ is the separation between pairs of atoms [5, 134]. For 0 control laser intensity or coupling, the doubly-excited Rydberg state energy curves cross with that of the singly-excited Rydberg state and trap state energies. For the case of a laser coupling with a single-atom Rabi frequency $\Omega$, these crossings become avoided crossings (see Figure 5.1(b)).

Consider the upper dressed state which has no change in energy at large separations
Figure 5.1: Energy of a laser dressed, DD resonant, atom pair with control laser detuning $\Delta = 30$ MHz and single-atom Rabi frequency (a) $\Omega = 0$ MHz and (b) $\Omega = 19$ MHz. In (a), $W_{1,N+2}$ is the energy of the $5p_3/2\bar{5}p_3/2$ trap state pair plus two blue-detuned photons. $W_{2,N+1}$ is the energy of the singly-excited Rydberg state, $5p_3/2\bar{3}2p_3/2$ or $32p_3/2\bar{5}p_3/2$ plus one blue-detuned photon. $W_{3,N}$ and $W_{4,N}$ are the doubly-excited Rydberg states, $32p_3/2\bar{3}2p_3/2 + 32s\bar{3}3s$ and $32p_3/2\bar{3}2p_3/2 - 32s\bar{3}3s$, respectively, with no additional photons. The energy $W_{1,N+2}$ is defined as 0. The dashed horizontal line is the energy of the doubly-excited Rydberg state for atoms with infinite separation. In (b), the energies have developed laser-induced avoided crossings where the doubly-excited Rydberg state energy with dipole-dipole interaction crosses with the other energy levels. The remaining flat energy level is the $5p_3/2\bar{3}2p_3/2 - 32p_3/2\bar{5}p_3/2$ "dark" state that does not couple to the rest of the system. See Figure 5.2 for the composition of the states with laser interaction shown in (b).
Figure 5.2: Energy of a laser dressed, DD resonant, atom pair for control laser detuning $\Delta = 30$ MHz and Rabi frequency $\Omega = 19$ MHz, which allows for an adiabatic transition. The dashed lines are the energy levels as shown in Figure 5.1(b). The colors in each panel show the probability for the atom pairs to be in state (a) $5p5p$, (b) $5p32p + 32p5p$, (c) $32p32p + 32s33s$, and (d) $32p32p - 32s33s$. The $5p32p - 32p5p$ state probability is not shown as it does not interact with the other states and resides entirely in the straight, horizontal dashed line.
and rises quickly at small separations. With an atom-laser coupling of Rabi frequency $\Omega$, atom pairs on the upper energy curve are a separation-dependent mixture of the states $5p_{3/2}5p_{3/2}$, $5p_{32}32p_{3/2} + 32p_{3/2}5p_{3/2}$, $5p_{32}32p_{3/2} - 32p_{3/2}5p_{3/2}$, $32p_{3/2}32p_{3/2} + 32s33s$, and $32p_{3/2}32p_{3/2} - 32s33s$. Figure 5.2 gives the calculated probabilities for the atom pairs to be in a particular state as a function of separation. For the upper curve, atoms at large separations are mostly in the $5p_{3/2}5p_{3/2}$ trap state with a small portion in the singly-excited Rydberg state $5p_{3/2}32p_{3/2} + 32p_{3/2}5p_{3/2}$. At small separations, the atom pairs are entirely in the doubly-excited Rydberg state $32p_{3/2}32p_{3/2} + 32s33s$. Let us assume we have a pair of atoms each initially in the $5p_{3/2}$ trap state, at a large separation such that they lie on the upper energy curve. If the atoms move closer together, they reach the avoided crossing with the doubly-excited Rydberg state, bringing the two-photon transition into resonance. If the atoms are moving slowly enough, i.e., for sufficiently low temperatures ($\sim 0.2$ m/s for an atom pair at $\sim 70 \mu$K), the atom pair can make an adiabatic transition to the doubly-excited Rydberg state, following the electronic energy curve. As the atom pair gains electronic energy the atoms lose kinetic energy, stop, and begin to move away from one another. As they move apart, they pass back through the avoided crossing, emit a pair of photons, and return to the $5p_{3/2}$ state. The atoms only remain in the Rydberg state for a short time (a few $\mu$s) while they are near one another [22]. The rest of the time, the atoms are cooled by the MOT while in the $5p_{3/2}$ state and will not be transferred to untrapped states via spontaneous emission.

The preceding picture suggests that we have the ability to set the approximate minimum separation between atom pairs based on a transition to a repelling DD curve. The location of the avoided crossing between the $5p_{3/2}$ trap state and the doubly-excited Rydberg state
(the upper avoided crossing), and thus the approximate minimum separation, is set by the detuning of the control laser. The closer $\Delta$ is to 0, the larger the minimum separation will be. The ability of atoms to move up the repelling DD energy curve is dependent on the relative speed of the atom pair, the strength of the DD interaction, and the control laser detuning and coupling strength. The atoms are continuously cooled by the MOT to keep their temperature low enough that they can adiabatically pass through the avoided crossing.

Note that for $^{85}$Rb, interactions of the form $npnp \leftrightarrow nsn's$ are the most convenient, though they do require Stark mixing to allow for excitation from the $5p_{3/2}$ state to the $np$ Rydberg state. While an interaction of the form $nsns \leftrightarrow np'n'p$ would be preferable, such resonant interactions are hard to find due to the relative energy spacing of the $np$ and $ns$ states.

Wall et al. suggested two possible experimental avenues to create this minimum separation control system. First, a control laser with large detuning $\Delta$ could be applied to an existing cold atom cloud. The control laser frequency would then be chirped to smaller detuning. This would create a force that initially pushes only the closest separated atoms apart and then moves to larger separations. The second implementation has the control laser at a fixed detuning $\Delta$ already incident on the interaction region while the MOT is forming. The control laser now acts to prevent atoms from approaching closer than the minimum separation while the MOT forms [22].
5.2 Chirped Frequency Experiment

In this section, we explore methods to control the minimum separation between atoms using a chirped frequency control laser. We describe how to implement the method, the measurements we made, and the complexities inherent to this system. Specifically, we discuss the limitations imposed by the density of the atoms and the tuning of the control laser.

5.2.1 Experimental Procedure

In this experiment, $^{85}$Rb atoms at $\sim$70 $\mu$K in the MOT described in Section 2.2 are Rydberg dressed from the $5p_{3/2}$ trap state to the $32p_{3/2} |m_j| = 3/2$ Rydberg state by a control laser with detuning $\Delta$. The Rydberg dressing, as described in Section 5.1, uses the control laser and the $32p_{3/2} \leftrightarrow 32s33s$ coupling to put the atoms into a state where, at large separations, the atoms are a mixture of mostly $5p5p$ and little to no $5p32p + 32p5p$ pairs (see Figure 5.2(a) and (b)) and, at small separations, the atoms are entirely in the $32p32p + 32s33s$ state (see Figure 5.2(c)). The $32p_{3/2}$ state is accessible from the $5p_{3/2}$ trap state by the application of the electric field that tunes the states to resonance, mixing a small amount of $ns$ and $nd$ character into the $p$-states. The atoms within the MOT are exposed to the control laser with some initial large detuning $\Delta_I$ that is then chirped (frequency shifted) to a smaller target detuning $\Delta_T$. The atoms are then allowed to interact for approximately 0.5 $\mu$s before being detected. State-selective field ionization (SSFI) is used to measure the population in the Rydberg states along with any stray ions that are produced.

To measure the effectiveness of this atom separation control method, we examine both
the Rydberg population and the ion population within the MOT. Ions can be produced within a MOT prior to the application of a field ionization pulse due to collisions between Rydberg atoms [131, 143]. Due to the long times used in these measurements, there are many opportunities for pairs of Rydberg atoms to collide. We can measure the effectiveness of our atom separation control method by examining the ion population relative to the Rydberg population. With no DD interaction, $5p_{3/2}$ atoms with a small, singly-excited Rydberg state character will be able to closely approach one another and, potentially, ionize. With the DD coupling, the $5p_{3/2}$ atoms will approach one another and be reflected at the minimum separation, preventing ionization. Thus, observation of a reduced ion population relative to the Rydberg population, with strong as compared to weak DD coupling, could serve as a signature of atom separation control.

The control laser is a 482 nm continuous wave (cw) laser that is frequency shifted by a double-pass AOM (described in Section 2.1.1) to ensure that the frequency shift does not deflect the laser. After the AOM, the power of the laser is approximately 50 mW. The 482 nm laser is focused down to a spot size of approximately 0.1 mm by a $f = 350$ mm converging lens and is introduced to the MOT using the same geometry employed in the experiments in Chapters 3 and 4. This gives a $5p_{3/2} \rightarrow 32p_{3/2}$ laser-atom coupling with a Rabi frequency of approximately 4 MHz at the laser focus in the MOT. The target detuning $\Delta_T$ of the laser is set using a piezoelectric that adjusts the length of a FPI (see Section 2.3.5). The initial detuning $\Delta_I$ and subsequent chirp of the control laser frequency from the AOM is controlled by shifting the frequency of the RF field produced by the AOM driver. Unfortunately, due to the efficiency of the AOM, we can only shift the frequency of the control laser by $\sim 40$ MHz while maintaining sufficient laser power. All of the
measurements are begun at the initial detuning and the frequency is tuned discretely in steps of $\delta$. There is a 10 ms delay between each step imposed by the speed of the AOM driver computer connection. The results shown in Section 5.2.2 are for a target detuning of $\Delta_T = 30$ MHz, initial detunings $\Delta_I = 30$ MHz, 40 MHz, 50 MHz, 60 MHz, and 70 MHz, and step sizes $\delta = 1$ MHz and 5 MHz. This gives total times spent during the frequency chirp of 400 ms for the largest sweep to 20 ms for the shortest sweep. No frequency chirp occurs for $\Delta_I = 30$ MHz.

Laser excitation was performed at two total electric fields, $F = 12.6$ V/cm and 18.6 V/cm for on-DD resonance and off-DD resonance excitation, respectively. The on-DD resonance case should give the Rydberg dressing as shown in Figure 5.1(b). The off-DD resonance case should prevent the creation of a repelling DD curve and thus result in no atom separation control. All of the fields applied to the interaction region come via voltages applied to the field rods, as described in Chapter 2. At the end of the frequency sweeps, a high-voltage ramp is applied to ionize any Rydberg atoms and accelerate them to a multi-channel plate (MCP) detector. Two main signals, the Rydberg atom population and the ion population, are measured by putting time gates around the signals in the MCP trace and integrating the signals within them (see Figure 5.3). Unlike in Chapters 3 and 4, it is more difficult for us to distinguish between the $32p$ state and the $33s$ state, so we integrate over the total Rydberg signal. An offset field of $2.758 \pm 0.005$ V/cm as described in Chapters 3 and 4 is added to the applied field to produce the total field in the interaction region.
Figure 5.3: A sample field ionization trace for the fixed frequency control laser described in Section 5.3.1 with detuning $\Delta = 15 \text{ MHz}$, MOT formation time $t_{on} = 0.25 \text{ s}$, and an electric field of $F = 18.6 \text{ V/cm}$. The vertical lines on the right show the gate for the Rydberg states and the vertical lines on the left show the gate for the additional ions. The time $t = 0$ is set to the arrival of the field ionization trigger.
Figure 5.4: (a) Total Rydberg signal, (b) ion signal, and (c) MOT fluorescence as a function of initial detuning $\Delta_I$. The target detuning $\Delta_T = 30$ MHz in all cases. The filled circles are for step sizes of 1 MHz and the filled triangles are for step sizes of 5 MHz. The green points are for an applied electric field of 12.6 V/cm (on resonance) and the orange points are for an applied electric field of 18.6 V/cm (off resonance). Detection of the Rydberg atoms and ions was done 2 ms after the end of the frequency sweep (with the control laser still on). The Rydberg and ion signals are both normalized by the MOT fluorescence. No frequency chirp occurs for $\Delta_I = 30$ MHz.
5.2.2 Results and Analysis

The results for the chirped-frequency minimum atom separation control experiment are shown in Figure 5.4. Overall, the Rydberg and ion signals for $\Delta_I = 30 \text{ MHz}$, where no frequency chirp occurs, are larger than for the other initial detunings. Additionally, the Rydberg and ion signals are larger for the off-DD-resonance case while the signals are smaller for the on-DD-resonance case. We expect that, on-DD resonance, the majority of the atoms will be in the $5p_{3/2}$ trap state with some small amount in the singly-excited Rydberg state $5p^3 2p + 32p5p$ (see Figure 5.2) and any ions created by collisions of closely spaced Rydberg excitations will be reduced. For the off-DD resonance case, we expect a larger number of ions due to collisions between Rydberg excitations [131, 143].

The measurements shown in Figure 5.4 show a general reduction in the ion population for on-DD resonance in agreement with our expectations and also shows a reduction in the Rydberg population that we must investigate further. To better interpret our results, we ran tests on the effect of changes in the laser-atom coupling strength as a function of applied electric field. We also studied the effect of laser pulse length on the Rydberg and ion signals as a function of different fixed control laser detunings and applied electric fields.

To determine the source of the differences in signals at different applied electric fields in Figure 5.4, we measured the coupling to the $32p_{3/2}$ state for total electric fields of $F = 12.6 \text{ V/cm}$ (on-resonance) and $18.6 \text{ V/cm}$ (off-resonance). This was done by measuring the total Rydberg excitation as a function of the Rydberg excitation laser power at a fixed detuning $\Delta = 30 \text{ MHz}$ relative to the Stark shifted Rydberg resonance at each total field. The power of the excitation laser was measured with the laser running in a cw mode and the laser was then chopped to a pulse length of $2 \mu s$ by the double-pass AOM described in
Section 5.2.1. The relative coupling was determined by looking at the ratio of the slopes of a linear fit applied to the data (see Figure 5.5). The ratio of the slopes gave $m_{18.6}/m_{12.6} \sim 2$.

Based on Stark calculations, we expect an increased Stark mixing of $ns$ and $nd$ character into the $32p_{3/2}$ state to result in approximately a factor of 2 greater Rydberg signal for an off-DD resonance field of $F = 18.6$ V/cm compared to the on-DD resonance field of 12.6 V/cm. As the field is increased, nearby $ns$ and $nd$ states are more strongly mixed into the $32p_{3/2}$ state, giving a greater coupling of the weakly-mixed $5p_{3/2} \leftrightarrow 32p_{3/2}$ transition.
We observe approximately this behavior in Figure 5.4 for small initial detunings, while we observe a smaller increase in Rydberg population at large detunings. A major difference between the small and large detuning measurements is the increased time that the atoms are exposed to the control laser. To determine the source of the decreased Rydberg and ion populations at off-DD resonance electric fields, we examined the populations as a function of control laser pulse length at fixed detuning.

We examined the effect of control laser pulse length by measuring the Rydberg and ion signals as a function of Rydberg excitation laser pulse length while fixing the detuning $\Delta$ of the excitation laser and the applied electric field. The detuning was adjusted using the piezoelectric of the Fabry-Pérot interferometer and was set to $\Delta = 20$ MHz, 30 MHz, and 40 MHz. The total electric field was set to $F = 12.6$ V/cm (on-DD-resonance), 14.7 V/cm, 18.6 V/cm, and 22.6 V/cm. The laser pulse was created by chopping a pulse of variable length $\tau$ off of the cw control laser. Ionization of the atoms was performed at the end of the laser pulse.

The results from these measurements can be seen in Figures 5.6 and 5.7. In Figure 5.6, the total Rydberg signal shows a peak for times $\tau \leq 0.5$ ms and then drops to a constant value for times $\tau \geq 5$ ms. This drop in the Rydberg and ion populations is consistent with the drop observed in the chirped-frequency measurements at larger detunings. Our measurement of the Rydberg coupling accounts for the factor of approximately 2 increase in the Rydberg population at small initial detuning and the laser pulse length measurement accounts for the decrease in the Rydberg and ion populations at large initial detunings and, thus, longer times. This indicates that no atom separation control has occurred.

We now want to investigate the possible reasons why we are unable to observe atom
Figure 5.6: Total Rydberg signal as a function of Rydberg excitation laser pulse length for detuning $\Delta = (a) 20$ MHz, (b) 30 MHz, and (c) 40 MHz. The different solid lines are for excitation at electric fields of 12.6 V/cm (green), 14.7 V/cm (orange), 18.6 V/cm (purple), and 22.6 V/cm (pink). See Figure 5.7 for total ion signals from the same measurement. The Rydberg signals have been normalized by the MOT fluorescence.
Figure 5.7: Total ion signal as a function of Rydberg excitation laser pulse length for detuning $\Delta = (a)$ 20 MHz, (b) 30 MHz, and (c) 40 MHz. The different solid lines are for excitation at electric fields of 12.6 V/cm (green), 14.7 V/cm (orange), 18.6 V/cm (purple), and 22.6 V/cm (pink). See Figure 5.6 for total Rydberg signals from the same measurement. The ion signals have been normalized by the MOT fluorescence.
separation control. In the laser pulse length measurements described above, we found that as the laser detuning became larger the measurements made at lower field had higher maximum signals compared to the measurements made at high field. For example, in the laser pulse length measurement for a $\Delta$ of 40 MHz shown in Figure 5.6(c) the 12.6 V/cm measurement has the largest Rydberg signal. A similar phenomenon is seen in the ion signal with the peak occurring at times $\tau \approx 2$ ms and also approaching constant values by $\tau = 5$ ms. From this data alone, it is unclear why the on-DD-resonance excitation dominates the Rydberg and ion signals at large $\Delta$. To this end, spectroscopy of the $32p_{3/2} |m_j| = 3/2$ state was performed to search for any spectral features that might be present at the laser detunings and electric fields used.

Spectroscopy is performed by sweeping the frequency of the Rydberg excitation laser using the AOM that also chops the cw laser into a 2 $\mu$s pulse. The frequency is swept around a center point 30 MHz detuned relative to the Stark-shifted $32p_{3/2} |m_j| = 3/2$ Rydberg resonance due to the limited sweeping range of the AOM. The applied electric field is varied to give us the spectroscopy as a function of electric field. A sample of the results from the spectroscopy can be seen in Figure 5.8. In each of these sweeps, the left-most peak is the $32p_{3/2} |m_j| = 3/2$ Rydberg resonance and the right-most peak is a satellite peak that shifts in frequency as a function of electric field. The satellite peak is a feature that we do not expect to see on the high frequency side of the $32p_{3/2} |m_j| = 3/2$ Rydberg resonance and may be responsible for the larger Rydberg resonances observed for the on-DD resonance field laser pulse length measurements.

A map of the $32p_{3/2} |m_j| = 3/2$ Rydberg resonance and satellite peak locations can be seen in Figure 5.9. Figure 5.9 gives a comparison between the peak locations and the
Figure 5.8: Rydberg signal as a function of detuning from the zero-field $32p_{3/2}$ excitation frequency with an applied electric field of (a) 12.4 V/cm, (b) 12.6 V/cm, and (c) 13.0 V/cm. The large peak seen at lower frequencies is the $32p_{3/2} |m_j| = 3/2$ Rydberg state. The small peak seen at higher frequencies is a satellite peak identified as transitions to the $32p_{3/2} |m_j| = 1/2$ Rydberg state from the lower-lying hyperfine levels of the $5p_{3/2}$ trap state.
laser frequencies required to excite the $32p_{3/2} |m_j| = 1/2$ and $3/2$ states from the various hyperfine split $5p_{3/2}$ trap states. Typically, we assume that only the $F = 4$ hyperfine state of $5p_{3/2}$ is populated in the MOT with some small amount entering the $F = 3$ hyperfine state as well. This shows that, in addition to the small population in the $F = 3$ hyperfine state, there is also a small population in the $F = 2$ hyperfine state. The $5p_{3/2} F = 2$ state could be populated due to either off-resonant excitation from the $5s_{1/2} F = 3 \rightarrow 5p_{3/2} F = 4$ trapping transition or off-resonant excitation from the $5s_{1/2} F = 2 \rightarrow 5p_{3/2} F = 3$ re-pumping transition. These populations lead to a direct excitation to the $32p_{3/2} |m_j| = 1/2$ state that is intersecting with the $32p_{3/2} |m_j| = 3/2$ state. By shifting the data -0.5 V/cm, the data lines up reasonably well with the calculated excitation frequencies. This suggests that the additional population observed for the $F = 12.6$ V/cm laser pulse scans in Figures 5.6 and 5.7 is likely due to these additional, field dependent, resonances that occur near $F = 12.6$ V/cm and disappear at higher electric fields.

Our additional measurements show that we expect more Rydberg atoms at higher applied electric fields due to the increased Rydberg coupling. We also showed that there is a change in the Rydberg and ion signals for longer pulse times consistent with our chirped frequency measurement. This helps us conclude that the signal differences we see are unlikely to be due to atom separation control. Additionally, we have measured transitions that appear to the blue (higher frequency) of the $32p_{3/2} |m_j| = 3/2$ Rydberg state. These additional resonances may affect our ability to control atom separation by providing DD interactions that are red-detuned from the additional resonances for smaller blue detuning from the $32p_{3/2} |m_j| = 3/2$ Rydberg state. These red detuned interactions would be attractive and cause the atoms to accelerate towards one another instead of repelling.
Figure 5.9: Detuning from the zero electric field Rydberg excitation laser frequency as a function of applied electric field. The points are the measured excitation frequencies for the large peak (filled circles) and small peak (filled triangles) from Figure 5.8. The lines are calculated excitation frequencies based on a Stark map calculation with the solid lines being excitation to the $32p_{3/2} |m_j| = 1/2$ state and dashed lines being excitation to the $32p_{3/2} |m_j| = 3/2$ state. The colors are for excitation from the $5p_{3/2}$ trap state with hyper-fine state $F = 4$ (black), 3 (blue), 2 (red), and 1 (green). The measured points have been shifted by -0.5 V/cm to better align with the calculation.
Another complication in this experiment is the limitation in how far we can detune the control laser. At $\Delta = 30$ MHz, the avoided crossing in Figure 5.1 is at $r \sim 2.5 \mu m$. The maximum detuning we can reach with our current equipment is a detuning $\Delta = 100$ MHz, which has an avoided crossing at $r \sim 1.7 \mu m$. As can be seen in Figure 5.10, $\sim 12\%$ of the atom pairs are at separations less than or equal to $1.7 \mu m$. This leaves a large number of atoms below the minimum separation. These can result in additional Rydberg excitation and ion formation. Ultimately, this will prevent us from truly controlling the minimum atom separation. To get all of the atoms in a state that would allow for optimum minimum separation control, the detuning of the laser would need to be at least $\Delta \geq 500$ MHz up to $\Delta \sim 5$ GHz for a minimum separation $r_{\text{min}} \sim 1 \mu m$ and $0.5 \mu m$, respectively. These detunings are currently inaccessible by our equipment. Additionally, those large detunings may put the atoms in contact with additional resonances, as seen in Figure 5.9, that could shut off the atom control interaction.

### 5.3 Fixed Frequency Experiment

In this section we describe attempts to control the minimum separation of atoms using a fixed-frequency control laser. We discuss our implementation of the method, the measurements made using this technique, and possible future experiments.

#### 5.3.1 Experimental Procedure

For this experiment, $^{85}\text{Rb}$ atoms in the $5p_{3/2}$ trap state at $\sim 70 \mu K$ in a MOT are Rydberg dressed with the $32p_{3/2} |m_j| = 3/2$ state under the same conditions as in Section 5.2.1 with
Figure 5.10: Nearest-neighbor probability distribution for a nominal density of $6 \times 10^9$ cm$^{-3}$. The shaded sections are for separations of less than 1 $\mu$m (furthest left and shaded red), 1.7 $\mu$m (center and shaded blue), and 2.5 $\mu$m (furthest right and shaded green). 2.7% of the atoms are in the red section, 12% are in the red and blue sections, and 33% are in all of the shaded sections.

the following changes. The re-pump laser is first turned off, allowing the MOT to dissipate. While the re-pump laser is turned off, the area where the MOT forms is then exposed to a control laser with a fixed detuning $\Delta$. The re-pump is switched on and the MOT is allowed to reform for a time $\tau$ while being illuminated by the control laser. State-selective field ionization (SSFI) is used to measure the population in the Rydberg state along with any indirectly produced ions. The control laser is a 482 nm cw laser that is chopped by a double-pass AOM with a power of 50 mW after the AOM. The 482 nm laser is focused down to a spot size of approximately 0.1 mm by a $f = 350$ mm converging lens and is introduced
to the MOT using the same geometry as the experiments in Chapters 3 and 4. This gives a $5p_{3/2} \rightarrow 32p_{3/2}$ laser-atom coupling with a Rabi frequency of approximately 4 MHz at the laser focus in the MOT. The detuning $\Delta$ of the control laser is set using a piezoelectric that adjusts the length of a FPI (see Section 2.3.5). The results shown in Section 5.3.2 are for control laser detuning $\Delta = 15$ MHz, $30$ MHz, and $40$ MHz relative to the Stark-shifted $5p_{3/2} \rightarrow 32p_{3/2} |m_j| = 3/2$ Rydberg transition.

The re-pump laser is switched using an AOM in a single-pass configuration. When switched, the re-pump laser light is removed from the chamber. With the re-pump laser light removed, the MOT takes $\sim$1 s to dissipate. This is measured by illuminating the MOT with an on-resonance, 482 nm, 3 $\mu$s long laser pulse for a variable time $t_{off}$ after the re-pump is switched and measuring the resulting Rydberg population. Figure 5.11 shows the results of measurements where the Rydberg population is measured out to turn-off times of $t_{off} = 1.5$ s. The long amount of time for MOT dissipation is likely due to some small leakage of the re-pump laser light through the AOM.

The measurement of the MOT dissipation time was further confirmed by measuring how long it takes for the MOT to turn back on. If the MOT has not fully dissipated, Rydberg population is observed immediately after re-establishing the re-pump, indicative of an already present atom cloud. The MOT turn-on time was measured by exciting $32p_{3/2}$ Rydberg states with a 3 $\mu$s, 482 nm pulse a time $t_{on}$ after the re-pump was switched into the chamber, giving $\sim$2 s for the MOT to refill. For these measurements, and the subsequent fixed-frequency control laser measurements, the re-pump was turned off for $t_{off} = 1$ s prior to the introduction of the Rydberg excitation laser or control laser. We examined the atom separation control effects for times $t_{on} = 50$ ms, 100 ms, 150 ms, 200 ms, and 250 ms
where the MOT has begun to fill and is reaching \( \sim 50\% \) capacity.

As in Section 5.2.1, laser excitation was performed at two electric fields, \( F = 12.6 \) V/cm and 18.6 V/cm for on-DD resonance and off-DD resonance excitation, respectively. The total electric field \( F \) is the sum of the electric field applied to the rods and the offset field of \( 2.758 \pm 0.005 \) V/cm as described in Chapters 3 and 4. Rydberg atom population and indirectly produced ions are accelerated towards the MCP detector by the application of a field ionization pulse. For these measurements, the time-dependent current from the MCP is recorded directly and saved for additional signal processing.

The output from the MCP is measured on an oscilloscope and recorded using the LabVIEW program described in Section 2.4.1. Field ionization traces from the oscilloscope are recorded for each shot of the laser. Fourier filtering is performed on the field ionization (FI) traces after data collection using the signal package [94] to remove background
oscillations. Figure 5.3 shows a sample FI trace after Fourier filtering with $\Delta = 15$ MHz, $t_{on} = 0.25$ s, and $F = 18.6$ V/cm. FI trace gates are set such that integration occurs around the peaks representing the Rydberg population (rightmost vertical lines in Figure 5.3), the ion population (leftmost vertical lines in Figure 5.3), and the total measured excitation (the sum of both gates). The non-Rydberg, indirect ion population measured here is attributed to collisions between Rydberg atoms as described in Section 5.2.1. The results from integrating the Rydberg FI gate and the indirect ion population gate are divided by the total ion yield for normalization.

5.3.2 Results and Analysis

Figures 5.12, 5.13, and 5.14 show the normalized Rydberg and ion populations from the fixed-frequency, atom separation control measurements for $\Delta = 15$ MHz, 30 MHz, and 40 MHz, respectively. As with the chirped frequency measurements, we expect that if the on-DD resonance conditions limit the minimum separation between atoms, then, relative to the off-resonance condition, a decrease in the ion population relative to the Rydberg population should be observed. Off-DD resonance, we expect to get more ions due to interactions between closely spaced Rydberg atoms.

Figure 5.12 shows Rydberg and ion population detected in approximately equal proportion for both on- and off-DD resonant fields. This implies no atom separation control. This is expected for a detuning of $\Delta = 15$ MHz due to direct excitation to the $32p_{3/2} |m_j| = 3/2$ state from the energetically broad $5p_{3/2}$ trap state. Figures 5.13 and 5.14 show a decrease in the Rydberg population and an increase in the ion population at low $t_{on}$ for the on-resonances vs. off-resonance case with $\Delta = 30$ MHz and 40 MHz. This indicates some
Figure 5.12: (a) Normalized Rydberg population and (b) normalized ion population for a control laser detuning $\Delta = 15$ MHz. Measurements were made at electric fields of $F = 12.6$ V/cm (green points) and 18.6 V/cm (orange points). Both Rydberg and ion populations were normalized by dividing by the total ion yield (sum of the Rydberg and ion populations).

While we might hope to see some signature of atom separation control at $\Delta = 30$ MHz and 40 MHz, the control laser Rabi frequency used for both the chirped-frequency control laser and the fixed-frequency control laser is likely not high enough to make the atom separation control interaction purely adiabatic. We can estimate the probability that the atoms traverse the avoided crossing adiabatically by

$$P_{adiabatic} = 1 - \exp \left[ - \frac{\pi \Omega^4 (C/2)^{1/3}}{24 \Delta^{10/3} v} \right]$$  \hspace{1cm} (5.1)
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Figure 5.13: (a) Normalized Rydberg population and (b) normalized ion population for a control laser detuning $\Delta = 30$ MHz. Measurements were made at electric fields of $F = 12.6$ V/cm (green points) and 18.6 V/cm (orange points). Both Rydberg and ion populations were normalized by dividing by the total ion yield (sum of the Rydberg and ion populations).
Figure 5.14: (a) Normalized Rydberg population and (b) normalized ion population for a control laser detuning $\Delta = 40$ MHz. Measurements were made at electric fields of $F = 12.6$ V/cm (green points) and 18.6 V/cm (orange points). Both Rydberg and ion populations were normalized by dividing by the total ion yield (sum of the Rydberg and ion populations).
where \( C = \frac{2}{\sqrt{3}} \mu_A \mu_B \) and \( v \) is the relative speed of the atoms [22]. Figure 5.15 shows \( P_{\text{adiabatic}} \) as a function of the Rabi frequency of the control laser for a few typical detunings and a typical relative velocity of atoms in the MOT of \( v = 0.22 \text{ m/s (\sim 70 \mu K)} \). Obtaining \( \sim 100\% \) adiabatic transfer would require a Rabi frequency of \( \Omega \sim 15 \text{ MHz} \) for detunings of 30 or 40 MHz. These higher Rabi frequencies are needed at large detuning due to the increasing steepness of the Rydberg-Rydberg curve with decreasing \( R \). Due to the limitations of the laser equipment and focusing used in these experiments, we achieved a maximum Rabi frequency of \( \Omega \sim 4 \text{ MHz} \). As can be seen in Figure 5.15, this Rabi frequency is clearly not in the purely adiabatic crossing regime at larger detunings.

5.4 Model Improvements

Our model for controlling the minimum separation of atoms is a simple one that neglects four important factors: the \( 5s_{1/2} \) ground state of \(^{85}\text{Rb} \), spontaneous decay from the \( 5p_{3/2} \) trap state to the \( 5s_{1/2} \) ground state, the natural energy width of the \( 5p_{3/2} \) trap state, and the orientation of atom pairs relative to the laser polarization. As such, we must consider these factors if we hope to observe minimum atom separation control.

First, let us include the \( 5s_{1/2} \) state in our model. Adding the \( 5s_{1/2} \) state gives us three new pair states, \( 5s_{1/2}5s_{1/2} \), \( 5s_{1/2}5p_{3/2} \), and \( 5p_{3/2}5s_{1/2} \), that we must include in our laser-dressed atom pair calculation. The \( 5p_{3/2} \) state is detuned from the \( 5s_{1/2} \rightarrow 5p_{3/2} \) transition by \( \Delta_1 \) and is laser-coupled to the \( 5s_{1/2} \) state with a single-atom Rabi frequency \( \Omega_1 \). Figure 5.16(a) shows the energy levels of this new system, as a function of atom pair separation, for a trap laser with red detuning \( \Delta_1 = 20 \text{ MHz} \) and single-atom Rabi frequency \( \Omega_1 = 16 \text{ MHz} \) for
Figure 5.15: Adiabatic crossing probability as a function of Rabi Frequency $\Omega$ for control laser detunings $\Delta$ of (a) 10 MHz, (b) 15 MHz, (c) 20 MHz, (d) 30 MHz, and (e) 40 MHz. The adiabatic crossing probability is given in Equation 5.1. The dotted vertical line is a reference for the control laser Rabi frequency used in the experiments, approximately 4 MHz.
the laser-atom coupling between the $5s_{1/2}$ and $5p_{3/2}$ states. For this calculation, we assume a fixed blue detuning $\Delta_2 = 30$ MHz from the Stark-shifted $5p_{3/2} \rightarrow 32p_{3/2}$ transition and a single-atom Rabi frequency $\Omega_2 = 22$ MHz for the laser-atom coupling between the $5p_{3/2}$ and $32p_{3/2}$ states.

Figure 5.16(b) - (f) shows that atoms primarily in the $5s5p + 5p5s$, $5p5p$, and $5p32p + 32p5p$ states should adiabatically transition to the repelling $32p32p + 32s33s$ Rydberg state. For atom temperatures of $\sim 70$ $\mu$K, the atoms will have a kinetic energy equivalent to $\sim 2$ MHz. At these temperatures, atoms in states with some $5p$ character should be stopped by the DD interaction due to the steep slope. Atoms in the bottom energy level with mostly $5s5s$ character are less likely to make the adiabatic transition due to the reduced coupling to the repelling $32p32p + 32s33s$ Rydberg state. If the adiabatic transition occurs, then the energy shift of the repelling Rydberg state should be enough to stop those atoms as well. Overall, a less well-defined minimum atom separation is expected as the atoms on different energy levels make adiabatic transitions at different separations. While the separation may not be well defined and not all of the atoms may be stopped, we still might expect enough atoms to be affected to alter the atom correlation function, reducing the number of atom pairs with very small separations.

Second, let us consider spontaneous decay from the $5p_{3/2}$ trap state to the $5s_{1/2}$ ground state. Atoms traversing the avoided crossings in states that contain $5p_{3/2}$ character could decay during the crossing. If those atoms are cycled back into the $5p_{3/2}$ state, the atoms would have some probability of being in either state that makes up the avoided crossing. Atoms on the lower state of the avoided crossing would have nothing preventing them from approaching closer than the minimum separation. Atom pairs traverse the highest avoided
Figure 5.16: Energy of the laser dressed, DD resonant, atom pair for a model including the 5s ground state. The calculation was done using a trap laser detuning $\Delta_1 = 20$ MHz and single-atom Rabi frequency $\Omega_1 = 16$ MHz and a control laser detuning $\Delta_2 = 30$ MHz and single-atom Rabi frequency $\Omega_2 = 22$ MHz. The energy levels are shown in the solid lines in (a). (b) - (f) shows the energy levels in the dashed lines with the color giving the probability for the atom pairs to be in the state (b) 5s5s, (c) 5s5p + 5p5s, (d) 5p5p, (e) 5p32p + 32p5p, (f) 32p32p + 32s33s. The repelling Rydberg-Rydberg state 32p32p − 32s33s, along with the non-interacting, "dark", states 5s5p − 5p5s and 5p32p − 32p5p are not shown.
crossing in $\sim 1$ $\mu$s, giving the atoms many opportunities to spontaneously decay with a $5p_{3/2}$ lifetime of approximately 26 ns. Even with these losses, there may be enough atoms repelling at the minimum separation to create an observable effect. Accurately treating the effect of spontaneous emission would require a quantum Monte Carlo simulation or density matrix calculation that is beyond the work presented in this dissertation.

Third, let us consider the natural energy width of the $5p_{3/2}$ trap state and examine the uppermost avoided crossing from Figure 5.16. Due to the natural energy width of the $5p_{3/2}$ state, atoms with $5p_{3/2}$ character can pass through the avoided crossing without making the transition to the repelling Rydberg curve for small laser-atom couplings. By making the avoided crossing gap larger than the natural energy width of the $5p_{3/2}$ state, we can ensure that there is no overlap between the states on either side of the avoided crossing. With an avoided crossing gap of $\sqrt{2}\Omega^2/(4\Delta)$ [22], we would need a Rabi frequency of $\sim 21$ MHz at a typical detuning of 30 MHz. Figure 5.17 shows a rough calculation of the laser-dressed energies as shown in Figure 5.16, but with a single-atom Rabi frequency $\Omega$ of 22 MHz and including a natural width for the $5p_{3/2}$ trap state. This calculation was done by diagonalizing a time-independent Hamiltonian as for Figure 5.16, but adding the complex term $i\Gamma/2$ to all of the diagonal terms with a single atom in the $5p_{3/2}$ state and adding the complex term $i\Gamma$ to the state with both atoms in the $5p_{3/2}$ state, where $\Gamma = 6.0666$ MHz is the natural width of $5p_{3/2}$. In Figure 5.17, the solid black lines are the average energies of each state given by the real component of the diagonalized energies. The gray bars are the width of each state given by $\pm 1/2$ of the imaginary component of the diagonalized energies. A laser-atom coupling of $\Omega = 22$ MHz clearly creates a large enough avoided crossing gap to fully separate the states.
Figure 5.17: Rough model showing the laser dressed, DD resonant, atom pair energies and including the $5s$ ground state and the natural energy width of the $5p_{3/2}$ state. The calculation was done using a trap laser detuning $\Delta_1 = 20$ MHz and single-atom Rabi frequency $\Omega_1 = 16$ MHz and a control laser detuning $\Delta_2 = 30$ MHz and single-atom Rabi frequency $\Omega_2 = 22$ MHz. The bold black lines are the average energies for each state. The gray bars around each line are the energy widths of each state assuming the natural line width for the $5p_{3/2}$ state of 6.0666 MHz [7].

Fourth, we must consider the effect of atom pair orientation, relative to the control laser polarization, on the laser-atom coupling. As discussed by Wall et al., there are possible atom pair orientations that could result in a negligible coupling between the control laser and the atoms [22]. This means that atom pairs with those orientations will be unable to transition to the repelling Rydberg state and can move closer than the minimum separation. Wall et al. suggested a few methods for limiting these non-interacting configurations, including using a restricted geometry, so that atoms only approach one another from angles away from the
non-interacting configurations, and using a different control laser polarization [22]. While neither of these suggestions were implemented in the experiments described in Sections 5.2 and 5.3, we had hoped that a sufficient number of atoms would be oriented such that we could observe some signature of minimum atom separation control.

5.5 Future Steps

To move forward with these methods for minimum atom separation control, some improvements must be made to increase the likelihood of observing a signature of minimum atom separation control. As discussed in Section 5.3.2, the laser-atom coupling was likely not large enough to allow for purely adiabatic transitions to the repelling Rydberg state. To reach the adiabatic atom separation control regime, we must address two primary factors: the control laser detuning and power. Figure 5.15(d) shows that at a detuning of $\Delta = 30 \text{ MHz}$, we would need a Rabi frequency of $\Omega \sim 15 \text{ MHz}$ to enter the purely adiabatic regime. The adiabatic passage requirement and the requirement that the Rabi frequency be at least $\sim 21 \text{ MHz}$ to create a large enough avoided crossing gap means that we will need a laser-atom coupling of at least $\sim 21 \text{ MHz}$. At our current maximum power of $P = 50 \text{ mW}$, we get a laser-atom coupling with a Rabi frequency of $\Omega \sim 4 \text{ MHz}$ for a laser spot size of 0.1 mm using a $f = 350 \text{ mm}$ converging lens. To reach the adiabatic regime would require increasing the intensity of the laser at the focus by a factor of $\sim 28$ since the Rabi frequency scales as the square root of the laser intensity. Doing so by increasing the power of the laser alone would require a laser power of $P \approx 1.4 \text{ W}$, which is well outside the range of our current equipment. Another choice would be to decrease the spot size of the laser at the
focus. This could be done by increasing the size of the laser beam when it hits the focusing lens or by decreasing the focal length of the lens. By increasing the spot size of the laser beam on the 350 mm focusing lens by a factor of 5, the spot size at the focus will decrease by a factor of 5. This gives a factor of 25 increase in the laser intensity at the focus, which should hopefully allow us to reach the purely adiabatic regime.

Another possibility is to lower the detuning of the control laser. Figure 5.15(a) shows that for a detuning $\Delta = 10$ MHz a Rabi Frequency of $\Omega = 7$ MHz should be sufficient to ensure that the interaction is purely adiabatic. Additionally, a lower detuning will give us a much larger minimum separation. With the current excitation scheme, lower detunings are not feasible due to direct excitation of the $32p_{3/2}$ Rydberg state from the broad $5p_{3/2}$ trap state. A lower detuning could be accessed by the introduction of a $\sim 780$ nm laser far detuned from the $5p_{3/2} F = 4$ resonance. Using a two-photon transition to access the $32p_{3/2}$ state, a much lower detuning could be achieved. In addition to the lower net detuning, a two-photon transition would allow us to work with a much smaller avoided crossing gap, as the large detuning from the $5p_{3/2}$ state will reduce the impact of it’s broad energy width. However, this will require an even larger laser intensity due to the smaller Rydberg coupling via the two-photon excitation. Additionally, such a large detuning could put the lasers close to other resonances involving different $5p_{3/2}$ hyperfine components as detailed in Section 5.2.2.

While increasing the control laser intensity should help ensure that the atoms are able to make adiabatic transitions to the repelling Rydberg curve, a large laser intensity alone will not solve all of the complications introduced in the expanded model discussed in Section 5.4. However, it should help to increase our chances of observing any signature of minimum
In addition to the major changes in laser intensity discussed above, the following improvements are recommended to ensure higher quality measurements and are meant as a guide to future students within our lab. Two factors contributing to measurement noise are the control laser frequency stability and the re-pump laser switch stability. Instability in the control laser frequency prevents longer and repeated measurements that could be used to reduce the overall noise in the measurements. This instability appears to primarily come from transient fluctuations in the piezoelectric that controls the cavity length of the Fabry-Pérot interferometer (as described in Section 2.3.5). The long settling time of the piezoelectric causes any sudden changes in the voltage applied to the piezoelectric to cause a drift in the laser frequency. The control laser frequency instability can be reduced with the introduction of a more robust frequency stabilization system.

Intermittent instability in the re-pump laser switch prevents the MOT from fully dissipating, causing the control laser to be introduced with atoms already present. This appears to be due to leakage of the un-switched re-pump laser beam in the AOM switch that arises from small changes in the re-pump laser pointing. This can be improved by expanding and collimating the re-pump laser beam prior to the AOM. For the measurements shown in Figures 5.12, 5.13, and 5.14, the re-pump beam was too small and slightly expanding, causing some parts of the beam to not meet the Bragg condition and thus not be switched by the AOM. By expanding and better collimating the re-pump laser beam, it should be easier to separate the beams and eliminate any leakage from the AOM. Another alternative is to introduce an AOM into the trap laser beam, ensuring the complete dissipation of the MOT by removing the trap laser. The downside to introducing an AOM to the trap laser beam is
a loss of trap laser power that may prevent the formation of the MOT.

## 5.6 Conclusion

Though limitations in control laser power may have prevented us from achieving purely adiabatic atom separation control interactions, we have explored two methods for atom separation control. The chirped-frequency method involved illuminating a fully-loaded MOT with a control laser at larger detuning and chirping it towards the atomic resonance. We determined that the chirped-frequency method is unlikely to achieve measurable atom separation control with our current apparatus due to the large initial detuning and chirping range required to separate closely spaced atoms. The fixed-frequency method involved forming the MOT while it is illuminated with a control laser beam of fixed frequency, preventing the atoms from approaching closer than the minimum separation. We determined that the fixed-frequency method is more likely to achieve atom separation control once the control laser power and detuning limitations have been solved. Additional measurement of the atomic spectrum around the $32p_{3/2}$ Rydberg state and the laser pulse length dependence of the Rydberg and ion populations have given us further information on how to design future experiments to improve the likelihood of achieving atom separation control.
Chapter 6

Summary and Conclusion

Over the last few decades, the study of dipole-dipole interactions in cold Rydberg gases has been rapidly growing. Dipole-dipole interactions offer opportunities to study few- to many-body physics and quantum information. The study of few-body physics is the primary focus of the experiments discussed here.

Chapter 3 described measurements of atomic decay rates in a cold Rydberg gas. We concluded that the lack of superradiant or collective decay can be attributed to strong dipole-dipole interactions causing variations in energy levels across the MOT. Additional measurements showed that the electric field inhomogeneity was small enough to not effect the decay for $s$-state atoms, but were comparable with the dipole-dipole force for $p$-state atoms. Our measurements were consistent with spontaneous emission from, and blackbody redistribution within, isolated atoms, showing no sign of superradiant emission.

In Chapter 4, we described measurements of the line shape of the dipole-dipole mediated resonant energy transfer reaction $32p_{3/2} 32p_{3/2} \leftrightarrow 32s33s$. We observed cusp-like shapes at
high Rydberg atom densities, reflecting the random nearest-neighbor distribution of atoms in the MOT. These are well reproduced by a two-body model. Resonance widths agree with the model for interaction times $\tau < 1 \mu s$ with broadening by a factor of 2 for interaction times of $\tau = 15 \mu s$. We attribute this broadening to atomic motion. We additionally conclude that beyond nearest-neighbor processes do not contribute to line shape broadening at the scale previously thought [10, 11].

In Chapter 5, we explore methods to control the minimum separation of atoms using dipole-dipole forces. This is done by the introduction of a strong, blue-detuned, control laser to the MOT, creating a set of Rydberg dressed states. We first described a method using a chirped-frequency control laser to push atoms at small separations to larger ones over the course of the frequency chirp. This method was deemed ineffective with the current apparatus due to the large detuning of $500 \text{ MHz} \lesssim \Delta \lesssim 5 \text{ GHz}$ required to influence the most closely spaced atoms. The second method described uses a fixed-frequency control laser that prevents atoms from going beyond the minimum separation while the MOT is filled. This method appears to be more promising, though limitations in control laser intensity may be responsible for preventing us from observing atom separation control.

In the future, the decay measurements of Chapter 3 might be expanded by considering states of even lower $n$. The superradiant decay and dipole-dipole dephasing rates are essentially identical up to a geometric factor of $L/\lambda$ in the superradiance rate, where $L$ is the excitation length and is equal to the MOT diameter. As $n$ decreases, $\lambda$ associated with the lowest energy transition also decreases, allowing for superradiant decay to out pace dipole-dipole dephasing. By stepping down in $n$, we expect that we should enter a regime where we observe an enhanced decay rate.
The fixed-frequency atom separation control method described in Chapter 5 can be improved two ways. First, the intensity of the laser will have to be increased by a factor of $\sim 28$ to reach a Rabi frequency allowing for purely adiabatic transitions. Second, a $\sim 780$ nm laser with large detuning from the $5p_{3/2}$ state can be introduced to allow for two-photon excitation to the $32p_{3/2}$ state without any direct excitation of the broad $5p_{3/2}$ state. This method will also require a large intensity in both lasers, but it has the added benefit of allowing for smaller detuning from Rydberg resonance. Lower detuning allows for a larger minimum separation and a lower Rabi frequency required to reach the purely adiabatic transition regime. With a functioning minimum atom separation control method, separation-dependent phenomena, such as the line shapes of DD resonances as described in Chapter 4 and wavepacket coherence transfer via DD interactions [45], might be studied with a more uniform ensemble of atoms.
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