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Abstract: Essays on Local Governments: Finances and Crime

I study local governments under fiscal stress and local elections of partisan politicians. In

the first chapter, I explore municipal pensions. Most U.S. cities have defined-benefit pensions

for their public workers, creating an obligation that exposes sponsoring cities to shortfall risk.

Large funding gaps in recent years have required increased pension payments and generated

fiscal stress for cities. To analyze the effect of “pension pressure”, I assembled a novel dataset

which captures the universe of cities and their pensions in California from 2003 to 2016. I

focus on the changes in city unfunded liability contributions, which are plausibly exogenous

to cities’ year-to-year spending needs. Using a first-differenced empirical specification, I find

that cities primarily target reductions in non-current expenses, specifically capital invest-

ment. I also show that cities cut payrolls and employment. Police employment declines

have accompanying increases and decreases in crime and arrest rates, respectively. These

estimates imply that pension pressure impairs local public service provision.

The second chapter, coauthored with Brett Fischer (California Policy Lab at UC Berke-

ley), considers elected district attorneys (DAs), who have wide discretion in criminal prose-

cution; yet, the extent to which DAs’ politics shape their decision-making remains unclear.

We evaluate the causal impact of DA partisan affiliation on prosecution rates, sentencing

outcomes, and recidivism. Using quasi-random variation in DA partisanship stemming from

close elections, we find that the marginal Democratic DA is 25 percent more likely to dis-

miss criminal cases than Republican counterparts, and 16 percent less likely to incarcerate

defendants. Strikingly, defendants in jurisdictions with Democratic DAs are no more likely

to reappear in a future criminal case, which is consistent with the notion that criminal
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prosecutions have limited deterrence or scarring effects. We find similar patterns using an

alternative matching specification, suggesting our results capture the average effect of pros-

ecutor partisanship. Our findings underscore the extent to which the punitiveness of the

court system depends on the partisanship of local district attorneys.

In the third chapter, I examine the role of state oversight and interventions into local

finances. I look at two cases, California and Ohio, which have different systems and contexts

that allow for different empirical methodologies. Although some previous research suggests

that there are economically large and statistically significant impacts on budgetary outcomes

for local governments, my own analysis indicates that there is not enough evidence to reach

definitive conclusions.

JEL Classifications: H7 K4 R5

Keywords: local government, city budget, pension, crime, district attorney, recidivism,

fiscal monitoring, fiscal stress
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Chapter 1

Pension Pressure: Impact of Public

Pension Fund Liabilities on Cities

1.1 Introduction

In the United States, state and local public workers largely have their retirements secured

by defined benefit (DB) pensions, guaranteeing them an annuity in retirement. Compared

to the private sector where they are uncommon, 83% of full-time state and local workers

participate in a DB pension plan.1 The extent of these plans corresponds to a substantial

obligation for the sponsoring government employers, and ultimately, their taxpayers: the

overall present value of the benefits expected to be paid to these retired public workers is

nearly $6 trillion.2

To meet this obligation, governments and their employees make yearly contributions

to a retirement system, which then invests the contributions. Unlike with other types of

1“National Compensation Survey: Employee Benefits in the United States, March 2018,” Employee
Benefits Survey, U.S. Bureau of Labor Statistics.

2Author’s calculations using the Public Plans Database developed by the Center for Retirement Research
at Boston College. The figure reported is based on the plans’ own actuarial assumptions, including long-term
asset returns and retirement patterns. Other work, such as Novy-Marx and Rauh (2014), argue that the
plans’ should use a discount rate less than their assumed rates of return, which are generally around 7%,
which would increase liabilities substantially.
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plans, such as individual retirement accounts, governments are exposed both to investment

volatility in their largely equity-based portfolios and to the shortfall risk of their invested

contributions inadequately covering liabilities. Middling investment returns in the early

2000s were exacerbated by the Great Recession; in 2009, pensions lost nearly a quarter of

the market value of their assets. This has created persistent asset-liability gaps measured

in hundreds of billions dollars for local governments which are likely to deteriorate further

in any near-term recession or low return investment environment. To shore up their funds,

retirement systems have increased the contributions government employers must make. In

total, state and local governments spent about 4.3% of their total $3.7 trillion expenditures

in 2017 on pension contributions, up from an expenditure share less than half that size in

2002.3 A few cities across the U.S. have even faltered under the resulting fiscal stress, with

places like Stockton, California and Central Falls, Rhode Island filing for bankruptcy in the

early 2010s. Altogether, the “pension pressure” placed on cities forms a large and lasting

challenge to their fiscal health. I provide insight into the local impacts of short-term changes

in pension pressure.

In this paper, I look at how cities accommodate changes in their required retire-

ment contributions to DB pensions by altering their budgets and provision of local public

services. The size of their obligations is driven by a stock of past decisions, rather than

current choices; the onus comes not from new workers, for whom the present value of fu-

ture pension disbursement is quite small, but from obligations to retired and near-retiring

workers. Pension promises to workers are considered inalienable contracts, preventing cities

from addressing pension pressure through a reduction of pension benefits for existing public

employees.4 For existing employees, this means that benefits can only become more gener-

ous, and reforms like higher retirement ages affect only new workers - reforms which are only

long-term solutions rather than short-term relief.5 Cities must resolve this pension pressure

3Author’s calculations using Census of Governments and Annual Survey of Public Pensions.
4This “California Rule” interpretation of DB pension promises is followed by a number of states and has

been established through over 70 years of court cases.
5CalPERS. “Vested Rights of CalPERS Members: Protecting the pension promises made to public em-
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in their budgets now by raising taxes, cutting funding for services, or in rare cases, reneging

on other debts. The choices cities make in response to pension pressure has implications for

who bears the cost, as well as the short-run marginal value placed on different services and

budget items.

I develop a novel data set covering California’s cities from 2003 to 2016. The key

components are city-level pension information derived from yearly actuarial valuation re-

ports for over 1,000 pension plans and uniform financial reports on city budgets compiled

by the state government. I focus on variation in cities’ contributions to cover unfunded

liabilities, which are mandatory payments resulting from funding gaps. I analyze how these

contributions alter city budgets and outcomes using a first differences model capturing year-

to-year changes, and provide estimates of the effects of pension pressure specifically and of

mandatory expenditures more generally. I argue that these are plausibly causally identified

given several key institutional details. First, compared to other portions of their required

contributions, these payments are not based on the current size of the cities’ payrolls. Sec-

ond, the payments cannot be shirked in this sample, which includes only cities which have

their assets managed by a state agency; even during its bankruptcy crisis when it reneged on

other debts, Stockton made its contributions. Third, changes in contributions to unfunded

liabilities stem primarily from pension asset shocks, which are further lagged two years when

translated from actuarial valuation to the payments cities make; these contribution changes

are unlikely to be associated with idiosyncratic changes in local economic conditions and

tax bases. Further, cities do not appear to engage in much smoothing in anticipation of

contribution changes.

In my preferred specification I find that, on average, when the city’s unfunded li-

ability cost – where the unfunded liability cost is the component of pension contributions

that is required and arguably exogenous – increases by one dollar, current expenditures of

California cities go up by $0.43. The cities’ current expenditures consist of their employees’

ployees.” July 2011. Web, accessed 31 Mar. 2019. This work can be found at: Link

https://sper.senate.ca.gov/sites/sper.senate.ca.gov/files/vested-rights_PERS.pdf
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wages and benefits, private contracting, and other miscellaneous expenses. Spending on

retirement reported by cities increases by $0.81, which is partially offset a $0.34 decrease

in wages, suggesting that cities reduce employment, cut salaries, or both. Job cuts are one

part of this response to pension pressure: police employment, which is on average about one

quarter of total city employment, sees a loss of nearly 0.07 jobs per 100,000 city residents

for every dollar increase in pension pressure. Combining this with the average 2005 to 2015

change in UAL cost of 34 and comparing with the average 2005 police employment of 211,

this suggests an average long-term reduction of 2.3 (1.1%) paid police positions per 100,000

residents. If the marginal police officer provides social benefit through crime reduction, as

in Mello (2019), the reduced public safety employment could lead to reductions in residents’

welfare. I find evidence that crime rates rise, and the estimated direct costs of crime increase

by around $0.46 per capita for every dollar increase in the UAL cost.6 Non-current spending,

which includes investment in land, buildings, improvements, and equipment as well as debt

payments, goes down by slightly more than a dollar. Non-current expenses are only partially

funded from current revenues, with the rest funded through future revenues via debt. I find

that cities reduce the level of debt that they hold, suggesting cities are compelled to service

pension debts rather than debts for capital investment. These results are robust across a

range of specifications, including those with untrended and trended city demographic con-

trols, city-level trends, year fixed effects, and population weighting. The results imply that

past public service provision in the form of city worker benefits are weighing on present, and

through reduced capital investment, future public service provision.

The literature has said much on both the size of the pension problem and the political

mechanisms that drive it. In 2009 near the financial crisis’s height, the gap between assets

and liabilities for state-level public pensions in the U.S. was calculated to be $3.23 trillion

when using market discount rates (Novy-Marx and Rauh, 2009). In both recent theory and

empirical work, generous public pensions have been variously linked to public worker union

6To construct a cost-weighted measure of crime, I follow previous work and use $67,794 and $4,064 for
the average weighted direct costs of violent and property crimes as estimated in Autor et al. (2017).
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political clout (Kelley, 2014; Bouton et al., 2020), the ignorance of the median voter to

complex pension issues (Glaeser and Ponzetto, 2014), poor local voter turnout (Trounstine,

2013), institutional constraints on debt and expenditure (Bouton et al., 2020; Glaeser, 2013),

and political competition between parties for valuable union votes (Dippel, 2022; Bagchi,

2019).

However, less is known about the consequences of public worker pensions, especially

their effects on cities.7 At the state level, Shoag (2013) indicates that the investment returns

of state-controlled pension plans significantly affects government spending, generating sec-

ondary effects on income and employment. Through a regression discontinuity design using

the San Diego city boundary, MacKay (2014) finds that negative news about the city pension

decreased housing prices. This paper contributes to the discussion by analyzing how cities

alter spending and employment in response to pension debts.

I also contribute to a more general literature examining fiscal shocks and their effects

on local government budgets. On the expenditure side – where my paper contributes – there

are relatively few papers. Baicker (2004) finds that expensive capital crime trials lead to

increased taxes and some decreases in police spending and investments. Similarly, I find

that pension pressure sees cities reducing police employment and capital investment. On the

revenue side, Shoag et al. (2019) shows that cities react to tax losses from large retail store

closures by reducing police and administrative spending and raising revenue elsewhere. The

cities in my sample also likely reduce their non-retirement public safety and administrative

expenditures, but data limitations mean I cannot separate out the increase in spending in

these categories from their contributions to their pensions. Similarly, reductions in local

revenue induced by the Great Recession or by Chinese import exposure have been tied to

reductions in spending on public goods like education, recreation, and waste management

(Cromwell and Ihlanfeldt, 2015; Feler and Senses, 2017). Further, local governments facing

7A political science paper, Anzia (2022), surveys the issue using Comprehensive Annual Financial Re-
ports (CAFR). Their findings complement mine by correlating total retirement spending with public-sector
employment and collective bargaining.



6

reductions in military personnel presence after the Cold War reduced capital and increased

debt (Komarek and Wagner, 2021). Natural disasters like California wildfires and Atlantic

hurricanes also form fiscal shocks that have long-term consequences on municipal budgets

through both the revenue and expenditure pathways (Liao and Kousky, 2022; Jerch et al.,

2020). My results are overall similar but not identical to those in the literature: as in many

papers on local fiscal stress, capital investments are the main target for cuts. I also find that

wages decrease as benefit payments rise. Because I can go beyond data on spending patterns

alone, I also show that cities cut workers from their payrolls – namely, police officers – with

public safety consequences suggested by an increase in crime and its costs.

1.2 Background

1.2.1 Pension Accounting

In California, the vast majority of cities have DB pensions in contract with the Cali-

fornia Public Employees’ Retirement System (CalPERS). Most of the largest cities, like Los

Angeles and San Diego, as well as some smaller cities like Alameda or Emeryville, main-

tain their own retirement systems in addition to or in place of contracting with CalPERS.

CalPERS and the few independent retirement systems manage the cities’ assets, meeting

current and future obligations to members through a combination of investment returns and

contributions. These contributions come from both working members and their employers,

and cover two sources of cost; Figure 1.1 shows these costs. The first is the normal cost,

which is intended to cover the present value of future benefits for each working member’s

additional year of service. Employee payments towards the normal cost are typically a set

percentage of wages defined in the employees’ contracts. Employers - that is, the cities - pay

the rest of the normal cost not covered by employees. The total normal cost paid is relatively

constant for cities. The second is the amortization of the unfunded actuarial liability (UAL),

which is paid only by employers. My paper mainly focuses on city-year variation in contribu-
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tions on the unfunded liability, as opposed to the contributions as a whole, in my empirical

approach. Before describing it further, I formalize the contributions made by employers and

employees in equations. Each year t, retirement systems assess each city i’s pension plans,

creating actuarial valuations that determine their required contributions, where the normal

cost is split,

Contributionsfixedit = NormalCostit + UALPaymentit

NormalCostit = NormalCostcityit +NormalCostit
employee.

The UAL is a common summary measure of the funding gap formed by the difference between

the value of assets and the actuarial accrued liabilities; that is, the UAL for city i can be

expressed as UALi = Liabilitiesi−Assetsi. Actuaries develop estimates for a pension plan’s

liabilities, which are the present value of expected future benefits from the prior service of

retired and working plan members. The estimates are based on proprietary models, plan

member demographics, and assumptions on mortality rates, service length, payroll growth,

investment returns, among others. Reducing the complexities behind actuarial models for

the purposes of providing background, liabilities can be written as the plan’s estimated future

benefits, discounted using the retirement system’s assumed rate of return (ARR),

Liabilitiesi =
∞∑
t=1

Benefitsit
(1 + ARR)t

. (1.1)

If there was limited investment return volatility and the actuarial assumptions made

throughout the duration of the plan were correct, then normal cost contributions, which

cover the liabilities accrued by workers within each year, would be enough for the invested

contributions to exactly cover a plan’s liabilities. But in reality assets fall below, and oc-

casionally exceed, plan liabilities. Payments (credits in overfunded plans) towards the UAL

are intended to close the gap between assets and liabilities, typically amortized over a 20-

or 30-year period. Employers are solely responsible for this cost. Therefore, the presence of

an unfunded liability adds to an employer’s cost of maintaining a DB pension plan, and in
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many cases the UAL cost exceeds the entire normal cost. To give an example, Oakland’s

Miscellaneous Plan (which is for workers not in the emergency services) paid 22 million on

the normal cost and 31 million on the unfunded liability in the fiscal year ending 2013.

Unlike the normal cost portion of the contributions, the UAL payment is prone to

year-to-year fluctuations and changes over time. Primarily, changes in the UAL payment

stem from asset markets. Volatility in the performance of the pension plan’s investments

means volatility in the size of the funding gap, changes which must be amortized.8 Other

factors, like changes in the assumed rate of return (ARR), which is the discount rate for future

benefit payments, play a lesser role. Since they are responsible for its payment, employers

bear the entirety of the UAL payment volatility. Moreover, employer contributions typically

exceed employee contributions.9 It is not possible for employers to manage the stresses placed

on their budgets by their changing contributions through nonpayment or underpayment:

CalPERS imposes large fines on contracting cities which fail to pay, essentially precluding

this behavior from cities.

A few additional features of pensions are useful in analysis. First, shocks to pension

assets are unlikely to be associated with local economic conditions, since pensions hold

diversified portfolios heavily favoring global funds. As of June 30, 2016, CalPERS’ Public

Employees’ Retirement Fund held 51.9% and 20.3% of its total investments in global equity

and global fixed income, respectively (CalPERS, 2016) (CalPERS, 2016).10 Second, there

is a lag between actuarial valuations and the contributions determined from them. The

CalPERS system has a two-year lag: for example, a given plan’s actuarial valuation at the

end of fiscal year 2012 determines the contributions for the fiscal year ending 2015. The other

systems in California have one-year lags. This lag is useful empirically, since it reduces the

8Many pension plans dampen volatility through a variety of mechanisms. One method is smoothing
market gains or losses across a number of years, called a smoothing period, to generate the “actuarial value
of assets”. For instance, a 10% decrease in market value of assets for a system with a four year smoothing
period would only register as a 2.5% decrease in actuarial value in that year.

9E.g. for Anaheim’s Miscellaneous plan FYE 2008, the city paid 14.953% and employees paid 8% of
payroll.

10The next three largest asset classes are real assets (10.8%), private equity (9.0%), and inflation assets
(6.0%).
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simultaneity of the effects of macroeconomic shocks on pension contributions and on local

tax revenue.11 In my empirical approach, I use city-year variation in contributions on the

unfunded liability, rather than variation in contributions from normal costs, which depend

on the current size and composition of a city’s workforce.

1.2.2 City Budgets

Compared to other layers of government, urban public finance has some unique

characteristics. In the United States in general, and California specifically, cities have limited

independence; their budgetary activities are ultimately constrained by their respective state

governments (Glaeser, 2013). The California Constitution proscribes local governments from

incurring any debts greater than their revenues, and thus imposes balanced budgets on cities.

There are a few exceptions to this rule. Mainly, cities can issue municipal bonds to finance

capital projects, but only with two-thirds voter approval. Changes in tax rates similarly

require a super-majority vote. Cities also face caps in the form of the ”Gann Limit”, which

like Proposition 13 is another legacy of the 1970s tax revolt. It limits the growth in taxes

and expenditures based on population and income growth, though these do not seem be

binding constraints (Kousser et al., 2008). Pension pressure, in the form of rising retirement

expenses, comes into this setting and forces budget reallocations.

For exposition purposes, I present a model of a simple budget with these institutional

details in mind. Each year a municipal government must create a balanced budget such that,

Expensest = Taxest +OtherRevenuet + CapitalDebtt − FundChanget

with expenses further dividing into non-retirement current expenses, non-current expenses

(e.g. investments into infrastructure), and retirement contributions,

Expensest = CurrentExpensest+NonCurrentExpensest+Contributionsfixedt

where retirement expenses are externally determined (although changing over time) due to

legal restrictions obligating the city to pay. Cities can meet their rising pension costs by either

11Although not shown in this paper, controlling for changes in tax revenues does not qualitatively alter
the estimates to be reported in Section 5.
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raising more money or dropping expenditures elsewhere; they can choose to cut services, raise

taxes, take on debt, use up government funds, or some combination of these. From a simple

economic model incorporating the incentives of cities and their politicians and using the

above budget constraint, one can hypothesize that their specific choice will be guided by a

combination of desire for reelection and maximizing resident happiness. I provide insight

into these choices and as a result of pension pressure.

1.3 Data

1.3.1 Overview

I focus on California and its cities in my analysis. Cities are important entities in

California, and on average spend over double per person than the state government spends.12

Incorporated municipalities also contain nearly 80% of the state’s residents. Figure 1.2

shows the market value of assets and accrued liability for the state’s municipal pensions.13

Statewide, city pensions were nearly fully funded in the years leading up to 2009, when

pensions lost around a quarter of their investments. Despite some investment returns in the

ensuing years, pension assets have failed to again meet the liabilities; in 2013’s valuations, city

pensions were unfunded by around $35 billion dollars, or about $1,100 per Californian living

in cities. As they are based largely on the size of the gap, contributions have correspondingly

changed, and range between around 0% to 10% of total city expenditure.

1.3.2 City Finance Data

To explore this topic, I developed a rich, novel panel of financial reports and pension

funds covering all of the cities in California from 2003 to 2016. Data from the California State

Controller provides detailed fiscal information on the nearly 482 cities in California. Each

12See: https://www.ppic.org/publication/the-state-local-fiscal-relationship/
13Here the liability is the Entry Age Normal Accrued Liability. As mentioned previously, the discount rate

for calculating liabilities is higher than the market discount rate more typically used for present value.

https://www.ppic.org/publication/the-state-local-fiscal-relationship/


11

fiscal year, all California cities are required by law to submit a Financial Transactions Re-

port (FTR) according to a uniform classification system.14 Among the information collected

are (1) expenses for total wages, retirement, private contracting, and other total costs, (2)

expenses for specific services such as general government, public safety, culture and leisure,

and health, and (3) fund management in the form of debt service and issuance of long term

debt, and (4) emergency services employment. Table 1 provides definitions for categorical

expenditures and examples of what each includes. Uniformity and completeness allows a

rare view into U.S. cities not seen in other data sets, and allows comparisons across cities

not possible otherwise. For reference, one frequently employed dataset is the U.S. Census of

Governments, which has gathered financial information from all levels of American govern-

ment since 1957. However, the Census of Governments is limited by its relatively infrequent

five-year recurrence, which cannot be remedied by the small and changing sample of the

intercensal Annual Survey of State and Local Government Finances. I discuss comparisons

between the FTRs and these other city finance data sources in 1.10

1.3.3 Pension Data

I pair this with city-level information on pension funds. For the cities I gathered data

on plan standing, payroll, contributions, numbers and types of members, and other details

from a number of sources. My primary source on pensions were actuarial valuation reports

from CalPERS, which is by far the largest provider of public worker plans in California.

Every fiscal year, CalPERS sends out actuarial valuations to each contracting public agency,

which inform them of their plan’s standing; I attained these via a public records request.

All in all, there were a little over 17,000 actuarial valuations, each representing a different

plan-year observation from the 15 years of interest. These valuations range from 10 to 80

pages and consequently differ considerably in their contents, both across time and between

14California State Controller’s Office, Nov. 2018. “Cities Financial Transactions Report Instructions.”
Web, accessed 6 Apr. 2019. These instructions are available at: https://www.sco.ca.gov/Files-ARD-
Local/LocRep/Cities%20FTR%20Instructions.pdf

https://www.sco.ca.gov/Files-ARD-Local/LocRep/Cities%20FTR%20Instructions.pdf
https://www.sco.ca.gov/Files-ARD-Local/LocRep/Cities%20FTR%20Instructions.pdf
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plans in the same year.15 To help give a sense of what these reports look like, I present

two relevant pages from the Annual Valuation Report for Riverside, CA for 2005 at the end

of 1.11 I scraped these valuations for pertinent information on the standing of municipal

plans. A few cities have some or all of their pensions serviced by a non-CalPERS system,

such as San Francisco by the San Francisco Employees’ Retirement System. Although I

don’t use non-CalPERS cities in most of my empirical analysis, I am also able to scrape the

plan information for many of these using actuarial valuations sourced from their website or

by request. For the few pension-years which escaped this effort, I supplemented with the

California State Controller’s Public Retirement Systems Financial Data, which stem from

yearly obligatory standardized reports like the city FTRs. From these sources, I aggregated

all pension plans to the city level.16

I avoid using cities that have non-CalPERS plans because instead of state manage-

ment they are controlled locally. The non-CalPERS retirement systems are generally city

departments. For example, the Los Angeles City Employees’ Retirement System is part of

the city itself. It is plausible that cities with their own retirement system would be able to in-

fluence the pension’s choice of investments, actuarial assumptions, or most importantly, the

amount of contributions requested by the valuation or the amount paid by the city (if they

choose to shirk). The consequent concern for possible endogeneity is not without precedent.

For instance, in the early 2000s San Diego altered pension policy in order to avoid increased

contribution payments resulting from investment losses (MacKay, 2014). Collectively, the

cities that do remain after sample restrictions had 22.5 million residents in 2016.

Table 2 presents summary statistics on city expenditures for the CalPERS sam-

ple, including the normal and unfunded liability costs sourced from the annual valuations.

15These differences in contents stem from whether the plan was in a risk pool, which I describe further in
1.11

16Cities tend to have multiple plans. Within a city the different plans are divided into the categories of
safety (e.g. firefighters and police) and miscellaneous, and then further by generosity (for instance, 2% at
60 versus 3% at 50). In 2015, the City of Oakland had two independently administered plans, and two
CalPERS administered plans. Other cities have even more plans: Laguna Beach had nine plans through
CalPERS in 2015.
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Expenditures are shown in both inflation-adjusted per-capita dollars and shares of total ex-

penditures. The table is broken into two cross-sections from the fiscal years ending 2005 and

2015, allowing some comparisons over time. One takeaway is that pension expenditure, on

average, rises from about 11.8% to about 22.5% of city wages between the two years; UAL

costs alone rise from about 2.2% to 10.8% of city wages. Another takeaway is that total

expenditures are split about 80-20 between current and non-current expenditures, where

non-current spending mostly consists of capital investments.

1.3.4 Additional Data

A handful of other sources supplement the pension and city financial data in order

to provide a more complete picture of the region’s cities. To transform variables to their real

per capita equivalents, I use city population estimates and the fiscal year average California

CPI from the California Department of Finance. The latter of these is constructed using

a population-weighted average of the US Bureau of Labor Statistics CPIs for California

locations.

To adjust for differences in municipal demographic characteristics, I also collect

data on cities from the National Historical Geographic Information System (NHGIS).17 The

NHGIS ties Decennial Census information to cities using historical city shapefiles. This

provides city-level data which is otherwise sparse. Unfortunately, intercensal demographic

data is either limited, like to population (as used in this paper), or at county-level and above.

The demographic and economic controls from the year 1990 are used to form a baseline prior

to the start of the data series in 2003. Specifically, I use as controls the proportions of city

residents who are white, black, Asian, Hispanic, under 25 years of age, and over 65 years of

age; the proportion of households which are home-owners; and the median home price and

median rent. In some empirical specifications I additionally allow the baseline controls to

have changing effects over time by interacting each with a linear time trend.

17Source: Manson and Ruggles (2022)
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Police employment data are from the FBI’s Uniform Crime Reporting Data System

(UCR). I gathered the agency-level Law Enforcement Officers Killed in Action (LEOKA) files

for 2002–2015.18 The LEOKA files report counts of police officers and civilian employees at

each agency. I merged agencies to cities based on name. Not all cities have their own police

agency: only about three-quarters of the cities in my sample do. My analysis of public

safety employment outcomes is correspondingly restricted to the cities with independent

police services. The summary statistics for the LEOKA-sourced police employment counts,

along with the FTR-sourced fire and EMS employment counts, are shown in Table 3. I

also acquired crime and arrest counts for index offenses from the UCR Return A files. I

aggregate the crime counts to the agency-fiscal year level using the monthly data from 2002-

2016. To account for record errors and outliers known to be issues in the UCR data, I

implement a cleaning procedure similar to that documented in Mello (2019).19 I transform

these into crime and arrest rates per 100,000 residents by scaling them using city population.

To construct a cost-weighted measure of crime, I follow previous work and use $67,794 and

$4,064 for the average weighted direct costs of violent and property crimes as estimated in

Autor et al. (2017).

1.4 Strategy

In my study, I aim to recover the effects of spending towards public retirement funds on

budgets and public service provision for sponsoring cities in California. I discuss details that

help inform my choice of model and present my empirical specification in this section.

18LEOKA data sourced from Kaplan (2021). Since LEOKA employment is reported in October in each
calendar year, I assign them to the fiscal year ending in June the following calendar year.

19One key aspect of cleaning the data involves using local linear regressions to identify extreme observations
relative to their nearest neighbors. If the changes in a count exceeds a threshold, defined by city population
groups, then that count is set to missing and, if possible, overwritten by backwards filling, forwards filling,
or interpolation to maintain panel integrity.



15

1.4.1 Setup

To expand on information provided so far, a few facts are useful in my analysis.

First, shocks to pension assets are unlikely to be associated with local economic conditions,

which would bias my estimates. Based on twenty states, Shoag (2011) finds that pension

plans on average only over-allocate within their state with 0.31% of their portfolio relative

to the share that would be allocated if the plan invested only in the Standard and Poor’s

500 index; CalPERS specifically, the primary pension plan in this paper, is shown to have an

in-state bias of 0.38%. Brown et al. (2015) finds a higher average bias at 4.1% of portfolios,

based on 27 state plans for quarters in which they self-managed asset allocation, though

this too does not present much threat to analysis. Further, my analysis concerns local

governments whose pension assets are held outside of their control at the state-level. This

advantage is provided by my novel data on municipal DB pensions which are contracted

with a state retirement system; here, CalPERS. Second, there is a lag between actuarial

valuations and the contributions determined from them, which reduces the simultaneity of

the effects of macroeconomic shocks on both pension contributions and local tax revenue.

In my regressions, I assume that there is no correlation in each differenced error with its

differenced UAL payment, an assumption which seems more plausible given the institutional

lag separating outcome and the regressor of interest temporally. Third, California municipal

budgets have several constraints; most importantly, the balanced budget requirement means

yearly changes in pressure affect the city within the year, rather than having a delayed effect

in future years.

Fourth, retirement expenses vary drastically across both time and cities, allowing

sufficient variation for identification. Over time, retirement expenses can change fairly drasti-

cally: city contributions to Los Angeles’ three retirement plans increased by nearly a factor of

6 from 2003 to 2016. They also differ between cities based on generosity and funding history:

different cities hold different stocks of pension assets due to historical choices. Therefore even
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though all cities experience similar percentage returns on investments, the associated gains

and losses are based on an interaction with the city-specific asset stock. My analysis focuses

on using these plausibly exogenous investment shocks interacting with city pension assets

and their effects on city retirement expenses. In Figures 1.3 and 1.4 I show the between-city

variation in pension pressure from 2005 to 2015. The former map focuses on the cities in

the Bay Area and Central Valley, while that latter focuses on those of Southern California.

These demonstrate that some cities have had little change in their real per-capita expen-

diture on pension expenditures through the decade including the Recession, while others

have come under budgetary pressure. I also show that year-to-year changes in the UAL cost

are different between cities across time in Figure 1.5. The plot further shows that changes

in the UAL cost did not exclusively occur at the onset of the Great Recession. Instead,

they occurred throughout the sample period, and the largest average increase preceded the

Recession. Altogether, the variation thus demonstrated provides the basis for an empirical

strategy using first-differences.

1.4.2 Specification

In order to uncover the effect of pension pressure on city behavior, I use the city’s

contribution based on only the unfunded liability. Within my context, cities must make

mandatory unfunded liability contributions as determined by the state agency CalPERS.

Cities may only influence the size of the contributions over the long term: for instance,

by making enduring reductions in their covered payrolls. In the short term, cities cannot

meaningfully influence these payments, and must instead adjust in other ways.

I take advantage of the short term inability to control using first-differenced panels

of California’s cities and pensions. For each city c at time t, I define

∆UALPaymentc,t = UALPaymentc,t − UALPaymentc,t−1;

that is, as the change in the payment on the unfunded accrued liability (UAL) of the city’s

pensions relative to the level in the previous year. The change in the UAL contribution
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is measured in real per-capita 2016 dollars using yearly population estimates, as are other

variables where appropriate. Similarly, ∆Yc,t is the year-on-year change in an outcome of

interest, like safety expenditure or employment. An empirical model of their relationship is

∆Yc,t = β∆UALPaymentc,t + γXc,t + ϵc,t, (1.2)

where the coefficient β measures the contemporaneous one-year change in the outcome of

interest from changes in the UAL cost. Further, Xc,t is a vector of covariates, discussed

further below; ϵc,t is the error term, clustered by city; and regressions are weighted by the

city’s average population during the sample period, fiscal year end 2003 through 2016, to

enable β to better capture the average experience of cities’ residents.

As with unit fixed-effects, first-differences removes any bias stemming from time-

invariant differences between cities. The small affluent and urban city of Beverley Hills

contrasts the sprawling cheap and agricultural city of Modesto in ways that likely influence

both the levels in the outcome, like culture and recreation expenditure, and the size of

the unfunded liability, like the extent of their civil service. This allows better cross-city

comparisons, and for β to represent the effect of per-capita intensity of pension pressure on

per-capita outcomes. Unlike the fixed-effect model, though, first-differences focuses on short

term, year-on-year changes rather than deviations from the long term mean in each panel.

A first-differences model reduces concern that estimates are distorted by cities making long-

term choices that change both their unfunded liability payments and outcomes of interest.

First-differences does reduce the effective number of observations, though, since any stand-

alone missing values in the mildly unbalanced city panel lead to two missing differences. For

this reason, I provide the number of observations in brackets for each estimate in the tables

described in the results section.

One challenge to β measuring a causal effect arises if cities’ differential “treatment”

– that is, ∆UALPaymentc,t – is instead correlated with differential trends across cities,



18

leading to spurious estimates. I seek to address this concern in several ways. In addition to

including the year-on-year change in the log of population, Xc,t contains a vector of baseline

city demographic variables from the year 1990, over a decade from the beginning of the

sample. The city demographic variables included are: the proportions of city residents who

are white, black, Asian, and Hispanic; the proportions of residents who are below the age of

25 and over the age of 64; the proportion of residents who are homeowners; and the city’s

median home price and rent. Inclusion of these covariates helps account for any potential

long term secular trends associated with city characteristics; for instance, if cities with a

higher proportion of homeowners have had smaller expansions in city expenses.

To address possible empirical concerns, check for robustness, and examine hetero-

geneity, I modify the baseline first-differenced model in a few ways. For brevity I include

all of these modifications in the following equation, though each are added in to the model

iteratively in the results. The model inclusive of all modifications is

∆Yc,t = β∆UALPaymentc,t + γXc,t + ηXc,tt+ ϕc + ρt + ϵc,t. (1.3)

First, I allow baseline city characteristics to have linearly time-varying impacts on year-on-

year changes in outcomes by adding Xc,tt. Second, I include a city fixed-effect ϕc. In the

context of a first-differenced model, the inclusion of a unit fixed-effect controls for unit-level

linear time trends. Thus, the city fixed-effect adds a more stringent control to abate any

contamination of estimates by secular trends. For instance, El Segundo, a small city in Los

Angeles county with both an agglomeration of aerospace industries and large per capita pen-

sion debts may have had unique budget impacts from changes in national aerospace spending.

Third, I add a year fixed-effect ρt to capture state-level shocks. While the institutional lag

between actuarial valuations and the contributions determined from them removes the si-

multaneity of effects of macroeconomic shocks on pension contributions and city finances,

national and state level policy, e.g. an expansion of the California government’s grants to
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cities. Fourth, I present unweighted regressions, allowing each city to enter equally in the

regressions. Therefore – after restricting my sample to cities with CalPERS plans only –

the largest city, Long Beach, with a population around 450,000, enters the regression with

the same weight as the smallest, Etna, with around 750 residents. The resulting unweighted

estimates provide the average experience of cities, rather than the average experience of city

residents.

1.4.3 Retirement Spending and Persistence

Before proceeding to a discussion of results, I first validate the connection between

the UAL payment recorded in the actuarial valuations and the retirement spending recorded

in the Financial Transaction Reports (FTRs). In Table 4, and in the tables on city spending

and other outcomes to follow, I show estimates from five empirical specifications. Each col-

umn contains estimates produced from a different model. The first corresponds to Equation

1.2. The second, third, and fourth columns’ estimates differ from column 1 through the it-

erative addition of trended baseline covariates, city fixed effects, and year fixed effects. The

fifth column repeats column 1 with an unweighted specification to explore heterogeneity by

city size through comparison to the other models’ estimates. In Panel A, I perform a “sanity

check” on the connection between my two primary data sources, CalPERS actuarial valua-

tions and city Financial Transaction Reports (FTRs), each of which each have information

on city retirement spending. I show that a one dollar change in the valuation-derived UAL

payment is strongly linked with an increase in the retirement spending reported in the FTRs.

The estimate in column 3, which includes city fixed effects, is an highly significant increase

of $0.81, with similar estimates in the other columns. I provide two comments on these

point estimates. First, a 1:1 change is within the 95% confidence interval for the majority of

models. Second, cities report in their FTRs any contribution to retirement funds, including

both their contributions towards DB pension liabilities accrued in the current year (normal

cost) and contributions towards the funding gap (UAL cost). The reduction in city payrolls
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that I find would simultaneously reduce the normal cost portion of the city’s total retirement

costs and thus pull the estimated relationship away from 1. In Panel B, I assess the signifi-

cance of once, twice, and thrice lagged differences in the UAL cost on city retirement costs.

Unlike the unlagged first-difference, these do not have a consistently significant association

with retirement spending across the five models. This suggests that my sample’s cities are

not simply experiencing persistent changes in their UAL cost, and that first-differences is a

reasonable model for this dynamic panel.

1.5 Results

In this section, I study contributions towards unfunded liabilities in municipal DB

pensions, concentrating on their impacts on city spending, public safety employment, and

crime. Throughout, I present estimates of β in Equation 1.2, which captures the plausibly

causal short term responses cities have to changes in mandatory, externally determined ex-

penditures. Baseline estimates of the effects on each outcome of interest are accompanied by

those from models incorporating additional covariates, fixed effects, and weighting differences

to demonstrate robustness to increasingly stringent controls and to examine heterogeneity.

1.5.1 Budget

I first estimate the effects on non-categorical city spending outcomes – that is, those

that are not for the specific uses described in Table 1 like community development. These are

reported in Table 5. Both the outcome variables and the cost associated with the unfunded

actuarial liability (UAL) are presented in terms of the change in per capita, 2016 dollars.

Outcomes in this table and the following tables are shown as rows, where the estimates

displayed are the coefficient β on the term ∆UALPaymentc,t.

A one dollar change in pension pressure does not alter total expenditure. Instead,

cities increase current spending - which includes the UAL cost - and decrease non-current
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spending. Breaking down current spending, the total retirement spending reported by cities

goes up by around $0.80 across all specifications, as described previously. Cities’ wage

expenditure decreases around 33 cents for every dollar increase in the UAL cost. The effect

on wages is highly statistically significant. This is not effectively a change in the price of city

workers, as would be the case with a change in the normal cost, which covers current workers’

pension liabilities accrued that year and increases with additional workers or higher wages.

The amount of the unfunded liability is not dependent on current worker pay, so cannot

explain the change in wages. Instead, one possible explanation is that if cities combine

wages and retirement costs in their budgets as worker compensation, and there are some

frictions in adjusting the budget allocated to compensation, a reduction in wages is a credible

response to higher retirement costs. Breaking down non-current spending into capital and

debt service, I find that cities reduce their spending on capital investments like buildings and

equipment. The reductions are large - in column 4’s model with city and year fixed effects,

for each additional real per capita dollar spent on servicing the UAL cost, cities significantly

spend $1.14 less on non-current expenses and $0.84 less on capital investment specifically.

Note that investment is only partially funded from current revenues, with the rest funded

through future revenues via debt. These are not unlike the findings in other research on

local fiscal shocks; for example, Cromwell and Ihlanfeldt (2015), where capital investment

receives the majority of the budget cut.

The Financial Transaction Reports also categorize expenses according to their use

in providing city services. In Table 6, I examine the effect of the unfunded liability on

current categorical expenditures; namely, (1) health, (2) safety, (3) general government, (4)

transportation, (5) community development, and (6) culture/recreation. City governments

vary in terms of which services and how they provide them, but these categories summa-

rize the diverse set of services cities provide. Also, by aggregating over the many variables

the financial transaction reports provide, I minimize the issue of multiple comparisons (e.g.,

looking at individual items like sewer capital expenses). Current spending on safety and
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general government, two categories with the most pensioned workers, rise with changes in

the pension costs consistently in each specification. In the model with city fixed effects in

Column 3, general government and safety spending increase by $0.38 and $0.32, respectively,

with each dollar increase in the UAL cost. I assume the rises in spending in these categories

are due to their pensions, which are typically the largest and most generous of all public

workers in cities; that is, retirement expenditures inflate the cost of providing these ser-

vices, as cities spend money to make up for past generosity and under-performing pension

investments. Unfortunately, the Financial Transaction Reports do not separate categorical

expenditures into wages, retirement, and other expenses. I instead look at employment be-

low to translate these spending pattern changes into employment changes. Culture expense

also rises significantly in some specifications, though the negative point estimate in the un-

weighted regression in column 5 indicates heterogeneity by city population; that is, that only

large cities see increases in culture and recreation. One possible insight into the difference is

that the median city with an average population under 10,000, a group which forms about

one-fifth of the sample, spend about one-third less in terms of shares of total expenditure

than the overall median city (5.0% versus 7.7% of total expenditure). Thus, these estimates

suggest that pension pressure inflates the cost of city service provision, but data limitations

mean that we cannot conclude whether service quality is affected or not from these estimates

alone.

1.5.2 Safety Employment and Crime

To gain further insight into service provision, I look at public safety employment

for cities which directly employ paid police, firefighters, and emergency medical staff.20 In

Table 7 I show that any rise in spending on safety is not driven by a concurrent rise in

employment. In fact, the number of paid police personnel per 100,000 residents decreases

20Not all cities directly have paid position. For instance, police services may be contracted out to the
county sheriff’s department, firefighting departments may be volunteer, and emergency medical technicians
may be employed privately by ambulance services and hospitals.
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by around 0.07 per 100,000 residents as pension pressure increases, a reduction which is

split between officers and civilian employees. There are negligible changes in firefighters

and emergency medical technicians. The average 2005 to 2015 change in UAL cost is 34

and the average police employment was around 211 in 2005. Combined with the estimate,

back-of-the-envelope calculations indicate an average long-term reduction of 2.3 (1.1%) paid

police positions per 100,000 residents. In magnitude, this is around 5% the magnitude of

the estimated per capita effect of the police employment grant studied in Mello (2019). So

even as public safety takes up a larger portion of the budget (in an accounting sense) at the

detriment of other categories, taxpayer money is going to paying down previously generous

service rather than maintain or improve current service.

The documented police employment decreases encourage exploring their public safety

effects. I use the crime and arrest rates as reported in the city-level FBI Universal Crime

Reporting Return A data from 2003-2016. More specifically, Table 8 includes as outcomes

the year-to-year changes in both total property and violent crime per 100,000 residents. I

consider the model with city fixed effects in column 3, which accounts for city-level trends in

crime and arrest rates. For each one dollar increase in the city’s unfunded liability cost, the

property crime rate significantly increases by 3.3 (0.10% of the mean) and the violent crime

rate increases by 0.56 (0.05% of the mean). Furthermore, assuming the costs of the average

violent and average property crimes are $67,794 and $4,064, the estimated direct costs of

crime increase by about $0.52 per capita, and are significant in both statistical and economic

senses. I do not find any statistically significant changes in the arrest rates per capita across

my models. However, the change in the property crime clearance rate - defined as the ratio

of arrests to crime within a fiscal year - is significantly related to the change in the unfunded

liability contribution in all but the model with city and year fixed effects. From column 3,

I estimate that a one dollar increase corresponds to a 0.024 percentage point (0.16% of the

mean) reduction in the clearance rate.

The results should not necessarily be interpreted as stemming only from policing
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changes, however. For instance, while the reduced police employment documented previously

is possibly an important channel for changes in the crime rates, an idea which is bolstered

by the simultaneous reduction in arrests for property crimes, the estimates are ultimately

reduced form. Other changes, like those in non-public safety services, could also help explain

the results. Still, I further compute IV estimates for police employment on the costs of crime

victimization, using a two-stage specification of the form,

∆Policec,t−1 = θ∆UALPaymentc,t−1 + γXc,t−1 + ηXc,t−1(t− 1) + ϕc + ϵc,t−1 (1.4)

∆CostCrimec,t = β∆ ̂Policec,t−1 + νXc,t + ρXc,tt+ τc + σc,t (1.5)

where police employment and UAL payments are once-lagged in reference to the costs of

crime victimization. I estimate a significant reduction in $56 per capita for each additional

police employee per 10,000 residents. This can most directly be compared to Mello’s (2018)

estimate of a reduction of $35 per capita, generated by using the federal police employment

grants as an instrument. Though my estimate is sensitive to model choices in both magnitude

and significance, it helps support the hypothesis that the change in police officers is the main

channel for the crime increase. Together, my results provide suggestive evidence that the

strain of pension pressure on city fiscal resources leads to an increase in crime.

1.5.3 Other Outcomes

I also look at how municipal debt is influenced by pension liabilities. I present

four different outcomes in Table 9 - (1) the number of outstanding debts, (2) whether new

debt is issued, (3) the amount of debt issued, and (4) the outstanding principal. These

outcomes are worth exploring since investment, which is largely funded through debt, is

the main lever cities use in response to pension pressure as reported in Appendix Table

5. Cities may seek debt for other reasons as well. The model in Bouton et al. (2016)

supposes that local governments simultaneously choose the levels of debt and retirement
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entitlements for the benefit of interest groups, and shows that they may act as substitutes or

complements depending on the institutional setting. Anecdotally, a few cities in California,

such as Healdsburg, Monrovia, and Pleasant Hill, explicitly took loans or issued bonds to

pay down their unfunded liabilities, and therefore reduce their yearly pension cost.2122 The

number of outstanding debts does not change. Looking at the other three outcomes in the

Table 9, I find that the cities issue new debt but the amount of outstanding principal still

declines. Thus, the reduction of capital investment has an associated reduction in principal,

outweighing any other debt-seeking.

1.5.4 Additional Robustness and Heterogeneity of Key Results

Lastly, I examine the robustness and heterogeneity of the results. In Appendix Table

11, I provide estimates of the key elements from the finance, police employment, and crime

tables. Column 1 reproduces earlier estimates from a model in first-differences with a city

fixed-effect. Column 2 shows that all of the key results are robust to trimming the top and

bottom 5% of observed changes in the UAL cost. In columns 3 and 4, I restrict the sample to

cities which held above and below median assets per capita, respectively, in 2003. I find that

the above median assets cities have results that are again comparable to column 1 across the

results. For below median assets cities I find that the estimated effect on total city payrolls

is comparable but several other estimates lose their significance and the estimated effect on

non-current spending is near-zero. Note that the connection between changes in employer

UAL cost, as reported in the cities’ actuarial valuations of their pensions, and changes in

the retirement spending, as reported in the cities’ financial transaction reports, is smaller

with a retirement spending increase of $0.61 for every dollar in UAL costs. Finding blunted

effects across the results in the below median asset cities is not surprising since the variation

in UAL costs is correspondingly reduced.

21See the following links: Healdsburg, Monrovia, and Pleasant Hill
22These cities had high implied rates of interest on the unfunded liability (the actuarially assumed rate of

return is around 7.5% at this time in CalPERS), so they refinanced using cheaper debt.

https://www.ci.healdsburg.ca.us/DocumentCenter/View/7343/Pension-update-032017?bidId=
http://www.cityofmonrovia.org/Home/ShowDocument?id=11586
http://www.ci.pleasant-hill.ca.us/DocumentCenter/View/13673/1-2015_bc_item-4?bidId=
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In columns 5 and 6 I show the results of non-differenced fixed-effect specifications.

That is, specifications of the form

Yc,t = βUALPaymentc,t + γXc,t + ηXc,tt+ ϕc + ρt + ϵc,t. (1.6)

As mentioned in the research design section, these no longer capture the within-year re-

sponses of cities to changes in pension pressure, and instead show longer term outcomes

which likely reflect endogenous choices by the cities. Still, with the inclusion of a linear

city time trend to help capture patterns in city spending and outcomes, the estimates in

column 6 are qualitatively similar to those in column 1. I find comparable reductions in

wages, non-current spending, and police employment, and an increase in the estimated costs

of crime victimization, though estimates are generally noisier.

1.6 Conclusion

The growth of costs for public worker pensions represents a serious challenge for

local governments and taxpayers, and has been an especially keen issue in the aftermath of

the Great Recession. In 2017, over 99% of cities with pensions in California had funding

gaps in their retirement plans, and half of these had unfunded liabilities over $1,000 per

resident. The literature has concentrated on documenting the scope of the problem, as well

as theorizing about its political and economic origins. Yet it has been relatively silent about

how cities are affected, and how they choose to confront this pension pressure. One reason is

that researchers have lacked quality data linking municipal pensions to their cities. I bridge

this gap by developing a novel data set. I link rich city financial data to researcher-collected

information from the state retirement system to provide the universe of municipal pensions

and cities in California. Using the resulting panel and first-differenced models, as well as

institutional information, I estimate plausibly causal effects. I find that in response to grow-

ing unfunded pension liabilities cities reduce spending on non-current expenses, specifically
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capital investment, and wages as benefit payments rise. I also show that beyond just changes

in spending patterns, cities cut workers from their payrolls. These cuts include police of-

ficers, which could have public safety consequences including changes in crime rates. This

implies that taxpayers are getting worse public services for their dollar, with contributions

on pension debts displacing spending in cities.

Future research should continue to examine the public pensions of local governments,

as much of the research has focused on the state level. The lowest layers of governments

– cities, counties, school districts, water districts, fire districts, and more – provide public

goods and services which directly impact the everyday lives of taxpayers. Most of these

have defined pensions for their public workers. Collectively, the debts hidden in their public

worker pensions will present an important and growing threat to the fiscal health of local

governments, impacting the amenities they provide and the revenue they demand.
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1.7 Figures

Figure 1.1: Diagram of Pension Payments

Figure 1.2: Municipal Pension Assets and Liabilities in California
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Figure 1.3: Central California: 2005-2015 Change in Pension Pressure

Source: Researcher-collected California pension data on CalPERS and other systems.

Figure 1.4: Southern California: 2005-2015 Change in Pension Pressure

Source: Researcher-collected California pension data on CalPERS and other systems.
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Figure 1.5: Distribution of First-differenced UAL Cost over Time

Notes: “UAL Cost” refers to the payment a city is required to make to
pay down its unfunded actuarial liability. Source: Researcher-collected

California pension data on CalPERS and other systems.
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1.8 Tables

Table 1: Definitions of Categorical Expenditures

Category Definition

Public Safety Expenditure to protect city residents. Includes law enforcement,
fire suppression and prevention, and emergency medical services,
along with various other services like animal regulation.

General Government Expenditure to maintain functioning of the city government.
Includes government officials (e.g., the city clerk) and their
staff as well as administrative support services (e.g., budgeting
and finances).

Transportation Expenditure to facilitate the movement of people and goods.
The primary components are streets, street landscaping and
drainage, parking, and public transit.

Community Development Expenditure to support the current and long-term economic
wellbeing of the city. Includes planning, construction regulation,
redevelopment, public housing, and community promotion.

Culture and Recreation Expenditure to provide cultural and recreational opportunities.
Category includes parks, libraries, public pools, museums, and
community centers.

Health Expenditure for sanitation and human health. Category includes
sewers, solid waste removal, hospitals, and cemeteries.

Notes: Sourced from the Cities Financial Transactions Report (FTR) Instructions, which are given to
cities by the California State Controller’s Office to create uniform financial reports.
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Table 2: Summary Statistics for City Expenses

2005 2015

Per-capita Share Per-capita Share

(1) (2) (3) (4)

Total 1648 1642
(1332) (1313)

Current 1299 0.809 1312 0.807
(966) (0.117) (1113) (0.119)

Non-current 349 0.191 329 0.193
(502) (0.117) (372) (0.119)

I. Current: Total

Wages 412 0.271 411 0.249
(358) (0.101) (382) (0.086)

Benefits 185 0.113 216 0.129
(162) (0.056) (216) (0.055)

Normal Cost 44 0.026 47 0.029
(39) (0.014) (42) (0.013)

UAL Cost 11 0.006 45 0.027
(21) (0.011) (50) (0.018)

Private 216 0.141 257 0.153
(272) (0.112) (406) (0.113)

Other 477 0.296 446 0.286
(446) (0.137) (409) (0.140)

II. Current: Categorical

Safety 433 0.286 442 0.297
(319) (0.108) (323) (0.106)

General Government 162 0.107 174 0.110
(171) (0.074) (220) (0.071)

Transportation 137 0.092 139 0.085
(163) (0.64) (240) (0.058)

Comm. Development 142 0.092 129 0.079
(155) (0.059) (195) (0.060)

Culture/Recreation 171 0.103 148 0.088
(230) (0.080) (202) (0.067)

Health 201 0.112 201 0.115
(310) (0.113) (316) (0.117)

III. Non-current
Capital 270 0.152 229 0.136

(430) (0.112) (293) (0.107)

Debt 79 0.039 100 0.057
(187) (0.043) (150) (0.063)

N (cities) 412 412 428 428

Notes: Standard errors in parentheses. Expenditure variables are presented as per
capita, 2016 dollars and as shares of total expenditures. Definitions of categorical
expenses are provided in Table 1.
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Table 3: Summary Statistics for Public Safety Employment and Crime

2005 2015

Per 100k Obs. Per 100k Obs.

(1) (2) (3) (4)

I. Public Safety Employment

Total Police 210.8 291 183.6 302
(120.3) (123.2)

Police, Officers 151.9 291 134.1 302
(90.5) (95.4)

Police, Non-officers 58.9 291 49.5 302
(40.1) (36.4)

Fire 95.6 215 94.9 201
(66.8) (77.8)

EMS 34.2 122 46.8 114
(50.2) (68.2)

II. UCR Crime and Arrest Rates

Violent Crime 1054.4 408 862.9 413
(628.3) (556.2)

Property Crime 3271.1 408 2406.6 413
(1808.5) (1403.0)

Violent Arrests 601.2 408 535.0 413
(444.4) (407.0)

Property Arrests 519.0 408 438.2 413
(879.7) (587.6)

Notes: Standard errors in parentheses. Employment variables are rescaled per
100,000 residents of a city. Observations listed are cities for which police, fire,
or EMS services, respectively, have employees which are paid directly by the city.
Police employment data is sourced from the Law Enforcement Officers Killed in
Action (LEOKA) files, while fire and EMS employment data are from the cities’
Financial Transaction Reports. Crime and arrest counts for index offenses are from
the UCR Return A files.
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Table 4: Pension UAL Payment on Retirement and Benefit Spending (first differences)

(1) (2) (3) (4) (5)
Base Trended Covars City FE City, Year FEs Unweighted

Panel A. Valuation UAL Cost on FTR Retirement Spending

UAL Cost 0.873∗∗∗ 0.811∗∗∗ 0.814∗∗∗ 0.760∗∗∗ 0.837∗∗∗

(0.086) (0.090) (0.096) (0.108) (0.203)
[4807] [4807] [4805] [4805] [4807]

Panel B. Persistence of UAL Cost on FTR Retirement Spending

UAL Cost, t-1 0.166∗∗∗ 0.045 -0.008 -0.134 0.146∗

(0.062) (0.074) (0.076) (0.122) (0.082)
[4432] [4432] [4430] [4430] [4432]

UAL Cost, t-2 0.029 -0.015 -0.059 0.014 0.145
(0.054) (0.057) (0.061) (0.118) (0.172)
[4055] [4055] [4050] [4050] [4055]

UAL Cost, t-3 0.062 0.090 0.079 -0.060 -0.057
(0.058) (0.064) (0.067) (0.086) (0.225)
[3673] [3673] [3671] [3671] [3673]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓ ✓
Year FE ✓
Unweighted ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on
city retirement spending, as reported in their Financial Transaction Reports. All regressions, except
those indicated otherwise, are weighted by the city’s average population during the sample period. All
financial variables are in per capita, 2016 dollars. Standard errors in parentheses, clustered by city.
Sample sizes are in brackets for each regression. The coefficients’ significance levels are symbolized as: ∗

p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Data cover 2003-2016 from California Financial Transaction Reports
(FTR) and researcher collected pension data.
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Table 5: Results: First-differences, Current and Noncurrent Expenditure

(1) (2) (3) (4) (5)
Base Trended Covars City FE City, Year FEs Unweighted

Total Expenditure -0.178 -0.659 -0.722 -0.808 -0.641
(0.388) (0.442) (0.472) (0.675) (0.609)
[5281] [5281] [5280] [5280] [5281]

Deficit 0.071 -0.063 -0.039 1.002 -0.810
(0.491) (0.581) (0.621) (0.808) (0.563)
[5281] [5281] [5280] [5280] [5281]

Current 0.766∗∗∗ 0.436∗ 0.419 0.299 0.472∗

(0.243) (0.234) (0.255) (0.390) (0.254)
[5281] [5281] [5280] [5280] [5281]

Wages -0.212∗∗∗ -0.343∗∗∗ -0.343∗∗∗ -0.327∗∗∗ -0.261∗∗

(0.062) (0.072) (0.077) (0.095) (0.117)
[5281] [5281] [5280] [5280] [5281]

Benefits 0.876∗∗∗ 0.773∗∗∗ 0.769∗∗∗ 0.733∗∗∗ 0.808∗∗∗

(0.099) (0.104) (0.105) (0.136) (0.145)
[5281] [5281] [5280] [5280] [5281]

Retirement 0.873∗∗∗ 0.811∗∗∗ 0.814∗∗∗ 0.760∗∗∗ 0.837∗∗∗

(0.086) (0.090) (0.096) (0.108) (0.203)
[4807] [4807] [4805] [4805] [4807]

Contracting 0.024 -0.001 -0.129 0.148 0.192
(0.257) (0.259) (0.252) (0.391) (0.240)
[4747] [4747] [4743] [4743] [4747]

Other 0.066 -0.002 0.114 -0.254 -0.299
(0.410) (0.398) (0.407) (0.571) (0.263)
[5281] [5281] [5280] [5280] [5281]

Non-current -0.944∗∗∗ -1.095∗∗∗ -1.141∗∗∗ -1.106∗∗ -1.113
(0.351) (0.373) (0.403) (0.539) (0.695)
[5281] [5281] [5280] [5280] [5281]

Debt Service -0.212 -0.261 -0.297∗ -0.365∗∗ -0.390
(0.146) (0.168) (0.177) (0.184) (0.302)
[5281] [5281] [5280] [5280] [5281]

Capital -0.732∗∗ -0.834∗∗∗ -0.844∗∗ -0.742 -0.723
(0.305) (0.314) (0.337) (0.472) (0.495)
[5281] [5281] [5280] [5280] [5281]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓ ✓
Year FE ✓
Unweighted ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on city
current and noncurrent expenditures. All regressions, except those indicated otherwise, are weighted by
the city’s average population during the sample period. All financial variables are in per capita, 2016
dollars. Standard errors in parentheses, clustered by city. Sample sizes are in brackets for each regression.
The coefficients’ significance levels are symbolized as: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Data cover
2003-2016 from California Financial Transaction Reports (FTR) and researcher collected pension data.
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Table 6: Results: First-differences, Categorical Expenditure

(1) (2) (3) (4) (5)
Base Trended Covars City FE City, Year FEs Unweighted

Public Safety 0.483∗∗∗ 0.396∗∗∗ 0.381∗∗∗ 0.316∗∗ 0.194
(0.087) (0.097) (0.101) (0.136) (0.131)
[5281] [5281] [5280] [5280] [5281]

General Government 0.277∗∗ 0.313∗∗ 0.355∗∗∗ 0.348∗∗ 0.161
(0.120) (0.125) (0.131) (0.158) (0.103)
[5281] [5281] [5280] [5280] [5281]

Transportation 0.006 -0.012 -0.019 -0.055 0.274
(0.052) (0.063) (0.075) (0.103) (0.204)
[5281] [5281] [5280] [5280] [5281]

Community Development 0.061 0.036 0.009 0.067 0.090
(0.112) (0.126) (0.130) (0.221) (0.082)
[5281] [5281] [5280] [5280] [5281]

Culture/Recreation 0.212 0.225∗ 0.276∗∗ 0.182 -0.155
(0.130) (0.132) (0.137) (0.186) (0.194)
[5281] [5281] [5280] [5280] [5281]

Health -0.188 -0.228 -0.247 -0.203 0.025
(0.145) (0.150) (0.161) (0.190) (0.144)
[5279] [5279] [5278] [5278] [5279]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓ ✓
Year FE ✓
Unweighted ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on city
outcomes. All regressions, except those indicated otherwise, are weighted by the city’s average population
during the sample period. All financial variables are in per capita, 2016 dollars. Standard errors in parentheses,
clustered by city. Sample sizes are in brackets for each regression. The coefficients’ significance levels are
symbolized as: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Data cover 2003-2016 from California Financial Transaction
Reports (FTR) and researcher collected pension data.
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Table 7: Results: First-differences, Public Safety Employment

(1) (2) (3) (4) (5)
Base Trended Covars City FE City, Year FEs Unweighted

Police Emp. (LEOKA) -0.045∗∗∗ -0.068∗∗∗ -0.062∗∗∗ -0.051∗ -0.054∗∗

(0.015) (0.016) (0.017) (0.026) (0.024)
[3709] [3709] [3707] [3707] [3709]

Police Officers (LEOKA) -0.032∗∗∗ -0.046∗∗∗ -0.044∗∗∗ -0.040∗∗ -0.040∗∗∗

(0.009) (0.010) (0.011) (0.017) (0.012)
[3709] [3709] [3707] [3707] [3709]

Police Civilians (LEOKA) -0.013 -0.022∗∗ -0.018∗ -0.011 -0.013
(0.010) (0.010) (0.010) (0.015) (0.022)
[3709] [3709] [3707] [3707] [3709]

Fire Emp. 0.009 -0.008 -0.003 -0.009 0.039
(0.015) (0.017) (0.018) (0.030) (0.065)
[2599] [2599] [2592] [2592] [2599]

EMS Emp. -0.019 -0.024 -0.020 -0.009 0.003
(0.023) (0.024) (0.026) (0.030) (0.022)
[1309] [1309] [1288] [1288] [1309]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓ ✓
Year FE ✓
Unweighted ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on city public
safety employment outcomes. All regressions, except those indicated otherwise, are weighted by the city’s average
population during the sample period. All financial variables are in per capita, 2016 dollars. Employment outcomes
are per 100,000 city residents. Standard errors in parentheses, clustered by city. Sample sizes are in brackets for
each regression. The coefficients’ significance levels are symbolized as: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Data
cover 2003-2016 from California Financial Transaction Reports (FTR), researcher collected pension data, and Law
Enforcement Officers Killed in Action (LEOKA) files.
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Table 8: Results: First-differences, Crime Rates

(1) (2) (3) (4) (5)
Base Trended Covars City FE City, Year FEs Unweighted

Crime Cost 0.335∗∗ 0.455∗∗∗ 0.515∗∗∗ 0.346∗∗ 0.142
(0.132) (0.138) (0.144) (0.151) (0.198)
[5177] [5177] [5176] [5176] [5177]

Violent Crime Rate 0.345∗ 0.486∗∗∗ 0.562∗∗∗ 0.451∗∗ 0.071
(0.179) (0.188) (0.195) (0.202) (0.288)
[5177] [5177] [5176] [5176] [5177]

Property Crime Rate 2.483∗∗∗ 3.088∗∗∗ 3.301∗∗∗ 0.979 2.302∗∗∗

(0.486) (0.500) (0.532) (0.679) (0.487)
[5177] [5177] [5176] [5176] [5177]

Violent Arrest Rate -0.018 0.024 0.110 0.228 -0.097
(0.176) (0.180) (0.187) (0.240) (0.226)
[5177] [5177] [5176] [5176] [5177]

Property Arrest Rate -0.142 -0.226 -0.197 -0.022 -0.175
(0.163) (0.175) (0.179) (0.240) (0.292)
[5177] [5177] [5176] [5176] [5177]

Violent Clearance Pct. -0.016 -0.019∗ -0.016 -0.001 -0.000
(0.010) (0.011) (0.012) (0.015) (0.011)
[5106] [5106] [5105] [5105] [5106]

Property Clearance Pct. -0.017∗∗∗ -0.023∗∗∗ -0.024∗∗∗ -0.006 -0.020∗∗∗

(0.004) (0.005) (0.005) (0.007) (0.006)
[5107] [5107] [5106] [5106] [5107]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓ ✓
Year FE ✓
Unweighted ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on city crime
outcomes. All regressions, except those indicated otherwise, are weighted by the city’s average population
during the sample period. All financial variables are in per capita, 2016 dollars. Crime and arrest rates are
per 100,000 residents. “Crime Cost” is per capita, and assumes $67,794 and $4,064 are the costs of the average
violent and average property crimes, respectively. Standard errors in parentheses, clustered by city. Sample
sizes are in brackets for each regression. The coefficients’ significance levels are symbolized as: ∗ p < 0.10, ∗∗

p < 0.05, ∗∗∗ p < 0.01. Data cover 2003-2016 from researcher collected pension data and the Uniform Crime
Reporting Return A files.
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1.9 Additional Tables

Table 9: Results: First-differences, Debt

(1) (2) (3) (4) (5)
Base Trended Covars City FE Unweighted >100k Pop

Num. of Outstanding Debts -0.000 -0.004 -0.002 -0.001 0.078∗∗

(0.006) (0.007) (0.007) (0.003) (0.034)
[4744] [4744] [4741] [4744] [733]

Any Debt Issued 0.003∗ 0.003∗∗ 0.004∗∗ 0.003∗∗∗ -0.002
(0.002) (0.002) (0.002) (0.001) (0.002)
[5281] [5281] [5280] [5281] [735]

Amount Debt Issued 1.105∗∗ 1.150∗∗ 1.297∗∗ 0.811 -0.306
(0.517) (0.543) (0.591) (1.079) (0.383)
[5281] [5281] [5280] [5281] [735]

Outstanding Principal -2.031∗ -3.185∗∗∗ -3.102∗∗∗ -2.050 -4.987∗∗

(1.129) (1.110) (1.149) (1.336) (2.154)
[4744] [4744] [4741] [4744] [733]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓
Unweighted ✓
Large cities ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on city
outcomes. All regressions, except those indicated otherwise, are weighted by the city’s average population
during the sample period. All financial variables are in per capita, 2016 dollars. Standard errors in parentheses,
clustered by city. The coefficients’ significance levels are symbolized as: ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
Data cover 2003-2016 from California Financial Transaction Reports (FTR) and researcher collected pension
data.
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Table 10: Results: First-differences, Tax

(1) (2) (3) (4) (5)
Base Trended Covars City FE Unweighted ¿100k Pop

Num. of Tax Measures -0.001 -0.001 -0.001 -0.001 0.004∗

(0.002) (0.002) (0.002) (0.001) (0.002)
[5281] [5281] [5280] [5281] [735]

Any Tax Measures -0.002 -0.002 -0.002 -0.001 0.001
(0.001) (0.001) (0.001) (0.001) (0.002)
[5281] [5281] [5280] [5281] [735]

Model versions:

Covariates ✓ ✓ ✓ ✓ ✓
Trended Covariates ✓ ✓ ✓ ✓
City FE ✓
Unweighted ✓
Large cities ✓

Notes: First-difference estimates of the impact of city unfunded actuarial liability (UAL) payment on
city outcomes. All regressions, except those indicated otherwise, are weighted by the city’s average
population during the sample period. All financial variables are in per capita, 2016 dollars. Standard
errors in parentheses, clustered by city. The coefficients’ significance levels are symbolized as: ∗

p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Data cover 2003-2016 from California Financial Transaction
Reports (FTR) and researcher collected pension data.

1.10 Comparisons to other City Data

To my knowledge, the California FTR data has not been used before. One reason

may be that it has only recently come available; the change to the California Government

Code which provides for the FTRs to be published digitally only came into effect after

January 1, 2016. Without a demonstration of its substance, researchers may be unlikely to

use it.

Researchers typically view the Census of Governments (CoG) and the associated

Annual Survey of State and Local Government Finances as good sources of information on

the behavior of cities. So, it provides a good dataset to compare the California FTRs to.

Note that I cannot combine the CoG and Annual Surveys to get any sizeable panel of cities,

since the Census only occurs every 5 years and the Annuals Surveys have relatively small and

random samples. Still, I compare the CoG and FTR data where possible, to be described

below.

The California State Controller provides a lengthy document instructing cities how
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Table 11: Key Results: Robustness and Heterogeneity

First Difference Levels

(1) (2) (3) (4) (5) (6)
City FE Trimmed, 5% > Median < Median City, Year With City

Assets Assets FEs Time Trends

Deficit -0.039 0.111 -0.125 1.634 -0.557 -0.851
(0.621) (0.777) (0.650) (2.501) (0.550) (0.942)
[5280] [4962] [2682] [2598] [5280] [5280]

Current 0.419 0.136 0.364 1.075∗∗ 0.553 1.468∗

(0.255) (0.304) (0.273) (0.540) (0.650) (0.806)
[5280] [4962] [2682] [2598] [5280] [5280]

Retirement 0.814∗∗∗ 0.788∗∗∗ 0.826∗∗∗ 0.610∗∗∗ 0.841∗∗∗ 0.931∗∗∗

(0.096) (0.104) (0.103) (0.117) (0.080) (0.122)
[4805] [4532] [2433] [2372] [4879] [4879]

Wages -0.343∗∗∗ -0.429∗∗∗ -0.338∗∗∗ -0.377∗∗ -0.266 -0.290∗∗

(0.077) (0.085) (0.081) (0.177) (0.217) (0.128)
[5280] [4962] [2682] [2598] [5280] [5280]

Non-current -1.141∗∗∗ -1.016∗∗∗ -1.211∗∗∗ 0.071 -0.512 -1.473∗∗

(0.403) (0.382) (0.425) (0.904) (0.582) (0.631)
[5280] [4962] [2682] [2598] [5280] [5280]

Debt Service -0.297∗ -0.311 -0.326∗ 0.265 0.251∗ -0.126
(0.177) (0.214) (0.187) (0.305) (0.132) (0.149)
[5280] [4962] [2682] [2598] [5280] [5280]

Capital -0.844∗∗ -0.704∗∗ -0.885∗∗ -0.193 -0.762 -1.347∗∗

(0.337) (0.315) (0.358) (0.825) (0.559) (0.633)
[5280] [4962] [2682] [2598] [5280] [5280]

Police Emp. (LEOKA) -0.062∗∗∗ -0.050∗∗∗ -0.061∗∗∗ -0.066 -0.130∗∗∗ -0.060∗∗

(0.017) (0.012) (0.018) (0.058) (0.035) (0.025)
[3707] [3430] [2497] [1210] [3731] [3731]

Crime Cost 0.515∗∗∗ 0.584∗∗∗ 0.571∗∗∗ -0.006 0.133 0.396∗

(0.144) (0.173) (0.151) (0.476) (0.258) (0.204)
[5176] [4860] [2658] [2518] [5177] [5177]

Violent Crime Rate 0.562∗∗∗ 0.654∗∗∗ 0.658∗∗∗ -0.459 0.111 0.523∗

(0.195) (0.235) (0.203) (0.682) (0.350) (0.280)
[5176] [4860] [2658] [2518] [5177] [5177]

Property Crime Rate 3.301∗∗∗ 3.468∗∗∗ 3.072∗∗∗ 7.497∗∗∗ 1.424 1.014
(0.532) (0.606) (0.551) (1.423) (0.931) (0.701)
[5176] [4860] [2658] [2518] [5177] [5177]

Notes: Shows the impact of city unfunded actuarial liability (UAL) payment on city outcomes, where the specific
outcomes in each row are key results drawn from earlier in the paper. Each column presents the results from either
first-differenced regressions (columns 1-4) or level fixed-effect regressions (columns 5-6). Column 1 reproduces the results
from previous tables from a model in first-differences with a city fixed-effect. Column 2 repeats this but trims the top
5% and bottom 5% of observations in terms of the change in the city UAL cost. Columns 3 and 4 restrict the sample
to cities which held above and below median assets per capita, respectively, in 2003. Column 5 and 6 instead present
results from level fixed-effect regressions, where column 5 has city and year fixed-effects and column 6 adds a city-specific
linear time trend. All regressions, except those indicated otherwise, are weighted by the city’s average population during
the sample period. All financial variables are in per capita, 2016 dollars. Standard errors in parentheses, clustered by
city. Sample sizes are in brackets for each regression. The coefficients’ significance levels are symbolized as: ∗ p < 0.10,
∗∗ p < 0.05, ∗∗∗ p < 0.01. Data cover 2003-2016 from California Financial Transaction Reports (FTR) and researcher
collected pension data.
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to categorize budget items in the FTRs.23 Similarly, the Census guides cities in answering

the survey with the several hundred page Government Finance and Employment Classifi-

cation Manual. Since cities differ in organizational and reporting structure, these survey

instructions endorse comparisons closer to apples-to-apples than would otherwise be possi-

ble. Within a year and within a dataset, cities should be comparable, provided they respond

accurately. However, the FTRs and CoGs have different categories and may use different

definitions even for like categories. For instance, ‘Parks and Recreation’ in the CoG includes

all “recreational and cultural-scientific facilities” like public parks, marinas, stadiums, and

museums (but not libraries, which are separate). ’Parks and Recreation’ in the FTRs is

much more limited to maintenance of monuments and open spaces and expenses for athlet-

ics. With this in mind, I compare operating expenses for a few areas of interest - police,

fire, health, parks and recreation, and libraries - using the 2012 Census of Governments and

California FTRs from 2012. Out of these, police and fire are the most comparable. In the

following table, I present summary statistics for the categories from each dataset as well as

a percentage difference variable generated as

%Diffc,2012 =
|FTRc,2012 − CoGc,2012|

max{FTRc,2012, CoGc,2012}
.

In general, the FTRs consistently report more cities than the CoG in 2012. Two

categories, police and fire operating expenditures, have a high number of observations that

are exactly the same, followed by libraries with around half of them matching. Further, for

police over 90% of the values are within 5% of one another. The categories of ’Parks and

Recreation’ and ’Health’ tend to have different values in the FTRs and the CoG for the

reasons mentioned previously; the original ’Health’ variable in the FTRs includes sewers and

waste disposal, which is separate in the CoG. In my main dataset, I remove sewers and waste

as well, since these tend to be operated as enterprises by the city.

23Cities Financial Transactions Report Instructions, California State Controller’s Of-
fice.24https://www.sco.ca.gov/Files-ARD-Local/LocRep/Cities%20FTR%20Instructions.pdf
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Table 12: Comparison of FTR and CoG City Categorical Expenses, 2012

Category Data Obs. Mean Std. Dev. Min. Max. # Exact Matches

Police FTR 481 20.2 95.9 0.015 1971.5
CoG 429 20.4 86.1 0.015 1664.7
% Diff. 429 0.041 0.155 0 0.948 361 of 429

Fire FTR 326 12.0 38.4 0.001 556.1
CoG 307 11.7 31.7 0.001 422.5
% Diff. 300 0.016 0.102 0 0.996 287 of 300

Parks & Rec. FTR 482 7.8 28.4 0 476.1
CoG 461 6.4 21.7 0.001 318.3
% Diff. 456 0.183 0.235 0 1 95 of 456

Libraries FTR 188 4.7 14.4 0.001 137.9
CoG 183 3.6 9.8 0.002 95.1
% Diff. 178 0.100 0.211 0 0.994 86 of 178

Health FTR 482 17.0 127.4 0 2553.1
CoG 356 4.8 46.6 0.001 847.6
% Diff. 356 0.815 0.271 0 1 6 of 356

All amounts are in 1,000,000s of dollars, barring the percent differences. Expenses are categorical
operational expenses as they are defined in the Financial Transaction Reports (FTR) Instructions
and Census of Governments (CoG) Government Finance and Employment Classification Manual
for the fiscal year 2011-2012.

I also compared the cities with extreme differences in FTR and CoG values from

each category to their respective Comprehensive Annual Financial Report (CAFR) values.

For the CAFRs, I attempted to acquire them from the city’s website, with mixed success.

Some cities post the past decade of financial statements, while others post nothing. Since it

would be a process to contact each city’s officials to get them otherwise, building a dataset

from CAFRs would be difficult. From tables where I compare the FTR, CoG, and CAFR

data to one another, it looks like the FTRs better reflect the information presented in a

city’s audited financial statements (where they are available). For brevity, I only include one

of these covering ’police’.
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Table 13: Comparison of 2012 Police Expenditures, Extrema

City FTR CoG CAFR

Lompoc 9.54 19.08 unavailable
Healdsburg 4.15 8.30 7.011

Santa Cruz 19.78 39.56 unavailable
Highland 6.95 0.36 unavailable
San Clemente 12.10 0.65 11.98
Laguna Woods 1.30 0.11 1.621

Rosemead 6.66 0.61 7.521

Cerritos 13.56 1.31 unavailable
Montague 0.21 0.03 unavailable
Santa Fe Springs 8.80 1.61 unavailable
San Jacinto 8.62 1.64 unavailable
La Mirada 7.45 1.62 8.331

Lancaster 26.40 6.10 23.491

Imperial Beach 6.85 1.69 10.231

Lakewood 10.88 2.92 12.281

All amounts are in 1,000,000s of dollars. Comparison of Financial
Transaction Reports (FTR) and Census of Governments (CG)
data with Comprehensive Annual Financial Report (CAFR).
This table looks at cities where the CG and FTR differ by a large
margin in fiscal year 2011-2012.

Includes fire expenses with police as “Safety”.
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1.11 Further Information on CalPERS Data

The California Public Employees’ Retirement System (CalPERS) is the largest re-

tirement system in the state of California, and services the majority of city’s retirement

plans, who contract with CalPERS for their benefits. In my study, it is therefore critical

to know plan-level detail from these contracting city agencies; otherwise, I would be limited

to a sample consisting of cities with independently serviced pensions, which tend to be in

high population, established areas due to historical reasons related to the County Employees

Retirement Law of 1937.

However, the readily available data on the Secretary of State’s website was missing

most city-plan-years from the years 2005-2016, and CalPERS does not immediately provide

this information. To gather the necessary information, I submitted a public information

request on CalPERS’s online portal, asking for all records on each CalPERS contracting

agency from 2003 to 2017 in order to match to my city financial data.25 The records I

obtained were “Annual Valuation Reports”, which as per the language of the documents

contain “important actuarial information about [the contracting agencies’] pension plan at

CalPERS.” These contain information about each plan’s standing and expected future con-

tributions. All in all, there were a little over 17,000 actuarial valuations, each representing

a different plan-year observation from the 15 years of interest. Using Python, I turned these

PDFs into text streams which I subsequently scraped into CSV files. The Annual Valuation

Reports were variable both within and between years in terms of their length and contents.

To help give a sense of what these reports look like, I present two pages from the Annual

Valuation Report for Riverside, CA for 2005 below.

More specifically, I deemed that there are two general templates for the reports:

’short’ and ’long’. ’Short’ reports were provided to plans which in 2003 had less than 100

members, whereas the ’long’ reports were provided to plans with 100 or more members. This

25CalPERS: Public Records Requests https://www.calpers.ca.gov/page/contact/public-records-requests

https://www.calpers.ca.gov/page/contact/public-records-requests
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separation stemmed from CalPERS pooling these smaller employer-plans together in order

to reduce the size of fluctuations in their year-to-year contributions. While possibly a boon

by providing more predictable budgeting in smaller agencies, risk pooling is a bane for a

researcher trying to build a data set. From 2004-2010, ’short’ valuations do not report assets

and liabilities on a per-plan basis. Instead, there is only the value of a “Side Fund”, which

is the difference in fundedness between risk pool and plan, as well as plan membership and

payroll. Separately in Risk Pool Valuations, information on the risk pool’s financial status is

provided in aggregate each of these years. In 2011, they again calculate assets and liabilities

for all plans, using the following formula to reestablish plan fundedness

MVAplan =
Liabilitiesplan + SideFundplan
Liabilitiespool + SideFundpool

∗MVApool.

For me to calculate the fundedness for the period 2004-2010, I need either of the two

bolded quantities in the equation above so that I can get the other. Since I have data at

either end (for the majority of plans), I choose to interpolate the liabilities between the two

points, and then calculate the MVAplan using the equation above. This assumes liabilities

move linearly, which in aggregate is mostly the case. Assets are allowed to move up and

down with macroeconomic shocks through the MVApool term, and incorporating plan Side

Funds means plans vary in fundedness appropriately. The end result is having information

for the CalPERS contracting agencies for about ˜96% of the plan years after interpolation,

and about three-quarters before.
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Chapter 2

Politically Charged: District Attorney

Partisanship, Dismissal Rates, and

Recidivism

2.1 Introduction

Each year, over 17 million criminal cases enter the United States court system—at least

one case for every 15 American adults (Court Statistics Project 2018). The sheer volume of

cases empowers local district attorneys (DAs) with near-total discretion to choose how many

cases on which they want to pursue conviction, at the expense of scarce judicial resources,

and how many to dismiss, at a potential social cost if non-conviction spurs future crime

(Alschuler 1968; Bibas 2004; Bowers 2010; Stith 2008).1 The decision to pursue a conviction

carries significant consequences for accused individuals, who face economic and social fallout

from incarceration and accruing a criminal record (Agan and Starr 2018; Dobbie, Goldin,

and Yang 2018; Kling 2006; Mueller-Smith 2015).

1As we note in Section 2, in our sampled jurisdictions, as in most criminal justice systems in the United
States, the vast majority of filed criminal cases either result in dismissal—whereby the accused person is
released without penalty—or conviction. Vanishingly few cases result in a not-guilty verdict.
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But a DA’s choice of conviction rate also has political ramifications. Elected prosecutors

must answer to voters who, polls indicate, consistently see high crime rates as a major prob-

lem (Gramlich 2016; McCarthy 2020).2 A median voter framework suggests that all DAs,

regardless of their own political identities, might pursue high conviction rates as a visible sig-

nal of their toughness to the median, crime-averse voter. Conversely, as “citizen-candidates”

(Besley and Coate 1997), DAs might incorporate their own partisan perceptions of crime

rates and deterrence, topics on which Democrats’ and Republicans’ views diverge (Gramlich

2021; McCarthy 2020; Yokley 2021). Surprisingly, given this theoretical ambiguity and DAs’

central role in the criminal justice system, there exists no rigorous evidence showing how

elected prosecutors’ political identities affect their decision over whether to seek conviction

or dismiss a case.

This paper examines the causal impact of DA partisan affiliation on case dismissal rates,

sentencing outcomes, and re-offense rates. Our goal is to identify differences in how Demo-

cratic and Republican DAs exercise their prosecutorial authority, and ultimately assess how

those differences shape the efficacy of their local justice systems. Prior work suggests that

DA partisanship influences local incarceration patterns: Arora (2019) and Krumholz (2020)

show that electing Democratic DAs leads to fewer prison admissions. However, these studies

lack the criminal case-level data necessary to observe dismissal rates or re-offense behav-

ior. And while recent anecdotal evidence suggests that “progressive prosecutors” pursue

fewer cases (following campaign promises to do so), these examples capture only a subset of

Democratic DAs drawn mostly from large urban jurisdictions where Democratic voters hold

substantial majorities.3 Both of these confounding factors could independently influence

conviction rates. Thus, it remains an open question whether DA partisanship matters, both

at the margin and on average.

2By “district attorney,” we mean, broadly, the chief prosecuting authority in a given jurisdiction; some
states refer to these officials by other names, such as “state’s attorney” or “commonwealth attorney.” The
majority of district attorneys nationwide are elected in partisan contests, although some states elect public
prosecutors through nonpartisan ballots.

3Agan, Doleac, and Harvey (2021b) inventory many of these reform-minded prosecutors.
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Our study bridges these empirical gaps. We deploy a multi-state administrative dataset

that contains over ten million individual criminal case records spanning 2000-2019.4 Cru-

cially, these data include, to the best of our knowledge, data on all criminal cases filed in our

six sampled states, including defendants whose cases were ultimately dropped, allowing us to

accurately measure rates of case dismissal. Matching these court data to elections returns,

we can also observe the partisanship of the serving DA at the time of case filing.

However, jurisdictions that elect Democratic DAs differ systematically from those that

elect Republican DAs—particularly when they win office in uncontested elections, as is the

case for 81 percent of the elected DAs in our sample. Specifically, we find that jurisdictions

served by Democratic prosecutors have noticeably higher caseloads (both in absolute terms

and relative to their population) than those served by Republican DAs. The net bias of that

added caseload is unclear: jurisdictions that handle more cases likely have more resources to

do so, while higher caseloads could put pressure on DAs to quickly dismiss more low-level

offenses in order to focus on relatively serious cases.

To address this endogeneity concern, we use narrowly-decided DA elections to home in

on otherwise comparable jurisdictions that barely elect DAs from each party. Logically, by

focusing on the most politically competitive jurisdictions where both parties have a shot of

winning elections, we minimize the baseline differences between court systems in our sample

served by Democratic and Republican DAs.5 Indeed, we find that winning DA partisan-

ship in narrowly-decided elections is uncorrelated with election-year jurisdiction and case

characteristics, which suggests that any post-election differences in case outcomes repre-

sent the causal impact of DA partisanship. Our preferred research design combines this

close-election, regression discontinuity-style (RD) variation with a difference-in-differences

4Specifically, we use data from Arkansas, Colorado, Kentucky, North Carolina, Texas, and Virginia, states
for which we could obtain comprehensive criminal justice data and DA election outcomes. While these states
are mostly in the South, they include roughly one-quarter of all DAs nationwide, as well as a range of urban
and rural jurisdictions that in many ways resemble the country more broadly. We detail our sample of court
systems and elections in Section 2.

5See Dippel (2022) and Macartney and Singleton (2017) for recent examples of studies that follow this
close-elections approach to estimate the policy impact of electing partisan officials.
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specification, which isolates the effect of DA partisanship both within jurisdictions across

time and across jurisdictions with different election outcomes. Additionally, we supplement

our main close-elections approach with a matching design, leveraging our detailed case-level

data to examine the external validity our close-election identification strategy. That is, we

compare outcomes for similar cases from similar jurisdictions that are prosecuted by DAs

from opposing parties, irrespective of their election margins, to consider the average impact

of DA partisanship.

Our close-elections difference-in-differences estimates show that, relative to Republican

DAs, the marginal Democratic DA is 25 percent (8 percentage points) more likely to dismiss

incoming criminal cases. Similarly, cases filed in jurisdictions led by Democratic DAs are 17

percent (9.7 percentage points) less likely to result in incarceration. We also find that elect-

ing a Democratic DA leads to 32 percent shorter incarceration sentences on average (about

1 less month spent in jail or prison), in line with prior research.6 These effects remain con-

sistent under different choices of controls and definitions of “close” elections; heterogeneity

analyses point to larger effects among nonwhite and female defendants, as well as among

those accused of felony and nonviolent offenses, although these differences are not statis-

tically significant. Moreover, our matching estimators back up our main findings. Within

our primary close-elections research sample, our matching approach produces comparable

results to our preferred specification, which we argue attests to its validity. Expanding our

attention to cases from all jurisdictions, matching estimates indicate that the average Demo-

cratic DA dismisses 18 percent more cases—a smaller impact than the marginal Democratic

DA, but economically meaningful nonetheless. We interpret these results as evidence that

Democratic DAs pursue higher dismissal rates and impose less punitive sentences across a

range of jurisdictions and defendants.

6Prosecutors do not unilaterally impose sentences, a power that rests with judges. Still, by choosing
whether and which charges to pursue, DAs effectively determine the minimum and maximum jail or prison
sentences that a judge could choose from. DAs can also recommend particular punishments as part of a plea
deal. Our point estimate on sentencing lies almost exactly between those of Arora (2019)—who finds that
Democratic DAs generate roughly 55 percent shorter incarceration sentences—and Krumholz (2020), who
finds that Democratic DAs reduce total sentenced months in a jurisdiction by 6 percent.
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Democratic DAs’ high dismissal rates clearly serve accused individuals’ interests, avoiding

the social and economic penalties that come with a criminal record. Yet, it remains unclear

whether this agenda serves the interest of justice. Recent studies suggest that, at the margin

of dismissal, a prosecutor’s decision to drop a case could actually promote public safety,

in that non-prosecution reduces the probability that arrestees commit future crimes. In

particular, Agan, Doleac, and Harvey (2021a) show that dismissing misdemeanor charges

reduces the probability of re-arrest, while Augustine et al. (2022) and Mueller-Smith and

Schnepel (2019) find that diverting felony defendants diminishes the likelihood that they

face future criminal charges.7 Motivated by these findings, we examine how Democratic

DAs affect the rate at which affected individuals recidivate and reappear in future criminal

cases, as a way of gauging DAs’ impact on the efficacy of the local court system.

We find that the marginal Democratic DA has no statistically or economically significant

effect on the probability of re-offense, measured within 1 or 2 years of initial case filing,

relative to the marginal Republican DA. Point estimates have negative signs and fairly tight

confidence intervals, such that we can rule out increases in recidivism of more than 2 percent,

both within 1 year and 2 years of initial arrest (or 0.6 and 0.8 percentage-point increases, re-

spectively).8 We stress that these estimates do not capture the causal effect of case dismissal

per se; rather, our results just capture the reduced-form effect of Democratic district attor-

neys on recidivism rates—which could operate through numerous policy channels, including

higher case dismissal rates. Still, our null findings echo an emerging empirical consensus

that criminal convictions might have limited deterrence effects at the margin.

Overall, our work sheds new light on how partisan politics impacts the criminal justice

system. This analysis speaks to two strands of the literature. First, by providing rigorous

evidence that a district attorney political identities substantially influence case dismissal

7As we discuss in Section 2, we consider diversion—typically probation, followed by charge dismissal—to
be a form of case dismissal.

8Certain specifications yield precisely-estimated declines in recidivism of up to 16 percent (6 percentage
points) among cases filed four years after a Democratic DA wins a close election. We treat these results with
caution, as we discuss in the text, although they broadly support our argument that Democratic DAs do
not adversely affect re-offense rates.
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rates, we contribute to a growing body of research that highlights the degree to which case

outcomes in the legal system depend not on the facts but on idiosyncratic courtroom actors,

including judges (Cohen and Yang 2019), defense attorneys (Agan, Freedman, and Owens

2021; Shem-Tov 2022), and assistant prosecutors (Sloan 2020; Tuttle 2019). Second, we

provide a new perspective on the long-standing question of whether a less punitive criminal

justice system comes at the cost of reduced deterrence. Across a range of jurisdictions, we

show how Democratic DAs pursue fewer criminal convictions and lower incarceration rates

without systematically adverse effects on recidivism. While we cannot directly estimate the

impact of case dismissal on re-offense behavior, our results support the argument—advanced

by academics and policymakers alike—that high conviction rates are not necessarily efficient.

Altogether, our findings underscore the extent to which politics shapes the implementation

of the law at the local level, and how the punitiveness of the court system hinges on the

partisanship of district attorneys.

2.2 Background and Data

Our study examines the causal link between DA partisan affiliation and the rate at

which they dismiss criminal cases. To capture results that can be plausibly attributed to

DA partisanship, and to deliver widely-applicable findings, we compile a multi-state dataset

that links DA election returns with detailed criminal justice records. However, few states

provide the comprehensive criminal justice records necessary to conduct an analysis focused

on pre-sentencing outcomes, a critical constraint which limits the scale of this study. As

we detail below, our final dataset includes six states with suitable policy environments and

data—Arkansas, Colorado, Kentucky, North Carolina, Texas, and Virginia.9 Together, these

states comprise 17.8 percent of the U.S. population as of the 2010 Census and around a

9As of July 19, 2023, the findings presented in this paper do not include Kentucky, in order to comply
with requirements from the Administrative Office of the Courts. Including Kentucky—which is a small part
of our sample anyway—has virtually no effect on our results. We will include these findings in the final
version of this paper.
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quarter of its district attorneys.10 Though we attempted to collect criminal justice data

for the period 2000-2018, many states do not have records from the early 2000s. As such,

data availability varies across states: Arkansas records span 2000-2018, Colorado 2002-2018,

Kentucky 2002-2018, North Carolina 2013-2018, Texas 2000-2019, and Virginia 2008-2018.

We begin by contextualizing district attorneys’ role in the criminal process. We then

summarize the DA elections data that we use to identify the partisanship of DAs serving

in our sampled jurisdiction-years before describing how we construct our sample of criminal

court records. Combining these datasets, we summarize key features of our sampled criminal

cases and jurisdictions, highlighting differences between Democrat- and Republican-led court

systems. Finally, we discuss how we construct our primary analytic dataset, a jurisdiction-

election panel.

2.2.1 Background: The Role of District Attorneys in the Criminal

Justice Process

Voters in the six states we study elect district attorneys to lead public prosecutors’

offices and represent the state against defendants in felony and most misdemeanor cases.

Each district attorney serves as the chief law enforcement officer in their judicial district,

usually a single county, but sometimes a grouping of small counties.11 Many jurisdictions

staff public prosecutors’ offices with assistant district attorneys (ADAs), who often function

as the actual prosecuting attorneys on cases. Even in these settings, though, the district

attorney retains control of overall prosecutorial policy and directs the ADAs. In our sampled

states, voters elect DAs to office every four to six years.

District attorneys’ principal responsibility involves deciding whether to seek to convict

10We also collected criminal justice data from North Dakota, Oregon, and Pennsylvania, but could not
use them in this study, due to quality issues (Pennsylvania) and lack of data to identify DA partisanship
(North Dakota and Oregon). Our resulting dataset overlaps extensively with those in recent research that,
like us, attempt to gather court records from as many states as possible (for example, Dippel and Poyker
[2019] and Feigenberg and Miller [2021]).

11For example, Texas Judicial District 97 in the northern part of the state includes the counties of Archer,
Clay, and Montague, which have a collective population of around 38,000.
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individuals accused of a criminal offense. Following an arrest by the police, DAs can opt to

pursue the arresting charge, impose alternative or further charges on an individual based on

the evidence, or dismiss the case against the person altogether.12 DAs face few constraints

on their prosecutorial discretion. In fact, recent reformist prosecutors have declined to

prosecute whole categories of offenses (e.g., drug possession). Should they decide to pursue

a defendant’s conviction, DAs also have leverage over the eventual sentence imposed, both

via the choice of specific charge to prosecute and through the plea bargaining process, which

resolves the vast majority of cases. Their wide remit positions DAs to substantially influence

criminal justice outcomes in their local court systems.

2.2.2 Data: District Attorney Elections

For each jurisdiction and year represented in our sampled states, we determine the politi-

cal party of the serving DA using election records. We compile jurisdiction-level DA election

returns, which include candidate-level vote totals, and use the partisan identity of the most

recent election winner as the party of the sitting DA. For five of the six states in our sample,

we directly observe candidates’ party affiliations; for one state (Arkansas), we determine can-

didates’ political parties using voter registration data.13 From this information, we calculate

the winning party’s margin of victory as a share of the total votes cast in the election.14 Note

that one state in our sample (Kentucky) reports only competitive election results, though, as

we discuss in Section 4, the omission of non-competitive elections does not affect our primary

research design.

12In five of our six sampled states, DAs formally charge arrestees. The exception is Virginia, where the
police decide whether to charge. Still, in all states, DAs have the authority to dismiss a case entirely, with
no further penalty.

13Arkansas is the only state in our sample that holds nonpartisan DA contests but has partisan voter
registration. As such, we match candidates to the Arkansas voter roll to determine their registered political
party preference. We find that many contested elections feature candidates from opposing parties—however,
our ability to observe candidate partisanship hinges on the match quality to the Arkansas voter roll, which
may introduce bias. Omitting Arkansas from our sample has a negligible impact on our findings.

14For elections with more than two candidates, we define the margin of victory as the difference between
the first- and second-placed candidates’ vote shares. We separately define the winning party’s margin of
victory as the difference between the top Democratic candidate’s vote share and the top Republican’s vote
share.
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In Table 1, we summarize all 1,311 DA elections that took place in our sampled states

and time periods. Republican candidates won most (55 percent) of these contests, while

Democrats won 43 percent of the time. In the remaining 2 percent of elections, either a

third-party candidate won, or else we could not determine the partisanship of the winning

candidate. Strikingly, only 255 races (18 percent of the total) were contested by multiple

candidates.15 And even among these nominally competitive elections, most races had wide

victory margins: on average, the winning candidate defeated her opponent by 19 percentage

points. Focusing on the 197 “politically competitive” races that include at least one Demo-

crat and one Republican—the sample of greatest interest to this study—we find that the

average race resulted in a Democratic loss of 6 percentage points. In Section 3, we discuss in

greater detail how we leverage these election margins to identify the causal effect of electing

a Democratic DA.

2.2.3 Data: Criminal Justice Records

Our primary research question considers the rate at which DAs dismiss criminal cases.

Many criminal justice datasets only include criminal offenses that result in conviction and

sentencing. We therefore compile charge-level administrative records that describe all felony

and misdemeanor charges filed in our sampled states. These data contain, to the best of our

knowledge, all criminal charges filed in each state during their coverage periods, including

those that district attorneys ultimately chose to dismiss. That said, arrest and charging

behavior varies substantially across states. Unequal arrest and charging rates on the part of

the police mean that identical crimes committed in different states may not be reported at

similar frequencies. Likewise, the same underlying offense can often support different charges

in different states. We quantify and discuss the ramifications of these cross-state differences

below.

15Krumholz (2019) collects data on DA elections held in 40 states between 1990 to 2015, finding that 25
percent of races were contested, slightly higher than the rate in our sample, but confirmation that DA races
rarely feature multiple candidates.
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Criminal Justice Data Cleaning

Each state data source records fairly detailed information about individual charges, such

as a description of the offense, its severity (felony, misdemeanor, or infraction), the date the

charge was filed, the date the charge was disposed, the charge disposition (e.g., dismissed,

found or pleaded guilty), sentencing outcomes associated with the charge, and characteris-

tics of the defendant (age, gender, race/ethnicity). Our approach to data cleaning echoes

Feigenberg and Miller (2021), who compile a similar multi-state dataset.16

We first define charge-level characteristics and outcomes. Following the Universal Crime

Reporting (UCR) system’s offense classification scheme, we label charges as either property,

violent, drug, or traffic offenses. We refer to charges that do not fall into these categories—

generally, crimes against society, such as driving while intoxicated (DWI)—as “other.” For

each charge, we define three disposition outcomes: an indicator for whether the charge

was dropped or dismissed by the DA; an indicator for whether the charge resulted in any

incarceration sentence; and the nominal length of that sentence, in months.17,18

We then aggregate our charge data to the criminal-case level, our primary unit of obser-

16While our overall approach to data cleaning resembles that of Feigenberg and Miller (2021), two differ-
ences stand out. First, to define criminal cases, we group together charges based not only on identifying
fields in the data but also on date of filing, a choice which we believe reflects how the courts will process
these charges. This choice reduces the number of “cases” in our sample, relative to that of Feigenberg and
Miller. Second, likely as a result of how we define cases, we observe incarceration rates 8-10 percentage
points higher than Feigenberg and Miller, and dismissal rates that are 6-8 percentage points lower. We
believe both approaches to the data are reasonable ex ante; we prefer our approach because, by defining
cases relatively broadly, we avoid mistaking a case dismissal for charges dropped as part of an overall guilty
plea on a case (anecdotal and empirical evidence suggests that such “charge bargaining” is ubiquitous in the
criminal justice system; see, for example, Piehl and Bushway [2007]).

17Different court systems refer to non-prosecution dispositions by different names, which we group un-
der the term “dismissed.” We consider a charge to be dismissed if its disposition is given as “dropped,”
“dismissed,” “nolle prosequi,” or, specifically in Texas, “deferred adjudication.” “Deferred adjudication” is
a diversion outcome unique to felony offenses filed in that state, which amounts to probation followed by
dismissal, provided the defendant does not re-offend. Note that we exclude from this definition the rare
situations in which charges were dropped because a judge dismissed a case (for example, due to a lack of
evidence), rather than a DA.

18We do not observe the actual sentences served by defendants, but rather the incarceration term set at the
time of sentencing. External factors unobservable to us, such as parole board leniency, could cause nominal
and actual incarceration sentences to diverge in ways that local DAs (as well as judges and defendants) may
anticipate and factor into their decision-making. For this reason, we tend to stress our extensive-margin
results, which consider dismissal and the probability of any incarceration sentence.
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vation, using defendant identifiers and charge filing dates. We assume that the courts will

process charges filed on the same day for the same defendant together as a single unit. We

categorize cases as property, violent, drug, traffic, or other if any charge within that case is

of the given type. Likewise, we define a felony case to include at least one felony charge.

To construct our primary case-level outcomes—case dismissal, incarceration, and sentence

length—we again look across charges within a case. We consider a case to be dismissed if all

charges on the case are dismissed; we say a case results in incarceration if at least one charge

results in incarceration; and we take the incarceration length imposed on a case to be the

maximum confinement sentence imposed across all charges (which we set to zero if no charge

on the case resulted in an incarceration term). Since our sentence length variable has a large

variance and a mode of zero, we prefer to use its inverse hyperbolic sine (asinh), which has

a similar interpretation and properties as the natural log function, but is well-defined at

zero.19

We then construct defendant covariates, relying on fields in the raw data to identify defen-

dant gender and age at the time of case filing.20 Each state reports defendant race/ethnicity

identification differently: some treat “Hispanic” as a race, mutually exclusive with “white,”

while others treat ethnicity as distinct from race. To minimize measurement error, we group

together “nonwhite” defendants, which includes defendants identified as Hispanic or by any

race other than “white.”21

Finally, we use our extensive data and defendant identifiers to track re-offense behavior.

For each defendant-case (i.e., every appearance a defendant makes in the data), we create

indicators for whether the defendant re-appears on a new criminal case within 1 or 2 years

their original case’s filing date, which we refer to as defendant recidivism. Unfortunately,

19Feigenberg and Miller (2021) and Shem-Tov (2021) use this transformation as well to measure length of
incarceration. We obtain virtually identical results when we instead use a typical log transformation.

20Court records from Virginia provide no age or year or birth field, and so we omit this variable for Virginia
defendants.

21Functionally, this approach mirrors that of Feigenberg and Miller (2021), who face a similar challenge
and focus on a white/nonwhite dichotomy. Unlike those authors, though, we include less-represented races
in our sample, such as Asian and American Indian.
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only three states (Kentucky, North Carolina, and Texas) provide sufficient data to track

defendants across time and observe future offenses. Still, these three states account for over

60 percent of the criminal cases and elections in our main research sample.

To ensure that our dataset contains comparable types of cases across jurisdictions, we

impose several sample restrictions. We drop cases that have indeterminate dispositions—such

as cases binding to a higher court—or no disposition. We omit cases that exclusively involve

traffic offenses, since some states do not report low-level traffic infractions and misdemeanors.

We also exclude juveniles, those younger than 18 at the time of case filing. When considering

defendant recidivism, we exclude cases filed within 1 or 2 years (depending on the exact

outcome variable) of the end of their state’s criminal justice records’ coverage period.

Summary of Criminal Case Data

Our final sample contains 9,787,182 criminal cases, which we summarize in Table 2.

Across our full dataset (described in column 1), DAs dismiss 37 percent of cases, while 47

percent of cases result in incarceration. Though not shown here, virtually all cases that do

not result in dismissal culminate in conviction; as such, we typically refer to defendants whose

cases were not dismissed as “convicted.” In terms of recidivism, 41 percent of defendants

re-appear on a subsequent criminal case within two years. Defendants are overwhelmingly

male (just 25 percent are identified as female), while 54 percent are identified as nonwhite.

Most cases involve misdemeanors (only 34 percent include a felony charge), and the most

common charge types included in cases are property offenses (e.g., theft) and “other” offenses

against society (e.g., DWI), which appear in 36 and 39 percent of cases, respectively.

The remaining columns of Table 2 underscore the extent to which defendant outcomes

diverge across court systems. Breaking down our sample by state, we find that case dismissal

rates range from 19 percent (Arkansas) to 58 percent (North Carolina); incarceration rates

range from 15 percent (North Carolina) to 62 percent (Texas). These stark disparities

across state lines likely reflect a combination of factors. As we mention above, despite the
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fact that our data comprise arrest-to-sentencing records, standards for arrest, and what sorts

of charges police and prosecutors have at their disposal, vary across jurisdictions. Equally,

actual judicial punitiveness almost certainly varies across court systems, driven by racial

attitudes (as Feigenberg and Miller [2021] demonstrate), mandatory sentencing laws, and—

of particular relevance for us—the political considerations of judges and district attorneys.

Regardless of its underlying causes, the immense cross-state variation in criminal case

composition and outcomes poses an empirical challenge as we try to disentangle the impact

of DA partisanship from other confounding factors. In general, our preferred approach is to

focus on within-jurisdiction variation, usually in the form of jurisdiction fixed effects, that

account for unrelated state-by-state (and, indeed, jurisdiction-by-jurisdiction) differences in

the legal environment. We elaborate on how our research design isolates the effect of DA

partisanship in Section 3.

2.2.4 Constructing Panel Datasets

We combine our DA election and criminal justice records to create two analytic datasets.

The first uses the elections returns to create a jurisdiction-level panel, which tracks the

partisanship of each jurisdiction’s serving DA over time, as well as basic information from

the most recent DA election (e.g., the winning candidate’s margin of victory). Using county

and year of filing, we match individual cases to this panel of jurisdictions, which allows us

to observe the DA’s partisanship at the time a case entered the court system.

We summarize our jurisdiction-year panel in Table 3, highlighting both demographic

features of the locations represented in our data, as well as the average characteristics of the

local court systems. To help illustrate the (qualitative) relationship between DA partisanship

and features of their jurisdictions, we break down our sample of jurisdiction-years by the

party affiliation of the serving DA, as well as the competitiveness of the election in which they

secured their office. The first panel of Table 3 summarizes jurisdiction-year demographics,

drawing from Census (population, nonwhite population share) and Bureau of Economic
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Analysis (income per capita) data.22 Column 1 describes all jurisdiction-years in our sample

(N=3,874); the remaining columns separate jurisdiction-years by the partisanship of the

sitting DA, as well as by the competitiveness of the most recent DA election.

The average jurisdiction-year in our sample has a population of just over 171,000—24

percent of whom are nonwhite—and a mean per-capita income of almost $39,000. These

averages mask substantial disparities across jurisdictions served by Democratic and Repub-

lican DAs: Democratic DAs hold office in less populous and less affluent places than their

Republican peers. Interestingly, differences between contested and uncontested jurisdic-

tions, regardless of DA partisanship, stand out, whereas contested jurisdictions represented

by DAs of opposing parties appear relatively similar. This pattern presages our research

design, which focuses on these competitive jurisdiction-elections.

The second panel of Table 3 focuses on the local court outcomes of systems represented

by Democratic and Republican DAs. These data show further evidence of divisions between

politically competitive and noncompetitive localities. Uncontested jurisdictions have rela-

tively low caseloads (with fewer than 2,000 cases filed per year, compared around 5,000 in

contested jurisdictions) and relatively high incarceration rates (40-48 percent, versus 39-45

percent in contested jurisdictions). Interestingly, Republican- and Democratic-led jurisdic-

tions also appear to diverge in their punitiveness: contested jurisdictions with Democratic

DAs have higher dismissal rates (39 percent versus 35 percent) and lower incarceration rates

(39 percent versus 45 percent) than their Republican counterparts elected in competitive

races.23 At the same time, the average Democratic DA in a contested jurisdiction handles 6

percent more cases per year than the average competitively-elected Republican (5,267 cases

per year, compared to 4,987 in Republican-led DAs offices), which encapsulates the fact

22Note that BEA data is missing for incorporated cities in Virginia, which operate independently from their
surrounding counties and elect their own DAs. For jurisdictions that span multiple counties, we aggregate
Census and BEA data from these different counties. We inflate BEA income data to 2016 dollars.

23We summarize other case and defendant characteristics by DA partisanship in the Appendix. The case-
level summary data show similar patterns in judicial outcomes, with cases filed in Republican-led jurisdictions
more likely to result in prosecution and incarceration. By contrast, we find few differences in average case
characteristics.
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that DAs of opposing parties serve very different court systems. The question thus remains

whether this divergence in outcomes represent the causal impact of DA partisanship, or re-

sult from the underlying differences in caseloads and demographics across jurisdictions. Our

identification strategy, which we discuss in the next section, aims to disentangle these factors

from the causal impact of DA partisanship.

As part of that research design, we construct a second analytic dataset: a jurisdiction-

election panel, focusing exclusively on contested DA races. Intuitively, as we discuss in

depth in Section 3, by restricting our attention to these politically competitive locations, we

hope to minimize differences in jurisdiction characteristics that might explain variation in

court outcomes. Around each of the 197 “politically competitive” elections in our sample

that feature both Democratic and Republican candidates, we create a panel that includes

all criminal cases filed between the third year prior to the election and the sixth year fol-

lowing the election. Each observation in the panel is a case-by-jurisdiction-election. The

panel has an unbalanced structure, where periods may be missing for some elections but not

others. Within a given jurisdiction-election’s panel, each criminal-case observation shares

time-invariant, election-level data, such as the election margin. The dataset has a “stacked”

structure, in which cases can appear more than once in the panels of different elections. This

jurisdiction-election panel contains 8,196,244 case-by-jurisdiction-election observations.24

2.3 Research Design

Our goal is to estimate the causal effect of district attorney partisanship on the proba-

bility of criminal case dismissal, sentence length, and the likelihood of defendant re-arrest.

Using a straightforward ordinary least-squares (OLS) framework, we could regress defendant

outcomes on an indicator for whether a Democratic DA held office at the time of case filing.

24We describe post-election cases from this sample of contested jurisdiction-elections, alongside our full
sample (discussed above) and our final research sample, in the Appendix.



62

However, that approach would yield a biased estimate if there is any correlation between

the underlying determinants of judicial system punitiveness and the political identity of the

local prosecutor. For example, Table 3 shows that, on average, jurisdictions with Democratic

district attorneys elected in competitive races handle larger volumes of cases per capita than

jurisdictions with Republican prosecutors elected in uncontested races. The direction of the

resulting bias is unclear: those additional cases could reflect greater judicial capacity to pur-

sue cases to conviction, or the high caseload could oblige DAs to dismiss more cases in order

to conserve judicial resources for the most serious offenses. Disentangling the causal effect

of DA partisanship from the role of prosecutorial resources and other confounding factors

represents the primary goal of our research design.

2.3.1 Identification from Close Elections

To address this endogeneity concern, we focus on jurisdictions in which Democratic and

Republican DAs hold office as the result of closely-contested elections. As Table 3 shows,

jurisdictions served by Democratic and Republican DAs elected in contested races appear

to be fairly similar, at least along observable dimensions. Our close-elections research de-

sign extends this insight to its logical conclusion: by focusing on those DAs elected in the

most narrowly-decided races, we hope to minimize the confounding differences between ju-

risdictions served by Democratic and Republican chief prosecutors. This approach echoes

numerous prior studies that use close elections to infer the causal effect of partisan officials.25

Cross-sectional Specification

Our most parsimonious empirical approach captures the effect of close Democratic vic-

tories in DA elections using a sharp regression discontinuity (RD) framework. For this

specification, we aggregate our data to the jurisdiction-year level, and use the result of the

most recent DA election as an instrument for the political identity of the serving DA at the

25See, for example, Dippel (2022), Ferreira and Gyourko (2009), Lee et al. (2004), and Macartney and
Singleton (2019).
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time of case filing.26 For jurisdiction j and year t, we regress average case outcome Y (for

instance, the share of cases dismissed by the DA) on an indicator for whether a Democratic

candidate won the last DA election in j (Democrat), along with a linear control for the mar-

gin by which she won (or lost) that election, and their interaction.27 Our main cross-sectional

specification is

Y jt = α0 + α1Marginjt +Democratjt(α2 + α3Marginjt) + ϵjt, (2.1)

where the coefficient of interest, α2, captures the local average effect of barely electing a

Democratic DA on aggregate outcome Y .

Throughout our analysis, we restrict our sample to those jurisdiction-elections decided

by a sufficiently narrow margin to be comparable. Specifically, we focus on elections in which

the Democratic candidate’s margin of victory (or loss) was at most 7.1 percentage points

(that is, those for which Margin lies in the range [-0.071,0.071]). We use that threshold

since it is the smallest—and therfore, we argue, most conservative—bandwidth given by

Calonico, Cattaneo, and Farrell’s (2020) selection procedure across our different samples

and outcome variables.28 Still, to address concerns that this sample restriction explains

our findings, in Section 4 we show that we obtain similar results using narrower and wider

definitions of “close” races. Across all specifications, we cluster our standard errors at the

26Our estimator is “intent-to-treat,” insofar as we do not confirm the identity of the district attorney who
actually prosecuted a given case. For instance, if a Democratic DA is voted into office, but is recalled after
one year and replaced by an appointed successor, cases prosecuted in her jurisdiction will still be in our
“treated” group. More generally, some cases filed around the time of an election will remain in the system
when a new DA assumes office. Since we use the date of case filing to assign cases to DAs—rather than
the date of case disposition, which is potentially endogenous (i.e., more case dismissals will shorten average
disposition times)—these election-year cases could be misclassified as “treated” or “untreated.” Since we
observe that DA partisanship takes time to express itself on case outcomes, we do not believe the resulting
bias substantially affects our results.

27To demonstrate the robustness of our results, we estimate an alternative specification that includes a
quadratic polynomial in Margin. As we discuss in the next section, our results are qualitatively similar under
both the linear and polynomial approaches.

28In the Appendix, we compare cases filed in all contested jurisdictions to those filed in our close-elections
sample. We find few differences in average case characteristics, suggesting our sample of cases filed in
narrowly-contested jurisdictions is observably similar to the larger sample of cases filed in competitive juris-
dictions.
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jurisdiction-by-election level to correct for the correlation of outcomes among cases handled

by the same DA.29 Our identifying assumption is that, among narrowly-decided contests,

and conditional on the election margin, DA partisanship (Democrat) is uncorrelated with

unobserved determinants of average case outcomes, ϵ.

Internal Validity of Close-elections Approach

While not testable in itself, our identification assumption implies that, pre-election, we

should not find any observable differences distinguishing the jurisdictions where Democratic

DA candidates barely won and lost. That is, close Democratic DA victories should not

be correlated with features of the jurisdiction or its typical caseload that might indepen-

dently drive post-election case outcomes. Using Equation 2.1, we estimate differences in

election-year jurisdiction demographics, as well as case and defendant characteristics. We

disaggregate case and defendant data here, since our primary research design (which we

discuss below) leverages case-level data, although we obtain quantitatively similar results

when we aggregate to the jurisdiction-election level. We report our estimates in Table 4.

Encouragingly, we find no significant differences in these jurisdiction- or case-level covariates

that would undermine our identification approach.

In keeping with standard RD assumptions, we also ensure that our running variable—

the difference in vote share between the Democratic and Republican DA candidates in the

election—is balanced at the cutoff separating Democratic and Republican victories. In other

words, within our sample of 197 politically competitive elections, there should not be a

discontinuity in the running variable density at the cutoff that would indicate one party

systematically wins these tight races. Figure 2.2 shows that the distribution of our running

variable (the Democratic margin of victory) does not vary discontinuously at zero. A formal

test for any jump in the density at the cutoff (following Calonico, Cattaneo, and Farrell

[2020]) fails to detect any such difference, with a p-value of 0.987.

29Functionally, clustering at the jurisdiction-election level amounts to clustering on the running variable
(Margin).
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External Validity of Close-elections Approach

Our close-elections comparison approach, combined with our policy setting, raises a po-

tential empirical concern: we rely on a small group of jurisdictions for identification, with

just 49 DA elections in our sample decided by a margin that falls within our bandwidth.

As with all election-RD designs, our coefficient of interest recovers treatment effects among

cases in marginal jurisdictions where candidates compete in close races. And, more spe-

cific to our context, the fact that most DA elections are not even contested could limit the

external validity of our findings, as the effects we observe in competitive jurisdictions may

not provide much insight into the numerous uncontested jurisdictions in our data. To help

address these points, in Section 5 we introduce a supplementary matching design that, while

perhaps offering a less airtight causal claim, allows us to comment on the average effect of

DA partisanship across a wider range of jurisdictions.

2.3.2 Panel Specification

While intuitive, the cross-sectional approach given by Equation 2.1 might not yield very

persuasive results, given the small sample of competitive elections at our disposal. Equally,

cross-sectional estimates across jurisdictions must contend with the substantial variation in

outcomes we see across court systems (see Table 2), which could lead to noisy results.

In fact, the traditional sharp RD approach leaves information on the table that could

make our results both more precise and more compelling. Our panel structure allows us to

compare defendant outcomes both across jurisdictions with different election outcomes as

well as within jurisdictions across time, which can assist with statistical inference. Likewise,

our case-level data allow us to control for a wide array of defendant and case characteristics

to help discount alternative explanations for our results.

To strengthen our research design and leverage these features of our data, we combine

our close-elections, RD-style intuition with a difference-in-differences panel framework. We
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estimate this panel model using our main disaggregated, case-level panel dataset, including

pre- and post-election observations, and focusing on outcome Y for individual case i (for

example, an indicator for whether the case was dropped). Building on our cross-sectional

specification from Equation 2.1, we add controls for whether case i was filed in a post-election

period τ (postiτ ), as well as jurisdiction and year fixed effects (λj and θt, respectively). Our

baseline panel specification is:

Yijtτ =α0 + α1Marginjt +Democratjt(α2 + α3Marginjt)+

postiτ

(
γ1 + γ2Marginjt +Democratjt(β1 + β2Marginjt)

)
+

λj + θt + ϵijtτ ,

(2.2)

where β1—the post-election effect of a Democrat winning in a close race—is the coefficient

of interest.30

Intuitively, Equation 2.2 measures the difference-in-differences effect of a Democratic

DA victory, relative to a Republican win, where the Democratic victory “treatment” is

quasi-randomly assigned via close elections.31 Including pre-election observations improves

statistical efficiency, and addresses the possibility that pre-election circumstances drive our

results. Furthermore, the addition of jurisdiction and year fixed effects help mitigate the

substantial variation in outcomes across court systems and time (see Table 2), which further

improves the precision of our estimates. For these reasons, we favor these case-level panel

estimates. Still, we appeal to our aggregate cross-sectional results for transparency and to

30The estimated β1 from Equation 2.2 without the panel components is effectively the same as α1 from
Equation 2.1 with jurisdiction-caseload weights. We prefer the case-level approach because it allows us to
leverage our detailed data to achieve the greatest precision, as well as to thoroughly explore heterogeneity
and alternative explanations for our findings. In any case, we obtain comparable estimates using both our
cross-sectional and panel RD approaches, implying that our case-level design—and its associated weighting
choice—does not drive our results.

31Similar hybridized RD-difference-in-differences approaches are increasingly common in research that
examines the impact of local government politics and policies. Beach and Jones (2017) and Grembi, Nan-
nicini, and Troiano (2016) employ similar “difference-in-discontinuities” designs, while Fischer (2023) and
Shi and Singleton (2022) use analogous instrumental variables specifications with difference-in-differences
components.
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demonstrate the robustness our findings to alternative approaches.32

Finally, to more explicitly rule out pre-election trends in our outcome variables that

might bias our results, and to comment on the dynamics of Democratic DAs’ impact on

criminal justice outcomes, we modify Equation 2.2 to take an event-study approach. This

specification highlights period-specific impacts of DA partisanship, using fixed effects, κiτ ,

to denote whether case i was filed in pre- or post-election period τ :

Yijtτ =α0 + α1Marginjt +Democratjt(α2 + α3Marginjt)+

τ=6∑
τ=−3

(
κiτ + ρτMarginjt +Democratjt(δ1τ + δ2τMarginjt)

)
+

λj + θt + ϵijtτ .

(2.3)

Each event-study coefficient δ1τ captures the difference in outcome Y between the last pre-

election year (period -1) and period τ attributable to a marginal Democratic election victory.

2.3.3 Variation in DA Partisanship After Close Elections

Before estimating our cross-sectional and panel models, we first illustrate the “first stage”

variation in district attorney partisanship that our close-elections design generates. In the

cross section, our close-elections approach guarantees that, in the year after a DA election, ju-

risdictions in which a Democratic candidate won the race will be served by a Democratic DA.

Over time, though, subsequent elections could result in incumbent losses, in both “treated”

and “control” jurisdictions, which could narrow that gap.

To illustrate this pattern, we estimate an event study specification in the style of Equa-

tion 2.3, where the outcome is whether a Democratic DA holds office, and each observation is

32Qualitatively, we find similar results using alternative versions of Equation 2.2 that omit the panel
framework. We provide these results in the Appendix to highlight the different roles played by our panel
approach and choices of fixed effects. This comparison underscores the important role played by jurisdiction
and year fixed effects in our empirical approach, particularly once we incorporate multiple post-election
periods. As expected, our panel design—which includes pre-election observations—does not have a large
effect on the magnitudes of our estimates, but does noticeably improve precision.
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a jurisdiction-year. Those estimates appear in Figure 2.1. As expected, we find that during

the four years after an election in which a Democratic candidate edged out their opponent,

most jurisdictions continue to be served by a Democratic DA; after four years—at which

point the modal jurisdiction holds another DA election—we find no significant differences in

DA partisanship across locations that originally elected Democratic and Republican pros-

ecutors. We interpret this pattern as evidence that our close-elections design succeeds in

generating quasi-random differences in DA partisanship for a meaningful stretch of time.

We note, too, that point estimates for the first four post-election years are virtually equal to

1, and there are no discernible pre-election trends, which affirms that the partisan identity

of the pre-election DA is balanced across treated and untreated locations.

2.4 How Do Democratic DAs Affect Case Outcomes?

Our study investigates how DA partisanship causally influences criminal case outcomes.

We begin our analysis by using our close-election framework to investigate how Democratic

DAs affect the probability of case dismissal before broadening our attention to other salient

case outcomes, namely the probability of incarceration and incarceration length. Anecdotal

evidence surrounding “progressive prosecutors,” plus our descriptive findings in Table 3,

suggest Democratic DAs increase case dismissal rates while lowering incarceration rates and

sentence lengths. Yet, as we have noted, specific features of Democrat-led jurisdictions—their

lower income levels and higher caseloads, for instance—might explain these trends.

2.4.1 Does DA Partisanship Matter for Dismissal Rates? Visual

Evidence

Using our close-elections framework and panel data, we first provide visual evidence

of how narrow Democratic DA elections shape case dismissal rates in their jurisdictions.
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Democratic DAs’ election victories might take time to materially affect case outcomes—

incoming DAs could, for example, need to replace assistant prosecutors, or lay out specific

prosecution policies, two challenges faced by recent reform-minded DAs. We therefore begin

by assessing the dynamic impact of close Democratic DA elections with an RD event study-

style framework, using Equation 2.3 to estimate the treatment effect on case dismissal rates

over time.

These estimates appear in the first panel of Figure 2.3. Importantly, we do not find any

evidence of pre-election differences in case dismissal rates that would bias our results. The

lack of differential pre-trends helps alleviate concerns that dismissal rates in treated and

untreated jurisdictions might have already been diverging prior to electing a Democratic

DA. Note that some case observations from the election year (period 0) will be “treated,” in

that they will still be pending when the new DA term begins in the subsequent year, which

explains why we find a small (albeit insignificant) uptick in dismissal rates in the election

year itself.33

Following the election, panel 1 of Figure 2.3 shows a rise in dismissal rates almost im-

mediately after a Democratic DA assumes office, although the effects are only statistically

significant beginning three years after the election. Four years after the election—at the

conclusion of the modal DA’s term in office—a marginally elected Democratic DA is 13 per-

centage points more likely to dismiss a criminal case than a marginally elected Republican

DA.34 Though noisy, point estimates indicate that this effect may attenuate 5-6 years after

the election, which corresponds to the start of a new DA term in most jurisdictions.

In the second panel of Figure 2.3, we focus on that fourth post-election year, when

the effects of DA partisanship appear most pronounced. We visualize the cross-sectional

discontinuity in aggregate case dismissal rates that underpins our panel estimates, using a bin

scatterplot to show the average dismissal rate across jurisdiction-elections by the Democratic

33For context, the average case in our sample takes 110 days to reach a disposition, meaning that the
average case filed after mid-September of an election year will be disposed by a new DA, should the incumbent
lose their re-election bid.

34Point estimates from this and other event study-style plots in the main text appear in the Appendix.
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DA candidate’s margin of victory (or loss).35 This nonparametric approach reveals the

stark variation behind our findings: at the cutoff, cases prosecuted by Democrats who just

won their elections appear to have about a 12 percentage-point higher probability of being

dismissed than those prosecuted by Republicans who just won their elections.

2.4.2 Estimating the Effect of DA Partisanship on Case Dismissal

Rates

We next provide formal regression estimates to substantiate the visual evidence from

Figure 2.3. Our estimates come from our two RD specifications: a typical cross-sectional

RD estimator, following Equation 2.1, and an RD panel estimator, following Equation 2.2.

We present these findings in the first panel of Table 5.

Results from our preferred panel RD specification appear in columns 2-4. These coeffi-

cients capture the difference-in-differences impact of a close Democratic DA’s election over

the 4 or 6 years post-election. Point estimates indicate that the marginal Democratic DA

increases the probability of case dismissal by 7.4-8.3 percentage points during this period

(26-28 percent of the sample mean), relative to the marginal Republican DA. Our estimates

are robust to the inclusion of additional defendant and case covariates (column 3), as well

as to different choices of post-election sample periods (compare columns 3 and 4).

In columns 5-7 of of Table 5, we present results from alternative cross-sectional spec-

ifications in order to demonstrate the robustness of our panel design, using Equation 2.1

and aggregate, jurisdiction-election-level data. To facilitate comparisons across jurisdictions

that vary widely in size, we employ jurisdiction population weights (see Section 2.3 and the

Appendix).36 We first estimate a straightforward sharp RD model, examining the impact of

35We provide versions of all our bin scatterplots without the bins—that is, scatterplots where each point
corresponds to exactly one jurisdiction-election—in the Appendix. These include figures in which the de-
pendent variable is the within-jurisdiction change in mean outcomes, which we use in Table 5 below. These
Appendix figures more directly mimic our cross-sectional RD approach by weighting observations by juris-
diction population.

36We use population as our weighting variable since it is unlikely to be influenced by the election outcome.
Our panel regression design, which effectively weights jurisdiction-elections by caseload, arrives at comparable
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a marginal Democratic DA victory in the fourth year post-election as in Figure 2.3 (N=49

jurisdiction-elections). That estimate appears in column 5. We find that the marginal Demo-

cratic DA causes an uptick in jurisdiction dismissal rates of 14.7 percentage points. Still,

this effect is not precisely estimated— unsurprisingly, given the lack of controls for unrelated

cross-state and over-time variation that our panel design includes.37

To mitigate these unrelated sources of variation, we present results from two alternative

cross-sectional specifications. The first, shown in column 6 of Table 5, examines how a

Democratic DA affects the change in dismissal rates between the pre-election and post-

election periods within their jurisdiction (that is, the difference in average dismissal rates

between the three years prior to the election and the four years after the election). This

approach echoes the panel design from the second column of Table 5, but employs aggregate

data (N=49 jurisdiction-elections) and no additional controls. We find that jurisdictions

that barely elect a Democratic DA see a marginally significant 8 percentage-point increase

in dismissal rates post-election. The estimate, which is quite similar to the baseline panel

RD result from column 2, provides some reassurance that using case-level data and a formal

difference-in-differences framework does not drive our results.

Lastly, to demonstrate that our findings do not hinge on the inclusion of pre-election data,

we disaggregate our outcome variable slightly so that each observation is an election-period

(N=282). This step means our observations are no longer unique at the jurisdiction-election

level, and so we can augment our model with jurisdiction and year fixed effects, which

control for secular variation in outcomes driven by differences in the legal environments

across jurisdictions. The point estimate from that model, reported in column 7, indicates

that Democratic DAs raise dismissal rates by 10 percentage points (31 percent)—slightly

larger than the analogous panel estimate from column 4. Overall, we argue our results

estimates, suggesting our choice of weight does not drive our findings.
37Using bias-corrected standard errors, as prescribed in Calonico et al. (2020), does not substantially alter

our conclusions from our cross-sectional RD results. Estimates from our baseline model (column 5) remain
imprecise, while those in column 6 are actually more precise after using corrected standard errors. Note that
we cannot use the same bias-correcting procedure with our panel RD specification, nor with the fixed effects
specification shown in column 7.
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provide robust evidence that DA partisanship meaningfully affects case dismissal rates, with

Democratic DAs pursuing fewer convictions than their Republican counterparts.

2.4.3 Does DA Partisanship Matter for Other Case Outcomes?

Beyond case dismissal, we want to understand how DA partisanship shapes case dispo-

sitions broadly, particularly in terms of salient incarceration outcomes. Figure 2.4 presents

visual evidence that electing a Democratic DA leads to lower rates of incarceration as well

as lower incarceration sentences. Drawing on Equation 2.3, event study-style estimates in

the first two panels point to marked declines in incarceration severity soon after a Demo-

cratic DA’s election victory, culminating in a 14 percentage-point decline in incarceration

probability and a 30 percent decline in sentence length in the fourth post-election year.

Cross-sectional data in the third and fourth panels tell a similar story. However, the dis-

continuity in sentence length does not appear to be very robust near the cutoff, a point we

return to below.

In the second panel of Table 5, we present panel and cross-sectional RD estimates describ-

ing Democratic DAs’ impact on the probability of incarceration and incarceration sentence

length. Using our main panel specification, we find that Democratic DAs reduce the prob-

ability of incarceration by between 9.2 and 9.8 percentage points in the 4-6 years following

their election (16-17 percent of the sample mean). Likewise, we find that Democratic DAs

impose 32-38 percent shorter sentences (roughly 3 fewer months in jail or prison, on aver-

age). Our cross-sectional RD approach, focusing on the fourth post-election year, shows an

imprecise though economically meaningful decline in the probability of incarceration (around

8 percentage points), but near-zero effects on incarceration length. The imprecise null on

sentence length likely reflects the noise near in the cutoff visible in Figure 2.4. When we con-

sider the change in jurisdiction-wide dismissal rates, or include multiple post-election periods

alongside jurisdiction and year fixed effects, we recover statistically significant Democratic

DA effects on both incarceration probability and length. We conclude that DA partisanship
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plays a meaningful role in determining incarceration outcomes.

2.4.4 Robustness

Our twin panel and cross-sectional specifications provide some assurance that our choices

of specification and observation level do not qualitatively affect our principal findings. That

said, the RD framework underlying our panel approach requires assumptions over the exact

sample and functional form of our control for the election margin, each of which could

influence our findings. In Table 6, we further explore the robustness of our main close-

elections panel estimates to different choices of sample and RD controls.

The second and third columns of Table 6 probe the robustness of our findings to al-

ternative samples of elections. That is, we modify our bandwidth—our definition of what

constitutes a “close election”—to include more or fewer jurisdiction-elections. In column 2,

we narrow our sample to jurisdiction-elections decided by 5.7 percentage points or less (20

percent less than our primary bandwidth of 7.1 percentage points; this leaves us with 40

elections); in column 3, we widen our bandwidth to include jurisdiction-elections decided

by 14.2 percentage points or less (twice our primary bandwidth; this gives us a total of 92

elections).38 In general, our point estimates remain fairly stable and precise across these

different samples. In column 4, we alter our panel RD specification (Equation 2.2) to in-

clude a quadratic, in addition to a linear, control for the Democratic margin of victory. This

change has almost no effect on our results. Finally, to ensure our estimates do not depend

on observations right at the cutoff—that is, DA elections decided by the slimmest margins,

whose outcomes might be most susceptible to nonrandom factors—we exclude DA elections

decided by 1 percentage point or less (that is, we take out a 1 percentage-point “donut”).

We find uniformly larger treatment effects once we exclude the closest DA contests in our

sample, which confirms our findings do not rely on those races.

38As hinted at earlier, in practice the “optimal” bandwidths for our different outcomes lie between 5.4
percentage points and 9.8 percentage points. Our choices of “narrow” and “wide” bandwidths here are
meant to be salient but also extremes on that scale, to demonstrate that the choice of bandwidth does not
materially affect our conclusions.
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2.4.5 Heterogeneity

To round out our main findings, we examine whether Democratic DAs’ choices of low

prosecution and incarceration rates benefit some defendants or types of cases more than

others. Documenting any heterogeneous effects of DA partisanship—or the lack thereof—

provides useful context for interpreting our results: do Democratic DAs simply decline to

prosecute specific types of cases (e.g., drug offenses), which single-handedly drives down

prosecution rates, or does DA partisanship matter for a wide range of defendants?

We consider multiple dimensions of potentially heterogeneous treatment effects in Table

8. Each column presents panel RD results, applying our preferred model (Equation 2.2),

estimated on a particular subsample of our data, described in the column headers. For

context, below each point estimate and standard error we report the subsample mean of the

outcome variable, which we find varies considerably.

Qualitatively, our heterogeneity analysis reveals larger effects of close Democratic DA

elections on dismissal and incarceration rates among nonwhite and female defendants, as

well as among cases involving felony and nonviolent offenses. We find larger impacts on

sentence length among young and male defendants, as well as among cases involving felony

and property offenses. In relative terms compared to their respective means, however, these

effect sizes do not vary much, and there is no clear pattern to indicate that DA partisanship

primarily impacts more or less severe cases, or more or less vulnerable defendants.

To test whether these differences in the treatment effect estimates across subsamples are

statistically meaningful, we run a series of pooled specifications. That is, we modify Equa-

tion 2.2 to interact our treatment indicator (whether a Democrat wins the close DA election)

with an indicator for the respective subsample (e.g., whether the defendant is over age 30).

Broadly, we find little evidence of statistically significant differences. So while Table 8 points

to larger effects among some types of cases and defendants, we cannot rule out equality in all

but a few of these estimates. Based on these tests and the fairly consistent estimates in Ta-
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ble 8, our results suggest that Democratic DAs have a substantial effect across their caseload.

2.5 Do Democratic DAs Increase Recidivism Rates?

The differences in case outcomes generated by Republican and Democratic DAs that

we have documented thus far point to substantially different official views on the value of

criminal prosecution and incarceration. Ample prior research has shown that defendants

incur considerable economic and social penalties following spells in detention, however brief,

including wage penalties and lower civic engagement (Mueller-Smith 2016; White 2019).

Although we do not have adequate data to examine those downstream effects of DA parti-

sanship, we can still weigh in on the relative efficacy of Democratic DAs’ policy choices by

exploring how prosecutor partisanship influences re-offense rates.

A popular narrative suggests that, by prosecuting and potentially imprisoning defendants,

DAs can deter future criminal behavior. A growing body of research has undercut this

argument (for example, Agan et al. [2021a], Augustine et al. [2022], and Mueller-Smith and

Schnepel [2020]). Nonetheless, these studies focus on the marginal non-prosecuted defendant

arrested in specific, oftentimes coastal, jurisdictions. One might argue that a different,

negative relationship between non-prosecution and recidivism holds in a the majority of

smaller court systems, like those in our sample. We stress that we cannot directly test the

impact of case dismissal on the probability that a defendant re-appears on a future criminal

case. However, we can evaluate the effect of electing a Democratic DA—who, among other

things, increases dismissal rates and lowers incarceration rates—on the overall re-arrest rate

in their jurisdiction. This exercise helps provide both a sense of whether DA partisanship

affects the deterrence of local criminal justice systems, as well as a descriptive data point on

the relationship between relatively lenient prosecutors policies and re-offense rates.39

39We define recidivism as synonymous with re-arrest or, more precisely, re-appearance on a new criminal
case. Many researchers oppose this definition, since arrest probability depends on the behavior of police. In
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We apply our close-elections empirical framework to examine the impact of Democratic

election victories on recidivism rates. We have two outcomes of interest, the probabilities

a defendant re-offends within 1 year or 2 years of their original case’s filing date.40 Recall

that we can only observe defendant re-arrests in three states, Kentucky, North Carolina, and

Texas.

Figure 2.5 depicts the relationship between Democratic DA election victories and de-

fendant recidivism, again using our (parametric) panel and (nonparametric) cross-sectional

approaches. Event-study plots in the first two panels show no evidence of any effect of DA

partisanship on the probability that defendants re-appear on cases within 1 or 2 years of

initial arrest. Moreover, relatively tight confidence intervals and point estimates very near

to zero indicate a true null effect. Similarly, cross-sectional aggregate data from four years

post-election show no discontinuity in recidivism rates among closely-decided jurisdiction-

elections, supporting the same conclusion as our parametric panel evidence.

We formally estimate the causal impact of DA partisanship on recidivism using Equations

2.1 and 2.2; our results appear in Table 7. Our panel RD point estimates confirm that

Democratic DAs have a null impact on the probability of defendant recidivism. These

results in columns 2 through 4 amount to zero effects: the 95 percent confidence intervals

on our preferred estimates in column 2 imply that we can rule out an increase in 1-year re-

offense probability greater than 0.6 percentage points (2 percent of the sample mean) and an

increase in 2-year re-offense probability greater than 0.8 percentage points (also 2 percent of

the sample mean). Cross-sectional RD estimates in the remaining columns point to sizeable

declines in recidivism following a Democratic DA’s election. Imprecise coefficients point to a

decline in 1-year recidivism of between 1.1 and 1.5 percentage points (about 4 percent of the

sample mean). Interestingly, we find a very precise and economically large reduction of 5.7

our setting, though, looking at outcomes downstream of arrest—such as incarceration—does not make sense,
since they will just reflect the impact of DA partisanship, which we have already shown to be substantial.

40Our sample size attenuates rapidly when we look at re-offense rates over longer time horizons. Agan et
al. (2022), for one, focus on 2-year recidivism, and so we lean into this outcome as a benchmark against the
rest of the literature.
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percentage points (14 percent) in 2-year recidivism in the fourth year following a Democratic

DA’s election. However, we caution that the visual evidence of this effect (in Figure 2.5) is

wanting, and so we hesitate to accept this estimate at face value.

Still, these results suggest that, at a minimum, Democratic DAs do not encourage greater

re-offense rates than their Republican counterparts, and potentially that they reduce defen-

dant recidivism several years after their election. While we reiterate that these estimates do

not capture the causal effect of case dismissal, we view these null results as part of a grow-

ing body of work that finds diverting or dismissing criminal cases discourages defendants

from committing future crimes. Our findings provide suggestive evidence consistent with

the conclusion that higher dismissal and lower incarceration rates do not encourage criminal

behavior, even if we cannot identify these effects directly.

2.6 External Validity

Heretofore, we have described only the local average treatment effect (LATE) of Demo-

cratic DAs on case and defendant outcomes. The estimates we have reported identify the

causal effect of DA partisanship among those officials elected in the most competitive elec-

tions. Given the prevalence of uncontested DA races, identifying the impact of the average

DA’s partisanship is of particular policy importance, and there is ample reason to doubt

whether our RD approach delivers that average treatment effect (ATE), not least because

of the disparities between contested and uncontested jurisdictions we document in Table

3. But delivering a plausibly causal estimate of the average effect of a Democratic DA is

challenging: we would need a valid instrument for DA partisanship across all jurisdictions,

contested and uncontested, which we do not have.

In the absence of such an instrument, we employ a matching design, which draws on

our case-level data to create “matched” samples of otherwise similar cases from similar
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jurisdictions prosecuted by Democratic and Republican DAs. Our approach combines a

typical propensity score design to match jurisdictions with exacting matching to compare

similar cases within those jurisdictions. Functionally, we use a logit model to determine the

likelihood that a given jurisdiction has a Democratic prosecutor based on its demographic

characteristics (those given in Table 3: population, income per capita, nonwhite population

share, and caseload per capita). Within matched jurisdictions with similar propensity scores,

we then require exact matches of treated and control cases based on key characteristics—

the defendant and case covariates listed in Table 2, in addition to the year of case filing,

and the lead (most serious) charge on a case.41 In so doing, we aim to create matched

sample of comparable treated and control cases, minimizing the differences in confounding

jurisdiction-level and case-level factors in order to isolate the effect of DA partisanship.

2.6.1 Evaluating the Matching Design

We conduct three preliminary analyses to assess the viability of our matching design.

The key concern with any matching approach is that the chosen mix of covariates used to

construct the matched sample are not sufficient to remove selection bias that distinguishes

treated and untreated units. Helpfully, in our setting, we have a benchmark that we can

use to assess the performance of our matching approach: our well-identified RD estimates.

Intuitively, assuming that our RD estimates capture the “true” causal impact of DA parti-

sanship on case outcomes—locally within the RD subsample—then we would expect a valid

matching estimator to yield comparable results when applied to the RD sample. Specifically,

we attempt to mimic the multi-period cross-sectional RD approach from column 7 of Table

5 and column 6 of Table 7, which shares key features with our matching design (namely,

both make within-year and within-state comparisons).

These matching results appear in the third column of Table 9, alongside the bench-

mark cross-sectional RD estimates in column 2. Overall, within our RD sample, we recover

41In most state datasets, the lead charge is denoted as the first charge on the case; when the data do not
indicate the lead charge, we assume it to be the charge with the longest expected incarceration sentence.
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matching estimates that are virtually identical to our cross-sectional results, at least when

we consider dismissal, incarceration, and recidivism rates. Estimates on sentence length,

however, differ markedly: our matching approach recovers an effect less than half as large

as our RD specification. As such, we treat our remaining matching estimates of sentencing

effects with caution. On the other hand, the similarity across estimates for the remaining

outcomes bolsters our faith in the matching estimates outside of the RD sample.

As a second assessment of our matching design, we mimic our panel RD evidence in

Figures 2.3 and 2.4 by plotting event-study estimates using our matched sample. Ideally,

our matching framework should produce similar event-study coefficients as our panel RD

specification, even without the RD controls. Those plots appear in the Appendix, and show

that, within the RD sample, our matching and RD estimates track one another reasonably

well.

Finally, to confirm that our matching design actually yields similar treatment and control

groups, we compare our matched treated and control observations from our full case sample

(shown in columns 6 and 7 of Table 9). As expected, we find that jurisdiction and case char-

acteristics are balanced across matched cases prosecuted by DAs of opposing parties. Taken

together, our preliminary matching exercises provide some reassurance that our matching

design can replicate most of our main RD findings, and that our mix of covariates represents

a reasonable basis for creating a matched sample.

2.6.2 Matching Results

In column 5 of Table 9, we show matching estimates of the effect of DA partisanship

using our full sample of cases, which we argue approximates the average effect a Democratic

DA has on case outcomes. We find that the average Democratic DA is 6.7 percentage points

(18 percent) more likely to dismiss a given case, and 8.5 percentage points (18 percent) less

likely to impose an incarceration sentence. Taken at face value, the average Democratic DA

appears to seek 18 percent shorter incarceration sentences as well, although we caveat that



80

this result may be suspect, given the concerns above about the reliability of our matching

approach when it comes to examining sentence length. Altogether, our matching results

indicate that the average effect of DA partisanship on case outcomes is smaller than the

marginal effect, though still economically meaningful. Furthermore, the matching estimator

recovers null effects on re-offense rates, suggesting that neither the average nor the marginal

Democratic DA increases the likelihood of defendant recidivism.

2.7 Concluding Discussion

Elected district attorneys hold considerable sway over local court systems, opening the

door for political partisanship to shape the implementation of justice. Understanding the

degree to which DAs drive prosecution and incarceration rates provides valuable context

to ongoing discussions surrounding the punitiveness and efficacy of the American criminal

justice system. To our knowledge, this study provides the first causal analysis of how DA

partisanship affects prosecution and incarceration rates, as well as defendant recidivism.

Unlike prior work, which considers the consequences of non-prosecution, we evaluate a critical

determinant of non-prosecution, shedding new light on the political economy of criminal

justice in the process.

We compile a dataset of over 10 million criminal cases, which we then use to evaluate

the impact of district attorneys on case outcomes. Applying a close-elections difference-

in-differences design, we find that the marginal Democratic DA is 8 percentage points (26

percent) more likely to dismiss (decline to prosecute) criminal cases than their Republican

counterpart. Likewise, cases handled by Democratic DAs are 9.7 percentage points (17

percent) less likely to result in incarceration, and receive 32 percent shorter incarceration

sentences on average. At the same time, we do not find any evidence that electing Democratic

DAs raises re-offense or local crime rates. These findings substantiate anecdotal evidence
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that DA partisanship matters, and in fact causes prosecutorial policies to diverge sharply

across jurisdictions. Equally, our study provides unique evidence of how the institutional

structure of the justice system—and its reliance on elected prosecutors—can generate more

prosecutions and higher incarceration rates without raising measures of criminal behavior.

Our work builds on prior research by highlighting the critical role DA politics plays

in determining dismissal rates and, by extension, which defendants experience the harsh

economic consequences of accruing a criminal record. As an empirical consensus develops

that high prosecution and incarceration have social costs and sometimes elusive benefits,

evaluating the roots of more punitive criminal justice policies could highlight avenues for

change. This paper contributes to that effort, documenting the critical role DAs can play in

supporting harsher, though not necessarily more effectual, court systems. Our results suggest

that any future efforts to make the criminal justice system less punitive must overcome the

partisan divide among public prosecutors, and run straight through the ballot box.
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2.8 Figures
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Figure 2.1: The figure plots panel regression estimates showing the impact of a narrow
Democratic DA win on the probability that a Democratic DA serves in office in the years
around the election. The specification is Equation 2.3. All coefficients are relative to
the year prior to the election (period -1). The sample includes 49 competitive district
attorney races with at least one Democrat and one Republican running that were
decided by 7.1 percentage points or less. Standard errors are clustered at the election
level.
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Figure 2.2: The sample includes 134 competitive district attorney races with at least
one Democrat and one Republican running that were decided by 20 percentage points
or less. “Democratic margin of victory” refers to the difference between the top-
performing Democrat’s vote share and the top-performing Republican’s vote share in
the election.
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Figure 2.3: Panel 1 plots panel RD estimates showing the impact of a narrow Demo-
cratic DA election win on the probability of case dismissal by year relative to the elec-
tion. The specification is Equation 2.3. All coefficients are relative to the year prior
to the election (period -1). The sample includes cases filed in jurisdiction-elections
decided by 7.1 percentage points or less (N= 4,160,428 cases). Vertical bars denote 95
percent confidence intervals using robust standard errors clustered at the jurisdiction-
election level. Panel 2 presents a bin scatter plot of case jurisdiction-level dismissal
rates in the fourth year post-election by the Democratic candidate’s margin of victory
(or loss). The sample contains 134 jurisdiction-elections.
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Figure 2.4: Panels 1 and 2 plot panel RD estimates showing the impact of a narrow
Democratic election win on the probability of incarceration (panel 1) and incarceration
length (panel 2) by year relative to the election. The specification is Equation 2.3.
All coefficients are relative to the year prior to the election (period -1). The sample
includes cases filed in jurisdiction-elections decided by 7.1 percentage points or less (N=
4,160,428). Vertical bars denote 95 percent confidence intervals using robust standard
errors clustered at the jurisdiction-election level. Panels 3 and 4 shows bin scatter plots
of jurisdiction-wide incarceration rates and mean sentence lengths in the fourth year
post-election by the Democratic candidate’s margin of victory (or loss). The sample
contains 134 jurisdiction-elections.
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Figure 2.5: Panels 1 and 2 plot panel RD estimates showing the impact of a narrow
Democratic election win on the probability of defendant recidivism within 1 year of
initial arrest (panel 1) and the probability of defendant recidivism within 2 years of
initial arrest (panel 2), by year relative to the election. The specification is Equation
2.3. All coefficients are relative to the year prior to the election (period -1). The
sample includes cases filed in jurisdiction-elections decided by 7.1 percentage points
or less (N=3,474,473 for panel 1, and 3,322,341 for panel 2). Vertical bars denote 95
percent confidence intervals using robust standard errors clustered at the jurisdiction-
election level. Panels 3 and 4 shows bin scatterplots of jurisdiction-wide incarceration
rates and mean sentence lengths in the fourth year post-election by the Democratic
candidate’s margin of victory (or loss). The sample contains 87 jurisdiction-elections.
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2.9 Tables

Table 1: Summary of District Attorney Elections

N Mean Median Std Dev Min Max

I. Election Characteristics

Election year 1,311 2008 2008 6 1996 2017
# of Candidates 1,311 1.21 1 0.43 1 4
# of Democrats 1,311 0.54 1 0.50 0 2
Contested Election? 1,311 0.19 0 0.40 0 1

II. Election Outcomes

Democrat Won? 1,311 0.43 0 0.50 0 1
Republican Won? 1,311 0.55 1 0.50 0 1
Election Margin 255 0.18 0.14 0.17 0 1
Dem-Rep Margin 197 -0.06 -0.05 0.19 -0.55 0.36

The table summarizes outcomes from 1,311 district attorney elections held in
Arkansas, Colorado, Kentucky, North Carolina, Texas, and Virginia between
1996 and 2017. The election margin describes the difference between the first-
and second-place candidates’ vote shares, irrespective of their political parties,
whereas the “Dem-Rep Margin” describes the difference in vote share between
the leading Democratic and Republican candidates. Sample sizes vary because
not all DA elections are contested, and not all contested elections have both a
Democratic and a Republican candidate.
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Table 2: Criminal Case-level Descriptive Statistics by State

State of Case Filing

All Cases Arkansas Colorado North Carolina Texas Virginia

(1) (2) (3) (4) (5) (6)

I. Case Outcomes

Case Dismissed? 0.37 0.19 0.29 0.58 0.31 0.43
(0.48) (0.39) (0.45) (0.49) (0.46) (0.49)

Incarceration? 0.47 0.56 0.37 0.15 0.62 0.28
(0.50) (0.50) (0.48) (0.36) (0.48) (0.45)

Incarceration Length (asinh) 0.99 2.08 0.91 0.21 1.31 0.55
(1.50) (2.26) (1.51) (0.71) (1.63) (1.03)

N: 9,787,182 79,729 1,376,024 1,616,202 5,519,997 1,195,230

1-year Recidivism 0.30 — — 0.38 0.28 —
(0.46) — — (0.49) (0.45) —

N: 6,896,017 — — 1,474,430 5,421,587 —-

2-year Recidivism 0.41 . — 0.48 0.40 —
(0.49) — — (0.50) (0.49) —

N: 6,352,006 — — 1,205,969 5,146,037 —-

II. Defendant Characteristics

Age 32.33 35.60 32.47 33.29 31.97 —
(11.09) (14.51) (11.21) (11.81) (10.76) —

N: 8,591,952 79,729 1,376,024 1,616,202 5,519,997 —

Female 0.25 0.26 0.23 0.29 0.23 0.30
(0.43) (0.44) (0.42) (0.45) (0.42) (0.46)

Nonwhite 0.54 0.30 0.20 0.50 0.66 0.41
(0.50) (0.46) (0.40) (0.50) (0.47) (0.49)

III. Case Characteristics

# of Charges 1.70 2.92 2.32 2.19 1.43 1.48
(1.91) (3.64) (1.58) (3.61) (0.99) (1.69)

Felony Offense? 0.34 0.27 0.42 0.22 0.36 0.32
(0.47) (0.44) (0.49) (0.41) (0.48) (0.47)

Property Offense? 0.35 0.37 0.31 0.45 0.34 0.34
(0.48) (0.48) (0.46) (0.50) (0.47) (0.47)

Violent Offense? 0.26 0.16 0.30 0.35 0.24 0.16
(0.44) (0.36) (0.46) (0.48) (0.43) (0.36)

Drug Offense? 0.27 0.24 0.21 0.24 0.31 0.22
(0.44) (0.42) (0.41) (0.43) (0.46) (0.41)

Traffic Offense? 0.07 0.19 0.25 0.03 0.04 0.03
(0.25) (0.40) (0.43) (0.17) (0.20) (0.17)

Other Offense? 0.38 0.52 0.64 0.30 0.34 0.43
(0.49) (0.50) (0.48) (0.46) (0.47) (0.49)

N: 9,787,182 79,729 1,376,024 1,616,202 5,519,997 1,195,230

1 Each cell reports the mean of the variable in the left-hand column, with standard deviations in parentheses.
Column 1 describes all cases in our dataset (N=9,787,182). The remaining columns describe cases by the
state in which they were filed. Empty cells reflect missing recidivism data and information on defendant
age. Sample sizes vary within columns due to missing recidivism data. See the text for more detail on data
missingness and sample construction.
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Table 3: Comparing Democratic- and Republican-led DA Jurisdictions

Democratic DAs Republican DAs

Full Uncontested Contested Contested Uncontested
Sample Election Election Election Election

(1) (2) (3) (4) (5)

I. Jurisdiction Characteristics

Population 171,319 117,029 342,808 376,969 133,534
(391,646) (186,787) (637,433) (804,165) (225,494)

Share Nonwhite 0.24 0.25 0.24 0.24 0.24
(0.19) (0.22) (0.22) (0.18) (0.17)

N: 3,874 1,335 252 498 1,735

Income per Capita ($2016) 38,888 34,877 40,597 40,104 41,369
(10,516) (10,031) (11,159) (10,314) (10,010)

N: 3,574 1,229 234 459 1,610

II. Court Outcomes

Annual Caseload 2,526 1,922 5,267 4,987 1,947
(5,311) (3,026) (8,902) (10,648) (2,902)

Caseload per 1,000 Pop 17.2 17.2 18.6 17.9 16.7
(10.1) (10.5) (9.7) (11.2) (9.3)

Case Dismissal Rate 0.37 0.41 0.39 0.35 0.35
(0.12) (0.13) (0.11) (0.13) (0.12)

Incarceration Rate 0.44 0.40 0.39 0.45 0.48
(0.19) (0.18) (0.17) (0.20) (0.20)

Avg. Sentence Length (asinh) 1.08 1.00 0.94 1.13 1.18
(0.62) (0.57) (0.60) (0.72) (0.61)

N: 3,874 1,335 252 498 1,735

The data describe the characteristics and judicial outcomes among DA jurisdiction-years between 2000 and
2019. Column 1 reports the mean of the given variable across all jurisdiction-years (N=3,874). Columns 2
and 3 describe jurisdiction-years with serving Democratic DAs elected in uncontested (column 2) and contested
(column 3) elections, while columns 4 and 5 describe jurisdiction-years with serving Republican DAs elected
in uncontested (column 4) and contested (column 5) elections. Standard deviations appear in parentheses.
Population data come from the Census intercensal estimates, while income per capita data come from the
Bureau of Economic Analysis (BEA). Sample sizes vary within column because the BEA income data do not
include many localities in Virginia. Sample sizes vary across columns because some DA election winners represent
third parties, while others do not have an identified partisan affiliation.
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Table 4: RD Validity: Election-year Differences in Jurisdiction and Case Characteristics

Control Mean Balance Estimate

(1) (2)

I. Jurisdiction Characteristics

Population 807,711 57,216
(1,310,659) (653,494)

Caseload per 1,000 Pop 15.5 -1.1
(6.3) (3.2)

N: 29 49
Share Nonwhite 0.255 -0.006

(0.212) (0.124)
N: 29 47

Income per Capita ($2016) 44,299 5,278
(11,351) (6,253)

N: 27 43

II. Case Characteristics

Defendant Age 32.2 0.2
(10.9) (0.4)

N: 307,769 428,855

Defendant Female? 0.232 -0.016
(0.422) (0.014)

Defendant Nonwhite? 0.680 0.019
(0.466) (0.073)

# of Charges 1.49 -0.01
(1.11) (0.15)

Felony Offense? 0.373 0.021
(0.483) (0.027)

Property Offense? 0.338 0.027
(0.473) (0.031)

Violent Offense? 0.226 0.040
(0.418) (0.030)

Drug Offense? 0.308 -0.051
(0.462) (0.046)

Traffic Offense? 0.062 -0.005
(0.241) (0.023)

Other Offense? 0.352 0.022
(0.478) (0.038)

N: 313,870 444,159

* p < 0.10, ** p < 0.05, *** p < 0.01

The sample includes election-year jurisdictions (N=49) and cases
(N=444,160) for which the upcoming election is decided by 7.1 percent-
age points or less. Column 1 reports the mean of the outcome variable in
the left-hand column among jurisdictions in which Republican candidates
win the election. Standard deviations appear in parentheses. Column 2
presents cross-sectional estimates of the Democratic DA effect, following
Equation 2.1. Robust standard errors clustered at the jurisdiction-election
level appear in parentheses. Sample sizes vary within columns due to miss-
ing jurisdiction demographic and defendant age data, as discussed in the
text.
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Table 5: How Do Democratic DAs Affect Case Dispositions? Panel and Cross-sectional Estimates

Sample Mean Panel Estimates Cross-sectional Estimates

(1) (2) (3) (4) (5) (6) (7)

I. Probability of Dismissal

Case Dismissal 0.319 0.083∗∗ 0.075∗∗ 0.074∗∗ 0.147 0.080∗ 0.101∗∗

(0.466) (0.035) (0.033) (0.034) (0.095) (0.042) (0.039)

II. Incarceration Outcomes

Incarceration 0.579 -0.097∗∗∗ -0.092∗∗∗ -0.098∗∗∗ -0.084 -0.079∗∗ -0.113∗∗∗

(0.493) (0.032) (0.030) (0.03) (0.104) (0.037) (0.041)

Incarceration Length (asinh) 1.134 -0.318∗∗∗ -0.364∗∗∗ -0.385∗∗∗ 0.010 -0.224∗∗ -0.231∗∗∗

(1.521) (0.062) (0.057) (0.063) (0.189) (0.093) (0.105)

N: 8,303,796 3,490,129 3,490,129 4,160,428 49 49 282

Year FEs Y Y Y N N Y
Jurisdiction FEs Y Y Y N N Y

Defendant/Case Covariates N Y Y — — —
Period(s) Included [-3,4] [-3,4] [-3,6] 4 [-3,4] [1,6]

Unit of Observation Case Case Case Election Election Election-period

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

The sample includes criminal cases filed between pre-election period -3 and post-election period +6 in jurisdiction-
elections decided by 7.1 percentage points or less. Column 1 provides the sample mean of each outcome in the left-hand
column. Standard deviations appear in parentheses. Columns 2-4 report panel estimates of the post-election effect of
a Democratic DA victory over the four years following an election (columns 2 and 3) and over the six years following
an election (column 4). The panel specification is Equation 2.2. Columns 5-7 report cross-sectional estimates of the
impact of a Democratic DA victory on jurisdiction-wide mean outcomes the fourth year following an election (column
5), in the difference between pre- and post-election outcomes (column 6), and over the six years post-election (column
7). The cross-sectional RD specification is Equation 2.1. All cross-sectional specifications employ jurisdiction population
weights. All panel and cross-sectional specifications include linear controls for the Democratic candidate’s margin of
victory (or loss) and its interaction with an indicator for whether a Democratic candidate won the election. Additional
defendant and case covariates in the panel specification include indicators for whether a defendant is nonwhite or female,
whether the case includes felony, property, violent, traffic, drug, or other charges, and the total number of charges on
the case. Robust standard errors clustered at the jurisdiction-election level appear in parentheses.
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Table 6: Robustness of Panel Estimates to Alternative Specifications and Samples

Baseline 20 Percent 100 Percent Quadratic “Donut” of
Specification Narrower BW Wider BW Polynomial ± 1pp

(1) (2) (3) (4) (5)

Case Dismissal 0.083∗∗ 0.066∗∗∗ 0.050∗∗ 0.089∗∗ 0.150∗∗∗

(0.035) (0.022) (0.020) (0.039) (0.048)

Incarceration -0.097∗∗∗ -0.077∗∗∗ -0.042∗ -0.105∗∗∗ -0.141∗∗∗

(0.032) (0.020) (0.025) (0.037) (0.052)

Incarceration Length (asinh) -0.318∗∗∗ -0.282∗∗∗ -0.218∗∗∗ -0.340∗∗∗ -0.392∗∗∗

(0.062) (0.058) (0.056) (0.075) (0.101)

N: 3,490,121 2,721,254 5,527,517 3,490,121 2,688,401

Year FEs Y Y Y Y Y
Jurisdiction FEs Y Y Y Y Y

Defendant/Case Covariates N N N N N
Periods Included [-3,4] [-3,4] [-3,4] [-3,4] [-3,4]

“Close” Election Margin ± 7.1pp ± 5.7pp ± 14.2pp ± 7.1pp ± 7.1pp
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

The sample includes criminal cases filed between pre-election period -3 and post-election period +4. Each cell
reports a point estimate capturing the post-election effect of a Demcoratic DA victory. Our baseline specification
is Equation 2.2, estimated among cases filed in jurisdiction-elections decided by less than our optimal bandwidth
of 7.1 percentage points. Columns 2, 3, and 5 present estimates from Equation 2.2 estimated on alternative
samples described in the header. Column 4 presents results from a modified version of Equation 2.2 that includes
a quadratic control for the election margin, interacted with an indicator for whether a Democrat won the election.
Robust standard errors clustered at the jurisdiction-election level appear in parentheses.

Table 7: How Do Democratic DAs Affect Recidivism Rates? Panel and Cross-sectional Estimates

Sample Mean Panel Estimates Cross-sectional Estimates

(1) (2) (3) (4) (5) (6) (7)

1-year Recidivism 0.290 -0.004 0.002 -0.001 -0.011 -0.011 -0.015∗

(0.454) (0.005) (0.005) (0.004) (0.041) (0.028) (0.008)

N: 3,474,473 2,920,924 2,920,924 3,474,473 31 28 173

2-year Recidivism 0.411 -0.002 0.002 -0.001 -0.057∗∗∗ -0.010 -0.022∗

(0.492) (0.005) (0.005) (0.005) (0.015) (0.034) (0.011)

N: 3,322,341 2,815,563 2,815,563 3,322,341 28 28 163

Year FEs Y Y Y N N Y
Jurisdiction FEs Y Y Y N N Y

Defendant/Case Covariates N Y Y — — —
Period(s) Included [-3,4] [-3,4] [-3,6] 4 [-3,4] [1,6]

Unit of Observation Case Case Case Election Election Election-period

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

The sample includes criminal cases filed between pre-election period -3 and post-election period +6 in jurisdiction-
elections decided by 7.1 percentage points or less. Column 1 provides the sample mean of each outcome in the
left-hand column. Standard deviations appear in parentheses. Columns 2 and 3 report panel estimates of the
post-election effect of a Democratic DA victory over the four years following an election. The panel specification is
Equation 2.2. Columns 5-7 report cross-sectional estimates of the impact of a Democratic DA victory on jurisdiction-
wide mean outcomes in the fourth year following an election (column 5), in the difference between pre- and post-
election outcomes (column 6), and over the six years post-election (column 7). The cross-sectional specification
is Equation 2.1. All cross-sectional specifications employ jurisdiction population weights. All panel and cross-
sectional specifications include a linear control for the Democratic candidate’s margin of victory (or loss) and its
interaction with an indicator for whether a Democratic candidate won the election. Additional defendant and case
covariates are described below Table 5. Robust standard errors clustered at the jurisdiction-election level appear
in parentheses.
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Table 8: Heterogeneity in Democratic DA Treatment Effects: Panel Estimates

Defendant Characteristics

All Race/Ethnicity Gender Age

Cases Nonwhite White Female Male Age≤30 Age>30

(1) (2) (3) (4) (5) (6) (7)

Case Dismissal 0.083∗∗ 0.093∗∗∗ 0.078∗∗ 0.095∗∗ 0.077∗∗ 0.082∗∗ 0.080∗∗

(0.031) (0.030) (0.038) (0.045) (0.032) (0.038) (0.032)
0.315 0.306 0.334 0.398 0.290 0.326 0.305

Incarceration -0.097∗∗∗ -0.118∗∗∗ -0.071∗∗ -0.113∗∗ -0.090∗∗∗ -0.109∗∗∗ -0.086∗∗∗

(0.032) (0.027) (0.034) (0.043) (0.029) (0.036) (0.029)
0.602 0.650 0.503 0.511 0.629 0.597 0.607

Incarceration Length (asinh) -0.318∗∗∗ -0.348∗∗∗ -0.280∗∗∗ -0.247∗∗∗ -0.330∗∗∗ -0.340∗∗∗ -0.295∗∗∗

(0.062) (0.054) (0.077) (0.071) (0.059) (0.063) (0.067)
1.149 1.211 1.023 0.808 1.253 1.085 1.211

N: 3,490,121 2,347,973 1,142,148 814,374 2,675,747 1,711,906 1,778,215

Case Characteristics

Case Severity Violence Types of Offense

Felony Misdemeanor Violent Nonviolent Property Drug Other

(8) (9) (10) (11) (12) (13) (14)

Case Dismissal 0.105∗ 0.072∗∗ 0.058∗ 0.092∗∗ 0.096∗∗∗ 0.067∗ 0.101∗∗

(0.054) (0.032) (0.034) (0.037) (0.034) (0.040) (0.041)
0.283 0.334 0.390 0.292 0.285 0.273 0.316

Incarceration -0.108∗ -0.091∗∗ -0.067∗∗ -0.107∗∗∗ -0.110∗∗∗ -0.061∗ -0.134∗∗∗

(0.056) (0.038) (0.031) (0.033) (0.031) (0.035) (0.044)
0.650 0.574 0.536 0.623 0.646 0.658 0.554

Incarceration Length (asinh) -0.648∗∗∗ -0.254∗∗∗ -0.329∗∗∗ -0.315∗∗∗ -0.391∗∗∗ -0.246∗∗∗ -0.0376∗∗∗

(0.150) (0.047) (0.074) (0.063) (0.071) (0.077) (0.068)
2.116 0.594 1.419 1.064 1.178 1.301 0.990

N: 1,273,577 2,216,544 839,378 2,650,743 1,189,213 1,004,548 1,264,743

Year FEs Y Y Y Y Y Y Y
Jurisdiction FEs Y Y Y Y Y Y Y

Defendant/Case Covariates N N N N N N N
Periods Included [-3,4] [-3,4] [-3,4] [-3,4] [-3,4] [-3,4] [-3,4]

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

The sample includes criminal cases filed between pre-election period -3 and post-election period +4 in jurisdiction-elections
decided by 7.1 percentage points or less. Each cell reports panel estimates of the effect of a Democratic DA victory, following
Equation 2.2. Each coefficient comes from a separate regression, estimated among the subsample of cases described in the
column header. Robust standard errors clustered at the jurisdiction-election level appear in parentheses. The subsample
mean of the outcome variable in the left-hand column appears in italics below the standard error.
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Table 9: Assessing the Average Effect of DA Partisanship: Matching Estimates

Close-elections Sample All Cases

Sample Regression Matching Sample Matching
Mean Estimates Estimates Mean Estimates

(1) (2) (3) (4) (5)

Case Dismissal 0.363 0.101∗∗ 0.100∗∗ 0.367 0.067∗∗∗

(0.481) (0.039) (0.042) (0.482) (0.022)

Incarceration 0.556 -0.113∗∗∗ -0.112∗∗ 0.466 -0.085∗∗

(0.497) (0.041) (0.054) (0.499) (0.034)

Incarceration Length (asinh) 1.057 -0.231∗∗∗ -0.099 0.988 -0.179∗∗∗

(1.487) (0.081) (0.098) (1.504) (0.060)

N: 2,453,178 282 1,858,927 9,787,182 7,979,231

1-year Recidivism 0.291 -0.007 -0.006 0.302 0.006
(0.454) (0.007) (0.009) (0.459) (0.007)

N: 2,044,758 173 1,706,426 6,896,017 6,152,973

2-year Recidivism 0.410 -0.014 -0.000 0.414 0.006
(0.492) (0.009) (0.008) (0.492) (0.008)

N: 1,892,626 163 1,563,230 6,352,006 5,686,948

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Columns 1-3 include observations filed between post-election periods +1 and +6 in jurisdiction-
elections decided by 7.1 percentage points or less. Column 1 provides the sample mean of the each
outcome in the left-hand column. Standard deviations appear in parentheses. Column 2 reproduces
cross-sectional RD estimates from column 7 of Table 5 and column 6 of Table 7. The specification in
Equation 2.1, estimated on jurisdiction-election-period data with jurisdiction and year fixed effects.
Column 3 presents matching results using the same sample of cases as in column 1, following the
approach described in the text. Columns 4 and 5 include all cases in our sample. Column 4 provides
the sample mean, while column 5 presents matching estimates following the same design as in column
3. The differences in sample sizes between columns 1 and 3, as well as between columns 4 and 5,
represent observations that were not matched in our matching process. Robust standard errors
clustered at the jurisdiction-election level appear in parentheses in columns 2, 3, and 5.
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Table 10: Criminal Case-level Descriptive Statistics by DA Partisanship

DA Partisanship

Full Sample Democrat Republican

(1) (2) (3)

I. Case Outcomes

Case Dismissal 0.37 0.43 0.33
(0.48) (0.49) (0.47)

Incarceration 0.47 0.39 0.52
(0.50) (0.49) (0.50)

Incarceration Length (asinh) 0.99 0.82 1.11
(1.50) (1.40) (1.56)

N: 9,787,182 3,892,610 5,856,861

1-year Recidivism 0.30 0.31 0.30
(0.46) (0.46) (0.46)

N: 6,896,017 2,661,861 4,234,156

2-year Recidivism 0.41 0.42 0.41
(0.49) (0.49) (0.49)

N: 6,352,006 2,425,282 3,926,724

II. Defendant Characteristics

Age 32.33 32.41 32.28
(11.09) (11.21) (11.02)

N: 8,591,952 3,286,171 5,305,781

Female? 0.25 0.25 0.25
(0.43) (0.43) (0.43)

Nonwhite? 0.54 0.58 0.51
(0.50) (0.49) (0.50)

III. Case Characteristics

# of Charges 1.70 1.73 1.68
(1.91) (2.22) (1.68)

Felony? 0.34 0.34 0.34
(0.47) (0.47) (0.47)

Property Offense? 0.35 0.36 0.35
(0.48) (0.48) (0.48)

Violent Offense? 0.26 0.27 0.25
(0.44) (0.44) (0.43)

Drug Offense? 0.27 0.26 0.28
(0.44) (0.44) (0.45)

Traffic Offense? 0.07 0.07 0.07
(0.25) (0.25) (0.26)

Other Offense? 0.38 0.39 0.38
(0.49) (0.49) (0.49)

N: 9,787,182 3,892,610 5,856,861

Each cell reports the mean of the variable in the left-hand column, with stan-
dard deviations in parentheses. Column 1 describes all cases in our dataset
(N=9,787,182). Column 2 focuses on cases filed in jurisdiction-years in which a
Democratic DA held office (N=3,892,610). Column 3 focuses on cases filed in
jurisdiction-years in which a Republican DA held office (N=5,856,861). Sample
sizes vary within columns because of missing recidivism and defendant age infor-
mation in particular states. See the text for more detail on data missingness and
sample construction.
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Table 11: Criminal Case-level Descriptive Statistics Across Samples

Full Sample Contested Races RD Sample

(1) (2) (3)

I. Case Outcomes

Case Dismissed? 0.37 0.34 0.36
(0.48) (0.47) (0.48)

Incarceration? 0.47 0.56 0.56
(0.50) (0.50) (0.50)

Incarceration Length (asinh) 0.99 1.11 1.06
(1.50) (1.52) (1.49)

N: 9,787,182 5,121,134 2,453,178

1-year Recidivism 0.30 0.29 0.29
(0.46) (0.46) (0.45)

N: 6,896,017 4,238,301 2,044,758

2-year Recidivism 0.41 0.41 0.41
(0.49) (0.49) (0.49)

N: 6,352,006 3,963,392 1,892,626

II. Defendant Characteristics

Age 32.33 32.40 32.65
(11.09) (11.03) (11.18)

N: 8,591,952 4,887,943 2,399,296

Female 0.25 0.24 0.23
(0.43) (0.43) (0.42)

Nonwhite 0.54 0.64 0.67
(0.50) (0.48) (0.47)

III. Case Characteristics

# of Charges 1.70 1.54 1.51
(1.91) (1.47) (1.31)

Felony Offense? 0.34 0.35 0.36
(0.47) (0.48) (0.48)

Property Offense? 0.35 0.34 0.35
(0.48) (0.48) (0.48)

Violent Offense? 0.26 0.25 0.26
(0.44) (0.43) (0.44)

Drug Offense? 0.27 0.28 0.28
(0.44) (0.45) (0.45)

Traffic Offense? 0.07 0.05 0.06
(0.25) (0.22) (0.23)

Other Offense? 0.38 0.36 0.37
(0.49) (0.48) (0.48)

N: 9,787,182 5,121,134 2,453,178

Each cell reports the mean of the variable in the left-hand column, with standard de-
viations in parentheses. Column 1 describes all cases in our dataset. The remaining
columns describe cases filed in the six years post-election, by the degree of election com-
petitiveness. The RD sample includes cases filed after elections decided by 7.1 percentage
points or less. Sample sizes vary within columns due to missing data on recidivism and
defendant age. See the text for more detail on data missingness and sample construction.
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Table 12: Heterogeneity in Democratic DA Treatment Effect on Recidivism: Panel RD Estimates

Defendant Characteristics

All Race/Ethnicity Gender Age

Cases Nonwhite White Female Male Age≤30 Age>30

(1) (2) (3) (4) (5) (6) (7)

1-year Recidivism -0.004 -0.007 0.005 0.006 -0.006 -0.001 -0.009
(0.005) (0.004) (0.009) (0.007) (0.005) (0.006) (0.006)
0.288 0.279 0.318 0.249 0.300 0.307 0.269

N: 2,920,924 2,208,175 712,749 673,428 2,247,496 1,485,648 1,435,276

2-year Recidivism -0.002 -0.011∗∗ 0.020∗ 0.000 -0.002 0.002 -0.010∗∗

(0.005) (0.004) (0.011) (0.009) (0.005) (0.007) (0.005)
0.411 0.400 0.444 0.357 0.426 0.439 0.381

N: 2,815,563 2,815,563 685,730 649,089 2,166,474 1,438,237 1,377,326

Case Characteristics

Case Severity Violence Types of Offense

Felony Misdemeanor Violent Nonviolent Property Drug Other

(9) (10) (11) (12) (13) (14) (15)

1-year Recidivism 0.013 -0.009∗ -0.005 -0.003 -0.001 0.007 -0.018∗∗∗

(0.012) (0.005) (0.007) (0.006) (0.010) (0.010) (0.005)
N: 0.252 0.308 0.212 0.312 0.346 0.290 0.261

1,058,852 1,862,072 695,777 2,225,147 1,008,306 878,917 932,016

2-year Recidivism 0.017 -0.012∗ 0.000 -0.004 -0.003 0.013 -0.021∗∗

(0.012) (0.006) (0.006) (0.011) (0.006) (0.010) (0.009)
0.389 0.423 0.318 0.439 0.469 0.427 0.378

N: 1,019,120 1,796,443 663,877 2,151,686 974,833 849,920 895,719

Year FEs Y Y Y Y Y Y Y
Jurisdiction FEs Y Y Y Y Y Y Y

Defendant/Case Covariates N N N N N N N
Periods Included [-3,4] [-3,4] [-3,4] [-3,4] [-3,4] [-3,4] [-3,4]

∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

The sample includes criminal cases filed between pre-election period -3 and post-election period +4 in jurisdiction-elections
decided by 7.1 percentage points or less. Each cell reports panel RD estimates of the effect of a Democratic DA victory,
following Equation 2.2. Each coefficient comes from a separate regression, estimated among the subsample of cases described
in the column header. Robust standard errors clustered at the jurisdiction-election level appear in parentheses. The subsample
mean of the outcome variable in the left-hand column appears in italics below the standard error of each estimate. Sample
sizes vary within columns due to missing recidivism data.
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Figure 2.6: Scatter plots show the jurisdiction-level mean outcome in the fourth year
after a contested DA election, along with lines of best fit. Each point corresponds to
a single jurisdiction-election. Larger points correspond to more populous jurisdictions.
For panels 1-3, N=134 jurisdiction-elections. For panels 4 and 5, N=87 jurisdiction-
elections.
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Figure 2.7: Scatter plots show the jurisdiction-level change in mean outcome between
the three years leading up to the election and the four years following the election, along
with lines of best fit. Each point corresponds to a single jurisdiction-election. Larger
points correspond to more populous jurisdictions. For panels 1-3, N=134 jurisdiction-
elections. For panels 4 and 5, N=87 jurisdiction-elections.
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Chapter 3

State Interventions into Local Fiscal

Stress

3.1 Introduction

In Chapter 1, I discussed how cities alter their spending and public service provision in

the face of budgetary pressure, specifically pressure stemming from their workers’ defined-

benefit pension obligations. In this chapter, I continue to examine local fiscal stress and how

state interventions interact with local budgets using oversight and control mechanisms.

State governments have a vested interest in preventing, identifying, and resolving the

budgetary challenges faced by their localities. First, local governments are responsible for

providing the state’s residents’ important – and politically visible – services such as public

safety, utilities, and transportation, which fiscal stress may impair. Second, poor fiscal

conditions within a city could reduce the state’s own revenues if economic activity is affected.

It can also potentially impact bond ratings for the state and other local governments within

the state, harming their ability to borrow (Pew, 2016). Third, while state governments are

generally not formally obliged to bail out failing governments, they may find themselves

committing financial aid regardless to prevent the consequences of further deterioration.
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Thus, states would prefer to detect local fiscal issues early, reducing moral hazard and saving

resources they would otherwise need to commit. One prominent example of a city with

both budgetary challenges and state intervention is Flint, Michigan. The city encountered

multiple financial emergencies in the first two decades of the twenty-first century and the

related public health concern due to lead contamination in the poorly-maintained water

supply. In this context, the State of Michigan appointed emergency municipal management

and sent over $350 million in financial support for the city’s recovery.1

In order to address financial issues early before they become entrenched, over 20 U.S.

states have developed fiscal monitoring programs that regularly evaluate the finances of lo-

cal governments (Pew, 2016). The exact form of these programs varies. Some are purely

informational. Programs, such as New York’s Fiscal Stress Monitoring System, act sim-

ply to provide up-to-date information on cities, school districts, and other local entities to

taxpayers and local officials. While this information is already available in sources such as

annual financial reports, the programs present government finances in a format that may be

accessible to a wider audience. The information included varies, but programs typically rate

local fiscal stress based on operating deficits or surpluses, fund balances, debt levels, pen-

sion obligations, and tax revenue growth or decline, among other factors. Other programs

include varying types of interventions into local governments by the state, conditional on

those local governments’ fiscal health. These can take the form of review and approval of

budgets, financial audits, and even direct management of local finances.

I primarily focus on whether local budgets are impacted by state fiscal stress monitor-

ing. One potential mechanism for monitoring having a positive impact is by signaling fiscal

health to the public with subsequent political action towards improving local budgets. An

informational channel requires a few assumptions. First, it requires that, in aggregate, the

voting residents of localities prefer fiscal sustainability. Renters, for instance, may instead

prefer when cities spend more if they do not account for current and future property tax

1The $350 million figure comes from the State of Michigan’s website on Flint’s crisis:
https://www.michigan.gov/flintwater

https://www.michigan.gov/flintwater
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increases in their rent (i.e. the renter illusion hypothesis). Second, it requires at least some

of the resident voters to be (rationally) ignorant of local fiscal health. The oversight pro-

grams generally add no new information – local governments already release annual financial

reports to the public. The simpler and more widely broadcasted information would need to

increase awareness of fiscal issues like deficits, tax declines, and public worker pension costs

relative to complicated annual financial reports. Third, local political leaders would need to

be disciplined by public perception and voters. Some politicians may face little competition

at the local level, or may have support from voting blocs like public-sector workers that

benefit from greater compensation and higher spending. Thus, monitoring must produce

meaningful and politically effective signals for it to improve local fiscal health. If they do,

we would expect localities to cut expenditures or increase revenue collection as their main

levers to accomplish this. By using these levers, the localities can reduce deficit spending,

build up general fund reserves, and enhance liquidity, all key aspects of fiscal health. On

another note, if at least the first two assumptions are true, we would expect housing prices

to decline as the market adjusts to negative news about local fiscal health.

With interventions into local finances beyond monitoring, there are additional paths

for effects on local budgets. Suppose a city is fiscally stressed, and in response the state

government assumes some control over the city’s budget to move the city towards financial

recovery. For this intervention to change the city’s outcomes, we need to assume that the city

would not have otherwise instituted similar recovery plans. Perhaps the state has greater

ability to implement financial recovery plans (e.g. accounting and budgeting expertise), or

perhaps politics in the city is such that it cannot internally commit to a financial recovery

plan. If the state intervention does go beyond the local response, then we would expect to

see larger cuts to expenditures or increases to revenue collection than what the city would

have engaged in on its own.

In order to empirically assess the effectiveness of monitoring programs, I separately con-

sider two state programs. The first state is California, which has a purely informational
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program. The second state is Ohio, which provides transparent information and includes

accompanying direct interventions into fiscally stressed localities. Given the context of each

state’s program, I employ two different empirical strategies, using a panel-based regres-

sion discontinuity method for California and a matched difference-in-differences approach

for Ohio. In both cases, I find that the empirical evidence does not allow a conclusion that

either form of monitoring system is effective according to the budgetary outcomes I examine,

by either raising revenues or lowering expenditures.

The limited existing literature on fiscal stress monitoring programs and municipalities

has found mixed impacts, depending on the outcome studied. In the context of New York,

Chung and Williams (2021) find in some of their regression discontinuity specifications that

cities labeled as mildly stressed by the monitoring system slightly improve their fund balance

ratios and deficits. Also in New York, Yang (2022) uses an event study to find that housing

prices drop in cities labeled as significantly stressed, suggesting residents do become more

informed, but that municipal bond markets do not react much to labelling as financial infor-

mation is already priced in. In Ohio – a state with a system also studied in my paper and

which intervenes beyond just labelling – Thompson (2017) finds large reductions in operating

and capital expenditures in response to fiscal stress labels, with an estimated 25% reduction

in total expenditures. However this result is based on a generalized difference-in-differences

methodology, put into empirical practice with a two-way fixed-effect model. In this context,

the methodology fails to create reasonable comparison groups for local governments treated

by Ohio’s fiscal labelling system. One key issue is that the fiscal stress label, which is the

treatment, is largely applied based on deficit spending which is in turn an outcome of interest

in the regressions. Therefore, though my sample of locality-year observations produces anal-

ogously large and significant results when using a two-way fixed effect model, my preferred

model – which matches labelled local governments with comparable units which did not

receive a label – does not generate estimates that can confidently support the effectiveness

of fiscal stress monitoring programs.
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The rest of the chapter is organized in the following manner. First, I discuss my empirical

study of California’s system, including context, data, methodology, and results. Then I

similarly lay out my analysis of Ohio’s system. I finally conclude with a few remarks.

3.2 California Fiscal Stress

3.2.1 Background

Beginning in late October 2019, the California State Auditor released information on

cities’ fiscal stress to the public through an online dashboard called the “local high-risk

program”. The intention of the online dashboard is to provide state and local officials,

residents and interested parties “a data driven view of each city’s fiscal health”.2 Using

each city’s audited financial statements from fiscal year 2017, the local high-risk program

assigned scores based on 10 dimensions, which are shown below in Figure 3.1 along with

their relative weight. In total across these dimensions, 60% of the assigned score comes from

fund reserves, debts, liquidity, and revenue trends. The remaining 40% of the assigned score

comes from the status of cities’ pensions and other post-employment benefits, demonstrating

the Auditor’s concern about the role municipal worker’s non-wage benefits programs play

in their cities’ long-term fiscal health. From this fiscal score, the program categorized cities

as high, medium, or low risk, a “stoplight” system corresponding to red, yellow, and green.

The scores corresponding to each category are shown in Figure 3.2; 18, 240, and 219 cities

were assigned each of these designations, respectively.

3.2.2 Data

This paper analyzes the local high-risk program’s initial 2019 roll-out. From the Auditor,

I gathered each city’s fiscal score and their designated level of fiscal risk (low, medium, or

2Information on the local high-risk program is available on the Auditor of the State of California’s website
at: https://www.auditor.ca.gov/local high risk/process methodology

https://www.auditor.ca.gov/local_high_risk/process_methodology
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high). I combine this with information on city finances using the Financial Transactions

Reports (FTR), a uniform set of financial data collected by the California State Controller.

This provides a city-year level dataset including detailed information on both expenditures

and revenues. For fiscal characteristics, I focus on the following broader variables, which I

will briefly explain. Total revenue for a city consists of two parts: general revenue, which

have no restriction on allocation, and functional revenue, which is restricted by law to be

used for a specific function. Total expenditure is made up of current expenditures, which are

operating costs like staff wages, and non-current expenditures, which are capital investments

and long-term debt expenses. Ideally, I would like to calculate a measure of current deficit

spending; but there is no “current revenue” category reported by the cities. Instead, I define

two deficit measures: one defined as total expenditures less total revenues, and another

defined as current expenditures less general revenues. As in the first chapter, where I also

use the FTRs, I transform variables to their real per capita equivalents using the California

Department of Finance’s city population estimates and fiscal year average California CPI.

The latter of these is constructed by the Department of Finance using a population-weighted

average of the US Bureau of Labor Statistics CPIs for California locations.

I also bring in information on home values within each city. I use Zillow’s home value

index (ZHVI).3 This housing market metric is an average of Zillow’s estimates of home values

within each city, where each home’s estimate is constructed based on sale prices, assessed

values, and attributes such as square footage and age as well as information from similar

nearby homes. The estimates are able to be constructed even for periods in which a home

does not sell, and the indices are made for nearly all U.S. places and geographies, providing

near universal coverage for my sample of California cities. The specific ZHVI estimate I use

is for all homes in the 35th to 65th percentile range, representing the typical home.

The sample includes 465 cities observed over the period of fiscal years 2017 to 2021. This

sample size is after I limit it to cities with an average population of 1,000 or more. The

3The ZHVI data are available at: https://www.zillow.com/research/data/

https://www.zillow.com/research/data/
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average fiscal score is 69.6, and the median California city received a medium risk label.

Table 1 presents summary statistics for fiscal year 2019, which is the last year before the

roll-out later in that calendar year. The table has means and standard deviations of per

capita expenditures and revenues in fiscal year 2020 dollars. The four columns show the

full sample as well as the means (standard deviations) for each of the three risk designation

groups. Each labeled risk level differs on average across these city finance, population, and

home value dimensions. Therefore, attempting to infer the effect of risk designations based

on simple pre- versus post- comparisons between each risk category would be problematic

due to the existing differences between cities in each category. This fact, along with the local

high-risk program’s fiscal score-based policy rule, informs my empirical strategy.

3.2.3 Empirical Strategy

In this examination of California’s fiscal stress program, I analyze whether fiscal health

designations meaningfully impact local finances and decisions on spending and revenue. On

the one hand, by increasing awareness of fiscal issues, especially “shrouded” public worker

pension debts and costs, cities may be more likely to adjust their finances. On the other

hand, the label adds no new information, so another reasonable hypothesis is that they do

not affect budgets. The same consideration applies to home values. If signals on city fiscal

health are meaningful, we might expect home values to decrease; but if they just repeat

existing information then home values would see no change.

I employ a modified regression discontinuity (RD) design. This design mitigates the

endogeneity concerns with a naive design comparing outcomes for all cities within each risk

designation with one another, since the estimates produced would be contaminated with pre-

existing differences across cities with better or worse fiscal health; that is, cities with worse

fiscal health would likely have had different budgetary outcomes than those with better fiscal

health, even in the absence of California’s fiscal stress program. Instead in the RD design, I

compare only cities that lie above and below the risk designation thresholds, rather than the
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full sample. Here, the RD design assumes that cities are unable to manipulate their exact

fiscal score and thus cities with fiscal scores immediately surrounding each risk designation

threshold are comparable – in terms of finances, demographics, population trends, and other

aspects which we cannot observe – in the absence of the designation. Thus, treatment by a

risk designation may be considered “as good as random”, and that estimation will uncover the

impact of fiscal risk designations rather than underlying differences in cities that receive each

designation. In this context, manipulation is essentially ruled out, supporting this particular

empirical strategy. Fiscal scores were determined from previous years financial data, so for

example cities cannot have expanded their general fund balances to increase their fiscal score

just enough to improve their risk designation. Still, to test the no-manipulation assumption,

I follow the econometric procedures defined in (Calonico et al., 2020) and earlier work. In

Figure 3.3, I plot the density of cities along the running variable (fiscal score) centered at

the medium and high risk thresholds, where higher scores are better and thus cities right of

each threshold have designations of lower risk than those left of each threshold. I find little

visual evidence of a jump at either threshold. The increased mass a few points away from

left side of the medium risk threshold pulls the local quadratic polynomial up on that side,

though we would not expect cities to manipulate their fiscal score in order to receive a worse

fiscal rating. Formal tests also detect no jump, with a p-value of 0.98 at the medium risk

threshold and 0.79 at the high risk threshold. Note that these tests were conducted using

a triangular kernel and are thus weighted towards detecting manipulation very close to the

threshold. Uniform weights, which gives observations relatively far from the threshold the

same weight as those next to it, yield p-values of 0.40 and 0.58 respectively for the medium

and high risk thresholds, similarly rejecting a hypothesis of running variable manipulation

at any reasonable confidence level.

Before moving on to my main empirical method, I look for some preliminary visual

evidence from a basic RD design. In Figure 3.4, I plot the running variable of fiscal scores

against one-year changes in an assortment of fiscal variables. Row 1 has panels with logged
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current and non-current expenditures, row 2 has logged general and functional revenues, and

row 3 has unlogged deficits. In each, I show the two risk designation thresholds as an orange

vertical line and a red vertical line. Moving left from the highest fiscal score of 100, crossing

the orange line means switching from a low risk to a medium risk label and crossing the

red line means switching from a medium risk to a high risk label. For each outcome, there

appears to be little change across either threshold. Note, this is looking only at the one year

difference, and cities may take longer to shift budgets in response to the treatment, which

is not captured in these figures. However, the two-year differences as outcomes – not shown

here – also show little visual differences across the threshold.

I use a specification that modifies the RD design by adding a difference-in-difference

panel element. That is, I estimate how the fiscal health designation is related to outcomes

within cities before and after the fiscal health dashboard was released for cities with fiscal

scores close to the threshold. This method allows me to exploit the additional information

provided by observing cities across time, providing more precise estimates. This is especially

important given the lack of visual evidence in the usual RD specification, so that a result –

null or otherwise – has as tight a confidence interval as possible. The panel specification I

use, which is similar to the one used in Chapter 2, is:

Yit = α0 + α1FiscalScorei +MediumRiski(α2 + α3FiscalScorei)

+ postFY E2019it(γ1 + γ2FiscalScorei +MediumRiski(β1 + β2FiscalScorei))

+ µi + θt + ϵit

(3.1)

In Equation 3.1, the fiscal score variable is centered around the medium risk thresh-

old, which is a fiscal score of 71.24. As written, this regression specification measures the

post-treatment effect of the medium fiscal risk designation relative to the low fiscal risk

designation, with β1 as the coefficient of interest.

Separately, the post-treatment effect of high compared to medium risk can be measured

by recentering the fiscal score variable around that threshold (41.76) and rewriting Equation



113

3.1 with HighRiski rather than MediumRiski. To be clear, these regressions take the form:

Yit = α0 + α1FiscalScorei +HighRiski(α2 + α3FiscalScorei)

+ postFY E2019it(γ1 + γ2FiscalScorei +HighRiski(β1 + β2FiscalScorei))

+ µi + θt + ϵit

(3.2)

Finally, I also modify Equation 3.1 into an event-study approach. This allows me to

examine any pre-trends in outcome variables and to see if there are any dynamics in the

(short) post-treatment period. Accordingly, the specification becomes:

Yit = α0 + α1FiscalScorei +HighRiski(α2 + α3FiscalScorei)

+
t=2∑
t=−2

(κit + ρtFiscalScorei +HighRiski(δ1t + δ2tFiscalScorei))

+ µi + θt + ϵit

(3.3)

Each δ1t coefficient measures the difference between the period t and fiscal year 2019 that

can be empirically tied to the marginal assignment of a medium fiscal risk label.

I determine the optimal RD bandwidths using the selection procedure from (Calonico

et al., 2020). In regressions focusing on the effect of the medium fiscal risk designation,

the optimal RD bandwidth only includes cities with fiscal scores within 7.2 points of the

threshold. When considering the high risk designation, it only includes cities with scores

within 4.8 points of that threshold. There is no overlap between these bandwidths, so the

set of cities included in the medium and high risk specifications are different. Lastly, I

cluster standard errors in all specifications at the city level to account for serial correlation

of outcomes within cities.
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3.2.4 Results

Table 2 reports the results from using Equations 3.1 and 3.2. Each row indicates a differ-

ent fiscal outcome variable. Columns 1 and 2 refer to the unlogged and logged outcomes for

the medium risk specification, and columns 3 and 4 are the same for the high risk specifica-

tion. In this context, I do not find that either the medium risk designation (relative to low

risk) or high risk designation (relative to medium risk) have a statistically significant effect

on spending or revenue after the dashboard was released. Beyond significance, estimates

do not have signs that are consistently in directions to suggest that labels improve fiscal

outcomes; for that, we would expect to see increasing total revenue and decreasing current

and non-current expenditures.

With ZHVI as the outcome, there also does not seem to be any short-term impacts

on home values. Largely due to the limited number of cities designated as high risk, the

estimated effects of moving from medium to high risk have particularly wide confidence

intervals. The confidence intervals for the medium risk designation are generally less than

half the size, which can partly be attributed to the fact that there are over five times the

number of city panels.

Figures 3.5, 3.6, 3.7, and 3.8 show the dynamic effects of the medium risk designation

as estimated by Equation 3.3. I plot panel RD estimates showing the impact of medium

risk rating versus low within 7.2 points or less of the threshold. These estimates are relative

to fiscal year 2019, which is the last year before the dashboard was released. Regressions

include city and year FEs in the RD panel models. Vertical bars denote 95 percent confidence

intervals using robust standard errors clustered at the city level. The layout of the figures

are as follows: the first column has estimates with the outcome in real per-capita terms,

while the second row has estimates with the outcome in logged real per-capita terms. The

outcomes in the two rows in Figure 3.5 are current expenses and non-current expenses (e.g.

capital); in Figure 3.6 they are general revenue and tax revenue; and in Figure 3.8 the only
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row is for the ZHVI measure of home values. Across these figures, there is no evidence that

the purely informational risk designations as applied by the California state government have

any short-run effects on city finances. For logged ZHVI, there is a 2% estimated decline in

home values for cities designated as medium risk as compared to low risk at the threshold

for fiscal year 2020, though any potential effect appears to be transient as the fiscal year

2021 estimate is not distinguishable from zero.

I caveat these results on the effects of informational fiscal labelling, since the California

fiscal monitoring dashboard rolled out less than half a year before March 2020. It is possible

that in a counterfactual world without the impacts of Covid-19, the effects of labelling could

be different — if labels were ignored only because cities and their residents were focused on

public health measures and tax revenue declines, for instance.

3.3 Ohio Fiscal Stress

3.3.1 Background

Other states besides California have also instituted various forms of fiscal stress moni-

toring programs. One example is Ohio, which has had a fiscal distress system for localities

since 1979, one of the longest-lasting in the United States. Through this system, the Ohio

Auditor of State determines which localities are encountering budgetary issues and sends a

notice to the fiscally stressed localities. It also informs the public through a detailed press

release. Fiscal distress labels are applied according to whether certain conditions exist and

their severity. These include budget deficits, low reserve funds, large debts, debt defaults,

failure to make payroll, and unauditable financial records. The most common reason a local-

ity is labelled as fiscally distressed is because they ran a deficit in their budget in the most

recent fiscal year.

For all fiscal stress labels, localities must submit an acceptable recovery plan to the Audi-

tor and implement it. The strongest, and most common, designation a locality can receive is
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”fiscal emergency”, in which it is placed under a state-determined financial planning and su-

pervision commission. This commission then assumes authority over the locality’s finances,

with the ability to approve monthly expenditure and revenue plans, approve any new debt

issues, and to enter any contracts or agreements it sees fit to restore financial stability.4

There are two lower designations as well, fiscal caution and fiscal watch, and localities can

have their risk designation elevated up to fiscal emergency depending on the status of their

fiscal situation and whether they have made sufficient progress toward remedying it. Fiscal

emergencies can last indefinitely until it is considered resolved.

There are three types of localities covered by the system: cities, villages, and townships.

Ohio’s municipal governments, cities and villages, are essentially the same in terms of powers

and responsibilities. Villages are automatically classified as cities if the most recent decen-

nial Census shows it as having more than 5,000 residents. Townships are subcounty-level

governments that have coverage across the whole state of Ohio. Compared to the municipal-

ities, townships have somewhat more restricted powers and the public services they provide

vary between townships, but they are primarily responsible for road maintenance and public

services for people who do not reside within a municipality.

3.3.2 Data

I use the publicly available data from the Ohio Auditor of State to determine fiscal stress

labels that they have applied. The Auditor lists all instances of labels applied from 1980

onwards. These data include the name of the locality, the date on which the label was

applied, the date on which the label was lifted if it has been, the type of fiscal stress label,

and some information on why the label was applied. For each calendar year in my sample,

Figure 3.9 shows the number of fiscal stress labels applied across each of the three types.

Localities are initially labelled throughout the sample, and are not all initially labelled during

or immediately after the recession of the early 2000’s or the Great Recession. Fiscal stress

4Information on fiscal stress labels, their determinants, and what each entails is available at:
https://ohioauditor.gov/fiscal/local.html

https://ohioauditor.gov/fiscal/local.html
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labels generally last longer than one year; Figure 3.10 instead shows the number of fiscal

stress labels active in each year.

I also acquired detailed financial data for each locality. Each year, the Ohio government

requires each local government – including other forms not included here such as school

districts and counties – to submit an Annual Financial Report (AFR) which are largely

standardized across units of a given type. These AFRs include total expenditures and

revenues as well as the constituent parts of each, such as property tax within total revenues.

I use intercensal population estimates in order to transform fiscal variables into the per-

capita equivalents. These population estimates are produced by the U.S. Census Bureau

through the Federal State Cooperative Program for Population Estimates (FSCPE) Pro-

gram.5 Lastly, I use the CPI series for Midwestern urban consumers in order to set dollars

to their 2020 value.

In all, the combined panel of localities runs from years 2002 through 2021. I present

summary statistics by government type in Table 3. Fiscal stress labels are relatively rare

within the sample, making up around 4.1% of city-year observations, 2.8% of village-year

observations, and only 0.4% of township-year observations. Villages and cities are both types

of municipalities, though villages are much smaller than cities: 1,267 average population

compared to 27,591 average population. Even so, villages still have comparable per-capita

budgets, collecting revenues around three-quarters of what cities do.

3.3.3 Empirical Strategy

Thus, Ohio provides another context in which to determine whether fiscal stress systems

are effective. While pure-information systems like California present no evidence of bud-

getary impacts from risk designations, its possible that state intervention into local budget

processes could. The long time-span over which to view the effects of Ohio’s program also

avoids the potential issues with California’s: a short post-period that could be panedemic-

5I accessed these estimates through the Missouri Census Data Center: https://mcdc.missouri.edu/

https://mcdc.missouri.edu/
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influenced. An approach to identification of Ohio’s program effects would be to compare

outcomes between localities with and without a designation from the Auditor of State be-

fore and after the designation is applied. One way to accomplish estimation in this context

with multiple treatment cohorts across time is to use a two-way fixed effects model.6 This

can be written:

Yit = α + βFiscalStressit + µi + θt + ϵit (3.4)

where Yit is a budgetary or other outcome, µi are locality fixed effects, θt are time fixed

effects, and ϵit is an error term clustered by locality. Here, β is intended to recover the

impact of fiscal stress labels on the outcomes of interest.

The two-way fixed effects model described above is comparable to the one used in Thomp-

son (2017) to investigate the role of fiscal stress labelling in Ohio. There are a few issues,

however. For β to recover the causal effect of the label and any related state intervention

on the localities that receive them, then labelled and unlabelled localities would need to

have had the same average outcomes, conditional on the included fixed effects or on any co-

variates. The assumption is problematic given how the Auditor determines which localities

receive labels. Selection bias arises since treatment is based on a locality encountering fiscal

difficulties, most often in the form of running a deficit in the year prior to treatment. All

nonlabelled localities cannot collectively serve as an adequate control group in this scenario.

Describing the issue in another way: the treatment is allocated according to the outcome

directly or indirectly at baseline, making the effects of treatment more difficult to differen-

tiate from effects of underlying differences when considering the evolution of the outcome.

To pull an example from the labor literature, this is similar to how the “Ashenfelter dip”

(Ashenfelter, 1978) complicates estimating the treatment effect of job training programs.

Just as workers taking up a job training program are more likely to have experienced a

recent loss of earnings, so too localities entering a fiscal stress designation are more likely

6I am deliberately ignoring the recent advances in difference-in-differences at this point for the purpose
of comparing to Thompson (2017).
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to have experienced a recent loss of revenues or an increase in expenditures. If localities

encountering budgetary difficulties raise revenues and cut expenditures even without state

interventions, then β will tend to overstate the impact of these interventions.

There is also an additional issue of selective treatment timing. The Auditor “selects”

localities into treatment by observing their most recent fiscal data. Thus, localities labelled

by the fiscal stress systems are spread throughout initial treatment cohorts across time.

The standard two-way fixed model does not take into account when units enter treatment.

The model allows for comparisons between treated units and units that were previously

treated. Using language from the recent literature on difference-in-differences with varying

treatment timing like Callaway and Sant’Anna (2021), those comparisons cloud inferences

with “forbidden” or “nonsensical” differences. I will note that since the treatment by a

fiscal stress label is relatively rare among localities within the sample, very few of these

comparisons will be made and thus this is a lower-order concern.

I use a conditional difference-in-difference approach instead. Before proceeding with

specifics, I will provide a brief overview. The approach consists of matching treated units

from each treatment cohort with similar untreated units and then using comparisons within

matched units to infer the average treatment effect on the treated. This assumes that,

conditional on the match on observable characteristics, outcomes for treated and untreated

units would follow parallel trends if the groups were both treated or untreated. Another

important assumption is common support: that across the observable characteristics in the

match, treated and untreated units can both be found. Thus, interpretation of causality

relies on the matches being reasonable.

More specifically, I use the procedure described in Dettman et al. (2021), which builds

upon the Heckman conditional difference-in-difference estimator developed in Heckman et al.

(1997) and Heckman et al. (1998) by allowing for multiple treatment periods. The procedure

consists of three main parts. First, the data are pre-processed to create pools of localities

that never received a fiscal stress label as potential matches specific to each labelled locality.
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Each pool is created based on the nonmissingness of the observable characteristics included

in the match in the year before the individual locality’s treatment begins. Since each treated

unit’s pool is specific to when it enters treatment, it takes into account the heterogeneity

in timing embedded in this context. Using the pre-processed data, each locality designated

by the program as ”fiscally stressed” is paired one-to-one with a similar untreated unit from

the pool of potential matches. Using nearest-neighbor matching via a distance function,

the closest unit is selected; if no suitable match is found, then the treated unit is dropped

from the analysis. Treated localities are matched to untreated localities based on per capita

budget deficit, the ratio of the budget deficit to revenue, and population one year before the

unit is treated, as well as the change in the outcome between two years and one year before

treatment. Lastly, an estimate of the average treatment effect for the treated is then taken

as the average across all matched units of the difference between the differences before and

after treatment began for treated and untreated units in each pair,

3.3.4 Results

First, as a comparison point to Thompson (2017), I estimate Equation 3.4 with logged

fiscal variables as outcomes. Table 4 summarizes these, with Panel A considering any fiscal

label as the treatment and Panel B only including the fiscal emergency label as the treatment.

The results are qualitatively similar to Thompson’s main estimates.7 Specifically, the two-

way fixed effect model estimates that fiscal stress labels are associated with reductions of

total expenditures by 13.8%, with a larger percentage reduction of capital expenditures by

29.0%. If interpreted as causal, this would suggest that there is strong evidence that Ohio’s

fiscal stress labels are effective tools to resolve fiscal distress.

Now, I turn to the conditional difference-in-difference method. In this method I match

localities that were labelled as fiscally distressed by the Ohio Auditor of State to suitable

7They are not the same for a few reasons. The main factor is that I cover a different and longer time
period, with the years 2002 to 2021 versus Thompson’s time period of 1999 to 2012. I also do not include
the local economic characteristics as covariates, though it is unlikely these shift estimates much after the
inclusion of two-way fixed effects.
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controls and then employ difference-in-differences across the matched units.

Table 5 contains the estimates from this method. Column 1 contains each of the difference-

in-difference estimates, with the robust standard error in parentheses below it. Columns 2

and 3 contain the component differences which make up the DID, with the temporal change

in the outcome for the treated and for the controls, respectively. Column 4 lists the total

number of observations. Like Table 4, Table 5 is split into two panels, Panel A for esti-

mates including all types of fiscal stress labels and Panel B for estimates including only the

strongest and most common label of fiscal emergency. Lastly, outcomes are log total revenue

and log total expenditure measured one, two, and three years after the treated locality is

first labelled as fiscally stressed.8

From the estimates, there is little evidence that the fiscal emergency label or any stress

designation reduces local deficits by either raising revenues or lowering expenditures. On

the other hand, we also cannot conclude that fiscal stress labels and accompanying state

interventions do not improve local fiscal conditions. Contributing to this lack of statistical

significance is that there are simply too few localities that have been treated by fiscal labels,

leading to particularly large standard errors. Thus, while true effects of the size reported in

Table 4 and in Thompson (2017) are within reasonable confidence intervals of the conditional

DID results, we cannot measure them when using reasonable control groups to account for

the selection issues inherent to Ohio’s fiscal stress labelling system.

3.4 Conclusion

There is a small literature that considers the role that interventions into local finances

by state governments – taking forms such as budgetary monitoring, fiscal labelling, and

measures of control – plays in local outcomes. This work contributes to that literature by

8I do not estimate effects on capital expenditures using the conditional difference-in-difference method
– even though estimates were large and significant in the previous table – as there are about half as many
matches as with total revenue and expenditures. This is because there are about 10,000 fewer locality-year
observations of capital expenditures; the conditional difference-in-difference method is sensitive to missing-
ness as it cannot match on previous values of the outcome when missing.
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suggesting that even in the setting of Ohio, which has laws that allow for direct interventions

into local finances that are less rare than most other states, there are few conclusions that

can be made empirically about these interventions. Researchers looking into this area must

consider the context of how each state decides which locality receives fiscal labels or other

interventions when deciding their research methodology.
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3.5 Figures

Figure 3.1: Points Possible By Financial Indicators

Source: Local Government High-Risk Dashboard

Figure 3.2: Methodology for Determining Which Cities Are High Risk

Source: Local Government High-Risk Dashboard
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Figure 3.3: Densities for Assessing Manipulation

Panel 1 shows the binned density of fiscal scores 20 points above (low risk) and below
(medium risk) of the threshold for a California city receiving a medium risk label.
Panel 2 shows the binned density of fiscal scores 15 points above (medium risk) and
below (high risk) of the threshold for a California city receiving a high risk label. Both
panels include local quadratic polynomials which are discontinuous at the threshold.
Source: Financial data from the Local Government High-Risk Dashboard
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Figure 3.4: Change in Fiscal Variables from FYE 2019 to FYE 2020

Row 1 has panels with logged current and non-current expenditures, row 2 has logged
general and functional revenues, and row 3 has unlogged deficits. Source: Financial
data from the Local Government High-Risk Dashboard combined with unified financial
reports from the California State Controller.
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Figure 3.5: Dynamic Panel Regression Discontinuity Results: Expenditure

Graphs show the results of Equation 3 for each of the two expenditure outcomes I study. Unlogged

outcomes appear in the first column, and logged outcomes in the second column. Each year is compared to

fiscal year 2019, which is the last year before the fiscal labelling system was rolled out. Vertical bars denote

95 percent confidence intervals using robust standard errors clustered at the city level. Source: Financial

data from the Local Government High-Risk Dashboard combined with unified financial reports from the

California State Controller.
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Figure 3.6: Dynamic Panel Regression Discontinuity Results: Revenue

Graphs show the results of Equation 3 for each of the two revenue outcomes I study. Unlogged outcomes

appear in the first column, and logged outcomes in the second column. Each year is compared to fiscal year

2019, which is the last year before the fiscal labelling system was rolled out. Vertical bars denote 95

percent confidence intervals using robust standard errors clustered at the city level. Source: Financial data

from the Local Government High-Risk Dashboard combined with unified financial reports from the

California State Controller.
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Figure 3.7: Dynamic Panel Regression Discontinuity Results: Per-Capita Deficits

Graphs show the results of Equation 3 for each of the two versions of the per-capita deficit measures used.

The first is defined as total expenditures less total revenues, and the second as current expenditures less

general revenues. Each year is compared to fiscal year 2019, which is the last year before the fiscal labelling

system was rolled out. Vertical bars denote 95 percent confidence intervals using robust standard errors

clustered at the city level. Source: Financial data from the Local Government High-Risk Dashboard

combined with unified financial reports from the California State Controller.

Figure 3.8: Dynamic Panel Regression Discontinuity Results: Home Values

Graphs show the results of Equation 3 where home values are the outcome, as measured by the Zillow

home value index (ZHVI) for all homes in the 35th to 65th percentile range, smoothed and seasonally

adjusted. Unlogged outcomes appear in the first column, and logged outcomes in the second column. Each

year is compared to fiscal year 2019, which is the last year before the fiscal labelling system was rolled out.

Vertical bars denote 95 percent confidence intervals using robust standard errors clustered at the city level.

Source: Financial data from the Local Government High-Risk Dashboard combined with unified financial

reports from the California State Controller.
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Figure 3.9: Initial Fiscal Stress Designations by Year

Source: Fiscal stress designations by the Ohio Auditor of State.

Figure 3.10: Ongoing Fiscal Stress Designations in each Year

Source: Fiscal stress designations by the Ohio Auditor of State.
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3.6 Tables

Table 1: Summary Statistics – California

(1) (2) (3) (4)
Full Low Medium High

Sample Risk Risk Risk

Total Revenue 1,585 1,710 1,492 1,328
(1,570) (2,032) (1,044) (799)

General Revenue 1,042 1,149 965 790
(1,301) (1,713) (818) (507)

Functional Revenue 542 560 527 538
(383) (450) (315) (329)

Total Expenditure 1,501 1,611 1,418 1,281
(1,590) (2,129) (929) (756)

Current Expenditure 1,230 1,298 1,182 1,064
(1,324) (1,767) (790) (623)

Non-current Expenditure 270 313 236 217
(374) (498) (222) (183)

Deficit (Def. 1) 188 148 217 274
(285) (309) (259) (263)

Deficit (Def. 2) -84 -99 -74 -47
(313) (391) (234) (145)

Population 70,525 38,774 99,561 63,401
(212,572) (43,655) (291,689) (98,939)

ZHVI 744,326 892,667 635,516 504,053
(676,129) (877,190) (420,350) (232,280)

N: 465 212 236 17

The data describe the fiscal characteristics and population of Californian cities in
fiscal year 2019, limited to those with a population above 1,000. Financial variables
are reported in per-capita 2020 dollars. There are two deficit variables: one defined
as total expenditures less total revenues, and another defined as current expenditures
less general revenues. ZHVI is Zillow’s home value index for all homes in the 35th to
65th percentile range, smoothed and seasonally adjusted. Column 1 reports the mean
across all cities. Columns 2, 3, and 4 report the means for cities that were designated
as low, medium, and high fiscal risk respectively by the State Auditor of California.
Standard deviations appear in parentheses.
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Table 2: Results: Regression Discontinuity DID (California)

(1) (2) (3) (4)
Med. Risk(log) Med. Risk(unlogged) High Risk (log) High Risk (unlogged)

Current Exp. -0.029 12.075 0.075 81.809
(0.061) (97.684) (0.167) (298.920)

Non-current Exp. -0.093 -16.122 0.661 183.453
(0.242) (71.151) (0.649) (181.697)

General Rev. -0.015 -60.520 0.102 29.610
(0.053) (78.506) (0.119) (106.103)

Functional Rev. -0.156 -107.575 0.445 801.658
(0.104) (68.483) (0.390) (761.603)

Deficit (Ver. 1) 72.595 52.199
(104.568) (352.606)

Deficit (Ver. 2) 115.750 124.668
(106.095) (351.003)

ZHVI -0.011 4615.992 -0.039 -21369.514
(0.014) (13878.183) (0.083) (35119.785)

N: 640 640 115 115

Notes: Estimates come from regressions including the triple interaction of a post-FYE2019 indicator, the relevant
indicator for the assigned risk designation, and the fiscal score, where the estimate shown is the interaction between
the risk designation and post-FYE2019 indicator. Cities with fiscal scores below 71.3 were assigned Medium risk,
and cities with fiscal scores below 42 were assigned High risk. Bandwidths, as determined by optimum bandwidth
selection procedures, are 7.2 fiscal points and 4.8 points around the cutoff, respectively. Expenditure variables are
presented as per capita, 2020 dollars, both logged and unlogged. Medium and High risk designations were determined
by the California State Auditor in October 2019. ZHVI is Zillow’s home value index for all homes in the 35th to 65th
percentile range, smoothed and seasonally adjusted. Standard errors are given in parentheses, and are clustered by
city. Sample sizes are in brackets. The coefficients’ significance levels are symbolized as: * p < 0.10, ** p < 0.05, ***
p < 0.01.
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Table 3: Summary Statistics – Ohio

(1) (2) (3)
Cities Villages Townships

I. Locality-Year Fiscal Stress Counts

Emergency 110 236 42

Watch 54 34 3

Caution 17 23 38

II. Fiscal Characteristics

Total Revenue 1,274 898 305
(695) (2,071) (567)

Total Tax Revenue 801 369 130
(557) (816) (383)

Total Expenditure 1,324 877 288
(787) (1629) (523)

Total Capital Exp. 192 155 31
(254) (528) (102)

Population 27,591 1,267 4,262
(65,269) (1,285) (6,978)

N: 4,397 10,436 23,576

Panel I includes counts of the number of locality-year obser-
vations for each of the types of fiscal stress labels. Panel II
describes the fiscal characteristics and population of Ohio local-
ities. Fiscal variables are reported in per-capita 2020 dollars.
Columns 1, 2 and 3 report the mean for cities, villages, and
townships, respectively. Standard deviations appear in paren-
theses.
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Table 4: Results: Basic DID Estimates

(1) (2) (3) (4)
Total Revenue Total Tax Rev. Total Exp. Capital Exp.

Panel A: Any Fiscal Stress Label

Fiscal Stress -0.051 -0.017 -0.148*** -0.343**
(0.030) (0.041) (0.033) (0.146)

R-squared: 0.883 0.885 0.852 0.519

N: 37,631 37,502 37,624 27,891

Panel B: Fiscal Emergencies Only

Fiscal Emergency -0.047 0.002 -0.164*** -0.374*
(0.038) (0.051) (0.041) (0.192)

R-squared: 0.883 0.885 0.852 0.519

N: 37,631 37,502 37,624 27,891

Notes: Estimates come from the two-way fixed effect model written as Equation 3.4. Out-
comes are the natural logs of the per capita variables listed. Panel A includes all fiscal stress
labels (emergency, watch, caution), whereas Panel B only considers the fiscal emergency label.
Standard errors are clustered by locality. The coefficients’ significance levels are symbolized
as: * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 5: Results: Conditional DID Estimates

(1) (2) (3) (4)
DID Est. Mean ∆Treatment Mean ∆Control Obs.

Panel A: Any Fiscal Stress Label

Total Rev., 1 year 0.123 0.052 -0.071 38
(0.100)

Total Rev., 2 year 0.058 0.154 0.097 41
(0.119)

Total Rev., 3 year -0.035 0.172 0.206 35
(0.185)

Total Exp., 1 year 0.063 0.041 -0.022 39
(0.132)

Total Exp., 2 year 0.087 0.095 0.008 43
(0.165)

Total Exp., 3 year 0.072 0.067 -0.005 35
(0.181)

Panel B: Fiscal Emergencies Only

Total Rev., 1 year 0.070 0.055 -0.014 34
(0.146)

Total Rev., 2 year 0.083 0.197 0.114 37
(0.146)

Total Rev., 3 year 0.046 0.222 0.176 30
(0.178)

Total Exp., 1 year -0.018 0.047 0.065 36
(0.103)

Total Exp., 2 year 0.040 0.117 0.077 40
(0.137)

Total Exp., 3 year 0.029 0.073 0.044 32
(0.145)

Notes: Estimates come from the conditional difference-in-difference procedure from
Dettman et al. (2021). Treated localities are matched to untreated localities based
on per capita budget deficit, the ratio of the budget deficit to revenue, and population
one year before the unit is treated, as well as the change in the outcome between two
years and one year before treatment. Outcomes are the natural logs of the per capita
variables listed. Panel A includes all fiscal stress labels (emergency, watch, caution),
whereas Panel B only considers the fiscal emergency label. Abadie Imbens (2006, 2011)
robust standard errors are used. The coefficients’ significance levels are symbolized as:
* p < 0.10, ** p < 0.05, *** p < 0.01.
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