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Abstract

This thesis is focused on the development of novel polarimetric techniques and radio

receiver designs for precision radiometry applied to 21 cm cosmology and mapping

of the radio synchrotron background. The work is organized around two overarching

projects, the cosmic twilight polarimeter and the GBT 310 MHz Absolute Mapping

project. The astrophysical context for these experiments will be introduced in Chap-

ter 1, where I present a brief history of the universe, including the formation of the

�rst stars and galaxies, the nature of the low-frequency radio sky, and the basics of

radio receivers.

In Chapter 2, I describe experimental work on the dynamically induced polar-

ization e�ect initially proposed by my predecessor, Bang Nhan. This polarimetric

approach is intended to reduce the beam-weighted foreground degeneracy typical in

global 21 cm experiments by using the polarization leakage of the antenna to provide

extra information on the anisotropic component of the sky. I provide a mathematical

description of the antenna polarization leakage and associated dynamically induced

polarization using the Mueller matrix representation, which intuitively shows how the

instrument responds to arbitrarily polarized light from areas of the sky. I created a

series of observation simulations using antenna beam models and the all-sky Haslam

map, including atmospheric propagation e�ects and physical perturbations to the

system. These simulations were then compared with experimental data provided by

a repurposed PAPER antenna and receiver system that I deployed at Green Bank

Observatory from fall 2019 to spring 2020. These observations qualitatively agree

with simulations, but large deviations exist that may suggest missing contributions

from sky polarization, propagation or instrumental e�ects.
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In Chapter 3, I present the theory of operation for a novel type of radiometer, a

Balanced Correlation Receiver (BCR), that virtually eliminates all measurement o�set

biases and gain instability (1/f noise). The BCR accomplishes this through a unique

digital synthesis method for forming the antenna beam directly from cross-correlations

between the balanced outputs of the feed, thereby avoiding any directly shared cir-

cuitry between the feed points of the antenna and the receiver (e.g., baluns, trans-

mission lines, power splitters and hybrids) that could introduce common-mode noise.

I derive how di�erent dipole beams can be formed from combinations of auto and

cross-correlations of redundant-in-polarization e-�eld probes (e.g., the two monopole

arms of a dipole). Additionally, I extend this analysis to the cross-dipole and apply

digital polarization synthesis methods to derive the full-stokes polarization response

and sensitivity for a BCR and limitations thereof. This approach is essential for the

planned 310 MHz Sky Map and is the theoretical basis of the GBT310 instrument in

Chapter 4.

In Chapter 4, I motivate the need for a new low-frequency sky map with absolute,

zero-level calibration as the primary goal and which requires the Green Bank Tele-

scope and a custom-built receiver. I present the scienti�c utility of such a new map,

planned mapping strategy for the initially awarded NSF grant (PI � Jack Singal) and

observational requirements for the custom instrument, the GBT 310 MHz receiver

that employs the balanced correlation architecture from Chapter 3. The instrument

development for the GBT310 includes the design, construction, lab testing, calibra-

tion and �eld commissioning of all critical sub-systems: the feed, frontend receiver

module, data acquisition, monitoring and control, and system software. Finally, I

present current results from the ground commission and testing of the GBT310 in

preparation for �rst-light on the GBT.

Finally, Chapter 6 provides a summary of the key results and related future work.

Additionally, the appendices contain detailed information about the design and spec-

i�cation of GBT310 components.
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Chapter 1

Introduction

�The story so far:

In the beginning the Universe was

created. This has made a lot of

people very angry and been widely

regarded as a bad move.�

Douglas Adams, The Restaurant at

the End of the Universe

1.1 Cosmic Origins

About 13.8 billion years ago, the Universe emerged from an extremely hot and dense

state, the so-called Big Bang. Immediately following this event, the infant Universe

began to rapidly expand, cooling down in the process. During this period, critical

milestones and phase transitions occurred that established the physical properties

of our observable Universe. Within mere fractions of a second, the Universe cooled

su�ciently for neutrons and protons to condense out of the soup of quarks and gluons

(elementary particles). Over the next 10 seconds to 20 minutes, the remaining �light

elements� were produced through nuclear fusion, forming 4He, D, 3He and 7Li (in

decreasing order of abundance), in a process referred to as Big Bang Nucleosynthesis

(Coc & Vangioni, 2017). The Universe at this point was a fully ionized plasma

of mostly hydrogen and helium, optically opaque to an observer due to the strong

coupling of photons to matter via Thomson Scattering o� free electrons.
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It would take another 380,000 years after the Big Bang for the Universe to be

su�ciently cool and expand such that the ions and electrons combined to form neu-

tral atoms, the Epoch of Recombination. At this point, photons decoupled from

matter, and left behind an electrically neutral and optically transparent Universe.

The photons were emitted from this �surface of last scattering� with Tγ ≈ 3000 K

and are what we now observe as the 2.726 K Cosmic Microwave Background (CMB;

Planck Collaboration et al. (2016)). In the fading afterglow of the CMB, large-scale

structures began to form due to gravitational collapse, seeded by small density pertur-

bations imparted during in�ation at the earliest moments of the Big Bang. However,

it would take another few 100s of millions of years for the primordial matter to cool

and condense su�ciently such that the �rst stars and galaxies could form, leaving the

Universe in a period known as the Dark Ages.

Figure 1.1: A summarized history of the Universe from the Big Bang to the present
day (credit: NAOJ)

1.2 The First Stars and Galaxies

During the cosmic Dark Ages, the relatively featureless early Universe began to frag-

ment and collapse into the large-scale structures we now observe as the Cosmic Web.

According to the current leading cosmological model, Λ-CDM, which includes the

contribution of Dark Energy (Λ) and cold dark matter (CDM), the evolution of the

Universe during this era was then dominated by matter and gravity. Numerical sim-

ulations and observations have shown that the primordial medium, then composed

of mostly hydrogen and helium, concentrated �rst into sheets, then �laments, and
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eventually into dense clumps within the �laments. Within these clumps formed the

�rst protogalaxies, the initial building blocks of the galaxies we observe today, and

in them the �rst stars (also known as population III). The life and eventual death of

these �rst luminous objects started the process that enriched the Universe with heavy

elements and the eventual reionization of the intergalactic medium (IGM). However,

the how and when of this �rst round of star formation are poorly understood since

the initial conditions are vastly di�erent from those we can currently observe.

The Dark Ages are di�cult to observe because of a lack of visible sources, which

was due to the enormous optical depth (or opacity) for the high-energy1 optical spec-

tral lines associated with stellar activity (e.g., Lyman-α). This optical depth was due

to the absorption by neutral atoms in the IGM. Instead, alternate methods have been

proposed that indirectly study these objects by observing the thermal evolution of

their environment (the IGM) using neutral atomic hydrogen (HI) as a tracer. HI is

an essential fuel for star formation, but is also able to emit a signal itself, the 21 cm

line. This spectral line is produced by the spin-�ip (or hyper�ne) transition due to

a di�erence in energy between parallel and anti-parallel alignments of the quantum

spin of the proton and electron (see Figure 1.2).

Figure 1.2: Shown is a cartoon of the hy-
per�ne levels of neutral atomic hydrogen (or
HI). When the atom is in the parallel (or
higher-energy) state, it will spontaneously de-
cay to the preferred anti-parallel (or lower-
energy) state via the hyper�ne transitions by
emitting a photon with a wavelength of 21 cm.

The 21 cm hydrogen line is dependent on the physical state of the emitting gas,

including the local temperature, density, and radiation �eld. Because it is also a

weak and low-energy transition, it is minimally absorbed over the entirety of the

observable universe (i.e., post-CMB), making it an ideal thermometer for studying

the early low-temperature IGM. Additionally, because of the accelerating expansion

1In this context high-energy refers to ionizing radiation, including UV (Ultra-Violet) and higher
energy light
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of the Universe, electromagnetic radiation will appear to increase in wavelength the

further away it is emitted from an observer, due to the relativistic Doppler e�ect or

cosmological redshift (λobs/λemit = (1+ z)). Thus, redshift provides a way to observe

the Universe as a function of time, by measuring the 21 cm signal over a range of

wavelengths.

Figure 1.3: A cartoon of the spatial (top panel) and sky-averaged (bottom panel)
21-cm signal (credit: Pritchard, J. https://pritchardjr.github.io/research.html)

Figure 1.3 shows the characteristic absorption and emission features of the ex-

pected sky-averaged 21 cm signal relative to the CMB radiation. There are �ve

critical turning points (or local extrema) in this signal that are dependent on the

cosmological and physical processes that govern the growth of structure during the

Dark Ages through to the eventual Epoch of Reionization (EoR) (Harker et al., 2012).

The �rst local minimum occurs during the Dark Ages, when the collisional coupling

of the 21 cm spin-temperature and kinetic temperature of the gas becomes ine�cient

and begins to heat up due to the formation of the �rst luminuous sources. This is

followed by a peak that occurs when coupling of the 21 cm spin-temperature to the

emitted Lyman-α (UV-light) from the �rst stars becomes e�ective via the Wouthuy-

sen�Field e�ect (Wouthuysen, 1952). The subsequent cooling of the 21-cm signal is

eventually halted at the following minimum during the Cosmic Dawn, when X-ray

heating becomes e�ective due to the �rst accreting black holes. This transitions into

the EoR, where a maximum in the 21 cm signal occurs when heating has saturated

and then begins to decrease due to the expansion of the universe and reionization
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reduces the availability of HI in the IGM. Finally, the last turining point occurs at

the end of the EoR, when the 21 cm signal approaches zero as a majority of the HI

in the IGM is reionized.

There are signi�cant challenges for observing this signal in practice due to the

13 billion years of intervening structure formation between the signal and us, the

observer. Because the signal was emitted during the �rst billion years of the Uni-

verse, the 21 cm (or 1420 MHz) spectral line signal would be observed as a smooth

continuous spectra spanning 42-1.5 m (or ∼ 5 − 200 MHz) due to redshifting. This

frequency range coincides with the strong and highly anisotropic galactic synchrotron

foreground (to be discussed in the following section: see Figure 1.4) that is 4-6 or-

ders of magnitude greater than the expected global 21 cm amplitude of T21cm ∼ 100

mK. Furthermore, at these low-frequencies, instruments are typically limited to wide-

beam dipole arrays (for power spectrum measurements) or single dipoles (for global

sky-averaged measurements) that are sensitive to most of the sky. At these low-

frequencies, radio observations are hindered by a wide variety of adverse e�ects in-

cluding: ionospheric propagation e�ects, mutual coupling of the instrument to the

environment, and contamination from anthropogenic Radio Frequency Interference

(RFI) complicating the picture. To date, the 21 cm signal remains elusive, with

recent experiments such as EDGES (Bowman et al., 2018), SARAS (Singh et al.,

2018), HERA (DeBoer et al., 2017), and LOFAR (Mertens et al., 2020) that have yet

to produce independently veri�able detections. This highlights the extreme precision,

accuracy, and stability required to measure this faint signal, which places signi�cant

importance on understanding the instrument, calibrations, and modeling of all inter-

vening physical processes that could in�uence the signal (see Chapter 2).

1.3 The Radio Continuum Sky

The �rst stars and protogalaxies, as well as the subsequent hierarchical growth of

structure, produced the wealth of astrophysical objects, environments, and phenom-

ena we can observe in the present day. With the exception of dark matter and dark

energy, the contents of the Universe can be directly studied through the light2 that

these sources emit over the entire electromagnetic spectrum. Astronomers typically

2Now also including gravitational waves, and fundamental particles
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study the intensity of light as a function of wavelength (or spectrum) to infer the

local properties of astrophysical sources based on our understanding of the physical

emission mechanisms. With each new spectral window, more information about the

Universe can be uncovered.

The low-frequency radio continuum emission from the sky is one such spectral

window (see Figure 1.4), and it provides a unique probe for understanding and con-

straining most Galactic and extragalactic phenomena that manifest in di�use radio

emission. There are three general mechanisms that produce continuum3 emission in

radio sources: thermal black-body radiation, thermal emission from ionized gas (or

free-free emission), and synchrotron emission. Of particular interest is the radio syn-

chrotron radiation, a form of non-thermal emission that is due to relativistic electrons

gyrating in the weak interstellar magnetic �elds, rather than from thermal excitiation

(Pacholczyk (1970); Figure 1.5). Synchrotron radiation follows a steep power-law

spectrum (TB ∝ ν−β with β ∼ 2− 3) that increases towards lower frequencies, while

in this limit the thermal radation follows the Reighly-Jeans Law (TB ∝ ν2) which

has the opposite behavior. Thus, synchrotron radiation will generally dominate the

total radio emission from astronomical sources compared to the thermal radiation.

This makes synchrotron emission an ideal probe for studying cosmic-ray propagation

(Orlando, 2018), magnetic �eld structure in the Galaxy (Sun et al., 2008), the com-

position of the interstellar medium (Nguyen et al., 2018), and the cosmic microwave

background (Planck Collaboration et al., 2016). It is also useful for supernova and

pulsar searches (Surnis et al., 2018), as part of multiwavelength studies of Galactic

phenomena (Kogut et al., 2011), 21 cm cosmology (Bowman et al., 2018), and more.

Thus, large-area, absolutely calibrated, zero-level4 maps of the di�use low-frequency

radio emission are vital to our understanding of not only Galactic but also many ex-

tragalactic and cosmological phenomena. However, the last full-sky, high-resolution,

absolutely calibrated, zero-level radio map at MHz frequencies was produced in the

1980s (see Chapter 4).

3Producing a continuous spectrum over a range of wavelength rather than spectral lines
4Absolute and zero-level calibration refer to measurements taken on an absolute measurement

scale rather than a di�erential or relative scale
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1.09e+04 4.51e+06
mK

Figure 1.4: The Haslam 408 MHz Map in equatorial coordinates (Haslam et al., 1982).

Figure 1.5: Cartoon of the Synchrotron ra-
diation mechanism (credit: Emma Alexan-
der https://emmaalexander.github.io/
resources.html)

https://emmaalexander.github.io/resources.html
https://emmaalexander.github.io/resources.html
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1.4 Astronomy Beyond the Visible Spectrum

The �eld of astronomy is arguably the �rst science systematically studied and prac-

ticed by humans. However, for most of that history, astronomy had been limited

to a tiny fraction of the electromagnetic spectrum: the visible light that we can see

with our eyes. This remained the status quo until the 20th century, when scienti�c

and technological advancements allowed us to build and make use of detectors and

telescopes that are sensitive to wavelengths across the entire spectrum. This led to a

boom of astronomical discoveries and the creation of entire sub-�elds of astronomy.

A further limitation is that the atmosphere absorbs most wavelengths of light.

However, we are fortunately allowed two relatively wide �windows� from the surface

of the Earth. The �optical window� is the most familiar, which spans 0.3 µm to 1

µm covering the Near-UV and Visible light, along with some clear bands of the Near-

IR from 1 µm to 24 µm. The second is the �radio window� that spans roughly 30

m to 0.3 m (10 MHz to 1 THz respectively) (Pacholczyk, 1970). Above the optical

window, the higher-energy X-rays and γ-rays are strongly absorbed by atomic and

nuclear absorption, respectively. Between the optical and radio bands, molecular

bands dominate the absorption of infrared radiation. Finally, below the radio window,

the ionosphere becomes re�ective due to the ionospheric electron density (Kelley,

2009).

Radio astronomy was born in 1932 with Karl Jansky's serendipitous detection of

radio noise from the Milky Way as he was studying intermittent static sources of radio

interference for transatlantic telephone transmission (Jansky, 1933). However, due to

the di�erence in wavelength, radio observations are much less intuitive than optical

observations, for which one can take direct images and count individual photons.

Instead, radio telescopes typically collect radio waves from a patch on the sky with

an antenna (a resonant structure on the scale of the wavelength) that converts the

electromagnetic waves (in the form of photons) into alternating currents that are then

ampli�ed by radio-receivers and recorded. Naturally, such measurements provide

only a single pixel view of the world, and to make radio images, one must either

scan a single beam across the sky or use interferometry and synthesis imaging. This

latter option uses multiple spatially separated radio telescopes to form an image by

measuring the amplitude and phase over many points across the wavefront produced

by an astrophysical object.
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The technology of the radiometers used on radio telescopes has been steadily per-

fected over the decades since Jansky, but it still follows the same general design. The

two most common types of receivers used in radio astronomy are coherent, super-

heterodyne receivers that retain the phase of the input signal, and bolometers that

convert EM energy into heat. The sensitive front-end electronics are typically cooled

down to cryogenic temperatures (often < 5 K) to reduce the contribution of self-

generated thermal noise in the low-noise ampli�ers and mixers (used for translating

high-frequency (RF) signals down to intermediate frequencies (IF) that are easier to

amplify, distribute, and record), and the detector itself in the case of bolometers.

Advancements in receiver technology have greatly improved the sensitivity of modern

radio telescopes, enabling them to see more distant and fainter astronomical sources.

However, there are yet more improvements to be made, especially in methods for

combating receiver instability (see Chapters 3 and 4).
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Chapter 2

Dynamically Induced Polarization

2.1 Introduction

The redshifted 21-cm hyper�ne transition of neutral atomic hydrogen (HI) provides

a direct probe to the thermal evolution of the intergalactic medium (IGM) during

the formation of the �rst bound objects and structures in the high-z Universe. This

period is split into three general epochs: (1) the Dark Ages between Recombina-

tion (z ∼ 1100) to ∼ 380, 000 yr after the Big Bang to the formation of the �rst

bound/luminous objects at the start of (2) the Cosmic Dawn (z ∼ 30), to the begin-

ing of net-reionization of the IGM at the start of (3) the Epoch of Reionization (EoR)

(z ∼ 15), through to the eventual full reionization of the IGM (z ∼ 6) about 1 Gyr

after the Big Bang (Madau et al., 1997; Furlanetto, 2006; Barkana, 2016; Pritchard

& Loeb, 2010).

Experiments attempting to measure the redshifted 21-cm signal fall into two gen-

eral categories. The �rst type are measurements of the angular power spectrum that

track the spatial evolution of ionization bubbles in the IGM during the EoR using in-

terferometers. Examples of such experiments include both purpose-built instruments

such as PAPER (Parsons et al., 2010) and HERA (DeBoer et al., 2017), but also

general-purpose telescopes like the MWA (Bowman et al., 2013) and LOFAR (van

Haarlem et al., 2013). The other category consists of global, sky-averaged (monopole)

measurements that track the spatially averaged evolution of the di�use IGM using

single or compact arrays of dipoles. Global experiments include EDGES I & II (Bow-

man et al., 2008; Bowman & Rogers, 2010; Monsalve et al., 2017; Bowman et al.,
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2018), SARAS 1, 2, 3 (Patra et al., 2013; Singh et al., 2017; Jishnu Nambissan et al.,

2021), BIGHORNS (Sokolowski et al., 2015), LEDA (Greenhill & LEDA Collabora-

tion, 2015), SCI-HI (Voytek et al., 2014), and PRIzM (Philip et al., 2019).

However, the low-frequency (ν ≲ 250 MHz) measurements required to observe

the 21-cm signal are extremely sensitive to instrumental and systematic errors, along

with strong contamination by Galactic synchrotron emission and terrestrial radio fre-

quency interference (RFI). While the predicted 21-cm signal is on the order of tens

to hundreds of mK (Furlanetto, 2006; Mirocha et al., 2017), the radio synchrotron

foreground has, on average, more than 4 orders of magnitude greater brightness tem-

perature (TB ∼ 103−104 K;Kraus & Tiuri (1966)). Although the foreground emission

is expected to be spectrally smooth (Kogut, 2012), the frequency-dependence of the

antenna (or beam-chromaticity) can corrupt the foreground and complicate signal

extraction due to degeneracies of the beam-weighting and spectral features of the

21-cm signal (Bernardi et al., 2015).

To date there have been no independently veri�ed detections of the 21-cm signal

beyond the result from EDGES II (Bowman et al., 2018) that detected an absorp-

tion feature centered about 78 MHz. However, there has been concern in the greater

community as to whether this feature is real, because the reported signal depth from

EDGES was greater by a factor of ∼ 5 than theories predicted, which would point

towards exotic physics during the early Universe. Alternatively, the reported signal

may be a byproduct of instrumental artifacts (such as resonant modes in the ground

plane; Bradley et al., 2019) or from calibration errors (Hills et al., 2018) that could

readily produce false absoptions features. Additionally, evidence from the SARAS3

group has indicated a non-detection of the signal using an intrinsically di�erent re-

ceiver and antenna design, which further puts into question the nature of the detected

signal (Singh et al., 2021).

The ongoing observational and signal extraction challenges for global 21-cm ex-

periments has motivated the continued development of new observational techniques

to maximize unique information and constraining power. The inclusion of polarimet-

ric data (e.g., from a crossed dipole) was proposed by Nhan et al. (2017, 2019) to

provide further information due to the net-polarization induced by the foreground

spatial anisotropy through the polarization leakage terms. The rotation of the Earth

would sweep the antenna beam through the sky, thereby creating a characteristic,

time-dependent modulation pattern in the observed Stokes parameters. This would
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be due to only foreground sources since the 21-cm signal is expected to be spatially

isotropic (on scales greater than 2◦; Bittner & Loeb, 2011).

This polarimetric approach was further developed with the High-Band Cosmic

Twilight Polarimeter (HB-CTP), an experiment to measure the long-term character-

istics of the Dynamically Induced Polarization (DIP) e�ect predicted in wide-beam

dipole measurements of the sky at 170 MHz. The instrument was designed for expedi-

ency, and thus made use of existing antenna and receiver hardware from the PAPER

project (Parsons et al., 2010). The initial site prep and test observations were done by

Ellie White (NRAO summer student) with Bang Nhan during the summer of 2019.

Following the prelimiary results, I deployed a long-term and better characterized

instrument from Fall 2019 to Spring 2020.

The outline for this chapter is as follows: Section 2.2 provides theoretical deriva-

tion of the dynamically induced polarization method and extension to the Mueller

formalism, Section 2.3 provides details on the construction, operation, and calibration

of the instrument, Section 2.4 presents the observed data and simulated models, and

Section 2.5 summarizes �ndings and future improvements.

2.2 Dynamically Induced Polarization

2.2.1 Stokes Antenna Temperature

To motivate the use of dynamically induced polarization, we shall �rst consider how

a typical radiometer sees the Universe at radio wavelengths. The eye of a radiometer,

a device used to measure electromagnetic radiant �ux, is the detector or antenna.

An antenna is a radiative structure that can e�ciently transform electromagnetic

radiation into observable voltage and currents. This transformation can be quanti�ed

by a few important performance parameters: the radiation pattern F (θ, φ) from which

the directivity, gain, and beamwidth can be derived, polarization (linear, circular, or

elliptical), impedance at the antenna terminals, and frequency bandwidth.

The radiation pattern de�nes the angular variation of the radiation around an

antenna typically considered in the far-�eld limit (L >> λ). The pattern may be

directive, (characterized by having one or more distinct beams) or omni-directional

(characterized by uniform radiation in one plane). However, these radiation patterns

tend to be complicated for all but the simplest radiating systems, which feature
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additional back/side-lobes that may cause sensitivity to signals away from the primary

direction of interest. As a consequence, the perceived antenna temperature for a non-

uniform radiation or source distribution can be mathematically described by

TA =
1

ΩA

� π

0

� 2π

0

T (θ, φ)Pn(θ, φ)dΩ (2.1)

where TA is the observed antenna temperature, ΩA the e�ectice antenna solid angle,

T (θ, φ) the source temperature distribution, Pn(θ, φ) the normalized antenna response

function, and dΩ = sin θdθdϕ (Kraus & Tiuri, 1966). Thus, the antenna forms an

interface between the Universe and the receiver, which cannot be readily disentangled

from one another when the source distribution and/or beam patterns vary signi�cantly

over the �eld of view.

We may expand on the general antenna temperature for a radiometer to include

the polarized nature of light. To do this we shall utilize the Jones and Mueller calculus

commonly found in optical texts (Born & Wolf, 2019) to handle coherent (polarized)

and partially-coherent (depolarized) light, respectively. We �rst introduce the 2 × 2

Jones matrix that describes the transformation of coherent light through a medium

or optical element in the path of an incident wave.

e′ = Je =

(
JAA JAB

JBA JBB

)(
eA

eB

)
(2.2)

where e and e′ are the input and output electric �eld pair in an orthogonal basis (e.g.,

x-y linear or right/left-circular), while J is the feed response towards the direction of

the incident wave, in general a complex unitless value.

For a dual-polarized antenna and assuming quasi-monochromatic conditions, J

may be written as

J(θ, ϕ; ν) =

(
|Dθx|eiδθx |Dϕy|eiδϕy
|Dθy|eiδθx |Dϕy|eiδϕy

)
(2.3)

where |D| and δ are the magnitude and phase of the θ and ϕ components of the far�eld

directivity pattern, each explicitly dependent on (θ, ϕ; ν). In case the θ̂ − ϕ̂ basis is

aligned with the linear E-�eld reference basis x̂− ŷ, we can consider the the diagonal

terms in the aforementioned Jones matrix as the co-polarization beam patterns while

the o�-diagonal terms are the cross-polarization beam patterns.
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While the Jones matrix formulation is appropriate to treat coherent and polarized

light, it is ill-suited to handle depolarization and unpolarized light. Instead we must

consider the coherency vector (or equivalently the coherency matrix Born & Wolf,

2019; Hamaker et al., 1996):

ē = ⟨eA ⊗ e∗B⟩ =




⟨eAxe
∗
Bx⟩

⟨eAxe
∗
By⟩

⟨eAye
∗
Bx⟩

⟨eAye
∗
By⟩




(2.4)

where the operator ⊗ denotes the �outer product� and subscripts A and B identify

di�erent antennas. The coherency vector contains the total intensities in the x and y

directions, along with the complex correlation terms that describe the mutual �degree

of coherence� that provide information on the polarization state of the light. Com-

bining Equations 2.2 and 2.4 provides us with a general expression for capturing the

e�ects of an optical system via their respective Jones matrix on the incident light:

ē = ⟨(JAeA)⊗ (JBeB)
∗⟩ = (JA ⊗ J∗

B)⟨eA ⊗ e∗
B⟩ (2.5)

where (J ⊗J∗) forms a 4× 4 coherency vector operator. A customary representation

of polarized light is in terms of the Stokes vector (I,Q,U,V), an abstraction of the

coherency vector space. For example, in a Cartesian basis the transformation of a

coherency vector in x̂− ŷ to Stokes parameters is

ēS =




I

Q

U

V




= Aē+ =




1 0 0 1

1 0 0 −1

0 1 1 0

0 −i i 0







⟨eAxe
∗
Bx⟩

⟨eAxe
∗
By⟩

⟨eAye
∗
Bx⟩

⟨eAye
∗
By⟩




(2.6)

. Similarly, we may convert the 4 × 4 coherency vector operator into the Stokes

system by pre- and post- multiplying by A and A−1, respectively, which results in

the Mueller matrix:

M (θ, ϕ; ν) = AN (J ⊗ J)A−1. (2.7)

A Mueller matrix describes how a Stokes vector is transformed by a medium or

optical element in terms of total intensity and three polarization terms (Piepmeier
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et al., 2008). To ensure that the coherency vector operator is normalized we include

a normalization matrix:

N =




N11 0 0 o

0 N22 0 0

0 0 N33 0

0 0 0 N44




(2.8)

where elements are de�ned as

N11 =

(�
(J11J

∗
11 + J12J

∗
12)dΩ

)−1

(2.9)

N44 =

(�
(J21J

∗
21 + J22J

∗
22)dΩ

)−1

(2.10)

N22 = N33 =
√

N11N44. (2.11)

(2.12)

By determining the Mueller matrix representation of an antenna, the full Stokes

antenna temperature can be determined by

sobs(ν) =

� π

0

� 2π

0

M (θ, ϕ; ν)ssky(θ, ϕ; ν)dΩ (2.13)

where ssky(θ, ϕ; ν) is a Stokes vector angular source distribution, while sobs(ν) is the

integrated, beam-weighted Stokes vector observed by the antenna. This equation is

similar to Equation 2.1, and is equivalent in the case of purely unpolarized light.

Following this approach, we have computed the Mueller matrix representation in

Figure 2.1 for the PAPER antenna used in this experiment.
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Figure 2.1: Mueller Matrix representation of the PAPER antenna. The 4 × 4 grid
of maps in orthonormal projection is centered on the optical-axis of the antenna and
covers the forward hemisphere. The main diagonal represents the idealized response
of the optical system to an incident Stokes vector, while the o�-diagonal elements
quantify polarization leakage or mixing between polarization states.

2.2.2 A Non-Invertible Problem

Polarization leakage is a result of mechanical or electrical imperfections in an optical

or radiating system that can be quanti�ed by the o�-diagonal terms in the Mueller
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Matrix (Piepmeier et al., 2008). This causes polarization information from the inci-

dent signal to `leak' or mix into di�erent polarization components for the outgoing

signal. In practice, this mixing of polarization states is an undesired side-e�ect that

needs to be corrected by determining the leakage terms through the observation of

known (un)polarized sources and then performing empirical calibrations. However,

such corrections may only be applied if the beam pattern subtends a small solid angle

such that Equation (2.13) approximates the linear equation:

sobs(ν) ≈ M(ν)ssky(ν) (2.14)

where both M (ν) and ssky(ν) are e�ectively constant. This Mueller matrix is gener-

ally invertible, and therefore the sky Stokes vector can be solved:

ssky(ν) ≈ M−1(ν)sobs(ν) (2.15)

For antennas with extended beams, Equation (2.13) will represent a non-invertible

process (i.e., there is no unique relationship between input and output). This is

generally the case for global 21-cm or other all-sky averaged measurements using low-

frequency antennas, and thus, the antenna beam patterns cannot be disentangled

from the source distribution and must be treated as a whole for such observations.

This presents a major experimental challenge for global 21-cm experiments, since

both the antenna and sky are di�cult to constrain to the required precision to be

sensitive to the faint background signal.

To quantify this problem, consider a Stokes source distribution composed of a

foreground component and an arbitrary 21-cm signal component that is spatially

isotropic and unpolarized:

ssky(θ, ϕ; ν) = sfg(θ, ϕ; ν) + sIsig(ν)êI (2.16)

where êI is the Stokes I unit vector. We can relate the combined source distribution

to the observed Stokes vector by substituting the above expression into Equation

(2.13):

sobs(ν) =

� π

0

� 2π

0

M(θ, ϕ; ν)[sfg(θ, ϕ; ν) + sIsig(ν)êI ]dΩ (2.17)

Separating and moving the constant terms out of the integrals gives us the expanded
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form:

sobs(ν) =

� π

0

� 2π

0

M(θ, ϕ; ν)sfg(θ, ϕ; ν)dΩ + ssig(ν)

� π

0

� 2π

0

M (θ, ϕ; ν)êIdΩ (2.18)

We may further simplify this expression by recognizing that, by construction, the

surface integral of M (θ, ϕ; ν)êI is equal to êI due to the normalization given in

Equation (2.7). Thus, we can write the observed stokes antenna temperature as

sobs(ν) = ssig(ν)êI +

� π

0

� 2π

0

M(θ, ϕ; ν)sfg(θ, ϕ; ν)dΩ (2.19)

This highlights the general observational problem in 21-cm experiments, as the second

term on the RHS results from a complicated and degenerate product of two spatially

and frequency dependent quantities. Furthermore, the beam-weighted foreground is

4-5 orders of magnitude greater than that of the �rst background signal term that

has an expected peak amplitude of ∼ 100 mK. Thus, the beam-weighted foreground

must be known to a precision of 1 part in 105 − 106 in order to subtract out the

term. However, this is generally not possible due to many compounding instrumental,

observational, and systematic e�ects.

Although the beam-weighted foreground is a degenerate quantity, it can be con-

strained by a priori knowledge on each component that is physically or observationally

motivated. An example of such a method uses an ensemble of physically motivated

models that describe all physical processes that characterize the antenna beam re-

sponse and foreground. This ensemble model contains a �nite span of possible realiza-

tions of the Universe from which modes or eigenvectors can be determined via Singular

Value Decomposition. These modes characterize the variation of the combined system

with respect to observable quantities (e.g., time, frequency, polarization). In princi-

ple, if the ensemble model is complete such that it contains all physically relevant

processes, then the observations can be reconstructed as a linear combination of the

modeled eigen-modes (Tauscher et al., 2018b,a; Rapetti et al., 2020; Tauscher et al.,

2020).
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2.2.3 Signal Variations Due to Dynamic Polarization Leakage

To disentangle the complicated and degenerate beam-weighted foreground, we must

consider the variations not just over frequency, but also over time, polarization, and

orientation. We motivate this assumption by �rst considering an observation that

takes an instantaneous snapshot of the total power, beam-weighted sky over a range

of frequencies. Since all terms in Equation (2.19) are frequency dependent, the 21-cm

signal will be degenerate with the beam-weigthed foreground as well. However, if we

consider taking multiple snapshots over frequency and time, we can resolve a time-

variable total power that is modulated by the rotation of the Earth with a period

of 24 sidereal hours. Because we expect that the global 21-cm signal is spatially

homogeneous and isotropic on the angular size of the beam, the time variations on

the observed dynamic total power spectrum will be due to the product of the beam and

the spatial anisotropic component of the foreground alone. Thus, we can qualitatively

associate time variable eigen-modes to be only dependent on the beam and foreground.

As we have shown in section 2.2.1, antennas will in practice have polarization

leakage. The o�-diagonal terms in the Mueller matrix (see Figure 2.1) will cause

the observed Stokes components to be a mixture of all components of the incident

Stokes vector. We can generally expect the global 21-cm signal to be unpolarized

(Bittner & Loeb, 2011), however the dominant radiation at frequencies of 10-100s of

MHz is synchrotron radiation, the emission of relativistic electrons spiraling in mag-

netic �elds that can be highly polarized (Pacholczyk, 1970). However, observations

from the Westerbork Synthesis Radio Telescope (WSRT) show only weak polarized

synchrotron emission on arcminute-scales that is not expected to be a major contam-

inant (Bernardi et al., 2009, 2010). Additionally, Faraday rotation due to the Earth's

ionosphere can further randomize the observable polarization over time. Thus, we

can therefore approximate that the observable foreground sky is largely unpolarized.

If we extend our hypothetical observation to take measurements over time, frequency,

and polarization, it becomes sensitive to the relative orientation of the anistropy with

respect to the antenna, thereby further breaking degeneracies in the beam-weighted

foreground term.

To illustrate the e�ects of such dynamic polarization measurements, we can con-

struct a set of total power source distributions with di�erent rotational symmetries

and sample them with the �rst column of the Mueller matrix as shown in Figure 2.1.
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The source distribution is then rotated about the optical axis of the antenna and

summed via Equation 2.13. Figure 2.2 shows that a non-zero polarized response can

only be suppressed for Stokes Q and U with a source distribution that is at least a

multiple of 4-fold rotational symmetry, while for Stokes V at least a multiple of 8-fold

rotational symmetry is required. Conversely, any source distributions that do not

follow these symmetry rules will excite a non-zero polarization response, thereby pro-

viding information on the relative alignment of the spatial structure of the foreground

with respect to the antenna.
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Figure 2.2: Shown are the normalized polarization responses of a real antenna beam
to a set of rotationally symmetrical foreground distributions. Because of the cross-
dipole construction of the studied antenna, the polarization leakage of unpolarized to
polarized will generally have a quadrupole or octupole like spatial response. Thus, if
a total power source distribution matches the symmetry of the polarization leakage,
no net polarization is excited.

2.3 Experimental Design

To detect the Dynamically Induced Polarization a simple experimental receiver was

designed for polarimetric measurements of the sky with a low-frequency crossed-

dipole appropriate for similar cosmological 21 cm experiments. Due to the signi�cant

instrumental relatede e�ects for such experiments, it is important to consider the
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nature of the instrument as part of the greater measurements system which ultimately

de�nes the polarization response of the receiver. The relevant system components (see

Figure 2.3) will be discussed in the following section.
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Figure 2.3: Block Diagram of the HB-CTP experiment

2.3.1 RF Frontend Receiver System

For expediency, the RF Frontend Receiver System made signi�cant use of existing and

tested hardware left over from the development of the Precision Array for Probing the

Epoch of Reionization (PAPER; Parsons et al., 2010). The critical components are

considered in the order that the signal takes through the system. The �rst element

is a dual-polarized, sleeved dipole antenna (or feed). The dipole elements are made

from thinwall copper tubing that lie between two circular aluminum plates, or sleeves,

that create a dual-resonant structure optimized to broaden the operating range of the

antenna to 120-170 MHz. The feed is paired with a 2 × 2m wire-mesh groundscreen

and 45◦ angled planar re�ectors that create a trough re�ector to increase the gain of

the antenna (reducing ground pickup).

The second element is the the PAPER BALUN, which is integrated into the

dipole assembly of the feed. This BALUN, short for �BALanced to UNbalanced,�

is operating as a pseudo-di�erential ampli�er that ampli�es each arm of the dipole

before combining with a 180◦-hybrid junction to form the dipole beam. This pre-

ampli�cation helps maximize noise performance since it avoids the ohmic losses before

the amplifers, compared to typical balun con�gurations used at these frequencies (e.g.,
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via transformers, or hybrids). Additionally, the signi�cant gain at the antenna allows

it to function like a �line-driver,� minimizing loss of signal-to-noise from cable losses

between the feed and the receiver module.
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(a) RF System Block Diagram

(b) PAPER Feed/Antenna

(c) PAPER Balun

(d) PAPER Receiver Module

Figure 2.4: HB-CTP RF system diagram along with individual highlighted compo-
nents
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The next element is the PAPER Receiver Module that conditions the signal before

entering the data acquisition system and spectrograph. This includes an impedance

tranformation from the 75Ω transmission impedance to 50Ω typically used for general

lab and RF equipment. Additionally, the module has further gain stages, for a total

gain of ∼60dB, to compensate for potential cable losses, thus boosting the signal to

a high enough level to be e�ectively digitized. Finally, the module also includes a

bandpass �lter (130-185 MHz) to suppress potentially strong out-of-band interference

such as FM radio at 87.5-108 MHz and digital TV (54-88 MHz and 174-216 MHz).

The �nal element of the frontend receiver system is a pair of tunable narrow band-

pass �lters to help further suppress strong radio interference and act as an additional

anti-aliasing �lter before the Software De�ned Radio (SDR).

2.3.2 Digital Backend Receiver System

We developed a digital backend receiver system to acquire, process, and record the

analog signals produced by the RF frontend in real-time. This system was composed

of three functional sub-systems: a dual channel Software De�ned Radio (SDR), a

microcontroller-based monitoring and control system, and a spectrograph running

on a standard desktop computer. Using commerically available hardware allowed

for rapid-prototyping with a primary focus on the design and implementation of the

instrument software. The design decisions and development are summarized for each

sub-system within the rest of this section.

Software De�ned Radio

A software de�ned radio, as the name suggests, is a device whose signal processing

functions are implemented in software rather than conventional analog hardware (e.g.,

�lters, mixers, modulators/demodulators, etc). These devices enable highly �exible

and con�gurable RF transceiver systems that are well suited for communications

and RF prototyping. As such, they typically feature a direct conversion (quadrature

sampling) architecture used to separate the upper and lower sidebands during analog

up/down-conversion. This approach both removes the need for a tunable RF �lter

used to suppress the image, as in the case for a conventional superheterodyne receiver,

but also is e�ectively required for nearly all common-signal modulation schemes used

for communications today (Sklar, 2009). However, some drawbacks of SDRs should
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be noted for measurement and laboratory applications due to their generic design.

In practice, compared to a superheterodyne receiver, a direct-conversion architecture

will have both less sideband rejection than a physical image rejection �lter, and more

contamination from the LO and low-frequency noise because these components are

mixed down to the DC component in the center of the IF band, rather than above or

below. Fortunately, for our simple continuum measurements, we can largely ignore

these risks.

We used the Ettus Research B210, a two-channel SDR with continuous coverage

over 70 MHz - 6 GHz, to digitize the band-limited signal at the end of the RF

frontend. This radio was mainly chosen because it is easy to interface over USB3 and

supported the two phase-coherent (simultaneously sampled) receiver chains required

for polarimetery. An additional factor was its compatibility with the open-source GNU

Radio software development toolkit that greatly sped up development time. For our

simple experiment, the radio was con�gured using a GNU Radio script to implement

two receiver channels, each with a center frequency of 169 MHz and 10 MHz of

bandwidth with no additional receiver gain. The quadrature (I/Q or complex valued)

voltages for the two channels were interleaved and streamed using a TCP server.

Monitoring and Control System

Next is the custom built Monitoring and Control System (MCS), which was used to

track the physical temperature of the PAPER balun and Receiver module and critical

for calibration purposes. The physical state of these modules was measured with a

pair of Texas Instruments LM135 precision temperature sensors, which functionally

operate as a zener diode whose breakdown voltage is directly proportional to the sen-

sor temperature (Vout = 10mV/◦K). These sensors were attached to metal tabs and

mounted onto the balun and receiver for good thermal contact (as seen in Figure 2.7b)

and attached to the MCS using shielded twisted pair cabling. The MCS itself was

implemented using a STMicroelectronics NUCLEO-L432KC development board and

an external Microchip Technology MCP3304 analog-to-digital converter to measure

the sensor voltages. The MCS was programmed to continuously read and average the

two sensor voltages over an integration period of ≈ 2.5 seconds, and then stream the

derived temperatures over USB-Serial to the backend computer for further processing

and storage.
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Figure 2.5: The HB-CTP Monitoring and Control system

Spectrograph

The �nal component of the Digital Backend is the core software application, en-

compasing the real-time spectrograph that processes the raw data produced by the

SDR and MCS. The spectrograph performs a number of critical signal processing

tasks including: transforming the complex voltage timeseries into spectra for both

polarizations, computing the auto and cross-power spectra, and �nally producing the

averaged power spectra and Spectral Kurtosis estimator (Nita & Gary, 2010) per

integration period. The program was written in C++ and operated on a standard

desktop computer (with an Intel i7-8700 3.2GHz 6c/12t CPU and 16GB of RAM),

co-located with the SDR and MCS in a shielded enclosure to prevent RFI/EMI at

the site.

The primary design challenges for the spectrograph were stability and sustained

data throughput to process about 160 MBps (or ∼ 14TB per day) of streaming I/Q

data produced by the SDR. To ensure program and memory safety, all data structures

and bu�ers were instantiated at startup and reused throughout the execution of the

program, therefore providing memory safety. Additionally, custom �xed-size circular

bu�ers were used to safely pass data frames from producer to consumer threads to

ensure safety in case of processing time variations. These circular bu�ers are used to

regulate the transport of packetized data to and from a thread-pool of FX engines

that perform the digital signal processing. Each of the identical FX threads uses a 16-
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tap Polyphase Filter Bank (PFB) channelizer implemented with the FFTW3 (Frigo

& Johnson, 2005) and FFTW++ libraries with a windowed-sinc �lter to minimize

spectral leakage. The instantaneous voltage spectra are then cross-correlated and

integrated over time, during which the Spectral Kurtosis (Nita & Gary, 2010) is

computed for each frequency channel.
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Figure 2.6: HB-CTP Software Diagram

Parameter Value

Input Bandwidth 10 MHz
FFT Size 8192
Channel Resolution 1.22 kHz
PFB Filter 16-Tap Windowed Sinc
Integration Time 6.5s

Table 2.1: HB-CTP Spectrograph Speci�cations

2.3.3 Calibration

Because the RF frontend made use of existing hardware that was not designed for

absolute measurements, we had to rely on alternative calibration methods to account
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for large scale variation in receiver gain. These large gain �uctuations were generally

correlated with the physical temperature of the electrical device, especially active

components such as Transistors (Massobrio & Antognetti, 1993). Thus, we used the

physical device temperature as a proxy measurement of the instrument state using a

lab calibrated �black-box� model of the RF receiver system dependent on temperature.

(a) Calibration test setup with
HP 8753D VNA

(b) Closeup of PAPER balun in Temper-
ature Controlled Box.

Figure 2.7: Calibration of HB-CTP RF Components

Creating the instrument model involved individually characterizing each compo-

nent of the RF signal path using scattering parameters (or S-parameters) measured

with a Vector Network Analyzer (VNA). These scattering parameters quantify the

complex-valued re�ection and transmission characteristics of a steady-state and lin-

ear N-port network. These S-parameters can also be readily cascaded together (using

ABCD-parameters) to form a larger network (Pozar, 2012). While the passive de-

vices, such as the tunable �lers and coax cables, were measured at ambient room

temperature as they are only weakly sensitive to temperature (or di�cult to measure

in the �eld, such as the buried coax cables between the antenna and receiver). The

active components, the PAPER balun and receiver modules, were �tted with tem-

perature sensors and measured with 5 points over a temperature range of 16◦ − 32◦
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Figure 2.8: HB-CTP Cascaded S-parameters

Celsius using a temperature controlled box (see Figure 2.7).

Using standard microwave network theory, the e�ective gain (or S21), of the cas-

caded networks was computed for all available combinations of balun versus receiver

module temperatures for both channels (see Figure 2.8 and 2.9). The resulant gain

was then �t to a 3-dimensional hypersurface of polynomials parameterized in fre-

quency, balun, and receiver temperature with the following form:

G(Trx, Tbalun, ν) = c0

+ c1Trx + c2T
2
rx

+ c3Tbalun + c4T
2
balun

+ c5ν + c6ν
2 + c7ν

3 + c8ν
6

(2.20)

The resultant gain model for both channels is shown in Figure 2.9 at 170 MHz. The

last part of the instrument model is the noise temperature of the �rst element, which

e�ectively establishes the noise performance of the system (Friis, 1944). Using a

Noise Figure Analyzer (NFA) the noise temperature of the balun was measured for

both channels and a �rst order polynomial was �t only over frequency (assuming no

temperature dependence), as shown in Figure 2.10.
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Figure 2.9: HB-CTP Gain vs. Balun and Receiver Temperature at 170 MHz

Figure 2.10: HB-CTP Noise Temperature
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2.3.4 RFI Mitigation and Excision

Radio Frequency and Electromagnetic Interference, or RFI/EMI, is a key challenge

facing radio measurements, especially in the increasingly crowded RF spectrum. The

biggest concern of RFI is potential damage to the sensitive receiver or down-stream

systems. To measure very faint signals, radio receivers need signi�cant gain or am-

pli�cation (upwards of ∼100 dB or a factor of 1010). At large input power levels, an

ampli�er may be operating beyond its linear range, thereby creating harmonics and

intermodulation products as the ampli�er begins to �compress.� Furthermore, due

to the �nite gain-bandwidth product of ampli�ers, strong interferers may cause the

whole passband to compress and reduce the overall signal level across itself. A real

example of this broad-band compression can be observed as the horizontal dips in

power accross frequency that are caused by a strong out-of-band signal, shown in the

waterfall plots of Figure 2.11. In the worst case, applying an input signal beyond the

designed limits of ampli�ers, mixers, analog-to-digital converters, or other sensitive

devices, may physically damage or even destroy the device. These concerns must be

addressed in hardware (e.g., �lters, power limiters, ampli�er design, etc.) or by mini-

mizing the likelihood of interception of strong RFI signals (e.g., steering the primary

beam and sidelobes away from known strong interference).

While physical damage to a receiver can be generally avoided, an insidious problem

remains: low to moderate power inference in the targeted frequency band. In practice,

these signals cannot be removed in hardware without also removing or disturbing the

underlying signal. While analog/digital notch-�lters can prevent strong and persistent

signals (e.g., 50/60Hz AC or AM/FM radio) from corrupting measurements of the

adjacent spectrum, it is not a scalable or appropriate solution for narrow-band or

time/frequency variable RFI. Therefore, it is preferable to not alter the main pass-

band of the receiver and instead, identify and excise RFI in post-processing of the

data using empirical or statistical �agging methods.

One such method is the Spectral Kurtosis Estimator described by Nita & Gary

(2010), a descriptor of how heavy-tailed or light-tailed a distribution is relative to a

normal distribution. Because RFI is associated with man-made devices, these signals

will contain some form of information, intentional or incidental. Modulations in time,

amplitude, phase, and frequency give rise to patterns within the signal such that

successive measurements will have some temporal correlation (samples are dependent
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on the prior value), while samples produced by a noise-like Gaussian process will

remain independent and uncorrelated. Therefore, information containing signals will

also generally have a distribution of samples that deviate from a normal distribution

and can be tested using the Spectral Kurtosis:

ŜK =
M + 1

M − 1

(
MS2

S2
1

− 1

)
(2.21)

where M is the number of samples and S1 and S2 are de�ned as

S1 =
M∑

i=1

Pi, S2 =
M∑

i=1

P 2
i (2.22)

The expectation value of the Spectral Kurtosis for a normal distribution will be

E[SK(...)]=1, where values above 1 will have lighter tails and values below 1 will

have heavier tails. Thus, potentially RFI-contaminated data can be identi�ed by

setting allowed upper and lower thresholds about the expectation value of the spectral

kurtosis for Gaussian noise. Data falling outside of this range are then �agged as likely

RFI. Because this is an empirical approach, the set threashold must be tuned to the

data to prevent excessive or insu�cient �agging.

We made use of all of these methods in the design and operation of the experiment

to mitigate the risk of harmful interference. While much of the hardware could not

be modi�ed to prevent out-of-band noise from entering the system, we used tunable,

narrow-band �lters between the PAPER receiver module and SDRs to restrict the

input bandwidth and reduce the risk of damage from strong out-of-band interference

as well as to reduce aliasing. Additionally, the spectrograph will simultaneously accu-

mulate both the auto/cross-power spectra (S1) and the square of the auto-correlations

S2 over the integration period, such that the Spectral Kurtosis can be estimated for

the two polarizations. An example of these data are shown in the bottom two sub-

plots of Figure 2.11. From the collected data, we have selected a symmetric range of

ŜK = 1± 0.05 to be valid data. The outlying data was then excised so that the �nal

coarse frequncy and time binning operations would be minimally contaminated.
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Figure 2.11: Shown are waterfall plots of the calibrated auto (XX, YY) and cross
power (Stokes U, V) spectra in terms of e�ective brightness temperature. A smooth
continuum can be observed along with in-band interference (narrow-band features
variable in time), alongside compression events due to strong interference saturating
the ampli�ers (wide-band features variable in time). Also shown is the concurrent
Spectral Kurtosis Estimate, which shows similar RFI feature as in the spectral data.
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2.3.5 Data Reduction Pipeline

INPUT:

⟨XX∗⟩[t, ν]
⟨XY ∗⟩[t, ν]
⟨Y Y ∗⟩[t, ν]

INSTRUMENT MODEL:

G(ν, TRX , TBALUN )

LAB MEASURED
S-PARAMETERS
& NOISE FIGURE

OBSERVED
INSTRUMENT STATE:

TRX [t]
TBALUN [t]

RFI EXCISION:

SPECTRAL KURTOSIS

SET SK THRESHOLD

OBSERVED
SPECTRAL KURTOSIS:

ŜKXX [t, ν]

ŜKY Y [t, ν]

FREQUENCY &
TIME BINNING

OUTPUT:

I[t, ν]
Q[t, ν]
U [t, ν]
V [t, ν]

Figure 2.12: HB-CTP Calibration and Data Reduction Pipeline

The data reduction pipeline was a set of completely automated scripts that con-

tinuously calibrated and reduced batches of raw data to produce the �nal science data

and diagnostics plots.

1. Calibration of raw spectra data using the estimated instrument state from tem-

perature sensor data (see Section 2.3.3).

2. First RFI excision using a cut for spectral kurtosis ŜK = 1± 0.05 (see Section

2.3.4).

3. Frequency binning of central 5 MHz into 16 bins (BW ∼ 312.5 kHz).

4. Saving of calibrated data to an intermediate HDF5 �le.

5. Calculation of Local Sideral Time (LST).

6. Second RFI/outlier cut with sigma clipping (σ ⩽ 3) when time binning each

sidereal day into 128 bins (t ∼ 11 min).

7. Calculation of Stokes antenna temperatures of binned data using Equations 2.23

(see Section 3.2.3).

8. Saving of completely processed data to reduced HDF5 �le.

9. (Optional) Correction of data by �tting an instrument gain correction/imbalance

model using simulations as the reference.
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⟨TI⟩ν,t =
1

kB∆ν

[⟨vxv∗x⟩
Gx

+
⟨vyv∗y⟩
Gy

]
− Tn,x − Tn,y (K)

⟨TQ⟩ν,t =
1

kB∆ν

[⟨vxv∗x⟩
Gx

− ⟨vyv∗y⟩
Gy

]
− Tn,x + Tn,y (K)

⟨TU⟩ν,t =
2

kB∆ν
Re

[ ⟨vxv∗y⟩√
GxGy

]
(K)

⟨TV ⟩ν,t =
2

kB∆ν
Im

[ ⟨vxv∗y⟩√
GxGy

]
(K)

(2.23)

2.4 Results and Analysis

2.4.1 Observation Simulations

Physically realistic simulations are vital for determining the characteristic dynamical

variations in the observed signal. These models must not only include information

about foregrounds (e.g., using reference sky maps), but also how the sky changes as

a function of frequency (e.g., as a power law with spectral index β), along with any

relevant propagation e�ects that can distort or alter the signal before it �nally reaches

the instrument with its own speci�c response characteristics. For this experiment,

we primarily considered terrestrial e�ects on a mock 21-cm experiment, including

ionospheric/tropospheric absorption and refraction and horizon obstructions.

These e�ects can be treated numerically using the mathematical formalism dis-

cussed in Section 2.2, along with the Mueller matrix representation of the PAPER

antenna. In general, we can model an observation with the following equation to �nd

the time and frequency dependent Stokes antenna temperature:

⟨TA⟩ν,t =
� π

0

� 2π

0

M (θ, ϕ; ν)s̃sky(θ, ϕ; ν, t)êIdΩ (2.24)

where the distorted sky Stokes vector s̃sky is,

s̃sky(θ, ϕ; ν, t) =





Dν

(
T408(θ, ϕ, t)

[
ν

408MHz

]−β(θ,ϕ))
A(θ, ϕ, ν)

+E(θ, ϕ, ν) for θ < θhorizon

Tg for θ > θhorizon

(2.25)
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where Dν(...) is the frequency and pointing dependent distortion function due to re-

fraction in the ionosphere and troposphere, T408 is the 408 MHz Haslam Map (Haslam

et al., 1981) scaled by a spectral index β that may be position dependent, A(θ, ϕ, ν)

and E(θ, ϕ, ν) are the frequency and pointing dependent absorption and emission,

respectively, and Tg is the brightness temperature of the ground (Tg ∼ 300K).
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Figure 2.13: Cartoon diagram of
model layers traversed by the global
cosmological 21-cm signal to the de-
tector.

Ionospheric E�ects

The ionosphere corresponds to the partially ionized layers of the Earth's upper atmo-

sphere (50-1000 km) that form an important interface relevant to the propagation of

radio waves (Budden, 1988). The ionosphere is excited by solar activity via photoion-

ization from high-energy photons (UV and higher) and �ares, as well as high-energy

particles in the solar wind that get trapped by the Earth's magnetosphere (especially

towards the high-latitude regions; Kelley, 2009). This causes the ionosphere to be

strati�ed yet highly dynamical and time-variable (on the order of few minutes) due
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to plasma instabilities and turbulence driven by the solar wind bu�eting the mag-

netosphere, along with the di�erential irradiation by the Sun (Kelley, 2009). This

generally leads the day-time ionospheric layers to be enhanced in their number den-

sity of ions and with more distinct layers compared to the night-time ionosphere that

is roughly a factor of 10 reduced, as ionized species quickly recombine to form neutral

species (Kelley, 2009).

The ionosphere will, in practice, in�uence the propagation of high-frequency radio

waves in �ve primary ways: refraction, absorption, emission, Faraday rotation, and

scintillation (Datta et al., 2016; Budden, 1988). The refraction due to the ionosphere

is primarily due to the extended F-layer (h ∼ 300 km), which has the highest electron

density and forms a spherical lense (Budden, 1988; Vedantham et al., 2014). Well

above the plasma frequency (νp ∼ 15 MHz), the refractive index is given by (Bailey,

1948; Evans & Hagfors, 1968; Budden, 1988; Datta et al., 2016):

η2(ν, t) = 1−
(
νp(t)

ν

)[
1−

(
h− hm

d

)2]
(2.26)

where h is the altitude, hm is the altitude with peak electron density in the F-layer,

and d is the scale length. However, the propagation of radio waves at frequencies

closer to the cuto� is signi�cantly distorted and would generally require numerical

ray-tracing simulations to predict (see Figure 2.15). However, due to refraction,

sources below the line-of-sight horizon can become visible.

Absorption in the ionosphere is due to the interaction of radio waves and the free

electrons, heavier ions predominantly in the D-layer (h ∼ 80 km) of the ionosphere

(Kelley, 2009; Budden, 1988). The energy of the radio wave is converted to heat

and electromagnetic noise of the ionospheric medium and depends on the collisional

coupling of the ions and neutral species. Following Evans & Hagfors (1968), the total

D-layer absorption can be expressed as

LdB(ν, ne) =
1.16× 10−6

ν2

�
neνcds [dB]

LdB(ν, TECD) =
1.16× 10−6

ν2
νcTECD [dB]

(2.27)

where νc is the mean collision frequency and TECe is the total electron column depth

at the given slant angle through the ionosphere (Evans & Hagfors, 1968; Boithias,
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less. Based on (Boithias, 1987)

1987) (see Figure 2.14). Directly related to the absorption is the emission which is

given by

LdB(ν, TECD) = 10log10(1− τ(ν,TECD))

E(ν, τ) = ⟨Te⟩τ(ν,TECD)
(2.28)

where Te is the mean electron temperature in the D-layer and τ is the optical depth

related to the total electron content (Datta et al., 2016; Pawsey et al., 1951; Steiger

& Warwick, 1961).

Because the ionosphere is also a slighly anisotropic plasma due to the magnetic

�eld of the Earth, polarized radio waves will experience Faraday rotation as they prop-

agate through the F-layer of the ionosphere (Burn, 1966; Budden, 1988). Following

(Burn, 1966), the Faraday rotation has the functional form

ϕ(r) = 0.81

� here

there

neB · dr [rad ·m−2] (2.29)

where ne is the mean electron density (in cm−3) andB is the magnetic �eld. Thus the

projected magnetic �eld strength in the line-of-sight to the source will cause a rotation

of linear polarization. Scintillation is due to the small-scale variations (few meter to

tens of kilometers) in the ionosphere that cause rapid �uctuations in amplitude and

phase coherency (van Bemmel, 2007).
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Figure 2.15: Ray tracing simulations of incident radio waves at below 100 MHz for
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HB-CTP Simulations

We used Equations 2.24 and 2.25 to predict the dynamically-induced polarization for

various system conditions and nominal atmospheric conditions. We used the 408 MHz

Haslam Map (Haslam et al., 1981) scaled down to 170 MHz with a constant spectral

index (β = 2.5) as the source map that was rotated through a complete 360◦ and

sampled by the �rst column of the beam Mueller matrix. We additionally included a

location dependent e�ect: the local horizon obstructions, which were surveyed at the

site using a level transit (see Figure 2.17; see Bassett et al. (2021) for further informa-

tion of this e�ect). The local horizon obstruction creates further spatial anisotropy

that alters the polarization vector response from the dynamically-induced polariza-

tion e�ect. Finally, we considered the e�ects of the antenna alignment with respect

to the local meridian (e.g., alignment with respect to geographic north), which sig-

ni�cantly changes the dynamically-induced polarization response, as it changes the

spatial coupling to di�erent parts of the sky (see Figures 2.17 and 2.16).

We �nd for an unpolarized sky brightness distribution and uniform ionospheric

conditions in the �eld of view that atmospheric e�ects generally scale the dynamically-

induced polarization features at the percent level. This is because the refraction and

absorption to be symmetrical about the zenith, whose e�ects become more signi�cant

towards the horizon, but are ultimately limited by the decrease in e�ective gain of the

antenna (or elements of the Mueller matrix). However, the simulations show that the

sky-beam system are strongly a�ected by the relative orientation of the polarization

basis of the antenna and the structure of the sky.
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(a) M11(θ, ϕ; ν)sI(θ, ϕ; ν)

(b) M22(θ, ϕ; ν)sI(θ, ϕ; ν)

(c) M33(θ, ϕ; ν)sI(θ, ϕ; ν)

(d) M44(θ, ϕ; ν)sI(θ, ϕ; ν)

Figure 2.17: Illustration of the resultant beam-weighted Haslam map using the �rst
column of the CTP antenna Mueller Matrix.

2.4.2 Observational Results

Start Date Stop Date Days Frequency (MHz) Antenna Azimuth

2019-11-14 2019-11-25 11 164-174 ∼ 0◦E

2019-11-25 2020-03-10 76 164-174 ∼ 20◦E

Table 2.2: HB-CTP Summary of Observation

The long-term observation campaign with the High-Band Cosmic Twilight Polarime-

ter lasted from November 14th, 2019, through March 10th, 2020, at Green Bank Ob-

servatory, operating continuously until scheduled maintence at GBO and the COVID-

19 lockdown. The data were continuously monitored for the �rst week and showed

clear signatures of dynamically-induced polarization features. To verify this, the an-

tenna was physically rotated approximately 20◦ Eastward, about 11 days after �rst

light (see Figure 2.18). This would be the �nal con�guration for the remaining ob-

servation time, in order to monitor seasonal-variations and stability.
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The comparison between the two di�erent azimuthal alignments of the antenna is

qualitatively in agreement with the predicted shift in polarization features. This is

especially evident in Stokes U and V, which rely on the cross-correlation of X and Y

polarizations that decorrelates the independently generated receiver noise. However,

Stokes Q, being the di�erence of the X and Y polarizations auto-correlations (see

Equation 2.23), is more suceptible to unacounted-for instrumental systematic errors

and imbalances.

The long-term dataset (with the antenna rotated 20◦ Eastward) shows that the ob-

served polarization signals are persistent in local sidereal time over roughly 3 months

spanning the winter months of 2019-2020. This indicates that the signals are of as-

trophysical origin. Again, the polarization features are most persistent in Stokes U

and V, while Stokes Q is more variable. This long-term dataset also highlights the

general cluttered RFI environment, with RFI signals dependent on solar time, visible

as a linear feature of �agged data drifting between 15-21 hr LST (corresponding to

approximately 4 PM local time) in the dataset.
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2.5 Discussion and Conclusions

In this chapter, I continued the development of the Dynamically Induced Polarization

e�ect, a novel polarimetric observation method that can encode spatially dependent

information in the polarization response of wide-beam antenna measurements of the

sky (Nhan et al., 2017, 2019). We have extended the theoretical formalism from Jones

to Mueller calculus (Piepmeier et al., 2008; Born & Wolf, 2019) to directly operate

on Stokes vectors and intuitively visualize how each polarization term is sensitive to

the spatial structures on the sky. Accompanying theoretical models and simulations

support the observational results from long-term zenith driftscans with the High-

Band Cosmic Twilight Polarimeter operating at 170 MHz deployed at Green Bank

Observatory.

Although the HB-CTP was built from existing hardware not intended for absolute

measurements, long-term observations over nearly 90 days were stable and showed

self-constitency, which implies that the lab-characterized gain calibration model and

RFI excision was largely e�ective at reducing large-scale instrumental variations and

contamination. Additionally, the observed polarization features qualitatively agree

with the predicted DIP signal and follows the expected behavior under perturbations.

However, there are still signi�cant deviations in the observed versus predicted response

that point towards several possible confounding issues (that may not be mutually

exclusive):

(i.) Instrument calibrations are incorrect. This is very likely due to the distributed

nature of the instrument, which could not be fully through calibrated in the �eld.

However, the results over a 3 month period show little variation in the observed

signal (i.e., deviations are not tied to solar-time/temperature), which would suggest

that if there are gain and receiver noise calibration errors, then they are mostly a

constant e�ect and largely invariant in time.

(ii.) The beam simulations may be incorrect or altered by the coupling with the

environment. This is also very likely because the soil and nearby dielectric/metallic

structures could distort or otherwise interact with the antenna near-�eld to create

spurious polarization responses. However, it is unclear how this could e�ect only the

antenna's Stokes Q polarization leakage and not Stokes U and V while the system is

physically perturbed, which would otherwise change the nature of the environmental

coupling.
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(iii.) Radio propagation e�ects are insu�ciently modeled or missing. This is

also very likely, but there are no signi�cant variations observed in solar-time that

would suggest that propagation e�ects are not signi�cant sources of these deviations

(at the few percent level). Additionally, since most atmospheric e�ects are approxi-

mately symmetric about the local zenith vector and are proportional to the air-mass

(stronger e�ect close to the horizon), they would primarily scale up or down but not

strongly distort the DIP curves, because the polarization leakage is also symmetric

(see Figure 2.1). Tropospheric propagation e�ects are largely stable at these fre-

quencies, however the day/night ionospheric conditions typically change electron/ion

densities by a factor of 10 or more, which would signi�cantly alter the associated radio

propagation e�ects (refraction, absorption, and emission). Such strong variations are

not observed in the data(Kelley, 2009; Budden, 1988), however.

(iv.) The reference sky map may be incorrect or missing sky polarization infor-

mation. This is also very likely since the simulations primarily used the Haslam map

scaled by a spectral index (β = 2.5). While multi-wavelength sky models exist, the

disparate instruments used (e.g., interferometers versus single-dish) are sensitive to

di�erent spatial features on the sky, or may not be absolutely calibrated, which makes

inferring the spectral index di�cult. Alternatively, the linear polarization from syn-

chrotron radiation from di�use and optically thin emission regions (e.g., away from

the Galactic plane) may retain polarization over larger angular scales, such as in the

Fan Region and the North Polar Spur (West et al., 2021; Pacholczyk, 1970). This

could explain the signi�cant deviations in Stokes Q when it is pointing away from the

Galactic plane around 12 hrs LST, considering the Stokes Q to I polarization leakage

(see M12 Mueller Matrix element in Figure 2.1).

While this experiment was only able to qualitatively con�rm the e�ects of dy-

namically induced polarization, it highlighted important gaps in our modeling and

understanding of the system, relevant to all global 21-cm experiments. In particular,

the polarization of the di�use radio sky at low-frequencies may be a driving factor

in the observed deviations that we have observed in Stokes Q, which would also leak

into Stokes I measurements. This illustrates the strength of full-polarimetric mea-

surements in 21-cm cosmology, because the polarization response is able to resolve

certain features that total power measurements would be incapable of, providing ex-

tra information that can be used to constratin the beam-weighted foreground system.

Further work on the CTP was therefore postponed in early 2020, with e�orts focused
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instead on related work: the Dark Ages Polarimeter Path�nder (DAPPER; PI � J.

Burns CU Boulder), which was a conceptual design study for a global 21-cm experi-

ment orbiting around the moon using the same polarimetric approach; and the GBT

310 MHz Absolute Mapping Project (PI � J. Singal UR, see Chapters 3 and 4).

(a) Surveying the local horizon (b) Deploying backend in the GBO 45'-
Telescope Trailer

Figure 2.20: HB-CTP Deployment and Testing
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Chapter 3

Balanced Correlation Receivers

Low-frequency or 1/f noise has

several unique properties. If it were

not such a problem it would be very

interesting.

Mochtenbacher et al., 1993, p. 25

3.1 Introduction

A fundamental challenge in precision radiometry is maintaining long-term stability

of the measurement system. In practice, the output of a radiometer will be the

sum of the input signal (e.g., the antenna temperature TA) and a variety of self-

generated additive (e.g., thermal noise) and parametric (e.g., �icker (1/f) noise, shot

noise, or drift due to temperature or DC bias voltage) sources. Not only do these

additional noise contributions reduce the instantaneous signal to noise ratio (SNR)

of the measurement, they also introduce a mechanism of instability that degrades the

ultimate sensitivity, or lowest detectible temperature, of the observation due to the

statistical properties of the noise process.

Receiver instability commonly manifests itself as correlated or 1/f like �uctua-

tions. Such noise is characterized as a nonstationary random process with the inverse

frequency dependence of its power spectral density, so that the variance of the noise

distribution is only �nite over �nite spans of time (Keshner, 1982). Consequently,
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once the measurement system is dominated by 1/f noise, the central limit theorem

no longer holds, thus causing the uncertainty of the measurement to increase over

time. Although the mechanisms that produce 1/f noise are poorly understood, it is

ubiquitous throughout nature including electrical components, biology, weather, and

climate to name a few (Keshner, 1982). For electronics, a common source is �icker

noise, which is found in all active devices (e.g., diodes, transistors), and even some

passive devices such as carbon resistors. This noise is parametrically dependent on

the �ow of direct current, and its underlying mechanism is believed to be caused by

the discrete charge carriers (the electrons) getting trapped by impurities or defects

in the crystal lattice and then released in a random fashion with some time constant

(Gray, 2001; Motchenbacher & Connelly, 1993). This process results in a concentra-

tion of energy at low frequencies, giving rise to the inverse frequency dependence in

the power spectral density.

Several methods were conceived in the 1940s to minimize receiver instability using

switching or correlation-like approaches to remove or otherwise supress the 1/f �uc-

tuations. A technique still widely used today was �rst introduced by Dicke (1946),

which uses a switch at the input of the �rst ampli�er to rapidly toggle between the

antenna and a reference noise source. Gain instabilities are suppressed by switching

between the reference and target source faster than the receiver can drift in gain (i.e.,

the 1/f -knee frequency) and then taking the di�erence between these two quantities

with a synchronous receiver. Because the gain �uctuations are negligible between suc-

cessive measurements, the continuous di�erencing process allows the reference source

to act as a stable anchor point for the target measurement at the expense of half

the sensitivity (as the target is only observed half of the time). The Dicke receiver

approach saw various improvements and modi�cations over the following decades

(e.g., gain-modulation receiver Orhaug & Waltman (1963), or null-balancing receiver

Machin et al. (1952)), but all require some form of input switching.

Correlation approaches were also conceived of during this time period, following

naturally from the development of the �rst radio intereferometers. These methods

rely on two separate receiver branches, each fed by a separate arm of an interfer-

ometer, or by splitting the output of a single antenna whose outputs are then mul-

tiplied together instead of summing/di�erencing. This operation will supress the

independent/uncorrelated receiver noise from each branch, while retaining correlated

or common signals. Although such an approach is fundamental to the operation of all
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modern radio interferometers, it is rarely employed by single-dish telescopes due to

the technical challenges of signal isolation Kraus & Tiuri (1966) and phase stability

Fujimoto (1964). While the implementation and adoption of single-dish correlation

receivers were limited by the technology of their time, they remain a compelling so-

lution for measurements tht require high-stability and precision (low-o�sets). This

will be the topic for the remainder of this chapter, where we present the theoretical

design of a balanced correlation receiver (BCR) enabled by modern technology.

In the following sections, we will present the overall design and theory of opera-

ration for a balanced correlation receiver, featuring a unique method for synthesizing

virtual dipole beams and associated digital polarization synthesis. Expressions for the

Stokes antenna temperatures and receiver sensitivity will be compared to conventional

total-power receivers.

3.2 Theory of Operation

Analog Digital

RF and IF
Sections

Analog-Digital
Converter

FFT/PFB
Channelizer

RF and IF
Sections

Analog-Digital
Converter

FFT/PFB
Channelizer

Digital
Correlator

Integrator
⟨v1v∗1⟩ ⟨v1v∗2⟩
⟨v2v∗1⟩ ⟨v2v∗2⟩







Figure 3.1: A basic Balanced Correlation Receiver

3.2.1 Receiver Architecture

The de�ning feature of a balanced correlation receiver (BCR) is the unique method

used to synthesize the dipole, which allows for maximum isolation of the independent

receiver branches (aside from the unavoidable coupling at the feed). As shown in

Figure 3.1, the arms of the dipole (on the left) are physically separated and processed

by independent RF/IF sections before being digitized and correlated. This dipole

synthesis method allows the BCR to remove all shared baluns, transmission lines,

hybrid couplers, and RF switches that may be used for typical continuous-di�erencing

receivers (e.g., Dicke switching) or modern pseudo-correlation receivers Bersanelli
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et al. (2010). This approach ultimately removes all sources of self-generated noise

that would be coherent and therefore contribute to the system noise �oor (e.g., an

calibration o�set).

3.2.2 Synthesis of Virtual Dipole Beams

We start the analysis of a balanced correlation receiver by considering the �eld solu-

tions of an ideal and split half-wave dipole. As the name suggests, a dipole antenna

is composed of two opposing conductors with central feedpoints that approximate

the behavior of an electric dipole. The dipole is the foundation for all other radiat-

ing structures, and their behavior can be analytically determined directly from the

conductor geometry and the current distribution on the conductors. These systems

operate in three general regimes: electrically short (L << λ), resonant (L ≈ λ/2),

and harmonic (L > λ). We will focus on the resonant dipoles, which are of most prac-

tical interest since the reactive/imaginary-component of their radiation resistance can

be readily tuned out, thereby simplifying impedance matching between the antenna

and receiver and maximizing power throughput (Kraus, 1988; Stutzman & Thiele,

1998; Jordan & Balmain, 1968).

H = λ
4

H = λ
4

z

dz

r

R = r − z co
s θ

θ

Im sin(β(H + z))

Im sin(β(H − z))

ẑ

x̂

Far-Field
P

lane
W

ave

Figure 3.2: Illustration of a half-wave dipole of two thin line current elements on the
ẑ axis (left). Highlighted are the e�ective distance from a far-�eld plane wave (right)
on a length segment dz. A sinusoidal current distribution on each arm of the dipole,
above and below the xy-plane, are labeled.
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Let us begin by de�ning the geometry of the ideal half-wave dipole and applying

some general assumptions of the nature of the induced currents. The dipole shall

be formed by two line conductors (monopoles) on the z-axis that are symmetrically

distributed above and below the origin, labeled A and B respectively. Next, we will

consider the e�ects of an incident plane-wave originating from the far-�eld (R >>

λ), that produces a sinusoidal current distribution on the two conductors due to

the sinusoidal nature of the radiating EM �eld represented by the following pair of

equations:

I(A) = Im sin[β(H − z)] z > 0

I(B) = Im sin[β(H + z)] z < 0
(3.1)

where Im is the maximum current �owing through the loop, β = 2π
λ
, and H = λ

4

for a half-wave dipole or quarter-wave monopole. To determine the electric and

magnetic �eld strength at a point P that is a distance r from the origin and R from

a line segment dz on the antenna we must solve for the vector potential. The vector

potential at point P due to a line charge Idz is given by

A(A)
z =

µ

4π

� H

0

Im sin[β(H + z)]e−iβR

R
dz

A(B)
z =

µ

4π

� 0

−H

Im sin[β(H − z)]e−iβR

R
dz

(3.2)

We may simplify the above expressions by considering the relevant quantities for the

far-�eld. The R in the denominator is approximately the inverse distance factor, so

that R ≈ r, since the length of the dipole is negligible when λ/2 << r. However, for

R in the numerator, the di�erence between the origin and the line segment distance

is important, thus we may write R ≈ r− z cos θ. This simpli�es Equations 3.2 to the

following form:

A(A)
z =

µIme
−iβr

4πr

� H

0

sin[β(H + z)]eiβz cos(θ)dz

A(B)
z =

µIme
−iβr

4πr

� 0

−H

sin[β(H − z)]eiβz cos(θ)dz

(3.3)
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Using the integral solution (Stutzman & Thiele, 1998)

�
sin(a+ bx)ecxdx =

ecx

b2 + c2
[c sin(a+ bx)− b cos(a+ bx)] (3.4)

we may write the vector potential for monopole A as

A(A)
z =

µIme
−iβr

4πr

[
eiβz cos θ

β2 − β2cos2θ

[
iβ sin θ sin(

π

2
− βz)− β cos(

π

2
− βz)

]]H

0

=
µβIme

−iβr

4πr(β2 − β2 cos2 θ)

[
ei

π
2
cos θ − i cos θ

]

=
µIme

−iβr

4πrβ

[
ei

π
2
cos θ − i cos θ

sin2 θ

]
(3.5)

Similarly, the vector potential for monopole B is

A(B)
z =

µIme
−iβr

4πr

[
eiβzcosθ

β2 − β2 cos2 θ

[
iβ sin θ sin(

π

2
+ βz) + β cos(

π

2
+ βz)

]]0

−H

=
µβIme

−iβr

4πr(β2 − β2 cos2 θ)

[
e−iπ

2
cos θ + i cos θ

]

=
µIme

−iβr

4πrβ

[
e−iπ

2
cos θ + i cos θ

sin2 θ

]
(3.6)

We may note that in the far-�eld approximation, the vector potentials for the two

monopoles are the complex conjugate of one another, (i.e., A
(A)
z = A

∗(B)
z ). We may

also verify that the sum of both vector potentials simpli�es to the standard half-wave

dipole solution,

A(Dip)
z = A(A)

z + A(B)
z

=
µIme

−iβr

2πrβ

[
ei

π
2
cos θ + e−iπ

2
cos θ

sin2θ

]

=
µIme

−iβr

2πrβ

[
cos(π

2
cos θ)

sin2θ

]
(3.7)

Since the vector potential is entirely in the z-axis we may determine the magnetic

�eld Hφ and electric �eld Eθ from the following simpli�ed equations following (Jordan

& Balmain, 1968):

µHφ = −∂Az

∂r
sin θ (3.8)
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Eθ = ηHφ (3.9)

where η =
√
µ/ε is the intrinsic impedance of the medium (for free space η0 =

376.7Ω). Applying Equations 3.8 and 3.9 to the derived vector potentials (Equations

3.5, 3.6, and 3.7) results in the following magnetic and electric �elds at the far-�eld:

H(A)
φ =

iIme
−iβr

4πr

[
ei

π
2
cos θ − i cos θ

sin θ

]
; E

(A)
θ =

iηIme
−iβr

4πr

[
ei

π
2
cos θ − i cos θ

sin θ

]
(3.10)

H(B)
φ =

iIme
−iβr

4πr

[
e−iπ

2
cos θ + i cos θ

sin θ

]
; E

(B)
θ =

iηIme
−iβr

4πr

[
e−iπ

2
cos θ + i cos θ

sin θ

]
(3.11)

H(Dip)
φ =

iIme
−iβr

2πr

[
cos(π

2
cos θ)

sin θ

]
; E

(Dip)
θ =

iηIme
−iβr

2πr

[
cos(π

2
cos θ)

sin θ

]
(3.12)

The complex power density �owing out of a sphere of radius r surrounding the dipole

can be computed by the Poynting Vector (Kraus, 1991), de�ned as

S = E ×H∗ (3.13)

Since the E and H derived in the far-�eld condition are in-phase and orthogonal, we

may simplify the cross-product to

S = EθH
∗
φ r̂ =

EθE
∗
θ

η
r̂ (3.14)

The Poynting vector is in general complex-valued, where the real component typically

corresponds to the far-�eld radiation and the imaginary/reactive component corre-

sponds to the near-�eld of the radiating structure. Thus the average radial power

is

Pavg =
1

2
S · r̂ =

EθE
∗
θ

2η
(3.15)

Using the equation above, we can now verify that the average power from an ideal

dipole is

P (Dip)
avg =

ηI2m
8π2r2

[
cos2(π

2
cos θ)

sin2 θ

]
(3.16)
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By treating the dipole as two independent monopoles, a balanced-correlation re-

ceiver allows us to synthesize two additional virtual beams via the summation of auto

or cross-correlation pairs. In the case of the auto-correlated beam, we �nd that the

average far-�eld power pattern is

P (+)
avg =

E
(A)
θ E

∗(A)
θ

2η
+

E
(B)
θ E

∗(B)
θ

2η
=

E
(A)
θ E

∗(A)
θ

η

=
ηI2m

16π2r2

[
(ei

π
2
cos θ − i cos θ)(e−iπ

2
cos θ + i cos θ)

sin2 θ

]

=
ηI2m

16π2r2

[
cos2 θ − 2 cos θ sin(π

2
cos θ) + 1

sin2 θ

]
(3.17)

Because this process destroys the relative phase information in the system, the gain

of the beam will be degraded compared to the ideal half-wave dipole. Furthermore,

the receiver noise contribution will be retained because of the auto-correlations, thus

leaving this measurement susceptible to the e�ects of 1/f noise.

On the other hand, the cross-correlated beam has signi�cant bene�ts over both

the auto-correlated beam and even the ideal dipole, as it allows for a separation of

noise signals. The average far-�eld power for the cross-correlated beam is given by

P (×)
avg =

E
(A)
θ E

∗(B)
θ

2η
+

E
(B)
θ E

∗(A)
θ

2η
= Re

(
E

(A)
θ E

∗(B)
θ

η

)

= Re

(
ηI2m

16π2r2

[
(ei

π
2
cos θ − i cos θ)(ei

π
2
cos θ − i cos θ)

sin2 θ

])

= Re

(
ηI2m

16π2r2

[− cos2 θ + eiπ cos θ − 2i cos θei
π
2
cos θ

sin2 θ

])

=
ηI2m

16π2r2

[− cos2 θ + cos(π cos θ) + 2 cos θ sin(π
2
cos θ)

sin2 θ

]

(3.18)

Although each of the cross-power pairs, E
(A)
θ E

∗(B)
θ and E

(B)
θ E

∗(A)
θ are complex-valued,

the imaginary components will cancel out due to symmetry, as shown in Figure 3.3.

We see that by including the phase information between monopoles, we enhance the

e�ective gain of the system in comparison to the ideal half-wave dipole. Additionally,

because the only common signal in both monopole receiver chains will be due to the

incident radio wave on the antenna (ignoring radiative cross-coupling), the indepen-

dent receiver noise will decorrelate when integrated in time. This presents an optimal
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radiative system to both reduce the overall noise from the receiver itself, but also

to obtain higher spatial resolution compared to traditional antennas synthesized via

baluns or other analog means.

Half-wave Dipole

Type
Far-Field Pattern

FWHM

(Deg)
D

(lin.)
D

(dB)
R

(Ω)

Ideal cos2(π
2
cos θ)

sin2 θ
78◦ 1.64 2.15 73.1

Auto-Correlated
Monopoles

cos2 θ−2 cos θ sin(π
2
cos θ)+1

sin2 θ
86◦ 1.54 1.88 38.9

Cross-Correlated
Monopoles

− cos2 θ+cos(π cos θ)+2 cos θ sin(π
2
cos θ)

sin2 θ
68.4◦ 1.75 2.44 34.2

Table 3.1: Ideal and virtual dipole properties

3.2.3 Digital Polarization Synthesis

Let us now consider the reception of polarized light through a geometrical analysis of

a dually polarized radiating system. The polarization of light refers, by convention,

to the relative alignment and phase of the electric �eld components with respect to

some reference frame (Hamaker & Bregman, 1996). Following this convention, we can

de�ne a suitable polarized representation for an incident signal as a complex vector

in a Cartesian coordinate system:

e(t) =

(
ex(t)

ey(t)

)
=

(
a1(t)e

i(ϕ1(t)−2πν̄t)

a2(t)e
i(ϕ2(t)−2πν̄t)

)
(3.19)

In this representation we assume that the direction of propagation is in the ẑ direction

and thus the electric �eld e(t) can be decomposed into two mutually orthogonal

complex components ex(t) and ey(t). If the time-dependent quantities vary slower

than the coherence time (∆τ∆ν ∼ 1
4π
), the quasi-monochromatic limit holds, and the

time dependence of the signal can be ignored in practice (Born & Wolf, 2019).

Next, we show how such a complex signal vector is sampled by an ideal detector

that transforms �elds to measurable scalar quantities. Let us start by considering the
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Figure 3.3: Normalized power patterns for the three considered cases: the ideal half-
wave dipole, the summation of auto-correlated monopoles, and the summation of
cross-correlated monopoles. Note that the imaginary components in the third case
are for each pair and would cancel under summation. Each pattern shows a dipole
like behavior, however in the case of the auto- and cross-correlated monopoles, we see
that the e�ective beam patterns are slightly broader and narrower, respectively, than
the ideal dipole.
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(a) Linear (b) Polar

Figure 3.4: Dipole Directivity Comparison

e�ect of a single electrical conductor in the presence of an electric �eld. A voltage will

develop along the conductor due to the projection of the electric �eld (i.e., V = E ·L).
Thus, if the electric �eld and conductor are aligned, a maximum voltage can be

observed. If they are orthogonal, no voltage is observed across the conductor. This

is a fundamental principle behind the operation of radiating systems, including the

dipoles considered in the previous section. Therefore, dipoles and monopoles are able

to sample the electric �eld, with at least two (ideally orthogonal) probes required to

fully determine the polarization of the incident light. The generalized sampling of the

�eld by N probes can be represented by the following generalized equation:

v(t) = Qe(t) (3.20)

where Q is a N × 2 sampling matrix with physical dimensions of length (m), and v

is the electronic signal vector in voltage (V) (Hamaker et al., 1996; Hamaker, 2000;

Morgan et al., 2010). The resultant electronic signal vector represents the voltages

measured at each port of the detector due to an incident signal.

The sampling of the electric �eld is a linear operation and retains the coherent

properties (e.g., the phase information) of the incident signal. However, in practice,

signals are subjected to stochastic processes that result in decoherence (depolariza-
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tion) due to variable emission mechanisms or propagation e�ects, such as turbulence,

which changes the polarization over time. To address the partial decoherence of light,

we can employ a useful mathematical tool, the coherence matrix, whose elements

carry the mutual intensities of the signal components (Born & Wolf, 2019; Hamaker

et al., 1996). In our case, the coherence matrix may found by taking the outer product

of the electric �eld vector (our coherent signal):

C = ⟨e(t)e(t)†⟩ (3.21)

where ⟨. . .⟩ denotes an ensemble average and † is the Hermitian transpose. Because

the underlying random processes that a�ect the electric �eld amplitudes and phases

are expected to be statistically stationary and ergodic, we may drop the explicit time

dependence by the applied averaging:

C =

(
⟨exe∗x⟩ ⟨exe∗y⟩
⟨eye∗x⟩ ⟨eye∗y⟩

)
=

(
⟨a21⟩ ⟨a1a2ei(ϕ1−ϕ2)⟩
⟨a1a2e−i(ϕ1−ϕ2)⟩ ⟨a22⟩

)
(3.22)

Another useful mathematical construct are the Stokes parameters, an abstract

representation of the total intensity and polarization state of light. By de�nition, the

coherence matrix can be constructed with the four Stokes Paramters (I, Q, U, and

V), providing the following equivalent representations (Hamaker, 2000):

C =

(
I +Q U − iV

U + iV I −Q

)
= sIσ0 + sQσ1 + sUσ2 + sVσ3 (3.23)

where σn is the identity matrix (n = 0) and the Pauli spin matrices for (n = 1, 2, 3):

σ0 =

(
1 0

0 1

)
σ1 =

(
1 0

0 −1

)
σ2 =

(
0 1

1 0

)
σ3 =

(
0 −i

i 0

)
(3.24)

Thus, the Stokes vector representation of light can be determined from the coherency

matrix using the following equation:

sµ = tr(σµC). (3.25)

However, Electric �elds cannot be measured directly in practice; instead voltage
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potentials induced by a local �eld are observed. Thus, it is useful to rewrite Equation

3.21 in terms of voltages by substituting in Equation 3.20:

C = ⟨ee†⟩ (3.26)

= ⟨(Q−1v)(Q−1v)†⟩ (3.27)

= Q−1⟨vv†⟩(Q−1)† (3.28)

= AMA† (3.29)

For clarity, ⟨. . .⟩ signs are dropped and terms are consolidated into a measurement

matrix M = ⟨vv†⟩, and the inverse sampling matrix A = Q−1. The measure-

ment matrix is a natural output from conventional FX-correlators used in radio po-

larimeters, where time-series of voltages are �rst channelized in frequency and then

auto/cross-correlated and accumulated over an integration period.

A

B

C D

NORTH
+x̂

EAST
+ŷ

Figure 3.5: Illustration of a crossed dipole

Ideal Cross-Dipole

Using an ideal cross-dipole as the �rst example, we can further develop the math-

ematical methods required to quantify partially-polarized light. The cross-dipole is

composed of two orthogonal dipoles along the x̂ and ŷ axes. If we assume this system
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has unit gain, we can represent the sampling matrix as a square 2× 2 Jones matrix:

Q(2) =

(
1 0

0 1

)
(3.30)

Because Q(2) is a square non-singular matrix, it has a well de�ned inverse. Addition-

ally, our selection of basis means that Q(2) is the identity matrix; thus, the trivial

solution for the inverse is Q−1 = Q = I. The measurement matrix, on the other

hand, is the outer product of the observed voltage vector:

M (2) = ⟨vv†⟩ =
(
⟨vxv∗x⟩ ⟨vxv∗y⟩
⟨vyv∗x⟩ ⟨vyv∗y⟩

)
(3.31)

From this, the coherence matrix can be computed using Equation 3.29:

C(2) = IM (2)I† = M (2) (3.32)

Using Equation 3.25, the Stokes parameters in terms of complex voltages can then

be computed:

s(2) =




sI

sQ

sU

sV




=




⟨vxv∗x⟩+ ⟨vyv∗y⟩
⟨vxv∗x⟩ − ⟨vyv∗y⟩
⟨vxv∗y⟩+ ⟨vyv∗x⟩
i(⟨vxv∗y⟩+ ⟨vyv∗x⟩)




(3.33)

where s(2) is the conventional solution for the Stokes vector from a linear measurement

basis.

Ideal Digitally Synthesized Cross-Dipole

Let us now consider a radiating system that supports the synthesis of the virtual

auto- and cross-correlated beams, as discussed in Section 3.2.2. The construction

of this radiating system is identical to the ideal cross-dipole case, however we are

now sampling each arm of the dipoles independently, which results in 4 independent
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probes, each with half the original amplitude:

Q(4) =




1
2

0

−1
2

0

0 1
2

0 −1
2




(3.34)

Because the sampling matrix is not square, the inverse required to compute the

coherency matrix cannot be directly computed. However, since we have an overde-

termined system of equations due to the pair of redundant probes, we can make use

of the Moore-Penrose pseudoinverse (Penrose, 1955; Haykin, 1996). In the case of a

K × M matrix where N > M with rank W equal to M , the pseudoinverse may be

expressed as

A+ = (QTQ)−1QT (3.35)

where the pseudoinverse provides the least-squares solution to Equation 3.20:

v(t) = A+e(t) (3.36)

A+(4) =

(
1 −1 0 0

0 0 1 −1

)
(3.37)

Next we de�ne the observed measurement matrix:

M (4) =




M11 M12 M13 M14

M21 M22 M23 M24

M31 M32 M33 M34

M41 M42 M43 M44




(3.38)

where

Mij = (viv
†
j)ij (3.39)

By construction, we have a symmetrical system of two redundant orthogonal pairs,

each capable of forming an e�ective dipole when following the approach described

in Section 3.2.2. We can therefore apply the same method for forming the virtual

auto/cross-correlated beams of a single dipole to a system of two orthogonal dipoles.

This is achieved by treating the auto- and cross-correlated terms separately, and
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representing the measurement matrix as the following sum:

M (4) = M
(4)
A +M

(4)
X (3.40)

where the auto-correlated component matrix is

MA =




M11 0 0 0

0 M22 0 0

0 0 M33 0

0 0 0 M44




(3.41)

Similarly the cross-correlation only component matrix is

MX =




0 M12 M12 M14

M21 0 M23 M24

M31 M32 0 M34

M41 M42 M43 0




(3.42)

From these two separate datasets, we can determine the corresponding coherency

matrix for both the auto- and cross-correlated monopole pairs. Performing this step

is equivalent to Equations 3.17 and 3.18, through which the virtual auto- and cross-

correlated beams can be synthesized, respectively. For the auto-correlated case the

coherency matrix will be

C
(4)
A = A(4)M

(4)
A (A(4))†

=

(
M11 +M22 0

0 M33 +M44

)
(3.43)

with associated Stokes parameters via Equation 3.25:

s
(4)
A =




M11 +M22 +M33 +M44

M11 +M22 −M33 −M44

0

0




(3.44)

Because all phase information is lost due to the auto-correlation of signals, we can
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only partially reconstruct the incident Stokes vector. However, there remains enough

information to form both x̂− ŷ auto-correlated dipoles, recovering half of the incident

total power (Stokes I) and linear 0 and 90◦ polarization (Stokes Q) signal.

Next, we synthesize the virtual cross-correlated beam response, following the same

process as before to determine the coherency matrix:

C
(4)
X = A(4)M

(4)
X (A(4))†

=

(
−M12 −M21 M13 −M32 −M14 +M24

M31 −M23 −M41 +M42 −M34 −M43

)
(3.45)

and associated Stoke parameters:

s
(4)
X =




−M12 −M21 −M34 −M43

−M12 −M21 +M34 +M43

M13 −M32 −M14 +M24 +M31 −M23 −M41 +M42

i(M13 −M32 −M14 +M24 −M31 +M23 +M41 −M42)




= 2




Re(−M12 −M34)

Re(−M12 +M34)

Re(M13 −M14 −M23 +M24)

Im(M13 −M14 −M23 +M24)




(3.46)

Because the cross-correlations retain all of the relative phase information between

pairs of antennas and can sample both orthogonal basis directions, we maintain sen-

sitivity to all Stokes parameters. Inspecting the resultant Stokes vector, s
(4)
X , we �nd

that we recover the other half of Stokes I and Q, and all of Stokes U and V (linear

±45◦ and circular polarization).

3.2.4 Radiation Resistance and Feedline Structures

Next, we shall consider the required feedline structure required to support the bal-

anced correlation receiver approach. As we have shown from the �eld analysis in the

prior section, an antenna transforms electromagnetic waves propagating in free-space

(photons) to guided-waves (currents) and vice versa. As such, an antenna shares

properties of both a transmission line with a characteristic impedance, and as a res-

onator where energy is stored in the surrounding reactive near-�eld (Kraus, 1988). If
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we consider the antenna as an open-ended transmission line, the antenna will appear

as a two-terminal circuit with some characteristic impedance. This is the radiation

resistance, or the e�ective impedance of a lossless resistor that relates the applied

maximum current to the radiated power. Thus, an antenna can also be considered as

an impedance transformer that e�ciently converts the impedance of free-space to an

e�ective resistance at the antenna feedpoints (Kraus, 1988).

To e�ciently transfer power to and from the antenna, we much match the source

impedance of the antenna feedpoints to the load impedance of the connected receiver.

In practice, this is accomplished with a balun (BALanced-to-UNbalanced) circuit,

which is used to synthesize the antenna beam and also transform the impedance to

the system impedance (commonly 50Ω). However, because we want to maintain the

independence of the two monopoles, we seperately transform the impedances of each

branch, as if the system was an ideal λ/4 monopole over a ground plane. For example,

a center-tapped transformer, with each winding pair having a ratio of 1 :
√
2, will

convert the ideal monopole impedance (ZA = 36.5Ω) to approximately ZL = 50Ω,

as shown in Figure 3.7b. However, transformers tend to be lossy components due

to the material properties of their cores. Alternatively, transmission line tapered

impedance transformers could be used to gradually transition the input and output

impedance. For instance, a Klopfenstein tapered transmission line would provide an

optimal approach (Klopfenstein, 1956; Pozar, 2012).

Following Jordan & Balmain (1968), the total root-mean-square power transmit-

ted or received by the antenna is

Prms = ZA(Im/
√
2)2 =

�
PraddΩ (3.47)

where Prad is the average radiated power pattern as in Equations 3.16, 3.17, and 3.18,

integrated over the surface of a large sphere in the far-�eld. Rearanging terms and

solving for ZA provides the following expression:

ZA =
2

I2m

�
PraddΩ (3.48)

By numerical integration of Equation 3.48, the radiation resistance for the possible
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dipole beams can be computed. For the ideal dipole,

Z
(dip)
A =

η

2π

� π

0

[
cos2(π

2
cos θ)

sin θ

]
dθ ≈ η

2π
[1.219] ≈ 73.1Ω (3.49)

the auto-correlated virtual dipole,

Z
(+)
A =

η

4π

� π

0

[
cos2 θ − 2 cos θ sin(π

2
cos θ) + 1

sin θ

]
dθ ≈ η

4π
[1.297] ≈ 38.9Ω (3.50)

and �nally the cross-correlated virtual dipole,

Z
(×)
A =

η

4π

� π

0

[− cos2 θ + cos(π cos θ) + 2 cos θ sin(π
2
cos θ)

sin θ

]
dθ

≈ η

4π
[1.141] ≈ 34.2Ω

(3.51)

The above calculations assumed that the characteristic impedance of the medium η

is that of a vaccuum:

η0 =
√

µ0/ε0 ≈ 376.7Ω (3.52)

where µ0 and ϵ0 are the magnetic permeability and electric polarizability of a vacuum,

respectively. However, this value is a close approximation for waves propagating in

air as well.

We �nd that the radiation resistances of the two virtual dipoles are approximately

half of the ideal λ/2 dipole impedance. From image theory, we can recognize that

this is the solution for the ideal λ/4 monopole over an in�nite groundplane (Jordan

& Balmain, 1968; Stutzman & Thiele, 1998). However, we can instead consider the

virtually synthesized dipoles as two monopoles between a virtual ground axis, as this

con�guration no longer needs an in�nite groundplane to form the image monopole.
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(a) Dipole (b) Virtual Dipole

ZA − +
VA

(c) Dipole Equivalent Circuit

ZA/2 − +
VA/2 − +

VA/2
ZA/2

Virtual Ground

(d) Virtual Dipole Equivalent Circuit

Figure 3.6: Dipole equivalent circuits
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Virtual Ground

(a) Balanced Feedline Structure

K

ZA/2 − +
V

(in)
1 − +

V
(in)
2

ZA/2

ZL − +
V

(out)
1 − +

V
(out)
2

ZL

P
(in)
1 P

(in)
2

P
(out)
1 P

(out)
2

NP = 5 NP = 5

NS = 7 NS = 7

(b) Balun Equivalent Circuit

Figure 3.7: Balanced Correlation Receiver Feedline Currents and Equivalent Balun
Circuit

3.3 Sensitivity of A Balanced Correlation

Radiometer

The sensitivity of a radio telescope is limited by the �uctuations of the output from

the self-generated noise of the radiometer and its statistical characteristics. The total

system noise power per unit bandwidth, Wsys = kBTsys, which is instantaneously

present at the output of the receiver, will be the sum of the antenna WA and receiver

WR spectral noise powers. Thus, when the receiver output is followed by an ideal

integrator, the sensitivity, or standard deviation σsys, of the system noise can be

improved following the ideal-radiometer equation (Kraus & Tiuri, 1966):

σsys = γ
Tsys√
τ∆ν

(3.53)

where γ is a factor near unity based on the system design, τ is the integration time

(typically on order of 0.1-100s of seconds), and ∆ν is the signal bandwidth (e.g., the

resolution bandwidth of an FX-correlator).



Chapter 3. Balanced Correlation Receivers 69

The ideal-radiometer equation assumes that the gain of the radiometer is abso-

lutely stable, however this is not the case in general. Receiver gain �uctuations tend

to exhibit a 1/f -noise characteristics that are driven by both intrinsic (e.g., device

�icker or burst noise) and extrinsic (e.g., power supply and temperature �uctuations)

e�ects, which can be mathematically represented as:

∆G

G
=

K1

να
(3.54)

where K1 is a constant factor dependent on the system, and α ≈ 1 (Keshner, 1982;

Gray, 2001). The gain �uctations are statistically independent and uncorrelated from

the receiver noise, thus their associated variance will simply add (σ2
sys = σ2

r + σ2
g).

This leads to the practical total-power radiometer equation:

σsys ≈ Tsys

[
1√
τ∆ν

+

(
∆G

G

)2]1/2
(3.55)

As a consequence of the 1/f -noise like gain �uctuations, integrating slower than the

��1/f − knee� frequency fk, where σr = σg, will cause increased receiver output

�uctuations as the central limit theorem breaks down in the 1/f -noise dominated

regime (Kraus & Tiuri, 1966; Pacholczyk, 1970; Condon & Ransom, 2016).

The balanced correlation receiver is an improved version of the conventional cor-

relation receiver. While the conventional design splits the output of a single antenna

into two independent receiver branches using power splitters or hybrid junctions,

the balanced correlation receiver uses the feed itself to split the incident signal into

two independent balanced signals without any shared circuitry that could contribute

correlated noise (see Figure 3.8).

TA1

T-L
ine

TA2

T-Line

RF and IF
Sections

G1, TRT1, ∆ν

RF and IF
Sections

G2, TRT2, ∆ν

Correlator Integrator

τint

Vout

Ts1

Ts2

Figure 3.8: Annotated Balanced Correlation Receiver
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The two branch system temperatures (Ts1 = TA1 + TRT1 and Ts2 = TA2 + TRT2)

contain both the correlated sky noise component (TA = Ts1 − Ts2, where |Ts|/2 =

|TA|), and the statistically independent and uncorrelated noise from the receiver and

transmission lines (TRT1 and TRT2). Taking the product (or cross-correlation) of these

two branches will lead to an average value of zero for any statistically uncorrelated

component, while the correlated signal remains:

⟨Tsys⟩ = (⟨Ts1T
∗
s2⟩)1/2

= (⟨TA1T
∗
A2⟩+ ⟨TA1T

∗
RT2⟩+ ⟨TRT1T

∗
A2⟩+ ⟨CTRT1T

∗
RT2⟩)1/2

= (⟨TA1T
∗
A2⟩+ ⟨CTRT1T

∗
RT2⟩)1/2

=
⟨TA⟩
2

, if C = 0

(3.56)

where C is the correlation coe�cient between self-generated receiver noise compo-

nents that ranges from −1 < C < 1, with C = 0 being totally uncorrelated. This

implies that the sensitivity of the balanced correlation receiver is not limited by gain

instabilies if the receiver noise contributions are uncorrelated (C = 0). In this limit,

the sensitivity will be the same as a conventional correlation receiver (Kraus & Tiuri,

1966),

σsys =
2Tsys√
2τ∆ν

=
√
2

Tsys√
τ∆ν

(3.57)

where γ =
√
2 due the power splitting between antenna elements. However, the

observed antenna noise temperature from a balanced correlation receiver will have

negligible additive self-generated noise compared to the standard correlation receiver

(see Figure 3.9). This is due to the construction of the balanced correlation receiver

which removes correlated instrumental noise contributions from shared lossy trans-

mission lines or power splitters compared to the standard correlation receiver.

As an example of the balanced correlation receiver, we can look at the performance

of the GBT 310 MHz receiver (see Chapter 4). The observed noise power spectral

density of the thermaly stabilized GBT310 receiver shows that the auto-correlated

signals are dominated by 1/f at integration times of about τk ≈ 1 minute. However,

the cross-correlated channels show no discernible 1/f contributions to the maximum

integration tested (τmax ≈ 36 hrs), implying that the isolation of the receiver channels

is su�cent to prevent the self-generated receiver noise from correlating.



Chapter 3. Balanced Correlation Receivers 71

Figure 3.9: Comparison of average system noise temperature from the GBT310 MHz
balanced correlation receiver with 3 di�erent noise inputs (2 internal noise diode states
and a 300K termination) with 5 minute integrations (TRT ≈ 200 K).
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Figure 3.10: Noise Power Spectral Density of the GBT 310 MHz frontend receiver with
inputs independently terminated (TA1 = TA2 ≈ 300K). (Left) shows a single auto-
correlated channel (e.g., a total-power receiver) that is in�uenced by 1/f − noise.
(Right) shows the cross-correlation of two channels (e.g., a correlation receiver) that
shows no discernible correlated 1/f component below the minimum frequency tested
(fmin ≈ 10−5 Hz)
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The Stokes antenna temperatures can be found by recasting the observed output

measurement matrix M from Section 3.2.3 into input referenced temperatures before

applying Equation 3.29 and 3.25, using the branch transducer gains gi and receiver

noise temperatures TN
i :

M (in,T ) =
1

kbZL∆ν
GM (out)G† − TN (3.58)

where kb is the Boltzman constant, ZL is the system impedance (typ. 50Ω), and ∆ν

is the channel resolution, along with the diagonal inverse gain matrix:

G = diag(
√
g1, ...,

√
gn)

−1 (3.59)

where elements gi are the transducer gains for each branch following Pozar (2012):

gi =
(1− |Γsrc|2)(1− |Γload|2)|S21|2

|(1− S11Γsrc)(1− S22Γload)− S21S21ΓsrcΓload|2
(3.60)

and the additive diagonal matrix of the branch receiver noise:

TN = diag(TN
1 , ..., TN

n ) (3.61)

Results of the Stokes antenna temperatures for the three di�erent con�gurations

considered in the previous sections are shown in the following Table 3.2:
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Type Stokes Antenna Temperature (K)

Ideal Dipole

TI =
1

ZLkB∆ν

[ ⟨v1v∗1⟩√
g1g∗1

+
⟨v2v∗2⟩√

g2g∗2

]
− (TN

1 + TN
2 )

TQ = 1
ZLkB∆ν

[ ⟨v1v∗1⟩√
g1g∗1

− ⟨v2v∗2⟩√
g2g∗2

]
− (TN

1 − TN
2 )

TU = 2
ZLkB∆ν

Re
[ ⟨v1v∗2⟩√

g1g∗2

]

TV = 2
ZLkB∆ν

Im
[ ⟨v1v∗2⟩√

g1g∗2

]

Auto-Correlated

Dipole (BCR)

TI =
1

ZLkB∆ν

[ ⟨v1v∗1⟩√
g1g∗1

+
⟨v2v∗2⟩√
g2g∗2

+
⟨v3v∗3⟩√
g3g∗3

+
⟨v4v∗4⟩√
g4g∗4

]

− (TN
1 + TN

2 + TN
3 + TN

4 )

TQ =
1

ZLkB∆ν

[ ⟨v1v∗1⟩√
g1g∗1

+
⟨v2v∗2⟩√
g2g∗2

− ⟨v3v∗3⟩√
g3g∗3

− ⟨v4v∗4⟩√
g4g∗4

]

− (TN
1 + TN

2 − TN
3 − TN

4 )

TU = 0

TV = 0

Cross-Correlated

Dipole (BCR)

TI =
1

ZLkB∆ν
Re
[
− ⟨v1v∗2⟩√

g1g∗2
− ⟨v3v∗4⟩√

g3g∗4

]

TQ = 1
ZLkB∆ν

Re
[
− ⟨v1v∗2⟩√

g1g∗2
+

⟨v3v∗4⟩√
g3g∗4

]

TU = 1
ZLkB∆ν

Re
[ ⟨v1v∗3⟩√

g1g∗3
− ⟨v3v∗2⟩√

g3g∗2
− ⟨v1v∗4⟩√

g1g∗4
+

⟨v2v∗4⟩√
g2g∗4

]

TV = 1
ZLkB∆ν

Im
[ ⟨v1v∗3⟩√

g1g∗3
− ⟨v3v∗2⟩√

g3g∗2
− ⟨v1v∗4⟩√

g1g∗4
+

⟨v2v∗4⟩√
g2g∗4

]

Table 3.2: BCR Stokes Antenna Temperature

3.4 Discussion and Conclusions

In this work, I presented the theoretical operation of the balanced correlation receiver

(BCR), a novel design that relies only on cross-correlations between redundant-in-

polarization E-�eld probes (e.g., the balanced output from two monopole arms of a

dipole) to digitally synthesize the beam of a dipole antenna and suppress receiver

gain instabilities. This unique way of synthesizing a dipole beam avoids the shared

circuitry ahead of the receiver such as the balun that forms the antenna itself, trans-

mission lines, and powersplitters or hybrid junctions used to split the signal into

the two receiver branches of a traditional correlation receiver. As such, the BCR

maximizes the isolation of the independent receiver branches, and minimizes the con-
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tribution of self-genereated correlated noise that would otherwise contribute to the

receiver noise-�oor. This theoretically allows a BCR to have exceptional long-term

receiver gain stability (decorrelation of 1/f noise) and also minimal o�sets in the

averaged system noise temperature (no auto-correlation of signals).

Supporting the BCR is an analysis of a digitally synthesized beam from the bal-

anced outputs of a dipole. This showed that when treating the monopoles of a dipole

seperately, three di�erent beams can be synthesized from the sum of voltage prod-

ucts: a lower-gain dipole beam from auto-correlated monopoles, a higher-gain dipole

beam from cross-correlated monopoles, and when combined these beams simplify to

the ideal dipole case. Thus, if monopoles can be individually digitized, then speci�c

beams can be formed by choosing the required sum of auto or cross-correlation pairs.

Furthermore, this directly supports the functionality of a correlation receiver when

only considering the cross-correlations of monopoles. This analysis was also extended

to the treatment of a cross-dipole and digital polarization synthesis, which showed

full Stokes polarimetry is possible with only cross-correlation pairs as well. Thus, the

poarlimetric output from a BCR will be unbiased by additive receiver noise tempera-

ture contributions since the correlation of statistically independent noise terms (i.e.,

the self-generated receiver noise of each branch) has an expectation value of zero.

Finally, the sensitivity of a balanced correlation receiver was considered, and it

shows that the BCR follows the expected ideal radiometer equation for a correlation-

receiver if the correlation coe�cient between independent noise terms are zero. There-

fore the BCR can remove e�ects of self-generated 1/f -like receiver gain-�uctuations

if isolation can be ensured. However, this implies the main limitation of the system,

the �nite isolation and coupling through the feed and feedlines, and also the super-

position of multiple coherent signals at the input. Additionally, since a BCR does

not use a balun, common-mode signals present in the feed are not rejected and there-

fore could overpower the desired di�erential-mode signal on the dipoles (e.g., from

coaxial-modes within the feed structure, or strong sources of RFI). Furthermore are

re�ections from the antenna and receiver interface, which could create time-delayed

echos that would cause decoherence.

The unique properties of a Balanced Correlation Receiver make it well suited for

measurements requiring high-stability and precision. However, the instrument must

be carefully designed to ensure high-isolation, and to suppress common or even-modes

within the feed of the system.



75

Chapter 4

A 310 MHz Absolute Map

4.1 Introduction

An emergent astrophysical question is the origin of the bright radio synchrotron back-

ground, which exceeds the total brightness produced by known source populations

and emission mechanisms (Singal et al., 2018, 2023). The radio background emission

below ν ∼ 0.5GHz is dominated by steep-spectrum synchrotron radiation from inte-

grated extragalactic sources, in addition to the fainter CMB emission TCMB ≈ 2.7 K

(Planck Collaboration et al., 2016) that only begins to dominate at higher-frequencies

(ν > 3 GHz). The background synchrotron spectrum was determined by Dowell &

Taylor (2018), using 40-80 MHz LWA measurements (Taylor et al., 2012) and 3-90

GHz ARCADE 2 spectra (Fixsen et al., 2011; Singal et al., 2011), as the following

power law (scaled to our instrument's operating frequency of 310 MHz):

TB(K) = 24.1± 2.1K

(
ν

310MHz

)−2.6±0.04

(4.1)

However, current counts of extragalactic radio sources only account for one-�fth

of this brigthness (Condon et al., 2012). This may point towards a hypothetical, new

population of faint extragalactic sources, more numerous than all known galaxies

(Vernstrom et al., 2014; Condon et al., 2012; Tasse et al., 2021). Other possible

contributing sources of di�use extragalactic radio emission have also been suggested,

such as cluster mergers (Fang & Linden, 2016), intergalactic dark matter decays

and annihilations (Hooper et al., 2012), and population III supernovae (Biermann
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et al., 2014). Alternatively, a galactic synchrotron halo has been proposed, which

could explain the emission (Subrahmanyan & Cowsik, 2013; Orlando, 2018). This is

generally not supported by current observations (Singal et al., 2015, 2010; Fornengo

et al., 2014), however.

Furthermore, large-area, absolutely calibrated, zero-level maps of the di�use radio

emission are essential in the study of the CMB and HI 21-cm experiments, which

both require accurate models and templates of forground structure. The current

gold-standard, low-frequency map is the Haslam 408 MHz map (Haslam et al., 1981),

however absolute zero-level calibration was not its primary goal. It instead relied

on cross-calibration with overlaping measurements from decade prior (Pauliny-Toth

& Shakeshaft, 1962). Thus, a new low-frequency map with full-Stokes polarization

that is from the ground-up and designed for absolute calibrations is vital in reducing

systematic errors (e.g., spatially varying spectral indices and intrinsic foreground

polarization).

However, low-frequency radio surveys that report absolute brightnesses (e.g., Roger

et al. (1999); Maeda et al. (1999); Dowell & Taylor (2018); Haslam et al. (1981); Reich

& Reich (1986); Tello et al. (2013); Jonas et al. (1998)) ultimately derive their zero-

level calibration from dipoles and old measurements prone to systematic uncertainties

(e.g., Pauliny-Toth & Shakeshaft (1962); Howell & Shakeshaft (1966); Bersanelli et al.

(1994)). This motivated the creation of a new low-frequency radio sky map, purpose-

built for absolute calibration.

4.2 Observation Requirements and Strategies

The Green Bank Telescope (GBT), with its large 100-m unblocked aperture, is the

ideal platform for creating this new and improved low-frequency, absolutely cali-

brated, zero-level map of the northern hemisphere. Using a basket-weave observation

strategy (see Figure 4.1), errors due to antenna spillover, atmospheric opacity, and

emission can be limited by performing a series of constant-in-elevation azimuth sweeps

(between −5◦ to 365◦ at a scanning rate of 30◦min−1) that pass through the NCP

at 38.44◦. Additional tipping scans can be used to constrain the current atmospheric

opacity along with covering lower declinations possible than with the azimuth scans

alone. However, preliminary observations taken during the summer of 2018 (award
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GBT18A-483 � PI: J. Singal) have revealed that the current low-frequency Prime

Focus 1 (PF1) feed and receiver are not well suited for this task, primarily due to

gain instability and high antenna spillover, as PF1 was optimized for point-source

sensitivity. Furthermore, the output power spectrum of the PF1 receiver is domi-

nated by 1/f noise for all f ≲ 4 Hz, which would cause signi�cant drift during the

15-minute azimuth scanning interval between repeat measurements of the NCP. This

highlighted the need for a purpose-built, 310 MHz receiver system (GBT310), specif-

ically optimized for continuum mapping at the lowest practical frequencies (∼300
MHz) achievable with the GBT.

To achieve the maximum scienti�c utility of this map, the uncertainty in the

absolute zero-level must be limited to less than 5 K. The total uncertainty of the

system is the quadrature sum of uncertainties in the following quantites: receiver

noise temperature, spillover and ground pickup, and atmospheric absorption and

emission. Atmospheric e�ects are well-charactized for Green Bank Observatory, and

while the e�ective contibution is on the order of several K (dependent on elevation),

the uncertainties are typically below 1 K. The spillover can be limited to less than

3 K by using a custom high edge-taper feed that underilluminates the GBT dish.

This leaves ∼ 4 K for the uncertainty in the receiver noise temperature, the details

of which are the subject of the rest of this chapter.
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(b) Resultant sky coverage for one observation

Figure 4.1: Example of a single Basket-Weave observation (observing on April 15th).
Measurements consist of constant elevation(48◦) azimuth scans crossing through the
NCP, along with tipping-scans to reach lower declination angles and for atmospheric
opacity corrections.
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4.3 The GBT 310 MHz Balanced Correlation

Receiver

The GBT310 receiver makes use of a novel balanced correlation receiver (BCR) design

that synthesizes the beam directly from cross-correlations of the balanced output of

the feed. This correlation approach allows for the suppression of receiver gain insta-

bilities, because the 1/f noise from each receiver branch is statistically independent

and will therefore decorrelate on average. Additionally, a custom high-edge taper feed

with low side/back-lobes is required for the BCR approach and to underilluminate

the GBT dish.

The conceptual design of the GBT310 began in late 2018 with the general goal of

rapidly �elding a capable, yet expedient instrument. Key technological e�orts were

identi�ed to meet the observational goals of the survey, along with �nding practical

limitations that also needed to be solved (i.e., the required feed is too large to �t

within the prime-focus shelter of the GBT). Thus, a quick experiment soon dragged

on for many years during the unprecedented times of the COVID-19 pandemic. The

scope of work was broken up as follows:

� Electromagnetic Feed Design � Design of a custom 310 MHz high-edge taper

feed based on a Short Back�re Antenna (SBA) led by: Bang Nhan, Krishna

Makhija, Sivasankaran Srikanth.

� Mechanical Feed Design � Design of a modular and lightweight feed with

crumple-zones led by: David Bordenave, Art Symms

� Frontend Receiver Design � Low-Noise Ampli�er design, multi-channel cor-

related noise sources, and physical circuit modeling led by: David Bordenave,

Rich Bradley.

� Frontend Data Acquisition � Con�guration and integration of Software De-

�ned Radios led by: David Bordenave, Krishna Makhija.

� Monitoring and Control � Embedded design and programming of monitoring

and control systems: David Bordenave.

� Digital Signal Processing and Software � Development of a real-time spec-

trograph, data management and processing tools, and command-line and graph-

ical user interfaces led by: David Bordenave

� Integration, Testing, and Calibrations � (David Bordenave)
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Figure 4.2: Ground Commissioning of the GBT310 Receiver
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Figure 4.3: System Block Diagram of the GBT 310MHz Receiver
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4.4 Feed

4.4.1 Electromagnetic Design

To achieve the desired ∼ 3 K uncertainty limit from antenna spillover, a custom

high-edge taper and low sidelobe feed was designed to under-illuminate the GBT

dish. This design was based on the short back�re antenna (SBA) design, which is

an optimal choice for a compact antenna with high-gain (∼ 15 dBi) for a narrow

frequency band (∼ 10%) (Ehrenspeck, 1965; Johnson & Jasik, 1993). The basic SBA

features a dipole or cross-dipole feed between two circular planar re�ectors spaced

∼ 0.5λ apart, with one larger (∼ �2λ) than the other (∼ �0.4λ), and which form

a leaky resonant cavity structure with good sidelobe and backlobe suppression (by

about ∼ 20dB and ∼ 30dB, respectively) (Ehrenspeck, 1965).

The GBT 310MHz feed design started as a scaled version of an 800-MHz SBA

design provided by Sri Srikanth1, which also draws lineage from the current PF1 feed

(Srikanth & Behrens, 2007; Hwang et al., 2019; Lin et al., 2012). The reference de-

sign further improves on the work by Ohmori et al. (1983) and features enhanced

bandwidth, edge-taper (the roll-o� of the primary beam), and sidelobe/backlobe sup-

pression beyond the standard SBA. The designed feed structure features a sleeved

cross-dipole driven element and conical main and secondary re�ectors with additional

planar re�ectors, and a corrugated rim (see Figure 4.4). Bang Nhan and Krishna

Makhija, with assistance from Sri Srikanth, optimized the design and feedline transi-

tion for operation in the 300-320 MHz range using CST and GRASP8 electromagnetic

simulation programs.

Because the primary goal of the GBT310 feed was to reduce the uncertainty from

spillover and ground pickup, the feed was optimized to limit the antenna gain falling

beyond the telescope dish. For a prime-focus GBT receiver, the 100 × 110m o�-axis

parabolic dish subtends ∼ ±39◦ (Srikanth & Behrens, 2007). Any feed gain beyond

these bounds may intercept unwanted sources of noise, including ∼ 300K ground

emission or RFI from the horizon, which are both pointing dependent. While spillover

noise is generally unavoidable, the variation can be limited by controlling how fast the

beam rolls o� from boresight, to limit the average gain at the edge of the dish, as well

as the sidelobe and backlobe levels. The GBT310 feed was speci�cally optimized for

1Senior Research Engineer at NRAO Central Development Lab
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Figure 4.4: (Left) GBT310 Feed in the
Field. (Top) Section View of GBT310 Feed

these requirements and resulted in a predicted gain at the edge of the GBT of -18.8

dB lower than the peak, with a minimum sidelobe suppression level of −30 dB for

the target frequency range see Figure 4.5. The simulated beam patterns were veri�ed

with antenna range measurements conducted at the Green Bank Observatory outdoor

antenna test range (see Figure 4.6). The range measurements (see Figure 4.7) showed

good agreement with simulations except for the sidelobe level in the co-polarized H-

plane beam cuts, which was roughly 5 dB higher than in the simulations. However,

from the GRAPS8 optical analysis using these corrections, the e�ective ground pickup

with the GBT and mapping strategy (azimuth sweeps at constant elevation ∼ 38◦) is

approximately 10 to 12 K. From these measurements and simulations, the expected

spillover uncertainty is predicted to be ∼ 1− 2 K.
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Figure 4.5: CST simulated beamcuts for the �nal GBT 310MHz feed design

Figure 4.6: GBT 310 MHz feed at the Green Bank Observatory outdoor antenna test
range. (July 2021)
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Figure 4.7: Measured beamcuts for the �nal GBT 310MHz feed design
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Since the GBT 310 is a balanced correlation receiver, the feed did not use a

traditional balun. Instead, each monopole was separately impedance-matched with 4

coaxial air-lines to provide the balanced 50Ω output for the directly-attached frontend

receiver. This feedline assembly was integrated into the dipole stem assembly that

supports the dipoles, sleeves, and sub-re�ectors (see Figure 4.8). The simulated and

measured S-parameters show good agreement, with re�ection coe�cients for each

port (S11, ..., S44) better than 25 dB (see Figure 4.9). However, the feed appears

to be slightly more inductive than predicted (see Smith Chart in Figure 4.10), likely

due to manufacturing tolerances.

(a) Internal view of the GBT310 dipole assembly (b) Dipole assembly and receiver in-
tegration test �tting

Figure 4.8: Detailed views of the GBT310 dipole and feedline assembly and integra-
tion tests with the �rst iteration of the bulkhead and frontend receiver module.
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4.4.2 Mechanical Design

The electrical design of the 310 MHz feed posed a signi�cant challenge for the me-

chanical design, construction, and eventual deployment of the antenna. The primary

complication was that the overall size of the antenna, with exterior dimensions ap-

proximating a cylinder 31" tall with a diameter of 106," cannot �t, nor be assembled,

within the typical prime-focus shelter on the Green Bank Telescope (see Figure 4.12).

This presents a collision risk in the event of an 'auto-stow' of the prime-focus receiver

(e.g., due to strong winds), with the feed striking the catwalks within the prime-

focus shelter, or possibly the larger Gregorian-mounted feed horns (i.e., L-band and

S-band). Furthermore, the large re�ector cross-section will also be more susceptible

to excessive windloading. Therefore, the feed was designed to be a modular structure

for ease of handling and assembly. It balances the dimensional stability required to

ensure consistent electrical performance, while also being strategically weakened, such

that a potential collision or excessive windloading would not result in damage to the

telescope structure.

Figure 4.11: A wooden mockup of the
proposed GBT 310 MHz feed built in
the Quonset hut by the NRAO CDL.

The mechanical design of the 310 MHz feed started in the summer of 2019 with an

intial focus on testing the feasibility of mounting a large, seperable antenna re�ector

on the GBT prime focus boom. Using the preliminary dimensions from the EM

simulations available at the time, a wooden scale model was constructed (see Figure

4.11). This matched the exterior dimensions of the proposed feed in order to test

for clearances, and to evaluate the 6-fold segmented re�ector design. While the feed

mockup showed that the fully assembled feed does not �t within the catwalks as

anticipated, it veri�ed that the feed (with the 6-fold symmetry) can be partially

assembled within the shelter, and the remaining segments mounted with the prime-
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focus boom slightly retracted beyond the catwalks. It also demonstrated that the feed,

when fully extended along the optical axis, clears all other obstructions except for

the Gregorian mounted L-band and S-band receivers (see Figure 4.12). Fortunately,

these receivers can be rotated such that they are out of the path that the feed will

sweep through. Thus, the test showed that a large modular feed could be supported

at the prime focus of the GBT.

(a) Prime Focus boom fully stowed (b) Prime Focus boom slightly retracted

Figure 4.12: Testing clearances and �t of the 310MHz feed mockup on the GBT Prime
Focus Boom. Only two of the six segments were mounted to simplify testing. Note
that the full feed would need to be assembled with the prime focus boom slightly
retracted. Gregorian feed horns may continue to obstruct, such as the large L-band
horn in view of panel (b).

Following the mockup feed test on the GBT, development continued for designing

the �nal manufacturable version during Spring 2020. The feed was split into 8 pri-

mary sub-assemblies: a central hub, a dipole assembly, and 6 identical outer re�ector

segments. The central hub features a hexagonal, welded aluminum frame that forms

the base of the re�ector surface and includes the mounting �ange for a standard GBT

prime-focus receiver box, mount points on the perimeter and face for the six re�ector

segments on the perimeter, and a central bolt pattern to mount the dipole assembly.
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The re�ector segments form the complicated pro�le for the �are and corrugation of

the feed, with an open frame covered with galvanized steel mesh forming the re�ector

surface. The �nal component is the dipole assembly, which was designed by Bang

Nhan and Krishna Makhija, and incorporates the crossed-dipoles, feedlines, sleves,

and sub-re�ectors into a single, connectorized sub-assembly. The following section

on the structural analysis will show the detailed design, which ensures the structural

integrity of the feed for normal operating conditions and also in the case of excessive

windloading or collisions.

Figure 4.13: CAD render showing the exploded view of the GBT310 feed.

4.4.3 Structural Analysis

We start by addressing the most likely expected failure: a frontal collision of the feed

into the catwalks within the GBT Prime Focus Shelter (PFS) during an auto-stow.

This auto-stow would be triggered in the event of sustained wind speeds of 35 mph

and gusts in excess of 40 mph (unless disabled), thus posing a persistent risk while the

feed is deployed. While the best means of mitigating this risk is to plan observations

only during fair weather, we must also ensure that the expected collision will not

exceed the mechanical limits of the prime-focus sterling mount, as well as minimize

damage to the GBT. For reference, the static force and moment limits of the GBT

prime-focus sterling mount are 1,500 lbs, and 2,500 ft-lbs respectively.

The feed was intentionally weakened to force a predictable point of failure, thus
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Figure 4.14: Detail View of GBT310 Feed Weakpoint

to minimizing the exerted force and moment on the prime-focus sterling mount (see

Figure 4.14). For a frontal collision, the outer edge of the re�ector will collide �rst

and will generate a bending moment within the support structure due to the external

force. Because the central hub is more rigid than the outer re�ector segments by

design, the stress due to the bending moment will naturally concentrate at the base

of the re�ector support arm that is experiencing a collision. Thus, by adding relief

cuts at the base of each re�ector segment support arm, the structure can be weakened

in the radial direction to match the expected collision geometry, and to break at a

speci�ed bending moment.

We can design the re�ector support arms to yield or break at a target failure

load using a simple analytical model of the bending stress within a cantilever T-

Beam (Appendix A.1) and the strength of the material. We de�ne the safety factor

following Timoshenko (1983) as

N =
σU

σB

(4.2)

where N is the safety factor, σU the ultimate yield strength of the material, and σB

the bending stress that develops for the desired breaking load applied to the feed

support arm A.1. Since we want the structure to fail, we require N ≤ 1 when the

failure load condition is applied. We can use this relation with the cantilever T-beam

bending stress model to estimate the breaking load for a given depth of cut in the

web of the T-beam (the vertical section).

The results of this model are shown in Figure 4.15, using the ultimate strength

of σU ≈ 42, 000 psi (Al 6061-T6). We see that the T-beam is weakest in compression

for this collision arangement, thus the arms are expected to fail by buckling �rst. For

a desired breaking load of ∼ 100 lbf applied to the outer edges of the feed (at the
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corrugated rim), a 0.875 inch depth of cut is su�cient.
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Figure 4.15: The force required to exceed the ultimate yield stress of the T-beam
at the extreme �bers for a range of expected moment arm lengths. The dashed line
shows the �nal selected depth of cut for the T-beam web, such that the failure load
is approximately 100 lbs for a moment arm range between 12-24 in. In this scenario,
the T-Beam will be weakest in compression, thus the failure is expected to occur �rst
at the outer-most part of the web.

Structural Analysis � Static

The analytical bending-stress failure model was veri�ed with numerical Finite Ele-

ment Analysis (FEA) trials using Autodesk Iventors integrated tools. A collision can

be simulated by applying force vectors on the 3D model at likely interaction points.

The most likely collision to expect will apply an angled force on the outer or inner

edge of the feed support arms that are 180◦ or 120◦ separated (see Figure 4.12). We

can then �nd the safety factor in tensions and compression by appling a 100 lbs force

vector at 45◦ on these support arms (see Figure 4.16). The results of these FEA trials

are in agreement with the analytical model and show an estimated load at failure of

100 lbs or less. Table 4.1 compiles the results for axial and lateral loading conditions

(simulations shown in Appendix A.2).
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Figure 4.16: GBT310 FEA static analysis for 45◦ angled collision with 100 lbf point
loads

Arm Failure Load (lbf)

Separation Axial 45◦ Lateral

180◦ 100 100 150

120◦ 100 75 75

Table 4.1: Breaking force

Structural Analysis � Modal

By intentionally weakening the feed structure in the radial and axial direction, as to

not overstress the prime-focus sterling mount in case of a collision, we may also be

lowering the characteristic resonant frequencies of the structure. These frequencies

are tied to speci�c vibrational modes (essentially the eigenstates of the structure) of

the structure (see Figure 4.17 and Appendix A.3). Therefore, if an external driving

force has a similar frequency as one of the harmonic frequencies of the structure, large

oscillations can be excited and potentially lead to the failure of the structure.
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Modal analysis of the GBT310 feed was performed with Autodesk Inventors FEA

modal analysis tools to determine the charactistic vibrational modes and frequencies

of the feed structure. This was performed for the frame only, and with thin support

bands that provide shape to the mesh that lines the feed. Results of these results

are shown in Table 4.2, which are roughly an order of magnitude greater than known

expected oscillations (e.g., ∼ 0.5 Hz at the prime focus boom).

Figure 4.17: GBT310 FEA trial for 45◦ angled collision with 100 lbf point loads

Mode Frequency (Hz)

[n] Frame Frame+Banding

1 4.64 10.19

2 4.65 10.19

3 4.67 11.32

4 4.68 12.47

5 4.71 15.15

6 4.72 15.26

7 10.31 15.57

8 10.35 21.06

9 10.37 21.59

Table 4.2: Summary of the �rst 9 vibrational modes.
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Structural Analysis � Wind Loading

Figure 4.18: CFD Simulation Screenshot

Wind-loading was another concern due to the large size of the GBT310 feed (∼
�106”). The potential applied force due to wind loading was �rst estimated by using

the drag equation due to a steady state �uid �ow:

Fw =
1

2
ρACdv

2 (4.3)

where ρ is the �uid density, A is the cross-sectional area, Cd is the drag coe�cient, and

v is the �uid velocity. The drag coe�cient is typically an experimentally-determined,

dimensionless value that encompasses the complex dependence of object shape, incli-

nation, �ow conditions, and more. Johnson & Jasik (1993) tabulates typical values

for a convex shaped antenna that is solid or mesh (with 1/2" openings) with drag

coe�cients Cd,solid = 1.8 and Cd,mesh = 0.8, respectively. The estimated axial force

due to windloading, for standard atmospheric conditions, is provided in Figure 4.19.

These estimates of the worst-case wind loading condition (face-on) can subject

the feed to 250-600 lbf at 50 mph. Because these values are close to half of the static

force limit of the prime-focus mount, more careful analysis needed to be performed to

correctly include the complex shape of the GBT310 feed. The wind loading was an-

alyzed Computational Fluid Dynamics (CFD) simulations performed with Autodesk

CFD (see Figure 4.18). The feed (in various states of assembly) was subjected to

face-on (axial), angled, and lateral winds ranging between 5-50 mph, with the results
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tabulated in Table 4.3 and shown in Figure 4.19. Simulations were limited to solid

surfaces rather than mesh, thus we used the ratio of a convex mesh versus convex

solid drag coe�cients to scale the CFD simulations of the solid re�ector axial case

into an approximate mesh equivalent.

The simulated worst-case wind loading forces for the mesh version of the GBT 310

feed are substantial (∼ 900 lbs at 50 mph) but unlikely to occur, since the feed would

be angled with respect to the horizon for typical operating conditions. Also, when

observing with this receiver, telescope operators may be required to pre-emptively

stow the feed at lower than typical wind-speeds (v < 35 mph).

Figure 4.19: CFD wind loading simulations for the GBT 310 Feed.

Wind Speed Axial Wind Load (lbf) 45◦ Wind Load (lbf) Lateral Wind Load (lbf)

(mph) Frame Frame+Mesh Solid Frame Solid Frame Solid

5 1 9 17 � 9 0 2
10 5 36 69 � 37 1 6
15 13 85 162 � 88 3 15
20 23 154 293 � 155 4 25
25 36 241 461 � 251 7 37
30 50 345 664 � 370 10 53
35 68 468 900 � 505 14 72
40 86 605 1169 � 643 18 94
45 110 763 1470 � 821 22 120
50 133 938 1810 � 983 27 148

Table 4.3: Summary of wind loading for di�erent con�gurations of the feed.
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4.5 Frontend Receiver System
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Figure 4.20: The GBT 310MHz Balanced Correlation Receiver Architecture

4.5.1 Receiver Architecture

To meet the observational uncertainty requirements of σRX ≲ 4 K, the GBT310 re-

ceiver needs to be gain and noise temperature stable on timescales of at least ten min-

utes (the approximate length of one azimuth sweep). However, because the planned

observations are confusion-limited at the achievable angular resolution θ ≲ 1◦ and

slew rates of 30◦ min−1, the sensitivity of the receiver will largely not be a driving

factor (Condon et al., 2012). While these conditions make non-cryogenic receivers a

viable option, the long-term stability requirements motivated the development of a

novel correlation receiver design: the balanced correlation receiver (BCR; see Section

3).

A balanced correlation receiver can, in theory, achieve both superior gain stability

and zero-o�sets, because it removes all shared signal paths (e.g., transmission lines,

baluns, power splitters, etc.) by forming the antenna through a unique digital syn-

thesis process that uses only cross-correlations of redundant-in-polarization sensing

elements. Because the receiver noise values for each branch are statistically indepen-

dent and uncorrelated (except for global e�ects such as large temperature swings),

averaging the product/cross-correlations between ampli�er chains will only retain

correlated components (e.g., the input signal). This process signi�cantly reduces pos-

sible gain �uctuations because the self-generated 1/f �icker noise with potential knee

frequencies (with knee frequencies on the order of 1 Hz < fk < 1 kHz; Condon &
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Ransom (2016)) will also decorrelate.

Because the GBT 310MHz receiver was the �rst prototype of the BCR concept,

it posed a signi�cant developmental e�ort to determine relevant system speci�cations

and implementations for it to work. As part of this e�ort was the design, imple-

mentation, and testing of a custom, highly-integrated Frontend Receiver Module.

This sub-system implements the core analog functionality required for a full-Stokes

balanced-correlation receiver: 4 low-noise ampli�er branches, along with a con�g-

urable 4-channel coherent noise source (see Figure 4.20). The ampli�er branches

establish the complex gain and receiver noise temperature of the system, and include

an input switch for calibration. The 4-channel coherent noise-source provides both

correlated and uncorrelated reference signals for the receiver that can be used for a

Y-factor calibration measurement and receiver phase alignment.

These sub-circuits were housed within a stack of individually compartmentalized

brass modules mounted in a modular sub-assembly that provides maximum electrical

isolation along with phase and thermal stability (see Figure 4.21). To further mini-

mize transmission line losses, the whole receiver sub-assembly was directly attached to

the output of the antenna feedlines by a spring-loaded bulkhead assembly and press-

�t BMA connectors. The Frontend Receiver sub-assembly is interfaced to the rest of

the system with four independent SMA ports, and a consolidated 78-pin d-sub con-

nectorized wiring harness that carries power, parallel control signals, and sensor lines

to each sub-module via six 15-pin micro d-sub connectors. The four outputs from the

central calibration module are connected to the calibration input of each ampli�er via

short, length-matched RG-402 semi-rigid coax jumpers to minimize phase variations.
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(a) GBT310 Receiver Module v1 (b) GBT310 Receiver Module v2

Figure 4.21: System block diagram and �nished assembly of the GBT 310MHz am-
pli�er module. Each ampli�er module contains a pair of identical ampli�er boards
within separate compartments to ensure high isolation between receiver channels.

Figure 4.22: GBT310 Receiver Bulk-
head Assembly. The long pins are
keyed such that they align the output
ports of the dipole assembly with the
inputs to the receiver module. The
thinner plate is spring-loaded to pro-
vide a consistent connector mating
force.
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4.5.2 Ampli�er Module

The four identical low-noise ampli�er (LNA) branches of the GBT310 Frontend Re-

ceiver ultimately establish the noise performance and sensitivity of the GBT310 re-

ceiver. However, since it is part of a larger system, the Frontend Receiver will also

interact with any other RF device that interfaces with it. Therefore, careful modeling

and characterization of the device are essential, which is especially important for cali-

bration purposes, as the port impedance of the feed and the noise source will generally

be di�erent. This di�erence in source impedance will also, in practice, change the be-

havior of the system. This would include the e�ective transducer gain (Pozar, 2012)

and with it, any derived calibration solutions. For this reason, both physical circuit

modeling and extensive lab measurements were used in the design and characteriation

of the frontend ampli�er circuitry.
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(a) Ampli�er Module v2 Block Diagram (b) Ampli�er Module v2 Assembly

Figure 4.23: System block diagram and �nished assembly of the second iteration GBT
310MHz ampli�er module. Each ampli�er module contains a pair of identical ampli-
�er boards within separate compartments to ensure high isolation between receiver
channels.

The frontend receiver sub-assembly contained two identical dual-channel amplifer

modules. The housings were designed to be rotationally symmetrical, such that the
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same ampli�er circuit boards and layout could be used for both the left and right

side channels. Each ampli�er board consisted of an input select RF switch, a �rst

stage LNA, bandpass �ltering, and a post-�ltering gain stage, along with a local linear

voltage regulator. Despite being lossy (∼ 0.3 dB for the Analog Devices HMC595A),

having the RF switch as the �rst element is essential for the absolute calibration of

the downstream system, as the y-factor method used requires known reference inputs

(Pozar, 2012). This allows the receiver to be in well-known and discrete states, which

is not possible with a directional coupler that would merely add the calibration signal

onto the background sky signal. Although the switch is an integrated circuit, without

details on the internal implementation, it is a relatively simple circuit for which Rich

Bradley was able to determine a good physical circuit approximation veri�ed with

lab measurements.

The design and testing of an optimized discrete component Low-Noise Ampli�er

(LNA) was another major development e�ort that underwent a series of design it-

erations. Using Keysight Advanced Design System (ADS), Rich Bradley designed

the �rst iteration of the GBT310 LNA based on the standard common-emitter con-

�guration. Although the LNA design had a good gain (∼ 25 dB) and noise �gure

(NF ∼ 1 dB or Te ≈ 75 K), it became apparent during lab integration tests that

the input and output re�ection coe�cients (S11 ≈ −6 dB and S22 ≈ −9 dB) would

be potential limiting factors that could be causing spurrious coherent signals due to

re�ections which could couple into other channels and remain correlated. This moti-

vated a redesign of the LNA circuit (along with the calibration module), which tried

to improve the input and output match, and reverse isolation of the circuit. A cascode

con�guration (a multi-stage common-emitter and common-base transistor pair) was

chosen due to its high inherent reverse isolation. This allowed for easier impedance

matching on each port, as they would only minimially interact (see Appendix A.5

for further details). This design resulted in a comparable system gain (S21 ≈ 23.5)

dB and noise �gure (NF ≈ 1.1 dB or Te ≈ 85 K) to the �rst LNA design, but with

enhanced reverse isolation (S12 < −60 dB limited by VNA noise �oor; see Appendix

A.5). When integrated into the receiver chain, it yielded an e�ective input and output

impedance of S11 ≈ S22 ≈ −20 dB (see Figure 4.24 and Table 4.4).

Following the �rst stage ampli�er is a lumped element 300-320 MHz bandpass

�lter (Minicircuits SXBP-310+) that is used to bandlimit the received signal and

reduce unwanted noise power. Because the device was composed from discrete com-
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ponents, Rich Bradley was able to disect and characterize each sub-component using

an impedance analyzer in order to construct a physical circuit model. The �lter is

then followed by another LNA to boost the signal for further downstream devices.

Finally, each ampli�er chain is powered by a low-noise linear regulator (Analog

Devices LT3042 RF LDO) to improve both the power supply stability (minimizing

gain �uctuations), and the power supply rejection ratio (PSRR) that increases the

isolation between ampli�er chains through the main power supply. Additionally, each

ampli�er circuit has co-located RTD sensors in a 4-wire sensing con�guration mounted

by the �rst ampli�er stage (see Figure 4.23).
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Figure 4.24: S-parameter and Noise Temperature Performance of the GBT 310 MHz
Ampli�er Channels.

Parameter Condition (MHz) Min. Typ. Max. Units

Frequency Range 300 320 MHz
DC Voltage 7 V
Current 16 mA

Gain 35.96 36.15 37.35 dB
Input Return Loss -22.20 -20.99 -17.51 dB
Output Return Loss -23.32 -21.92 -19.37 dB
Reverse Isolation -85.11 -79.94 -59.60 dB
Noise Figure 1.71 1.75 1.86 dB

Table 4.4: GBT310 Ampli�er Module Typical Channel Performance Characteristics.
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4.5.3 Coherent Calibration Module

The Coherent Calibration Module (CCM) is a multi-function noise calibrator essential

for the absolute amplitude and phase calibration of the GBT310 system. The CCM

allows for in-situ self-calibration of the receiver through the standard Y-factor method,

which uses two matched loads at signi�cantly di�erent temperatures to estimate the

gain and equivalent noise temperature of the system (see Appendix A.4.1). These

di�erent noise sources are realized by a central noise diode (a device that produces

a controlled amount of electical noise) or by ambient-temperature 50 ohm resistors

that are routed through a RF power-splitter/switch/attenuator network to produce

coherent or incoherent/uncorrelated noise at the outputs of the CCM.

However, the CCM itself needs to be calibrated by the internal hot/cold sources us-

ing another external standard reference calibrator (e.g., NIST2 traceable noise sources

or physical temperature loads). A physical temperature load was used because they

can generate pure white Gaussian noise by virtue of the intrinsic thermal noise of

resistors (Johnson-Nyquist Noise; Johnson (1928); Nyquist (1928)). This was chosen

instead of noise diodes that require an electrical current (e.g., Shot Noise; Schottky

(1918)), and thus would o�er the least uncertainty in the calibration solution. The

full system calibration for each receiver channel can be performed by a reference

Y-factor measurement using a liquid nitrogen noise standard as the cold reference

(Tcold ≈ 77.5K; see Figure 4.25) and an ambient-temperature 50Ω termination as the

hot reference (Thot ≈ 290K) that are applied to the antenna input ports. Using these

calibration solutions, the equivalent input noise temperature for the internal noise

sources can be determined and later used for the in-situ Y-factor calibrations. Unfor-

tunately, this process identi�ed a signi�cant problem within the �rst iteration of the

CCM and GBT Frontend: the internal cold source was contaminated by other coher-

ent noise contributions from the signal path. This ultimately motivated a redesign of

the complete Frontend Module.

2National Institute of Standards and Technology
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(a) Cal Module v2 (middle) with Interconnects (b) A Vintage LN Noise Source

Figure 4.25: (Left) Closeup view of the GBT310 Frontend Receiver Module v2 show-
ing the calibration module sandwiched by two ampli�er modules with coax intercon-
nects for noise injection. (Right) Cryogenic Liguid Nitrogen noise source from the
early 1980s used as the reference calibrator for the system.

Figure 4.26: Internal look of the �rst iteration GBT310 frontend receiver modules.
Left is a look at one of two v1 ampli�er modules, and to the right one of two v1
dual-channel calibration modules.
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CCM v1

The �rst iteration of the CCM consisted of two dual channel modules, one per polar-

ization. This was because initially, only a total power measurement was considered

(the sum of power from both x and y polarizations), and was conceptually simpler

to implement. Each of these modules uses a Noisecom NC501/12SM 31 ± 2 dB

ENR 200kHz-500 MHz for the hot source and a precision 50Ω resistor at ambient

temperature for the cold source. This source was selected using an Analog Devices

HMC595A SPDT (Single-Pole Double-Throw) RF switch, and split into two channels

via a Mini-circuits ADP-2-1W 0◦ RF power splitter, followed by another set of RF

SPDT switches that select either the common noise source or an independent 50Ω

load to pass through to the outputs of the module. The power, switch control, and

RTD temperature sensor signals are provided by a 15-pin micro d-sub connector.

When conducting an external cryogenic Y-factor calibration measurement for

both single channel and 4-way power splitter use, it was observed that the system

noise power was greater for the cryogenic source than either the external or internal

ambient-temperature noise sources (see Figure 4.27). After a long series of trou-

blshooting tests and mockups, this issue was later isolated to the power splitter. The

power splitter, due to the 100Ω resistor that bridges the two outputs, generated its

own coherent noise that was out-of-phase with the applied noise signal from the com-

mon port. Because the system measures the superposition of any coherent signal

present, the room-temperature common noise would cancel out due to similar noise

temperature from the splitter that is ∼ 180◦ out-of-phase, while for the cryogenic

noise source, the intrinsic splitter noise would dominate and only partially cancel

out. If not addressed, this would increase uncertainties in the calibration, as the

internal cold-source would be strongly a�ected by the distribution circuit, as well as

with phase uncertainties when determining the complex gain.

CCM v2

An improved version of the calibration module was designed to address the issues

discovered in the �rst iteration, and to support Full-Stokes measurements. The CCM

v2 used a direct 4-way Wye resistive power splitter, instead of the lumped-element

Wilkinson power splitter used in the prior version (Pozar, 2012). Although a resistive

power splitter has more insertion loss, it o�ers better broadband behavior and does
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Figure 4.27: External 4-way split cryogenic Y-factor measurements of initial GBT310
Frontend Receiver Module showing excess low temperature noise (upward trian-
gles) compared to the room-temperature noise source (downward triangles) for cross-
correlations. The phase was not corrected for the four correlation pairs between
di�erent radios.

not produce signi�cant out-of-phase noise components. However, this higher insertion

loss (Lres ≈ 12db) required a higher-power Noisecom NC511/12SM 51± 2.0 dB ENR

noise source. A further addition was the use of a 20 dB digital step-attenuator for

generating the hot and cold sources from the noise diode, along with an auxillary

through port that allows for full through-measurement of the system using a VNA,

in order to �nd the phase variation between output ports, and for calibrating the

physical circuit models using Keysight ADS (for temperature dependent models).

This new calibration module allowed for all ampli�ers to see the same calibration

signal. This simpli�ed the system calibration to understand one calibrator rather

than two, and also allowed for better phase-alignment of the software de�ned radios

used in the acquisition system. Furthermore, it allowed for calibrating the internal

phase imbalance between channels and full-system veri�cation self-tests.
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(a) CCM v2 Block Diagram (b) CCM v2 Assembly

Figure 4.28: System block diagram and �nished assembly of the second iteration of
the GBT 310MHz coherent Calibration Module.

4.6 Monitoring and Control System

The Monitoring and Control System (MCS) provides the computer interface to mon-

itor and control the operational state of the GBT310 Receiver. The primary func-

tionality of the MCS includes: (1) controlling the active signal path via RF switches

within the frontend modules, and (2) monitoring remote temperature sensors placed

near critical RF circuitry, ambient environmental sensors (temp, pressure, relative

humidity), and the voltage and current of the system power supply rails 4.29. These

functions were implemented with a set of custom circuit boards and an STMicroelec-

tronics STM32F767ZI ARM Cortex-M7 microcontroller (MCU) development board.

The MCS embedded circuitry was self-contained in a heavily modi�ed 2U rackmount

enclosure alongside AC to DC linear power supplies and the �ber media converter

for the computer link (see Figure 4.30). Additionally, since this system is located

within the receiver box, great emphasis was placed on RFI/EMI suppression using

conductive gaskets, RF absorbing foam, �ltered interfaces for power and signals lines,
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and a cut-o� waveguide for the �ber ethernet link.

The embedded microcontroller runs custom �rmware using FreeRTOS to imple-

ment the system Finite State Machine (FSM), con�gure and operate all peripheral

devices, and run a TCP server for remote control. A client program can connect to

the MCS via the �ber ethernet interface and communicate using string formatted

messages (with a SCPI like syntax). These messages are parsed and passed on to the

FSM to change the state of the frontend receiver, while the data link also provides a

streaming source for metadata back to the client.
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Figure 4.30: GBT310 Monitoring and Control System
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4.7 Thermal Control Systems

The GBT310 uses thermoelectric coolers (or Peltier modules) for thermal control of

the receiver box. This is the the standard method used by GBT prime-focus receivers,

however for those systems, it is used to maintain a stable ambient enviroment for the

exterior of the cryostats and IF circuitry. For our purposes, since the GBT310 is

a room-temperature receiver, it will be the primary form of thermal stabilization.

Fortunately, the lower power draw of the electronics create minimum additional heat

that needs to be stablized.

The GBT receiver box used for the instrument features two rows of Peltier cooler

assemblies on either side of the receiver box with external and internal heatsinks. The

internal heatsinks are exposed within a plenum and form a forced air heat exchanger

that circulates through the box. This air�ow is monitored by a thermocouple, which

is used to servo the Peltier modules to cool or heat the interior to within < ±1◦ C.

Figure 4.31: GBT310 Receiver Box Prepared for Transport
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(a) One of 4 Peltier Sub-Assemblies

(b) Peltier Modules During Assembly (c) Temperature Sensor

Figure 4.32: Pictures of the GBT310 Thermal Control System in various states of
assembly.
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4.8 Data Acquisition System

The Data Acquisition System (DAQ) of the GBT310 uses primarily commercial o�-

the-shelf hardware in the form of a small form-factor computer and two Ettus Research

B210 software de�ned radios. These devices were mounted within a heavily modi-

�ed 3U rackmount enclosure, and located within the instrument rack of the receiver

alongside the MCS. Because of this, the enclosure included a variety of RFI/EMI sup-

pression features including EMI/RFI gaskets, aluminum honeycomb air vents that act

like cut-o� waveguides for air-�ow, a metal divider forming separate compartments

for the SDR and computer compartments, and �ltered power and signal interfaces

(see Figure 4.34).

The primary task of the GBT310 DAQ is to coherently and simultaneouly sample

the four channels of the Frontend Receiver and stream the I/Q (quadrature) data

to the backend system. For the GBT310, the SDRs are con�gured for 20.48MHz

of bandwidth per channel, amounting to 160 MSPS or 640 MBps of data (using

single precision �oats). The two B210 SDRs are synchronized to a common 10 MHz

reference, which allows them to remain phase-coherent throughout the duration of the

observations. However, while the system is coherent, the phase between the two SDRs

is non-deterministic and will have an arbitrary o�set each time the system restarts.

This is due to both the Fractional-N PLL VCO that is used for the internal clock

generation of the SDR, and also the di�erence in startup time for the USB data links.

This synchronization problem can be compensated for by �rst �nding the sample delay

with the internal 4-channel coherent calibration source (using a special routine in the

spectrograph that �nds the closest integer sample delay), and then appropriately

delaying or advancing the out-of-phase data-stream. This solution limits the phase

variation to a maximum of one phase-wrap within the computed spectrum due to the

fraction time-delay, but this can be removed in post-processing with phase calibration

measurements.

The DAQ functionality is implemented with a GNURadio script, which con�gures

the SDRs and provides a user interface for changing the sample delay. Additional

settings include the center frequency (310 MHz), bandwidth (20.48 MHz), and receiver

gain (∼ 30 dB). The script delays the data for one of the SDRs, then interleaves the

data, and transmits it over a TCP link to the backend that handles all of the signal

processing.
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Although these SDRs are well-suited for communications and rapid prototyping

of �exible radio systems, they are not optimal for continuum and high-precision mea-

surements (see Section 2.3.2). This is a consequence of the B210s, which, like most

SDRs, use a zero-IF (or direct-downconversion) architecture. This approach uses a

quadrature mixer for frequency conversion to provide both upper and lower sidebands

about the central frequency (equal to the local oscillator frequency). However, these

su�er from LO leakage (see Figure 3.10), limited sideband rejection, and enhanced

noise from multi-rate �lters and other digital signal processing techniques. An al-

ternative is to use a conventional superheterodyne receiver architecture with explicit

image rejection �lters.

In anticipation for a possible upgraded version of the GBT310 receiver, a set

of low-noise block downconverters were designed and fabricated that use a double-

conversion design to maximize �lter image rejection (see Appendix A.6). Additionally,

these modules provide an extra ∼ 36 dB of gain, which is necessary for the 4-channel

high-speed ADC card used for testing (a GAGE RazorMax Express 16-bit 4-channel

high-speed digitizer) with an input voltage range of ±1V . Using a 4-channel sim-

ulataneously sampled ADC (with a PCIe card or an RFSoc FPGA) would be the

preferred way of implementing the data acquisition for the GBT310, as this direct

approach avoids the complexity of phase-aligning the receiver channels.
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Figure 4.33: GBT310 Data Acquisition System Block Diagram
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(a) RF/SDR Side (b) Computer Side

(c) RFI �ltered vents using 3/4" thick with 0.125" cell-opening aluminum honeycomb

Figure 4.34: Pictures of the GTB310 Data Acquisition System Internals.
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4.9 Backend System Software

The GBT310 Backend System Software (BSS) manages the operation of the instru-

ment, data collection and digital signal processing, along with the user interfaces and

data management. The core of the BSS is the main GBT310 Instrument Server appli-

cation written in C/C++ that ingests the raw data streams from the fronted receiver

on the telescope via a pair of full-duplex single mode �ber ethernet connections: one

10GbE link for the SDRs (∼ 160 MSPS or ∼ 640 MBps) and one 10/100M link for

the MCS. The collected data are then internally packetized into timestamped data

chunks equal to the desired integration lenght/time along with the current device

state and metadata from the MCS. These packets are distributed into and out of

the FX (FFT then Correlate) thread pool via a pair of �xed-length circular bu�ers

operating as a FIFO (First-In First-Out), which allows graceful handling of over�ow

conditions or timing variations. The processesed data are then broadcast to a variety

of peripheral programs using a ZeroMQ (or ØMQ) Publish-Subscribe pattern, while

a request-reply pattern is used for the control interface to the instrument supervisor

thread.

FX Thread

It is worth explaining the FX thread design used for the GBT310 Instrument Server,

as it performs the critical digital signal processing functions for the system. The

FX thread is structured as a �nite state machine with three selectable modes: idle,

phase-alignment, and real-time FX correlation. The idle state allows the system to

continue collecting data then simply discards it before further processing without oth-

erwise disturbing the system. The second mode is phase-alignment, which performs

a correlation based Time Delay Analysis (TDA; Smith (1997)) for �nding the integer

sample delay between the datastreams from the two coherent SDRs. This TDA was

implemented using forward and reverse FFTs using the FFTW3 and FFTW++ C/C++

libraries (Frigo & Johnson, 2005). The sample delay can then be applied to the signal

delay blocks in the frontend GNURadio script that controls the SDRs. This step al-

lows the GBT310 receiver to become full-Stokes capable, as the datastreams are now

synchronized to within a fraction of a sample (limiting the arbitrary phase di�erence

to a single phase wrap), when using the quad-channel CCM v2 noise source as com-

mon phase reference. Finally, the real-time FX correlator de-interleaves the four SDR
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channels, channelizes the complex valued timeseries using a 13-Tap (windowed-sinc

�lter) Polyphase Filter Bank with 256-Channels (∆ν = 80 kHz), and cross-correlates

and accumulates (tint ≈ 0.1− 1 s) processed data for each unique pair of channels.

GUI

The Graphical User Interface is another important tool created to interact and moni-

tor the real-time operation of the GBT310 Instrument. It was written in Python using

the PyQt framework and PyQtGraph. Due to the network interface, it can operate

both on remote computers or run local to the instrument server. The GUI provides

state controls for con�guring the signal path within the reciever ampli�er and cali-

bration modules, control of the spectrograph modes, and diagnostics readouts from

device sensors and the instrument server application. Additionally, real-time plots of

the metadata, and the amplitude, phase, and coherence of the auto/cross-correlated

spectra are output. The data displayed by the GUI was extremely useful for engi-

neering tests as well as for operating the instrument during observations.

Figure 4.35: GBT310 Graphical User Interface
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4.10 Commissioning

Final integration and lab testing of the GBT310 instrument was completed by mid-

October 2022, and the instrument was transported to Green Bank, WV at the start

of November 2022 for ground commissioning. The primary goal for these commis-

sioning observations was to verify the stability and general operation of the GBT310

instrument (and the balanced correlation receiver approach in general) with zenith

driftscans of the sky. These observations could then be compared to the simulated

observations using the feed beam information and reference sky maps to validate the

system and calibrations before proceeding to the �rst on-telescope deployment.

The large size of the feed also introduced logistical problems for this ground test-

ing, because the feed was too large to �t within the typical outdoor test building

mount. However, this was easily solved by building a custom test stand out of wood

(see Figure 4.2). Fortunately, the test building could still be used to house the back-

end computer, 10 MHz Reference Oscillator, and Peltier controller, with all important

interfaces connected as they would be when deployed on the telescope.

Start Date Stop Date Comments

2022-11-07 2022-11-08 First Deployment
2022-11-14 2022-11-14 Trouble Shooting Measurements
2023-05-15 2023-05-19 New Bulkhead Assembly
2023-11-13 2023-11-15 Driftscan with Balun Assembly
2023-11-15 2023-11-17 Driftscan in BCR Con�guration
2023-11-29 2023-12-01 Driftscan with Balanced Ampli�ers

Table 4.5: GBT310 Commissioning and Troubleshooting Observation

4.10.1 First Light � Denial and Anger

The �rst ground commissioning tests were conducted shortly after the instrument was

delivered, beginning on Nov 7th, 2022 with deployment of the receiver, supporting

backend hardware, and assembly of the feed on top. The system came online with-

out any issues, but the �rst spectra produced in the tests showed a highly distorted,

non-physical spectrum as opposed to the smoothly varying continuum that was ex-

pected (see Figure 4.38). This data showed a null in the cross-correlated dipole data
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(AB∗ and CD∗), which implied that there was at least a second frequency dependent

continuum noise source. The null is formed through the superposition of vector noise

sources: the expected di�erential or odd-mode (signals that are 180◦ out-of-phase)

from the dipole and the even-mode (signals that are 0◦ out-of-phase) signal of unkown

origin.

The data showed a severe issue that needed to be understood and solved before we

could consider deploying the receiver on the GBT. Following the initial test measure-

ment, a series of follow-up troubleshooting observations were performed a week later,

with the system in di�erent electrical or spectrograph con�gurations. These mea-

surements primarily brought into question the nature of the SDRs' zero-IF downcon-

version scheme and multi-rate CIC (Cascaded integrator-comb) �ltering (Hogenauer,

1981) that is used to downsample the base acquisition rate of the SDR to the desired

output frequency. Because we are operating near the maximum bandwidth of the

SDRs, the CIC �lters will be generally low-order, thus increasing the aliased signals

due to spectral folding. Evidence of this behavior was also seen in the Y-factor noise

measurements of the system, which show enhancement towards the outer edges of the

spectrum (see Figure 4.37 compared to Figure 4.24).

Figure 4.37: GBT310 Reference Y-factor Calibration
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Figure 4.38: GBT310 Commissioning: Observed null in data. Signs of severe
common/even-mode contamination
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4.10.2 Troubleshooting � Bargaining and Depression

After the marginal results from the �rst light of the receiver, the goals shifted to

localizing the exact root cause of the excess common-mode noise in the system. This

included a drawn out troubleshooting campaign with lab and �eld trials, design and

fabrication of new hardware and components, and contemplation. Sub-systems of the

receiver were isolated and systematically tested to determine the limiting factors of

the GBT310 receiver.

Software De�ned Radios vs. Superheterodyne Receivers

After identifying that the SDRs are potentially problematic, an alternative data

acquistion system was tested using superheterodyne downconverters (see Appendix

A.6), a 4-channel ADC PCI card, and a simple DIY corner re�ector antenna. The

idea behind this test was to con�rm whether or not the acquistion system was to

blame for the excess even-mode continuum noise. For these tests, a superheterodyne

downconverter was designed using a dual-conversion architecture to maximize image

rejection. Additionally, a crude corner re�ector antenna was built from hardware store

parts (1/2" copper tubing, wood, and metal mesh) for local testing (see Figure 4.39).

A two-channel measurement was then performed using the GBT310 Frontend as the

�rst stage, followed by the downconverters and then sampled by a GAGE RazorMax

Express 16-bit 4-channel high-speed digitizer at 200 MSPS.

The results of this experiment showed that the system Y-factor measurements

were more consistent with those measured from the receiver frontend alone using a

standalone Noise Figure Analyzer. This supports the general idea that the SDRs are

contributing extra noise. Additionally, when the corner antenna was pointed out of

the window, the data produced by this system showed a relatively smooth spectrum

without any nulls as before (see Figure 4.39). However, when repeating this test with

the original SDR backend, comparable data could be observed. This showed that

although the SDRs are partially to blame, they are not the dominant source of the

extra common-mode noise.
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(a) Alternate GBT310 data acquisition system testing

(b) Measured Auto/Cross-Correlations from corner re�ector antenna

Figure 4.39: GBT310 Downconverter Testing
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BMA Connectors and a New Bulkhead

Having largely ruled out the data acquisition system brought into question the behav-

ior of the feed and frontend receiver, as well as the interface between the two. A new

spring-loaded bulkhead assembly was designed and built to rule out the possibility of

the BMA connectors not being seated well, which could otherwise produce unwanted

re�ections (see Figure 4.22). However, while this new bulkhead was an improvement,

it did not change the system behavior signi�cantly.

Common-mode Rejection using a Balun

As a fall-back solution, a balun assembly was developed to provide common-mode

rejection from signals in the feed by synthesizing the dipoles using a 180◦ Hybrid

Coupler and then splitting the signal into balanced outputs using a center-tapped

transformer (see Figure 4.40). To be the least invasive, the balun assembly had to

directly interface between the existing receiver and feed hardware, with the primary

concern being the crossover of signals from each dipole. However, using this module

would reduce the Balanced Correlation Receiver to a conventional Correlation Re-

ceiver along with adding about ∼ 0.9 dB of ohmic loss that woud greatly reduce the

signal-to-noise ratio of the receiver.

The balun assembly was tested with a pair of simple test antennas (the corner

re�ector and a crossed-dipole antenna) to evaluate the GBT310 system response in a

variety of con�gurations (see �gure 4.41) in early October 2023. Comparing the data

showed that the test antennas had signi�cantly higher antenna temperatures than

the GBT310 feed, which is to be expected due to their crude nature (likely from poor

impedance matching, or feedline line losses not included in the calibration solutions

used). Curiously, the crossed-dipole using the BCR approach showed a null, while the

corner re�ector did not. Additionally, the phase behavior was closest to 180◦ for the

crossed-dipole with the balun, follwed by the directly measured corner-re�ector, the

initial GBT310 data, and then minimially for the direct crossed-dipole measurements.

Only the balun with the corner-re�ector showed strong sinusoidal phase �uctuations

across the band. This could be due to poor impedance matching, di�erent excitation

modes of the antenna structure, feedline lengths, and cross-coupling. However, using

the balun appeared to be a promissing compromise, as it demonstrated the expected

smooth amplitude and phase behavior.
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Figure 4.40: GBT310 Balun Assembly

Figure 4.41: GBT310 receiver driftscan measurements with and without the balun
assembly using a pair of janky homebuilt antennas with balanced-outputs (a corner
re�ector dipole and a cross-dipole). NRAO CDL parking lot, Oct 2, 2023
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(a) Auto-Correlated E�ective Antenna temperature

(b) Cross-Correlation E�ective Antenna temperature

(c) Cross-Correlation Phase

Figure 4.42: Results from the parking lot tests of the GBT310 receiver and balun using
the crude corner/crossed-dipoles compared to the prior �eld measurements (GBT310-
Direct). The balun data appears smooth accross the full spectrum in both amplitude
and at the correct phase (180◦), while the direct BCR con�guration shows a null only
with the cross-dipole.
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4.10.3 A Glimmer of Hope � Acceptance

After the long drawn-out lab troubleshooting campaign, further driftscans with the

full receiver system at GBO were performed during mid- to late November 2023.

These observations spanned approximately 2 days with the primary intent to evaluate

the balun versus the initially proposed BCR con�guration.

The �rst test used the new balun assembly to form the dipole and split the signal

back into two balanced outputs. This allowed the system backend to be con�gured

identically for the following BCR con�guration tests. At �rst glance, the data in

Figure 4.43 (top) show repeating features that are aligned when the brightest portion

of the Galactic plane is overhead (LST ∼ 19 hrs), and are roughly stable accross

frequency between an LST span from 12-24 hrs. However, from 0-12 hrs LST, the

data behave erratically and show strong frequency dependent scaling. Additionally,

the phase of the data was primarily 0◦ rather than the 180◦ noise expected from the

splitter, thus the data were o�set into negative temperatures. This is reminiscent to

the observed noise superposition due to the power splitter in the calibration mod-

ule, with an apparent o�set of ∼ 150K (approximately the noise temperature of the

frontend receiver).

The BCR con�guration tests immediately followed to see how it compared to the

balun measurement, while keeping everything elese identical. The data from the BCR

con�guration in Figure 4.44 (bottom) showed the observed null feature as expected.

However, observing over multiple days revealed that it also tracked the peak of the

Galactic plane! Furthermore, for the highest frequencies, the data and model were

almost dead-on. Another interesting detail is that the temperature di�erence between

frequencies was roughly constant, as opposed to in the balun measurements. This

might point towards a minimum required noise power to overcome the self-generated

noise in the balun con�guration, while the BCR con�guration has a persistent and

frequency dependent common-mode (or out-of-phase) noise contribution.

Comparing the two datasets in Figures 4.43,4.44, 4.45, and 4.46 also reveals that

the balun observations were less a�ected by RFI compared to the BCR con�guration.

Furthermore, the RFI in the BCR case was predominantly negative (higher common-

mode noise) as opposed to the balun case. This may suggest that the common-mode

signals in the feed were excited by local RFI.

This shows that the system can, in principle, work. However, more work would be
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required to characterize the nature of the extra coherent noise generated within the

system or in the feed. The next planned follow-up test to con�rm whether the local

radiation environment is contributing to the observed common-mode signal within

the feed will require deployment on the GBT (scheduled for Summer 2024).
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Figure 4.43: Observed Stokes I with the GBT310 and Balun Assembly.
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Figure 4.44: Observed Stokes I with the GBT310 in the BCR Con�guration.
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Figure 4.45: GBT310 Stokes Waterfall Plots
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Figure 4.46: GBT310 Stokes Waterfall Plots
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4.11 Discussion and Conclusion

This work presented the continuing e�orts of �elding the highly optimized GBT310

receiver intended for a 310 MHz absolutely calibrated, zero-level map of the di�use

radio emission for the Northern hemisphere. The experimental nature of the balanced

correlation receiver design and the physically large size of the high-edge taper feed

required signi�cant e�ort and time to develop and test. However, the development

process allowed us to better understand the important device speci�cations for such

a new receiver design and to explore the practical limitations thereof.

Part of this e�ort was the design, fabrication, and testing of a full end-to-end

GBT receiver system. This included: a �breakable� feed structure designed to grace-

fully handle potential collisions without damaging the GBT structure; an integrated

frontend receiver system with custom low-noise ampli�ers, calibration sources, data

acquistion system, and monitoring and controls hardware; and a real-time spectro-

graph and backend data processing software. However, during this development, a

potentially fundamental limitation was discovered that is yet to be fully resolved at

the time of writing.

During ground commissioning, the observed cross-correlation spectra required for

the BCR approach showed unexpected frequency and time structure. This was de-

termined to be due to common-mode continuum noise that was in superposition with

the expected di�erential-mode signal from the dipoles, the sum of which can produce

a null in amplitude, where the signal contributions are close in amplitude but 180◦

out-of-phase. Troubleshooting experiments indicated that this is primarily an issue

with the feed structure and the interfacing with the frontend receiver, which has no

inherent common-mode rejection. Thus, the common-mode signals could be gener-

ated by radial �elds within the feed, potentially due to the leaky cavity of the short

back�re antenna design. Additionally, the feedline assembly may allow for coaxial

modes along the optical axis, inducing common-mode noise. Alternatively, it could

be due to the �nite coupling between adjacent and opposing monopoles that funda-

mentally limits the operation of a BCR approach by creating spurious signals from

either self-generated noise from the receiver input or from the sky.

Although these issues are di�cult to isolate with the current system, an on-

telescope measurement is planned to determine if controlling the incident radiation

applied to the feed could also control the modes within the feed. Additionally, a
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higher-frequency (at a few GHz) test set-up with an echoic chamber may be neces-

sary to systematically study the BCR receiver and evaluate the short back�re antenna

or similar antenna structures that may inherently support undesired even/common-

modes. The current observations provide a sliver of hope that the GBT310 receiver

and the BCR approach can be made to function as expected.



130

Chapter 5

Summary and Future Work

5.1 Dynamically Induced Polarization

Dynamically Induced Polarization (DIP) o�ers a unique observational method for

21-cm experiments using broad-beam dipole antennas, because it provides additional

constraints to the spatial anistropic foreground sky (Nhan et al., 2017, 2019). Such

DIP observations help isolate terms within the beam-weighted sky because the cos-

mological 21-cm signal is expected to be isotropic and unpolarized on large scales,

which in general, do not excite the symmetrical polarization leakage terms of a real

antenna. I've shown how the relative alignment and dynamics of the antenna-sky

system (e.g., the rotation of Earth, sweeping a zenith pointed beam through the sky

once per sidereal day, or a rotating spacecraft in orbit) would further modulate the

response of the system. This produces a set of characteristic waveforms or patterns

in both total power and the three Stokes polarization quantities (I, Q, U, and V) that

can be used in conjuction with singular value decomposition (SVD) based signal ex-

traction methods (Tauscher et al., 2018b, 2020). These would have great constraining

power compared to single polarization 21-cm experiments because more information

is retained.

However, knowledge of the physical system is required including the response of

the instrument and antenna beam, environmental coupling and obstructions, radio

propagation e�ects, broadband knowledge of the sky brightness and intrinsic polariza-

tion, and more. Although the instrument and antenna may be simulated or otherwise

empirically constrained, the in-situ behavior of the system may not be practically mea-
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sureable, especially when including e�ects of soil, obstructions, scattering, or other

environmental e�ects. Additionally, ionospheric and tropospheric conditions �uctuate

on short timescales, which would cause atmospheric radio propagation e�ects to also

�uctuate. Finally, knowing the foreground is of the utmost importance, as suggested

by the observational results from the HB-CTP, since spatially variable spectral indices

and intrinsic polarization readily impose systematic errors for all 21-cm experiments

due to the degenerate nature of the measurement. The outcome of this experiment

motivated the subsequent work included in my thesis, the design of a new radiometer

architecture for improved stability and absolute polarimetric measurements, and the

creation of a new absolutely calibrated zero-level map of the low-frequency radio sky.

However, the utility of these projects extends beyond the �eld of 21 cm experiments.

5.2 Balanced Correlation Receivers

The novel Balanced Correlation Receiver (BCR) architecture could virtually eliminate

gain instabilities (i.e., 1/f noise) and average system noise temperature o�sets due to

its unique method of forming a dipole. The BCR relies entirely on cross-correlation

pairs of individual redundant-in-polarization antenna elements (e.g., monopoles of

a dipole), while omitting all shared signal-paths such as baluns, transmission lines,

or power splitters. The removal of these analog components can help improve the

bandwidth and performance of the receiver, and any amplitude and phase variations

can be compensated directly in the digital domain, unlike in analog components.

I was able to theoretically show how such a recevier could be ideal for precision

measurements that require long-term stability (potentially tint > few hours) and low

measurement o�sets, at the expense of twice the amount of receiver hardware.

However, BCRs are still highly experimental and will require further study. In

particular, verifying the digital synthesis of the three predicted half-wave dipole beams

is critical. Additionally, determining optimal feed/feedline structures and receiver

interfaces for avoiding �multi-mode� excitation of the feed, such as the common-mode

continuum noise observed in the GBT310 BCR, is necessary. I will be continuing

the development of the BCR concept and will publish my work once the theoretical

predictions are thoroughly explored by experimental measurements.
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5.3 A 310 MHz Absolute Map

I was fortunate to become a core team member in the e�ort to create a new large-

area, low-frequency (∼ 300 MHz), absolutely calibrated zero-level map of the radio

sky in late 2018 (PI � Jack Singal). Such a map would provide vital information

and constraints for nearly all Galactic phenomena that manifest in the di�use radio

emission. Furthermore, it would be a timely contribution to the �eld, especially for

ongoing experiments and observations of weak astrophysical signals such as the CMB

or the cosmological 21-cm signal, which are observed through the bright and complex

Galactic foreground.

To meet the scienti�c goals of this survey, a purpose-built receiver was required,

speci�cally optimized for maximimum stability and minimal measurement uncer-

tainty. As part of this e�ort, a complete end-to-end prime focus GBT receiver system

was designed and implemented following the novel balanced correlation receiver con-

cept. This included a custom high-taper feed, RF receiver and calibration hardware,

monitoring and control circuitry, and data acquisition and signal processing software.

This development is currently in the �nal stages of testing and commissioning. How-

ever, the BCR design has proven di�cult to implement in practice and is showing

signs of the coherent superposition of broadband noise sources, including the expected

sky signal along with common-mode contamination.

My immediate future goal for the GBT310 receiver is on-telescope commissioning

during Summer 2024 in preparation for the �rst science observations. These tests

will help verify the deployment strategy and safety of the oversized custom feed at

the prime focus of the GBT and also whether a controlled radiation environment will

suppress the common-mode noise contamination observed during the ground com-

missioning tests. Secondary goals include incremental improvements of the backend

receiver system that would replace the SDRs with a superheterodyne downconverter

system and a four-channel, high-speed analog-to-digital-converter, along with a re-

�nement of the software and controls of the system. Additionally, higher-frequency

mockup tests of the BCR approach that are tied in with the veri�cation of the generic

balanced correlation receiver architecture will be necessary. The results of this work

will be published upon completion.
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Appendix A

Appendices for Chapter 5

A.1 Bending Stress in a Cantilever T-Beam

(a) (b)

Figure A.1

When a bending momentM is applied to the end of a cantilever beam, longitudinal

stresses will develop following from Hook's Law with the expression (Timoshenko,

1983)

σx =
Mzy

Iz
(A.1)

where σx is the longitudinal bending stress, Mz is the transverse bending moment,

y is the distance from the neutral axis ŷ, and Iz is the second moment of area with

respect to the neutral axis ẑ.

We �nd that the stress is statically determinate and depends only on the cross-

section of the beam via Iz. The second moment of area for a T-beam cross-section
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can be found by applying the Parallel Axis Theorem (Timoshenko, 1983):

Ī =
∑

(Ii + Aid
2
i ) (A.2)

where Ii is the second moment of area about the center of gravity (CG) for each

element composing the cross-section, Ai is the area of the element, and di is the

distance between the elements CG and the net CG of the cross-section. Because the

T-beam is symmetric about ẑ, we can simplify Equation A.2 to be only in terms of

displacement in the transverse direction ŷ:

Ī =
∑

(Ii + Ai|yi − ȳ|2) (A.3)

Thus, we can treat the T-beam used in the design as two rectangular elements each

with a second moment of area:

Ii =
bh3

12
(A.4)

where b is the base length, and h is the height. The CG of the cross-section can be

found using

ȳ =

∑
Aiyi∑
Ai

=
b1h1(h1/2) + b2h2(h1 + h2/2)

b1h1 + b2h2

(A.5)

The center of gravity for a T-beam cross-section will not coincide with the centroid.

Thus, we must consider the height above (y1) and below (y2) the CG to evaluate the

maximum tensile and compressive strength for the outermost longitudinal �bers:

(σt)max =
Mzy1
Ī

, (σc)max = −Mzy2
Ī

(A.6)

where (σt)max is the max tensile stress, and (σc)max is the max compressive stress.
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A.2 Finite Element Analysis Trials

Figure A.2: GBT310 FEA static analysis for axial collision with 100 lbf point loads

Figure A.3: GBT310 FEA static analysis for lateral collision with 100 lbf point loads
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A.3 Vibration Modes of the GBT 310 MHz Feed

(a) 1st Harmonic (b) 2nd Harmonic (c) 3rd Harmonic

(d) 4th Harmonic (e) 5th Harmonic (f) 6th Harmonic

(g) 7th Harmonic (h) 8th Harmonic (i) 9th Harmonic

Figure A.4: Simulated modal shapes for the antenna frame.
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(a) 1st Harmonic (b) 2nd Harmonic (c) 3rd Harmonic

(d) 4th Harmonic (e) 5th Harmonic (f) 6th Harmonic

(g) 7th Harmonic (h) 8th Harmonic (i) 9th Harmonic

Figure A.5: Simulated modal shapes for the antenna frame and mesh re�ector.
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A.4 Calibrations

A.4.1 The Y-Factor Method

The Y-Factor method is a standard procedure for measuring the equivalent noise tem-

perature of an ampli�er by applying two matched loads (i.e., impedanced matched)

at two signi�cantly di�erent equivalent noise temperatures (Pozar, 2012). Typically,

a room-temperature 50Ω termination or resistor is used as the cold source, while a

controlled noise generator (such as a noise diode) is used to produce excess noise,

expressed as the excess noise ratio (ENR):

ENR(dB) = 10 log10

(
Tg − T0

T0

)
(A.7)

where Tg and T0 are the equivalent noise temperature of the generator and the

matched load at room-temperature, respectively (T0 = 290 K). The noise power

N available at the output of an ampli�er, or any two-port network, can be written as

N = GkB∆ν(Tin + Te) (A.8)

where G, ∆ν and Te are, respectively, the gain, bandwidth, and additive equivalent

noise temperature of the network, while kB ≈ 1.381× 10−23 J ·K−1 is the Boltzmann

constant, and Tg is the input noise from the generator. By providing two di�erent

known input noise sources to the network the Y-factor can be computed:

Y =
Nhot

Ncold

=
T ref
hot + Te

T ref
cold + Te

> 1 (A.9)

The Y-factor can then be used to solve for the networks additive noise-temperature

Te:

Te =
T ref
hot − Y T ref

cold

Y − 1
(A.10)

and the gain G directly from the input and output noise temperatures/powers:

G =
N out

hot −N out
cold

N ref
hot −N ref

cold

=
T out
hot − T out

cold

T ref
hot − T ref

cold

(A.11)
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Figure A.6: The Y-Factor Method
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A.5 A Discrete Low-Noise BJT Cascode Ampli�er

A.5.1 Design

The cascode amplifer, comprised of a common-emitter (CE) and common-base (CB)

transistor pair, is a common circuit con�guration used to increase the bandwidth,

reverse-isolation, and linearity compared to the simpler CE ampli�er (Motchenbacher

& Connelly, 1993; Gray, 2001). The bandwidth of a CE ampli�er will generally be

limited by the capacitive feedback that exists between the input (base) and output

(collector), which form a low-pass �lter with the source and load impedance. This

is refered to as the Miller e�ect, which magni�es the parasitic capacitance (CCB)

between the collector and base of a BJT (Bipolar Junction Transistor) by the gain

(gm) of the CE ampli�er and follows the relation CM = CCB(1 + gm). However,

the cascode con�guration minimizes this high-frequency feedback path because the

voltage gain of the �rst-stage CE transistor is near unity. This is due to the low-

input resistance of the second-stage CB transistor, which provides isolation for the

following CB ampli�er stage that does not su�er from the Miller e�ect. Thus, the

cascode ampli�er can not only achieve greater bandwidths, but also signi�cantly

greater reverse-isolation simplifying input and output matching.

A discrete cascode low-noise ampli�er (LNA) was desiged for the second iteration

of the GBT 310MHz frontend receiver system. This LNA was optimized to improve

the input and output return loss and the reverse-isolation, after concerns about the

�rst GBT310 LNA were identi�ed during testing. The new cascode LNA was designed

from discrete components using Keysight's Advanced Design System (ADS) physical

circuit modeling program, using custom and vendor part models (see Figure A.8).

The design was based around a pair of In�neon BFR380F high-linearity low-noise

silicon NPN RF bipolar transistors, chosen for their low bias current and voltage

along with a favorable Γopt at 310 MHz. These transitors were self-biased using

a resistive feedback network along with inductive emitter degeneration on the CE-

stage for improved input/output matching, stability, and linearity. The biased CE-CB

transistors were accompanied by largely identical input/output matching networks

that were implemented as 2nd-order LC bandpass �lters. These matching networks

provided both a low-loss impedance transformation from 50Ω to Γopt and Γout, along

with a restriction of the operating frequency range centered around 310 MHz. Finally,
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a low-value shunt capacitor between the CE-CB transmission was required to prevent

the high-frequency oscillations that were observed in the complete ampli�er chain by

safely terminating signals > 1 GHz before ampli�cation by the CB-stage. Although

this was potentially a sub-optimal solution, it ensured unconditional stability at the

expense of a slight increase in the noise �gure and a reduction in gain.

(a) Single-Ended (b) Balanced

Figure A.7: Custom 150-450 MHz Cascode Low Noise Ampli�ers.
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Figure A.8: Schematic of the custom low-noise cascode ampli�er for 150-450 MHz
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A.5.2 Single-Ended Performance Characteristics
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Figure A.9: S-parameter and noise temperature measurements for the Cascode LNA
in the single-ended con�guration

Parameter Condition (MHz) Min. Typ. Max. Units

Frequency Range 200 400 MHz

DC Voltage 7 V

Current 8 mA

Gain
200-400 20.9 23.59 25.46 dB

250-350 22.64 23.63 24.73 dB

Input Return Loss
200-400 -17.13 -12.92 -7.95 dB

250-350 -13.80 -12.60 -11.97 dB

Output Return Loss
200-400 -34.08 -23.98 -11.19 dB

250-350 -34.08 -30.38 -24.61 dB

Reverse Isolation
200-400 -93.27 -72.26 -59.59 dB

250-350 -92.90 -72.38 -63.08 dB

Noise Figure
200-400 0.91 1.22 1.70 dB

250-350 0.91 1.10 1.4 dB

Table A.1: Single-Ended Cascode LNA Performance Characteristics.
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A.5.3 Balanced Ampli�er Performance Characteristics
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Figure A.10: S-parameter and noise temperature measurements for the cascode LNA
in the balanced ampli�er con�guration

Parameter Condition (MHz) Min. Typ. Max. Units

Frequency Range 100 450 MHz

DC Voltage 7 V

Current 8 mA

Gain
100-450 14.52 21.91 24.76 dB

250-350 22.41 23.48 24.52 dB

Input Return Loss
100-450 -24.15 -18.68 -9.37 dB

250-350 -24.15 -21.97 -19.72 dB

Output Return Loss
100-450 -22.82 -19.18 -9.41 dB

250-350 -22.82 -22.27 -20.71 dB

Reverse Isolation
100-450 -89.74 -70.76 -60.71 dB

250-350 -89.62 -73.05 -62.89 dB

Noise Figure
100-450 1.30 1.75 3.58 dB

250-350 1.30 1.35 1.44 dB

Table A.2: Balanced Cascode LNA Performance Characteristics.
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A.6 Low-Noise Block Downconverter

CMA-103+ SXBP-310+

310±10 MHZ

ADE-1L+ CMA-103+ RBP-140+

140±10 MHZ

ADE-1L+ CMA-84+ BPF-E16+

16±14 MHZ

450 MHz 160 MHz

Figure A.11: GBT310 Superheterodyne Downconverter Block Diagram

Figure A.12: GBT310 Superheterodyne Downconverter Assembly
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