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Abstract

As edge computing gains prominence for its local computation advantages, deep learning (DL) training/update

alongside inference on edge devices becomes increasingly relevant. Existing training methods for DL models

either rely on centralized scheduling or involve the remote cloud. However, scaling DL models and managing

large datasets pose challenges in the edge scenario due to the resource constraints of the edge devices. At the

same time, the inference of the DL models on the edge devices can also be challenging because of the rising

advantages of on-device processing by incorporating accelerators such as GPU, NPU, and DSPs. However, as

energy-consuming, users may limit their floating point precision. Also, many edge device users are from areas

where it is prohibitively expensive for manufacturers to include high-fidelity accelerators. So, low-cost edge

devices are equipped with low floating point precision accelerators, sacrificing accuracy.

Simultaneously, in recent days LLMs have transformed natural language processing, enabling advanced tasks

such as automated customer support, text generation, and real-time translation. However, deploying these

models in real-world edge environments encounters performance bottlenecks, especially in handling KV-cache

(KVC) during inference. This KVC bottleneck can lead to frequent preemptions, increased queuing, and high

response latencies, all of which are particularly problematic in time-sensitive applications like autonomous

systems and healthcare diagnostics. Consequently, achieving low latency while managing memory effectively

is essential for enabling LLMs in edge settings, where constrained resources require optimal KVC handling to

support real-time processing demands.

This dissertation focuses on minimizing the time of both the DL training and the inference on edge devices

by addressing the above issues. In this dissertation, we propose systemic heuristic and Reinforcement

Learning-based approaches to reduce the training or inference time without significant loss of accuracy.

This work introduces a distributed training system, DMP, emphasizing Data and Model Parallelism. DMP

optimizes the training structure by clustering edge devices by leveraging geographically close nodes for data

sensing and running the model partitions to reduce the overall training time. Next, the dissertation introduces
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another system, SROLE, employing Shielded RL for decentralized scheduling in the same data and model

parallel training scenario to reduce the load of any single node in a cluster of edge devices. SROLE enables

autonomous job scheduling at each edge node, mitigating resource overloading and action collisions in such

data and model parallel training scenarios with the same goal of reducing training time. Additionally, we

built a system for Fast, Accurate DNN Inference on Low-Cost Edges for the already trained models, which

dynamically determines layer assignments across CPU and accelerator using heuristic and RL. Finally, we

introduce Mitigating KV Cache Competition to Enhanced User Experience in LLM Inference (CacheOPT)

for efficient LLM inference as a critical stepping stone for LLM deployment on edge devices. CacheOPT

addresses the KVC bottleneck through confidence-guided KVC allocation based on response length predictions

and dynamically adjusts padding to better utilize GPU memory. It also uses a profile-based method to

make real-time decisions between recomputation and swapping, based on sequence length. We evaluate our

approaches using well-known ML models for various applications to show generality and effectiveness in the

real world.
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Chapter 1

Introduction

In the recent past, Deep Learning (DL) models have been extensively used for various applications in our

daily lives ranging from transportation [19] and image/video processing [13] to healthcare applications such

as detecting user action [105], emotions [51], abnormalities in vitals [9, 23] and infections [153]. A principal

reason behind the success of such technological breakthroughs is the ubiquity of the large number and the

wide variety of sensors [91, 128] in edge devices today–smartphones, tablets and smartwatches–that generate

inputs to these ML models. The ubiquitous availability of such rich data has enabled ML models to achieve

or even exceed human performance [34].

Due to their complexity and size, these Deep Neural Networks (DNNs) are memory and computationally

expensive in training. On the contrary, an edge device usually does not have sufficient memory or computation

resources to conduct the entire DNN model training job. Thus, a DNN is usually trained (or updated) in

the cloud, then compressed and deployed on the edge nodes for inference. Such cloud-based training can

generate significant delays when the network is intermittent (e.g., disaster, network congestion), and cannot

provide data privacy protection [118] for sensitive applications (e.g., medical records) as the data needs to

be transferred to the cloud. Finally, during the deployment of these trained models, modern edge devices,

including flagship Android and Apple smartphones and tablets, are equipped with GPUs that can greatly

accelerate ML tasks [32]. Modern accelerators often employ higher precision arithmetic, which leads to

increased energy consumption. Consequently, applications like AWS SageMaker and Elastic Inference allow

users to configure precision settings to optimize energy usage [152], thus transforming modern accelerators

into low-cost accelerators (LCAs). In addition, a significant portion of edge device users resides in regions

where these devices are prohibitively expensive. For instance, as of January 2023, approximately 70% of

smartphone users in Africa, Asia, and South America use low-cost Android devices [35]. These budget-friendly

1



Introduction 2

devices typically feature LCAs like NPUs, TPUs, or DSPs (e.g., Qualcomm Snapdragon with Hexagon AI

engine). Despite their cost-effectiveness, these cheaper accelerators compromise on accuracy due to the use of

low-precision arithmetic [20]. Lastly, Large Language Models (LLM) have revolutionized natural language

processing for tasks like customer support, text generation, and translation. However, deploying them on

edge devices faces significant challenges, especially with KV-cache (KVC) bottlenecks that cause frequent

preemptions and high latencies, critical in time-sensitive fields like autonomous systems and healthcare.

Efficient KVC handling is essential for low-latency, real-time LLM performance in resource-constrained edge

environments.

Prior works [14, 118, 10] for DNN training on edges involve distributed training. However, distributed training

on edges handles either data parallelism or model parallelism while involving the cloud at a certain stage.

Data parallelism methods [118, 10] deploy replicas of an entire neural network on the edges, and these edges

have their subsets of training data. Each edge processes its training data subset and synchronizes model

parameters in a parameter server running on an initiator edge or the cloud. Model parallelism methods [14]

divide a neural network, distribute the shallow (earlier) layers to edges and the deep layers to the cloud,

and let edges communicate with the cloud for model parameters transfer from the previous layer transfer

to the next layer. Data parallelism methods may sometimes not be feasible, as deploying a large DNN

model on a single edge may not be feasible. In contrast, the model parallelism methods suffer from long

communication delays and intermittent networks between edges and the cloud. So, it is very difficult to

develop one solution that fits all for the distributed edge scenario. At the inference spectrum of these DNN

models, there is a group of methods that select [116, 93, 36, 121, 37, 124, 125] from a group of pre-selected

models or generate [148] new model from unit blocks based on current available resources of the device in

order to meet requirements such as accuracy, deadline and energy. Another group of methods [70, 141]

chooses model compression techniques prior to executing a DNN model on edge devices to find an optimal

balance between latency and energy cost for specific resource constraints. A few works [52, 55, 126] tries to

apply layer-wise quantization or set the parameter values in order to optimize the inference time and accuracy.

Tan et al. [107], where the authors propose a Machine Learning Model Partition algorithm (MLMP) that

finds the layer assignments (i.e., where to run which layer) for the execution of the model across the CPU and

the GPU in order to minimize the inference time while satisfying the accuracy requirement or maximize the

accuracy when satisfying the inference time requirement. However, individual input can affect the optimal

schedule for inference, so such input-agnostic methods are non-optimal. Moreover, this scheme suffers from

extended decision-making overhead. Recent papers on prediction-based KV-cache (KVC) allocation [146, 49]

focus on optimizing cache usage by dynamically adjusting KVC based on response length predictions, aiming
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to minimize memory overhead and latency. These approaches are particularly relevant for edge devices,

where limited memory and processing power make efficient KVC allocation critical to achieving real-time

performance and supporting LLM inference in resource-constrained environments. The response length

predicted by the ML model can be inaccurate as it is difficult to know the response length beforehand because

of the iteration-wise token generation of the LLMs. Consequently, such prediction-based KVC allocation

suffers from either underprovision or overprovision of the KVC. It leads to reserved memory wastage since

allocated KVC is not used instantly. To summarize, we can say the state-of-the-art works cannot achieve the

best-possible efficiency of training or inference time and accuracy solely depending on the edge devices. This

dissertation tries to overcome the lacking in these works and achieve the optimal training or inference time

with certain accuracy guarantee.

1.1 Challenges and Brief Solutions

This dissertation presents works that identify the challenges of efficient training and inference on edge devices.

The following chapters consider the significant challenges that arise in ensuring the high performance of

training and inference on edge devices and handling them. From now on, we will interchangeably use the

term edge or edge node to refer to the edge device.

1. Resource Constraints of the Edge Devices. Existing distributed training utilizes either model

and data-parallel model training or updating approaches on the edge devices with the involvement

of the cloud at a certain stage[14, 118, 10]. However, in a disaster-stricken scenario, such distributed

training may not be possible when the cloud service is unavailable. If we move the whole training job

to the edge devices, using either data and model parallelism is also not feasible. For data parallelism,

collecting all sensed data from the entire area to one edge node and distributing dataset partitions to

edge nodes is inefficient or infeasible. Model parallelism in a cluster of edge device requires frequent

edge device communication, which generates high bandwidth consumption and long latency if cluster

edge devices are out of the transmission range of each other.

We innovatively notice that concurrent data/model parallelism is a better approach for edge systems

than either data or model parallelism due to edge resource constraint and wide-area data sensing.

Proximity-close edge devices usually sense similar environment data, and proximity-far-away edge nodes

sense data from far-away areas. We can cluster proximity-close edge nodes in the network. Then, the

m collected datasets in m clusters can be considered as m subsets of the whole dataset from the entire

network. Then, as shown in Figure 1.1, letting each cluster train an entire DNN model replica using
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Figure 1.1: Both data and model parallelism.

the cluster’s collected dataset, and partitioning the model among the proximity-close cluster edge nodes

realize DMP while avoiding the aforementioned problems. Each cluster has an initiator or cluster head,

which responsible for training, partitioning, and distributing the layers in the model and synchronizing

model parameters to generate the final trained model. The cluster edge nodes send their sensed data

to the edge device assigned with the first-layer (FLE) to collect the training data from the cluster.

However, such fully distributed DNN training poses twofold challenges. First, how to divide the large

DNN model and assign the partitions among the edge devices to reduce the training time? Second, how

can we efficiently collect the data to train or update the training model without sacrificing accuracy?

For the first case, to find the model partition and assignment schedule that achieves the minimum

training time, the dissertation introduces an optimization problem that considers the available resources

of edge nodes and estimated resource demands of each layer and training data collection. Due to the

high time complexity of solving the optimization problem, we propose a heuristic and a reinforcement

learning (RL) based solution (Chapter 2). For the second case, if a cluster conducts training using all

collected data from the cluster edge nodes, all the cluster edge nodes need to transmit their sensed

data to the FLE, which consumes high bandwidth resources. We then try to avoid redundant data

transmission while maintaining the accuracy of the training. We propose two methods: 1) distribution-

based and 2) K-means based. n method 1, an edge node first uses Maximum Likelihood Estimation

(MLE) technique [62] to efficiently get the distribution of its data sample using a subset and then sends

the distribution to the FLE, and only when the FLE does not have a data sample with this distribution,

the edge node sends its data sample to the FLE; otherwise, the FLE makes a replication of the data

sample with the same distribution locally. In method 2, each edge node uses the k-means clustering

method to compress its data sample to be sent to the FLE.

2. Excessive Load on One Device. In the fully distributed training approach introduced above, the

cluster head assigns tasks to the edges based on the resource demands of the tasks and the available

resources of the edges. Thus, the cluster head needs to continuously observe the workload conditions

of all the edge nodes in its cluster. With this cluster-wide knowledge, the cluster head can avoid
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overloading the edges in assigning tasks. However, such a centralized scheduling method imposes a

significant workload on the cluster head, which ultimately impacts the performance of the training.

Recently, RL [150] has also been used for scheduling with a similar high load. To lessen this load, this

work proposes a multi-agent RL method (MARL) that enables each edge node to schedule its own jobs

among its neighboring edge nodes (i.e., edge nodes in its transmission range) using RL. In MARL, each

edge device works as an independent agent and makes the scheduling decision among its nearby edges,

thus relieving the cluster head from the extra burden. However, without the coordination between the

edge nodes, action collision may occur, in which multiple nodes may schedule tasks to the same node

and overload it.

To avoid this problem, the dissertation proposes Shielded Reinforcement learning-based training on

edge devices on top of the MARL-based assignment approach. The shielding approach [27] works as a

separate monitor that suggests alternative actions to avoid action collision by observing the states and

actions that the agents will take. In this approach, each edge node schedules its jobs using MARL, and

the shield, which is deployed on the cluster head, checks the action collisions among the schedules of

the edges in its cluster. Edge nodes report to the shield their action decisions, and it checks action

collisions and provides alternative actions to avoid collisions.

3. Variation of Performance among the Edge Accelerators. Running inference of the trained

models also comes with its own challenges. As we mentioned, the presence of low-precision cheap

accelerators and user-defined precision settings to optimize energy usage [152] transforms modern

accelerators into low-cost accelerators (LCAs). This leads to a performance difference between the CPU

and the LCAs in terms of accuracy. However, the applications running on these edge devices are often

time and accuracy-sensitive. A recent work called Machine Learning based Model Partition algorithm

(MLMP) [107], pre-schedules a model between the CPU and accelerator offline in order to meet either

the accuracy or the time deadline for such a discrepancy between the CPU and the LCAs. MLMP does

such pre-scheduling without considering the input. However, the input affects the optimal schedule

so such input-agnostic methods are non-optimal (Chapter 4). In addition, MLMP doesn’t consider

assigning the model layer-by-layer, but instead utilizes a sorting mechanism or enumerates a number of

layer assignments (based on sorting) to optimize for either accuracy or latency greedily. This may lead

to the skipping of better solutions.

To address these problems, this work proposes a system that executes a model between a device’s CPU

and LCA for a given input. The system is based on a key observation introduced in Chapter 4 that
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while LCAs give up accuracy, individual layers of a model are affected disproportionately regarding the

accuracy loss and the execution speedup in such accelerators. Accordingly, the system places layers

that are unlikely to lose accuracy but will be executed faster in the LCA and the rest of the layers in

the CPU using heuristics and a RL technique.

4. LLM KVC management. Managing KV-cache (KVC) in large language models (LLMs) on edge

devices presents significant challenges due to the limited memory and computational resources available.

Edge devices often encounter high latencies from frequent KVC preemptions, particularly in real-time

applications like autonomous systems and diagnostics, where rapid responses are essential. High arrival

rates and limited memory capacity make it challenging to allocate KVC efficiently, leading to increased

queuing and resource bottlenecks that impact overall responsiveness, making LLM deployment on edge

devices difficult.

To adresss these KVC management issues, in Chapter 5, we propose a system that leverages response

length predictions to allocate memory resources more effectively. This system reduces memory overhead

and enhances efficiency by dynamically adjusting the allocated KVC based on the predicted response

length and confidence scores. It further improves latency with confidence-aware padding and an

advanced preemption strategy, which chooses between recomputation and swapping based on system

load. Together, these strategies can enable edge devices to handle high-demand LLM inference with

reduced latency and can make real-time LLM applications more feasible in constrained environments in

the future, as we deployed the system on GPU servers as of now.

1.2 Contributions

To summarize, this dissertation offers significant contributions addressing the challenges related to the

execution of training and inference on edge devices. The key contributions of this research are as follows:

Data and Model-Parallel Training in a network of Edge Devices. In this thesis, to address the

first challenge, we develop a concurrent Data and Model Parallelism deep learning (DL) system (DMP) for

edge nodes in a fully distributed manner mentioned without relying on the fog or cloud, which significantly

increases efficiency and scalability of DL at edge level. Chapter 2.

Efficient Load Distribution among the Edge Devices. We address the second challenge introduced

in this thesis, where solely depending on one cluster overhead is insufficient. To lessen this load, we first

propose MARL that enables each edge node to schedule its own jobs among its neighboring edge nodes (i.e.,
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edge nodes in its transmission range) using RL. To avoid this problem, we propose Shielded ReinfOrcement

learning-based DL Training on Edges (SROLE) on top of the MARL-based assignment approach in order to

avoid the collisions in Chapter 3 4.

Input aware Layer Assignment between CPU and LCA during Inference. To address the challenge

of performance variation between the accelerators, we evaluate low-cost accelerators for ML inference on

different edge devices, and show that a static layer assignment of a model would not entail useful accuracy

guarantees. Thus, we make the case for an input-specific partitioning of a model. Finally, we introduce Flex,

a lightweight and practical execution framework that dynamically finds the layer assignment between CPU

and LCA for optimal latency and accuracy in Chapter4.

Mitigating KV Cache Competition to Enhanced User Experience in LLM Inference. In Chapter 5,

we propose a system named CacheOPT to address the KVC management issues in the fourth challenge

by estimating the output length of a request, which guarantees that its KVC demand is satisfied with a

high probability. Then, it allocates KVC to a request that equals its estimated sequence length, and reuses

other requests’ allocated KVC in order to avoid preemptions while reducing waiting time to satisfy the

service-level-objectives (SLOs) on both Time to First Token (TTFT) and Time between Tokens (TBT). Third,

instead of allocating KVC only upon request, which can lead to preemptions, it proactively allocates KVC

before a request nearly exhausts its current allocation and reserves KVC globally to prevent allocation failures.

It chooses a request that has long SLO for TBT, long job remaining time and short preemption time to

preempt. Fifth, it selects the shortest-latency strategy between swapping and recomputation for preemptions.

These components can make LLM inference more feasible on constrained edge devices in the future.

1.3 Dissertation Road Map

Chapter 2 describes our concurrent data and model parallel fully distributed training solely on the edge

devices. Chapter 4 introduces our MARL scheme in the fully distributed training scenario and its further

improvement using the shielding approach to avoid collisions among the individual edge devices. Chapter

3 provides details on the deadline and accuracy-aware inference on the edge devices with LCAs. Chapter

5 presents our proposed system for efficient KVC management by mitigating KV Cache competition to

enhance user experience in LLM inference. Chapter 6 outlines a summary of the dissertation and discusses

the potential future work.



Chapter 2

Data and Model-Parallel Training in a

network of Edge Devices

The chapter considers the first challenge introduced in Chapter 1: the issue of resource constraints while

executing fully distributed DL training on the edge devices. the proposed methods either run the entire model

in one edge node, collect all training data into one edge node, or still involve the remote cloud. To handle

the challenge, we propose a fully distributed training system that realizes both Data and Model Parallelism

over a network of edge devices (called DMP). It clusters the edge nodes to build a training structure using

the feature that distributes edge nodes’ sense data for training. For each cluster, we propose a heuristic and

an RL-based algorithm to handle the problem of partitioning a DL model and assigning the partitions to

edge nodes for model parallelism to minimize the overall training time. Taking advantage of the feature that

geographically close edge nodes sense similar data, we propose two schemes to avoid transferring duplicated

data to the first-layer edge node as training data without compromising accuracy.

2.1 Introduction

Edge computing is widely used for diverse applications in areas such as transportation and healthcare [23].

These applications often employ machine learning (ML) frameworks using data collected by the sensors in the

edge devices. ML methods have evolved into more complex and larger Deep Neural Networks (DNNs), which

This chapter is based on the publication in the Proceedings of 2023 32nd International Conference on Computer Communi-
cations and Networks (ICCCN), titled “A Data and Model Parallelism based Distributed Deep Learning System in a Network of
Edge Devices” ([97]).

8
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are memory and computationally expensive in training. An edge node usually does not have sufficient memory

and computation resources to conduct the entire DNN model training job. Thus, a normal approach is cloud

training, which trains (and updates) a DNN model on the distant cloud using the data collected by the edge

nodes, then compresses the trained model, and finally deploys it on the edge nodes for inference. However,

relying on the remote cloud may delay the update of the model. Moreover, in many cases (e.g., disaster,

network congestion), the network can become intermittent [24, 73]. Consequently, sending data from the

edge nodes to the cloud for training is not a suitable option [46] in such cases. Then, distributing the task of

training/updating a DNN model among edge nodes becomes a promising solution. In this paper, we consider

a scenario that a DNN model needs to be updated using data collected by wide-spread edge nodes in a large

area. For example, sensors distributed in a geographical area cooperatively train and update a DNN model

for traffic prediction using traffic data collected from the area. Althoough there are edge-friendly DL models

(e.g., mobilenet, shufflenet), they sacrifice accuracy due to model compression techniques [29]. Consequently,

training large DNN models on edge devices is essential when cloud datacenters become unavailable.

State-of-the-art works [14, 118, 111, 40, 21, 74, 10] for distributed training on edge nodes can be classified to

three categories: data parallelism training, federated learning and cloud-edge model parallelism training. In

the data-parallelism strategy [118, 40], the edge node that initializes a DNN training job has all training data

and it replicates the entire neural network to its neighboring edge nodes and divides the training data among

those nodes. Then, each edge node processes a training data subset and synchronizes model parameters in

a parameter server running on the initiator edge node. However, it is infeasible to accumulate a large amount

of data from a large area to the initiator, considering the data transmission latency and low memory and

bandwidth resources. Moreover, training the entire model on a single edge node may not be feasible when the

DNN model is too large to fit into one edge node. In federated learning [74, 10], each edge node downloads

entire model from the cloud, updates the model using its own collected data, and synchronizes the model in

the cloud. However, training the entire DNN model on a single edge node may not be feasible. Moreover, this

method also suffers from the long delay of communication and intermittent network between edge nodes and

cloud as explained above. Cloud-edge model parallelism training method [14, 21] partitions a neural network

and distributes the shallow (earlier) layers to edge nodes, and the deep layers to the fog or cloud because

the deep layers are more computation intensive [111]. The method considers the training data is already

placed in the first-layer edge (FLE) and lets edge nodes communicate with fog/cloud for model parameters

(weights and gradients) transfer from the preceding layer transfer to the succeeding layer. Again, it may not

be efficient or even feasible to collect all data to only one edge node. Moreover, this method also suffers from

the long delay of communication and intermittent network between edge nodes and cloud.
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To solve the aforementioned problems, we propose a concurrent Data and Model Parallelism deep learning

(DL) system (DMP) for edge nodes in a fully distributed manner mentioned in Chapter 1 without relying on

the fog or cloud, which significantly increases efficiency and scalability of DL at edge level.

Model partition and assignment. A layer is a DNN unit such as a convolutional or fully-connected layer.

As shown in Figure 1.1, in each model level, a model partition consists of one or multiple disjoint layers

(marked by red squares), which can be executed in parallel. Edge nodes are resource-constrained in terms

of computing, memory and bandwidth. Consequently, if an edge node does not have sufficient resources to

conduct the computation of its assigned model partition, it becomes a straggler, which holds back the whole

DNN model computation and leads to long training latency. Moreover, it is important to ensure that the FLE

will not be overloaded in communication bandwidth since all cluster edge nodes need to transmit their sensed

data to this edge node. To find the model partition and assignment schedule that achieves the minimum

training time, we formulate an optimization problem that considers the available resources of edge nodes and

estimated resource demands of each layer and training data collection. Due to high time complexity of solving

the optimization problem, we propose a heuristic and a reinforcement learning (RL) based solution.

Low-overhead input data transfer. If a cluster conducts training using all collected data from the cluster

edge nodes, all the cluster edge nodes need to transmit their sensed data to the FLE, which consumes high

bandwidth resources. We then try to avoid redundant data transmission while maintaining the training

accuracy. We propose two methods: 1) distribution-based, and 2) K-means based. We call the data sensed by

an edge node in a unit time period data sample. In method 1, an edge node first uses Maximum Likelihood

Estimation (MLE) technique [62] to efficiently get the distribution of its data sample using a subset and then

sends the distribution to the FLE, and only when the FLE does not have a data sample with this distribution,

the edge node sends its data sample to the FLE; otherwise, the FLE makes a replication of the data sample

with the same distribution locally. In method 2, each edge node uses the k-means clustering method to

compress its data sample to be sent to the FLE.

We measured the performance of the DMP system on both container-based emulation and real experiments

using Raspberry-pi devices. Our evaluation shows the DMP system improves training time by 44% compared

to the existing approaches while maintaining the model accuracy. We also distributed our source code [104].

The rest of the paper is organized as follows. Section 4.6 presents the related work. Section 3.4 describes our

DMP system. Section 4.5 presents the performance evaluation. Finally, Section 4.8 concludes the paper with

remarks on the future work.
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2.2 Related Work

State-of-the-art works for distributed training on edge nodes can be classified to three categories: data

parallelism training [118, 40], federated learning [10, 67, 41, 81] and cloud-edge model parallelism training [14,

21, 108]. Wang et al. [118] analyzed convergence rate of replicas for ML models such as Support Vector

Machine (SVM) and K-means, and accordingly proposed a control method to dynamically adjust frequency

of global update from each replica to the initiator in real time for minimizing the learning loss under a

fixed computation resource budget for the edge nodes. Hardy et al. [40] devised a compression algorithm

to minimize network traffic generated from transferring model parameters between local edge workers and

the initiator edge to reduce communication time.

McMahan et al. proposed FederatedAveraging algorithm where the cloud combines the gradient values from

the edge nodes by performing model averaging for the DNN and thus, manages to keep all the training data

on each edge node to train a model. Bonawitz et al. [10] built a scalable production system for federated

learning, using TensorFlow to ensure data privacy, and proposed new targeted network protocol to mitigate

the potential synchronization overhead. Cheng and Li [41, 81] extended the approach of FederatedAveraging

for other ML models such as decision tree and regression models.

The cloud-edge model parallelism training methods distribute one DNN across different edge nodes and

cloud for training; with earlier layers being assigned to edge nodes and deep layers being assigned to the

cloud [14, 108]. They predicted the gradient values related to the ML backward pass for each layer and used

the predicted and selectively sent gradient value to decouple the backward pass among the DNN layers to

ensure parallelism and reduce communication cost during backward pass.

2.3 System Design of DMP

2.3.1 DMP Training Structure

We assume that the edge network geographical area and the distribution of edge nodes in the area are

pre-known, and the edge nodes in each cluster are within the transmission range of each other during training.

To build the structure, at the initial stage, as shown in Figure 1.1, we split the entire geographical area to

sub-areas so edge nodes in one sub-area forms a cluster. That is, we group the edge nodes in the entire

edge node network area to multiple clusters, and each cluster is formed by proximity-close edge nodes. The

cluster size (i.e., the number of edge nodes in a cluster and hence the number of clusters) is determined by

the desired model parallelism degree and data parallelism degree. Higher data parallelism degree means more

clusters and smaller cluster size and vice versa, and higher model parallelism degree means larger cluster size
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hence fewer clusters and vice versa. The data parallelism degree depends on amount of sensed data from one

cluster, and the model parallelism degree depends on the DNN size.
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Figure 2.1: Two algorithms executed in a cluster.

In creating clusters, we ensure all edge nodes in a cluster are in the transmission range of each other so they

can communicate with each other directly.

We select the edge node with the highest available capacity as the ML initiator for each cluster. The initiator

needs to find the model partition and assignment schedule to map model partitions to the edge nodes in

the cluster and initiates DNN training. It also sends the model parameters from its cluster to the global

parameter server in order to accumulate all parameters across different clusters. From all initiators of all

of the clusters, we select the one with the highest available resources as the parameter server. If the global

parameter server cannot store all model parameters, we can use multiple edge devices as parameter servers to

handle different parameters as in [48]. Figure 2.1 illustrates procedures of the proposed algorithms running in

a cluster: (1) low-overhead input data collection and (2) model partition and assignment. In each cluster, each

cluster edge node periodically sends to the cluster initiator its available resources. An edge node ni’s available

resource is represented by Ri=<CPU,Mem,BV >, where BV denotes bandwidth vector and is represented

by <n1, BW ;n2, BW ; ...> that shows its available bandwidth to each of other edge nodes. Based on the

received information of available resources, cluster initiator executes model partition and assignment.

The FLE needs to collect the training data. Depending on the system setting, it can use own sensed data or

collect sensed data from other edge nodes. In the latter case, the low-overhead input data collection algorithm

is used to reduce transferred data without greatly compromising training/updating accuracy. We propose two

methods: 1) distribution-based method and 2) k-means based method. Here, we could only use the first input

layer to collect data. However, as more collected data within a cluster helps achieve higher accuracy, we let

other edge devices collect data and transfer it to the first input layer. Note that the partitions or edge nodes

in one level can run simultaneously as shown in Figure 1.1. Therefore, an edge node in a preceding level

needs to send parameters to the edge nodes in the succeeding level. After the last-layer edge node completes

computation, a backward pass is executed. In the backward pass, the edge node assigned with the succeeding
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DNN layers sends the model parameters specifically the gradients to the edge node assigned with the preceding

DNN layer, and upon receiving the gradients, an edge node updates the parameters of its assigned layers.

Also, in some DNNs, the last layer sends the first layer embedded data (intermediate representation of

input/output), which takes a large portion of the overall data transferred between the layers [131]. After the

training is completed, edge nodes within a cluster send the model parameters to initiator, which forwards the

parameters to the global parameter server. The global parameter server accumulates the model parameters

from all clusters and finally creates updated DNN model.

2.3.2 Model Partition and Assignment

DNN models are memory and computation extensive to fit in edge nodes with limited resources. Therefore,

it is difficult to train an entire DNN on an edge node. We formulate a non-convex optimization problem to

partition the entire DNN model replica in a cluster and find the optimal assignment schedule among the edge

nodes in that cluster. Below, we introduce how we use prior profiling for the resource demand prediction

and then present the optimization problem with heuristic and RL based solutions.

Offline Layer Resource Demand Prediction

Previous method [133] estimates the computation time of each layer, assuming the training device has

sufficient computation resources. In practice, the device may not have sufficient computation resources.

Therefore, we profile the resource demand and computation time for each layer and then will estimate the

computation time based on the actual available resources of a device. We train regression models to predict

memory and CPU demands using prior profiling of memory and CPU usage of different types of layers of a

DNN. We use the random forest regressor and support vector regressor (SVR) for estimating the maximum

demand of memory and CPU in the forward and backward passes, respectively. The training job of a DNN

model is killed if it does not acquire the demanded memory size. Both of these regression models take

the DNN layer structural parameters as input. We varied the structural parameters of a particular DNN

layer structure within reasonable ranges as indicated in [133] and profile the CPU and memory usage in the

forward and the backward pass. We use the TensorFlow benchmark tool [112] to profile the usage of all DL

components on an edge node. We also profile the computation time of each type of layer in the forward and

the backward pass separately. We use the SVR to estimate both the computation times for the forward and

backward passes of a layer in a DNN model.

Model Graph Partition and Assignment As shown in Figure 1.1, for each DNN model replica in each

geographical cluster, based on the available resources of the edge nodes in the cluster, the system divides
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the entire DNN model graph into multiple partitions and then places each partition to an edge node in the

cluster. Note that both the number of partitions and the partition-edge matching are dynamically determined

based on the available resources of the cluster edge nodes. We formulate an optimization problem that takes

both computation and communication latency in consideration and find the optimal partition and assignment

schedule that generates the minimum training time. The optimization problem also considers the additional

time for the data transfer from each edge node to the FLE in a cluster.

We use a = {at, at+1, ...} to represent the partition and assignment schedule, where at denotes the schedule

at time slot t for layers that must start running at t. We use lji to denote the ith layer in level Gj and use n

to denote the number of levels in the DNN model. at is defined as follows for each pair of layer lji and edge

device dk, where j = 1, 2..., n and k = 1, 2..., |D|, and D denotes the set of all edge nodes in the cluster:

at(l
j
i , dk) =



















1, if layer lji is placed in edge node dk at t

0, otherwise

We use at(l
j
i ) to denote the assigned edge node of layer lji , i.e., if at(l

j
i , dk) = 1, at(l

j
i ) = dk. After at is

determined, the available resources of edge nodes are updated with the available resources at t+ 1, and then

at+1 is determined, and so on until the last layer is assigned. For simplicity, we omit t in the rest of the

section.

For a layer lji , we use the regression model to predict its memory demand in the forward pass and backward

pass, and choose the maximum one as memory demand denoted by T
l
j

i
m . A layer lji must be assigned to an

edge node a(lji ) with Ma(lj
i
) ≥ T

l
j

i
m , where Ma(lj

i
) denotes the available memory of the edge node a(lji ).

We use T f (Gj) to denote the slowest execution time of a layer among the layers in level Gj or the completion

time (for computation and communication) of level Gj in the forward pass. Each pair of layers between two

neighboring levels (lji , l
j+1
k ) may have data transfer. The execution time of a layer in Gj includes the time

for its computation and its longest data transfer time to a layer in the next level Gj+1. Thus, T f (Gj) is

calculated by:

T f (Gj) =















Tdc(l
1
1
) + T

f
cp(l

j
1
) + T

f
cm(lj

1
), j = 1,

max{T f
cp(l

j
i ) + T

f
cm(lji )}, ∀l

j
i ∈ Gj , 1 < j < n,

max{T f
cp(l

j
i )}, j = n,

where Tdc(l1) denotes data collection time incurred to transfer the collected data from the edge nodes

to the FLE within a cluster, T f
cp(l

j
i ) denotes computation time of layer lji and T f

cm(lji ) denotes maximum

communication time between layer lji and a layer in the succeeding level Gj+1 in forward pass.

Tdc(l
1
1) = max

S̃dc(dk)

B(dk, a(l
1
1
))
, ∀dk ∈ D \ {a(l11)}, (2.1)
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where S̃dc(dk) denotes the estimated size of the data transferred from edge node dk to the FLE a(l11) based on

historical data and B(dk, a(l
1
1)) denotes the available bandwidth between the two edge nodes at the transfer

time.

To calculate T f
cp(l

j
i ), we first predict lji ’s computation time (T̃f (l

j
i )) and its CPU demand (C̃f (l

j
i )) in the

forward pass, and then compute:
T f
cp(l

j
i ) =

C(a(lji ))

C̃f (l
j
i )

× T̃f (l
j
i ), (2.2)

where C(a(lji )) represents the available CPU resource of the edge node which is assigned with layer a(lji ) at

the running time in the forward pass.

T f
cm(lji ) = max{

S̃f (l
j
i , l

j+1

k
)

B(a(lji ), a(l
j+1

k
))
}, ∀lj+1

k
∈ Gj+1, (2.3)

where S̃f (l
j
i , l

j+1
k ) is the predicted bandwidth demand from lji to lj+1

k in the forward pass using the regression

model and B(a(lji ), a(l
j+1
k )) is the available bandwidth between the devices assigned with the two layers at

the data transfer time.

We use T b(Gj) to denote the slowest execution time of a layer among the layers in level Gj or the completion

time (for computation and communication) of level Gj in the backward pass. Similar to the forward pass,

T b(Gj) is calculated by:

T b(Gj) =















T b
cp(l

j
1
) + T b

cm(lj
1
), j = n,

max{T b
cp(l

j
i ) + T b

cm(lji )}, ∀l
j
i ∈ Gj ,1 < j < n,

max{T b
cp(l

j
i )}, j = 1

where T b
cp(l

j
i ) denotes the computation time of layer lji and T b

cm(lji ) denotes the maximum communication

time between layer lji and a layer in the preceding level Gj−1 in the backward pass.

To calculate T b
cp(l

j
i ), we first predict lji ’s computation time (T̃b(l

j
i )) and its CPU demand (C̃b(l

j
i )) in the

backward pass, and then compute:
T b
cp(l

j
i ) =

C(a(lji ))

C̃b(l
j
i )

× T̃b(l
j
i ), (2.4)

where C(a(lji )) represents the available CPU resource of the edge node a(lji ) at the running time in the

backward pass.

T b
cm(lji ) = max{

S̃b(l
j
i , l

j−1

k
)

B(a(lji ), a(l
j−1

k
))
}, ∀lj−1

k
∈ Gj−1, (2.5)

where S̃b(l
j
i , l

j−1
k ) is the predicted bandwidth demand from lji to lj−1

k in the backward pass using the regression

model and B(a(lji ), a(l
j−1
k )) is the available bandwidth between the devices assigned with the two layers at

the data transfer time.

Recall that in backward pass, for some ML models (e.g., Transformer model) the last layer needs to send

the FLE the embedded data, and we use T b
ed(l

n
1 ) to denote this data transfer time.

T b
ed(l

n
1 ) =

S̃ed(l
n
1
, l1

1
)

B(ln
1
, l1

1
)
, (2.6)

where S̃ed denotes the estimated size of the embedded data based on historical data. Finally, the time latency

for the backward pass is:
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max{
∑

∀Gj∈G
T b(Gj), T

b
ed(l

n
1 )}, (2.7)

where G denotes the set of all levels or the DNN model.

Finally, the overall goal of this optimization is to find a placement scheme that provides minimum overall

training time. The objective function of the optimization is as follows.

O = argmin
G

∑

∀Gj∈G
T f (Gj) + max{

∑

∀Gj∈G
T b(Gj), T

b
ed(l

n
1 )} (2.8)

subject to constraint that at each time t:

Md ≥
n
∑

j=1

{

|Gj |
∑

i=1

{T
l
j
i

m · at(l
j
i , d)}}, ∀d ∈ D, ∀Gj ∈ G (2.9)

where |Gj | is the number of layers in level Gj .

2.3.3 Heuristic Solution

As the formulated optimization problem is non-convex and NP-hard, we propose a heuristic to solve this opti-

mization problem. The proposed heuristic has two phases. In the first phase, we place the first and last layers

of the DNN model on one edge node [131] as the first layer and last layer share embedded data, which takes a

large portion of the overall data transferred between layers. We choose the edge node with the highest available

resources at time t and t+m (assuming the last layer starts running at t+m) to place these two layers together.

In the second phase, we partition and assign the rest of the DNN layers in a level-wise manner aiming to let all

layers in one level complete data transfers at the same time. First, we assign the layers in each level in sequence,

aiming to minimize the computation time of each level, in order to create an initial assignment schedule.

We then adjust the assignment of each layer for the optimization goal. We first build a bipartite graph

G = (L,D,E) where L represents the set of layers in one level, D represents the set of edge nodes within

a cluster, and E represents the graph edge from the set L to D. Each edge is associated with a non-negative

cost of c(i, j), which is the computation time when layer i is assigned and runs on edge node j calculated

by T f
cp(l

j
i ) + T b

cp(l
j
i ) based on Equations (2.2) and (2.4).

We then use the Hungarian algorithm [58] to find a matching from L to D that minimizes the maximum

cost among all costs. Next, we build another bipartite graph G = (L,D,E) including all layers in the DNN

and all edge nodes. Based on the initial assignment, we use the Hungarian algorithm to find a matching for

the goal in Equ. (2.8). Basically, the algorithm reassigns each layer in every possible edge node and checks

whether it reduces the cost in Equ. (2.8). If yes, it conducts the reassignment. Finally, the best possible

assignment of the layers of a DNN is created.

2.3.4 RL based Partition and Assignment

The computation time overhead of the heuristic would be high with the increasing number of DNN layers

and edge nodes in a cluster. To handle high overhead, we propose an RL based method. In this method, the
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initiator edge node works as the RL agent to take the optimal action (level partition and assignment) upon

observing the state.

State space. The state space (s ∈ S) consists of the resource demands of all the layers of a DNN model,

and the available resources of all the edge nodes within a cluster. For each layer, the state includes the CPU

resource demand, memory demand, and its data transfer size to each layer in the next level. The state of

edge nodes includes the available CPU and memory of each edge node, and available bandwidth across each

pair of edge nodes at each time t. As the continuous values of these resource characteristics result in infinite

size of the state space, we discretize the continuous space by dividing their value range into a number (e.g.,

three) of equal-width ranges.

Action space. The action space is represented by a = {at, at+1, ...} ∈ A as explained in Section 2.3.2.

Reward. Let at be the action taken (schedule is made) at that time t, then the reward function is given

by:

r(s,a) =



















−γ, if violates Equ. (4.3)

ρ√
O
, otherwise (Equ. (2.8))

where ρ is a coefficient to control the reward and γ is a large negative constant reward to ensure that a

schedule violating the memory limit requirement is not valid.

We use an actor-critic RL technique [57] to find the optimal partition and assignment schedule that minimizes

the training time. The actor-critic RL efficiently captures how much better an action is compared to the

other actions at a given state in comparison to other RL techniques which only captures how good it is to be

at a certain state [33]. Unlike [57], we used four-layer DNN for critic network as it shows good performance

in our scenario. To train the RL model, we need data related to both DNN models and edge nodes. To

generate the data, we use the method introduced in [133] to generate different DNN model structures and

obtain their resource demands. To generate edge configuration data, we consider the number of edge nodes

in the range of [2,10]. For each edge node, its CPU is chosen randomly from range [0.5,2]GHz, its memory is

randomly chosen from range [64,4096]MB and the bandwidth for each pair of edge nodes is randomly chosen

from range [128,1000] MBps [96]. Using the data, we trained the RL model offline for approximately 18 hours

and updated using the collected data by the initiator.

2.3.5 Low-Overhead Input Data Transfer

Distribution-based Transfer Data Reduction As the edge nodes in a cluster sense similar data from

the same geographical area, when an edge node’s data sample (DS2) has a similar distribution as a data
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sample (DS1) already received by the FLE, the edge node does not need to send DS1 and the FLE makes a

replication of DS2 locally. Each edge node first estimates the type of distribution of its data sample, and

then calculates the parameters of the distribution. For example, for the normal distribution, the parameters

are the mean (µ) and standard deviation (σ) whereas for Poisson distribution, it is the mean. However, if

the sample data is too large, an edge node may need long time to calculate the distribution parameters. To

handle this problem, we use Maximum Likelihood Estimation technique (MLE) [62] that only uses a subset of

the sample data to find the parameters. Since the normal distribution is the most common distribution found

in the sensor data, we use this distribution as an example though it is applicable to other distributions.

MLE consists of two steps. First, the probability distribution function is converted to a strictly increasing

function through logarithmic estimation:

log(N(µ, σ)) = −
n′

2
log(2πσ2)−

1

2σ2

n′

∑

i=1

(xi − µ)2, (2.10)

where n′ denotes total number of data points, and xi denotes data point i. Second, the maximization process

is run on the increasing function to obtain the distribution parameters (µ and σ) following [62]. Then, each

edge node calculates (µ,σ) of its sample data and sends (µ, σ) to the FLE in its cluster. As the distribution

parameters represent the probability distribution, comparing these parameters of two distributions can identify

whether data samples are similar.When the FLE receives (µ, σ) from an edge node, it compares it with the

parameters of its received data samples in this time period. Only when none of the received data samples has

similar distribution parameters, it notifies the edge node to send the data sample. Otherwise, it replicates the

data sample with similar parameters. We use concept of Kullback-Leibler divergence [87], or relative entropy,

to calculate the similarity between two distributions p and q, KL(p, q).A lower entropy means higher similarity

and vice versa. We set a threshold α and when KL(p, q) ≤ α, we consider that p and q are similar. α is set

by user considering the tradeoff between training accuracy and time-efficiency for data collection.

K-means based Transfer Data Reduction

In this approach, each edge node conducts the k-means clustering on its own data sample and sends the

values of cluster center and corresponding cluster size to the FLE. The cluster center is decided by minimizing

the mean squared distances of each data point to its nearest center (denoted by C(V )):

C(V ) =
m
∑

i=1

k
∑

j=1

wij(xi − c(j))2, (2.11)

where wij = 1 if data point xi belongs to cluster j; otherwise, wik = 0, c(j) represents the center for

cluster j, which consists of m data points. Each edge node represents it collected data in the form of tuples

< (v1, n1), (v2, n2), . . . , (vm, nm) >, where vi is the data value, and ni is the number of readings with value

vi. For example, if an edge node’s data sample is {(3, 1), (4, 1), (6, 1), (8, 1), (10, 1), (12, 1)}, using 2-means

clustering, this data sample is partitioned to two clusters {3, 4, 6} and {8, 10, 12}, with centers equal to 4.33
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Table 2.1: Resource configuration for DMP experiment.

Experiment Resource Ranges
Real edge Mem∈ {1024, 2048, 4096}MB

CPU∈ {0.25, 0.5, 1.0}Host Ratio
BW∈ {20, 100}Mbps

Container Mem∈ {768, 1024, 1536, 2048, 4096}MB
CPU∈ [0.3, 1.0]Host Ratio
BW∈ {50, 100, 200, 500, 1000}Mbps

and 10, respectively. Then, the compressed dataset is represented by {(4.33, 3), (10, 3)} and is sent to the

FLE.

2.4 Performance Evaluation

2.4.1 Experiment Settings

DMP uses Tensorflow for execution of the model training with parameter server strategy and is developed

using keras.

Emulation. To emulate edge nodes with varying resources, we use 30 docker containers. The containers are

deployed in Amazon EC2 instance of type m5ad.4xlarge.

Real experiments. Our real testbed consists of 10 Raspberry Pis; two Pis have 1 GB memory, four other

Pis have 2 GB memory and four Pi has 4 GB memory. The edge nodes are connected via 2.4 GHz band

wireless connection.

Experiment parameters. A cluster is formed by five edge nodes. The resource settings of both experiments

are indicated in Table 2.1. The bandwidth connection among all the individual edge nodes to the cloud is set

to the lowest bandwidth value between two individual edge nodes considering long and possibly intermittent

connections. In the k-means clustering approach, we set k=3. We set ρ=1, γ = 100 for RL, and α=2 as

threshold for training data collection. For all the DNN moels used in the experiment, the learning rate and

batch size were set to 0.01 and 128, respectively. The mean absolute scaled error (MASE) for random forest

in predicting memory demand is 4.97%. The MASE for SVRs in predicting CPU and computation times

are 4.91% and 7.13%, respectively.

ML models and datasets. We run three ML models: GoogleNet Inception, VGG-16, and RNN [12]. We use

the MNIST [53] dataset to run the first two models as classification tasks and the Air Quality dataset [115] for

the RNN model as regression task. All these models were implemented using parameter server strategy in Ten-

sorflow and Keras API. The baseline accuracies of the Inception and VGG models (by training on a server with-

out any other methods) are 94% and 95%, respectively [114], and the basedline accuracy for the RNN model is
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(c) LSTM.

Figure 2.2: Training time for different models in emulation.
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(b) VGG-16.
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Figure 2.3: Accuracy for different models in emulation.

93%. Since there are maximally 6 clusters, We divide the dataset to 6 subsets. Each cluster has a subset as input

training data and the data is randomly distributed among the edges in the cluster as their sensed data.

Metrics. Training time is the time period from the time when edge nodes send information to the FLEs

to the time when the training of the whole model completes. The training data collection time is the time

period from the time when edge nodes send information to the FLEs to the time when all FLEs complete

preparing training data. We use 10% of the total data as the testing data on the trained model for testing

accuracy, while rest of the data is used for training. We also measure the total bandwidth consumption in

DNN training. The consumed bandwidth amount represents the amount of data (in Megabyte) exchanged

across the whole network of devices. All of these metrics are measured for one epoch.

Comparison methods.

•Federated [10]. We first train the GoogleNet and VGG-16 model in the cloud using the EMNIST [28] and

train the LSTM model using another Air Quality dataset [3]. Then, each edge node updates the trained

model using its collected data, and then sends the model changes to the cloud.

•Cloud-edge [14]. We put the lower layers in the edge nodes randomly until each edge node’s memory is

full, then we put the higher layers in the cloud and ensure the last two levels are always in the cloud.

•Cloud-only . All the data samples collected by the edge nodes are sent to the remote cloud, where the ML

model is trained.
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Figure 2.4: Training data collection time for different models in emulation.
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Figure 2.5: Consumed bandwidth for different models in emulation.
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Figure 2.6: Computation time overhead of different methods in emulation.

We also create several variants for DMP to show the effectiveness of different components. Unless otherwise

specified, we use distribution-based transfer data reduction algorithm.

•DMP-H . It uses the heuristic solution.

•DMP-RL. It uses our RL based approach.

•DMP/MP . It is DMP without model parallelism, i.e., ML training is run in one randoms edge node in each

cluster.

•DMP-H/DP and DMP-RL/DP. They are DMP-H and DMP-RL without the data parallelism.

•DMP-H-k . It is DMP-H using the k-means based transfer data reduction algorithm.

•DMP-H-allD . It is DMP-H in which all edge nodes in a cluster send their data samples to the FLE.

•Order-based . In this method, for each cluster DMP orders layers of the ML model in descending order

of their memory and then CPU demand, and orders the edge nodes in ascending order of their available

memory and then available CPU and performs one-to-one mapping.
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2.4.2 Container-based Emulation Results

Training time. Figure 2.2 shows the training time versus the different number of edge nodes for the three

models. Compared to Federated and Cloud-edge, DMP-H and DMP-RL perform 29-31%, 29-39%, and 24-36%

better for the three models, respectively. Such improvement occurs due to the concurrent data and model

parallelism as well as reducing the delay of data transfer. They perform 33-44% better than Cloud-only since

Cloud-only needs a longer time for training data transfer to the cloud.DMP-H performs 4-9% better than

DMP-RL probably because of missing some sub-optimal data points during the RL training. Both DMP-H

and DMP-RL perform 8-14% better than DMP/MP, which shows the effectiveness of our model parallelism in

reducing training time. They perform 8-15% better than DMP-H/DP and DMP-RL/DP because of the delay

reduction from the data parallelism. However, DMP/MP, DMP-H/DP and DMP-RL/DP still outperform

the comparison methods by 11-28%, which verifies the superior performance of either data parallelism or

model parallelism in our system over previous methods. DMP-H perform 3-7% better than DMP-H-k since

DMP-H avoid transferring some training data by just duplicating received data with the same distribution

while DMP-H-k DMP-H-k always needs to transfer compressed data. Our DMP-H and DMP-RL show

16-28% better performance than DMP-H-allD for all models, which shows the effectiveness of our transfer

data reduction schemes in reducing latency. They perform 17-29% better than Order-based for all the models.

This is because our methods aim to minimize the training time while Order-based only assigns the layers

aiming to satisfy their resource demands..

Accuracy. Figure 2.3 shows the training accuracy versus the different number of edge nodes for the three

models and they achieve the baseline accuracies mentioned above. DMP-H and DMP-RL achieves similar

accuracy. They increase the accuracy of Cloud-edge by 3%, 5%, and 8%. This is because of two reasons.

First, there may be some data loss when edge nodes (widely distributed in the network) transfer training

data to the single FLE. Second, there may be some data loss when training edge nodes send their parameters

to the remote cloud. The results verify the advantage of conducting the model updating locally and the edge

node clustering for data parallelism in our approaches. We also see that DMP-H and DMP-RL decrease the

accuracy of Federated by 2-4%, and of Cloud-only by 3-5%. Without using the schemes, our DMP-H-allD

performs similar to Federated and Cloud-only while still achieves 11-24% lower training time than them.

DMP-H and DMP-RL show 1-3% lower accuracy than DMP-H-allD but gain 16-28% lower training time

due to the transfer data reduction schemes. The system can adaptively choose which scheme should be used

or adjust the threshold parameters in the schemes based on its needs in the tradeoff between accuracy and

training time.
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Figure 2.7: Training time and Computation overhead for different models in real experiment.

DMP/MP performs similarly as DMP-H and DMP-RL, which means that our model parallelism does not

compromise the accuracy performance. DMP-H/DP and DMP-RL/DP also perform similarly as DMP-H

and DMP-RL. Without data parallelism, there would be some data loss in training data transfer to only one

first-layer, as DMP-H and DMP-RL already have the transfer data reduce scheme to reduce the transferred

data, they achieve similar accuracy. Both DMP-H and DMP-RL perform 3-7% better than Order-based for

all the models. Since Order-based does not consider the training data collection time, the FLE may be far

away from some nodes, leading to data loss in training data collection and hence lower accuracy.

Training data collection time. Figure 2.4 shows the training data collection time versus the different

number of edge nodes for the three models. Federated does not need training data collection since each edge

node only uses its own sensed data for training. Compared to Cloud-edge, DMP-H and DMP-RL performs

31-32%, 24-36%, and 33-40% better for the three model, respectively. DMP-H and DMP-RL perform 31-42%

better than Cloud-only. This is due to our transfer data reduction schemes that reduce the amount of data

sent from the edge nodes to the FLE in each cluster. Also, due to data parallelism in our system, edge nodes

do not have to transfer data to far-away nodes as in Cloud-edge. In Cloud-only, all edge nodes need to transfer

its collected data to the remote cloud, which takes a long time. The performance of DMP-H is 2-5% better

than DMP-RL. Both of them use same low-overhead data collection scheme, but the FLE chosen may be

different. DMP/MP generates similar data collection time as DMP-H since they use the same data collection

scheme. They both perform 14-20% better than DMP-H/DP and DMP-RL/DP. This is because without

data parallelism, all edge nodes in the system need to send training data to only one FLE that may be far

away from some edge nodes. DMP-H and DMP-RL perform 3-10% better than DMP-H-k due to the reasons

mentioned above. They perform 8-11% better than the Order-based for all the models since Order-based does

not consider training data collection time in layer assignment.

Consumed bandwidth. Figure 2.5 shows the consumed bandwidth versus the different number of edge

nodes for all the three models. Compared to Cloud-edge, DMP-H and DMP-RL performs 14-22% better for

all the models. DMP-H and DMP-RL perform 19-28% better than Cloud-only. This phenomenon occurs
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Figure 2.8: Accuracy of different methods in real experiment.
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Figure 2.9: Consumed bandwidth for different models in real experiment.

due to our transfer data reduction schemes that reduce the amount of data sent from the edge nodes to

the FLE in each cluster. Also, due to data parallelism in our system, edge nodes do not have to transfer

data to far-away nodes as in Cloud-edge. In Cloud-only, all edge nodes need to transfer its collected data

to the remote cloud, which consumes high bandwidth. The performance of DMP-H varies within 1% of

that of DMP-RL. DMP/MP generates similar data collection time as DMP-H since they use the same data

collection scheme. They both perform 3-7% better than DMP-H/DP and DMP-RL/DP and 2-5% better

than DMP-H-k. This is because without data parallelism, all edge nodes in the system need to send training

data to only one FLE that may be far away from some edge nodes.

Computation overhead. Figure 2.6 shows the computation time overhead on the decision making for

different methods. Cloud-edge only involves the random decision for deciding the partition and assignment.

Cloud-only and Federated do not have any decision making time as the model partition and assignment as

well as data transfer are prior known. For DMP-H, we measure the time for deciding the edge nodes which

need to transfer data samples to the FLE, while for DMP-H-k, the decision time includes the computation

time for compressing the data sample. DMP-RL finds the solution 30-41% faster than that of DMP-H, and

28-39% faster than that of Order-based. DMP-H performs 1-3% slower than Order-based. DMP-RL has lower

overhead than these two heuristics because it only needs to use the trained RL model to output the decision.

DMP-RL performs 8-14% slower than Cloud-edge because Cloud-edge only conducts random assignment.

Both DMP-RL and DMP-H performs within 10-25% limit slower than DMP/MP and DMP/MP since the

latter do not have any model partition and assignment operation. However, DMP-RL and DMP-H are 1-7%

slower than DMP-H/DP and DMP-RL/DP. This is because DMP-RL and DMP-H have more clusters, so the
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maximum decision making time among the clusters may be longer than one fixed cluster in DMP-H/DP and

DMP-H/DP. DMP-H-k shows 5-7% faster performance than DMP-H. It is because directly executing k-means

clustering algorithm is faster than the process of determining whether the data needs to be transferred or

duplicated in DMP-H.

2.4.3 Real Experiments Results

From real experiments, we observe similar performance as the emulation technique due to the same reasons

mentioned above.

Training time. Figure 2.7 illustrates the training time for all the methods. Compared to Federated,

Cloud-edge and Cloud-only DMP-H and DMP-RL perform 25-31%, 23-35%, and 33-38% better for the ML

models, respectively.

Accuracy. Figure 2.8 shows the accuracy for all methods. The performance of all the methods except

Cloud-edge are approximately similar. Cloud-edge performs 2-5% worse than other methods for the same

reasons mentioned above.

Training data collection time. The blue part at bottom of each bar in Figure 2.7 shows the data collection

time for all methods. Compared to Cloud-edge, DMP-H and DMP-RL perform 21-24%, 22-27%, and 21-26%

better for the three models, respectively. They perform 25-34% better than Cloud-only .

Consumed bandwidth. The blue part at bottom of each bar in Figure 2.9 shows the consumed bandwidth

during data collection time, while the orange part shows the consumed bandwidth for rest of the training

period for all methods. Compared to Cloud-edge and Cloud-only, DMP-H and DMP-RL perform 14-23%

better for all the three models.

Computation overhead. The black curve in Figure 2.7 shows the computation overhead on decision making

time. DMP-RL finds solution 28-39% faster than DMP-H on real edge nodes.

2.5 Conclusion

Fully distributed DNN training on edge nodes utilizing both model and data parallelism is a promising way to

increase the scalability of DNN model training at resource-constrained edge nodes. In this paper, we propose

a DMP system to distribute layers of a large DL model onto a set of edge nodes to minimize the training time.

Our emulation and real experiments show that the proposed system significantly outperforms the state-of-the-

art cloud-only, cloud-edge model parallelism and federated learning approaches. In the future, we will develop
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a system that chooses the optimal strategy among different choices (e.g., data/model parallelism, or both)

based on real-time observations from the edge system for further improvement in training performances.



Chapter 3

Efficient Load Distribution among the

Edge Devices

This chapter revisits the first challenge and tackles the second challenge highlighted in Chapter 1: excessive

load on one device. It explores the challenge of having the cluster head of a cluster of edge nodes schedule all

the DL training jobs from the cluster nodes. Using such a centralized scheduling method, the cluster head

knows all the loads of the cluster nodes, which can avoid overloading the cluster nodes, but the head itself

may become overloaded. To handle this problem, we first propose a multi-agent RL (MARL) system that

enables each edge node to schedule its own jobs using RL. However, without the coordination between the

nodes, action collision may occur, in which multiple nodes may schedule tasks to the same node and make

it overloaded. To avoid these problems, we propose a system called Shielded ReinfOrcement learning (RL)

based DL training on Edges (SROLE). In SROLE, each edge node schedules its own jobs using multi-agent

RL. The shield deployed in a node checks action collisions and provides alternative actions to avoid the

collisions. As the central shield node for the entire cluster may become a bottleneck, we further propose a

decentralized shielding method in which different shields are responsible for different regions in the cluster,

and they coordinate to avoid action collisions on the region boundaries.

3.1 Introduction

Edge devices are currently used for various applications in many areas including transportation and health-

care [9, 45, 117, 23]. These applications often deploy machine learning (ML) frameworks using data collected

This chapter is based on the publication in the Proceedings of 2022 IEEE 42nd International Conference on Distributed
Computing Systems (ICDCS), titled “Distributed Training for Deep Learning Models On An Edge Computing Network Using
Shielded Reinforcement Learning” ([98]).

27
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by the edge devices’ sensors. ML models have transformed into more complex and larger Deep Neural Networks

(DNNs). These DNNs are memory and computationally expensive in training due to their complexity and

size. On the contrary, an edge device usually does not have sufficient memory or computation resources to

conduct the entire DNN model training job. Thus, a DNN is usually trained (or updated) in the cloud, then

compressed and deployed on the edge nodes for inference. Such cloud-based training can generate significant

delays when the network is intermittent (e.g., disaster, network congestion), and cannot provide data privacy

protection [118] for sensitive applications (e.g., medical records) as the data needs to be transferred to the

cloud. In this case, distributing the job of training or updating a DNN model among only edge nodes becomes

a promising solution.

Recent works [14, 118, 10] for distributed training on edges handle either data parallelism or model parallelism

while involving the cloud at a certain stage. Data parallelism methods [118, 10] deploy replicas of an entire

neural network on the edges, and these edges have their subsets of training data. Each edge processes its

training data subset and synchronizes model parameters in a parameter server running on an initiator edge or

the cloud. Model parallelism methods [14] divide a neural network and distribute the shallow (earlier) layers to

edges and the deep layers to the cloud and let edges communicate with the cloud for model parameters transfer

from the previous layer transfer to the next layer. The data parallelism methods sometimes may not be feasible

as deploying a large DNN model on a single edge may not be feasible. In contrast, the model parallelism

methods suffer from the long delay of communication and intermittent network between edges and cloud.

A concurrent data and model parallelism-based deep learning (DL) system can handle these problems. The

overall goal of such concurrent data and model parallelism is to handle DL training using resource-constrained

edge devices while minimizing the DL training time. In such a system 2, clusters of edges are created

according to geographical locations, and each cluster trains a replica of the DL model using model parallelism

based on its locally collected data. Each cluster has a cluster head that has relatively high capacity, and it

assigns the partitions of a DNN model (i.e., tasks) to the cluster edge nodes with the goal of minimizing

training time. Each edge within a cluster collects its own data and sends the data to the first-layer node,

which collects the sensed data from all cluster edges as the training data of the model replica in the cluster.

The cluster head assigns tasks to the edges based on the resource demands of the tasks and the available

resources of the edges. Thus, the cluster head needs to continuously observe the workload conditions of all

the edge nodes in its cluster. With this cluster-wide knowledge, the cluster head can avoid overloading the

edges in assigning the tasks. However, such a centralized scheduling method imposes a significant workload

on the cluster head, which ultimately impacts the performance of the training. RL [130, 150] has also been

used for such scheduling in recent times with a similar high load. To lessen this load, we first propose a
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multi-agent RL method (MARL) that enables each edge node to schedule its own jobs among its neighboring

edge nodes (i.e., edge nodes in its transmission range) using RL. In MARL, each edge device works as an

independent agent and makes the scheduling decision among its nearby edges, thus relieving the cluster head

from the extra burden. However, without the coordination between the edge nodes, action collision may

occur, in which multiple nodes may schedule tasks to the same node and make it overloaded.

To avoid this problem, we propose Shielded ReinfOrcement learning based DL Training on Edges (SROLE)

on top of the MARL-based assignment approach. The shielding approach [27] works as a separate monitor

that suggests alternative actions to avoid action collision by observing the states and actions that will be

taken by the agents. In SROLE, each edge node schedules its own jobs using MARL, and the shield, which

is deployed on the cluster head, checks the action collisions among the schedules of the edges in its cluster.

Edge nodes report to the shield their action decisions, and it checks action collisions and provides alternative

actions to avoid the collisions. However, the computational cost of a centralized shield grows dramatically

with the number of edges in a cluster, and it may become a bottleneck for the entire cluster. Thus, we further

propose a decentralized shielding method, in which different shields are responsible for different regions in the

cluster and they coordinate to avoid action collisions on the region boundaries. Specifically, a large cluster is

divided into multiple sub-clusters according to the geographical proximity, and a shield monitors the edges

within each sub-cluster and communicates with its neighboring shields for the edges at the boundary of

the sub-clusters to avoid action collisions, i.e., unsafe actions. The computational cost of each shield in the

decentralized method is lower than that in the centralized shielding as the centralized shield’s workload is

distributed to a number of shields.

In summary, the contributions of this work are as follows:

•To avoid overloading a cluster head due to scheduling DL training jobs in its cluster, we initially propose a

multi-agent RL-based method (MARL) that enables each edge node to use RL to schedule its own jobs.

For a given DL training job, an edge node makes scheduling decisions for DNN partitions among its nearby

edges depending on their resource availability to minimize training time.

•To avoid action collisions in MARL, we use the shielding approach in each cluster. The shield in a cluster

collects the scheduling decisions of all edge nodes in the cluster, checks the action collisions and provides

alternative actions to avoid the action collisions.

•To avoid overloading a shield in a cluster, we distribute the shielding workload to multiple shields in a

cluster and each shield is responsible for a sub-cluster. The neighboring shields communicate with each

other to avoid action collisions from the edges on the boundaries of sub-clusters.
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•We measured the performance of the SROLE system on container based emulation on Amazon EC2 instances.

Our evaluation shows that the SROLE system shows up to 59% reduction in training time and up to 48%

reduction in the number of action collisions compared to the centralized RL and MARL approach. Our real

device experiments also show up to 53% reduction in training time and up to 46% reduction in the number

of action collisions in comparison with the centralized RL and MARL approach.

The rest of the paper is organized as follows. Section 4.6 presents the related work. Section 3.4 describes our

SROLE system. Section 3.5 presents the performance evaluation. Finally, Section 4.8 concludes the paper

with remarks on our future work.

3.2 Related Work

Researchers have been studying federated ML training and DNN partition distribution across cloud/fog and

edge devices [14, 10, 65, 144, 66, 139, 47, 119]. In federated learning [10], edge devices update a trained

model on the cloud. Individual edges download a replica of the model and update the models using their own

available datasets. Finally, the updated models from individual edges are aggregated through averaging or

using a control theorem on the cloud to produce the final model. Many proposed ML inference approaches

partition the ML model distributed edge nodes [137, 145, 149]. The works in [137, 149] simply consider each

or multiple convolution layers as a partition, and the work [145] vertically divides the convolutional layers in

a convolutional neural network (CNN). The work in [14] distributes DNN partition across cloud/fog and edge

devices to accelerate training or inference. The resource-constraint edge devices run lighter (earlier) layers of

the model and the cloud or fog run heavier (later) layers of the model. Resilinet [134] achieves failure-resilient

inference in model-parallel ML at the edge. Data parallelism training methods distribute training data among

different edges for training and accumulate training updates. Wang et al. [118] analyzed the convergence rate

of replicas for ML models such as Support Vector Machine (SVM) and K-means, and accordingly proposed a

control method that dynamically adjusts the frequency of global update from each replica to the ML initiator

in real time to minimize the learning loss under a fixed computation resource budget for the edges.

To efficiently run ML models on edge devices in terms of inference time, energy and memory, researchers

have introduced techniques for compressing the neural networks (NNs) [102, 82, 140, 61, 6, 59, 133, 88, 72,

64, 80, 16, 94]. For example, the works in [129, 70] find compressed DNN models by formulating optimization

problems that meet resource (memory, energy) constraints or minimize inference time while maximizing

accuracy or reaching a specified accuracy. Han et al. [39] proposed cumulative pruning of the network

connection, weight quantization, and compression through Huffman coding to decrease the size and inference

time of an NN model without significant loss of accuracy. Ashok et al. [6] proposed a reinforcement learning
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based policy that first removes layers from the DNN and later reduces the size of the remaining layers by

deleting links. Yao et al. [132] used a pre-trained compressor-critic network to estimate the link weights and

drop out the low-weight links.

However, there are few works on scheduling the partitions of a DNN model in model parallelism on the edge

in an efficient manner. This paper addresses this problem.

3.3 Background

In the model parallelism, a layer is a DNN unit such as convolutional or fully-connected layer [79]. In each

model level, a model partition consists of one or multiple disjoint layers, which can be executed in parallel.

These partitions are assigned to the edge nodes based on their available resources. In this paper, we use

concurrent data/model parallelism as an example to explain our proposed methods though they also can

be applied to model parallelism. The problem we handle is how to schedule the different model partitions

(i.e., tasks) to different edge nodes to minimize the training time. In concurrent data/model parallelism,

as shown in Figure 3.1, each cluster is formed by proximity-close edge nodes. Each cluster trains an entire

DNN model replica using the cluster’s collected dataset, and partitions the model among the proximity-close

cluster edges. The cluster head is responsible for initiating the training, partitioning and distributing the

layers of the model to edge nodes, and synchronizing model parameters to generate the final trained model.

In order to conduct task scheduling, the cluster head needs to continuously check the resource availability of

all the edge nodes in its cluster and also estimate the resource demands of each partition in scheduling the

tasks of a job. The resource availability and resource demands are for multiple resources, mainly including

GPU or CPU, memory, and bandwidth.

Model partition Model partition Model partition

Data parallelism in an area

Sensed 
data

Sensed 
data

Sensed 
data

Cluster 1 Cluster 2 Cluster m
�

Figure 3.1: Model and data parallel ML on edges.

An edge node is considered overloaded when the sum of the resource demands of its running tasks is larger

than its resource capacity for one type of resource. If an edge node running a model partition becomes

overloaded, the training process may slow down. Thus, each device dj measures its resource utilization of
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each type type-k resource periodically at each timestep t as follows:

uk(dj) =
Dk(dj)

Ck(dj)
, (3.1)

where Dk(dj) denotes the total resource demand of type-k resource of the tasks running on edge dj and Ck(dj)

denotes the capacity of type-k resource of edge dj . The system pre-defines α (e.g., 0.95) and if uk(dj) > α for

any type-k resource, the edge node is considered as overloaded. We define an edge node’s combined resource

utilization as follows:
u(dj) =

∏

uk(dj), k = 1, 2, ... (3.2)

It measures the overall resource utilization across different types of resources of an edge node.

The cluster head can use RL for the task scheduling and functions as the agent in the RL. RL has three

components: state, action and reward. Given the current state, the agent chooses the action that generates

the maximum expected reward and receives reward for the action it takes. In this task scheduling scenario,

the state is the resource demand of each layer in the DL model and the resource availability of each edge

node in the cluster. The action is the schedule that assigns each partition to an edge node. The reward is

defined based on the training time of the DNN model; shorter training time leads to higher reward and vice

versa. Thus, using the trained RL, the cluster head observes the state and makes the scheduling decision for

each DL training job. However, all of these operations create significant overhead on the cluster head. In

this paper, we aim to distribute the overhead among the cluster edge nodes while decreasing training time

increase due to this decentralized operation.

3.4 System Design of SROLE

3.4.1 Overview

We propose SROLE that consists of the following components.

• Multi-agent RL (Section 3.4.2). To distribute the job scheduling overhead on the cluster head

among the cluster edge nodes, we propose a multi-agent RL-based method (MARL). In MARL, each

edge node uses RL to schedule the tasks of its own DL training job without relying on the cluster head.

• Centralized Shielding for MARL (Section 3.4.3). Edge nodes share their neighbors since there

are overlaps in the transmission ranges of neighboring edge nodes. Then, edge nodes may schedule

their tasks to the same edge node since they do not know the decisions of other edge nodes, which may

overload the task assigned node. Thus, we propose a centralized shielding method for MARL, which

checks the action collisions and provides alternative actions to avoid the action collisions in a cluster.
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• Decentralized Shielding for MARL (Section 3.4.4). As the centralized shield is deployed in one

edge node, which may overload it, we propose a decentralized shielding method for MARL. In this

method, multiple shields are deployed to the sub-clusters in one cluster and each shield is responsible

for its own sub-cluster. Further, the neighboring shields communicate with each other to avoid the

action collisions on the boundaries.

3.4.2 Multi-Agent RL-based Job Scheduling

The MARL method is similar to the above RL-based method, except each edge node is an agent and the

state includes the resource availability of an edge node’s nearby nodes rather than all the edge nodes in

the cluster. The RL is initially pre-trained and distributed to each edge node. As a result, each edge

node uses the RL to schedule the tasks of its own DL training jobs and keeps training the RL model.

In this method, each edge takes the optimal action of assignment of the partitions based on its observed

state. In particular, each edge makes its own local decision on where each layer should be assigned.

Environment

Agent 1
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s1
t+1 s2

t+1
sn
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Figure 3.2: The process of multi-agent RL.

Based on the decision made by each edge node,

the state of the environment changes as the avail-

able resources change for the edge node where

a layer is assigned. Consequently, based on the

local decision taken by one edge or agent, the

global decision of all agents influences the overall

state. Finally, each edge node has its own long-

term reward to optimize, which now becomes a function of the policies of all other agents that are updated

based on the global decision. Figure 4.13 illustrates the working procedure of the multi-agent RL. Each edge

node observes the state space from the environment and then takes its own action to assign partitions to

itself and its neighbors, and then it receives reward. The joint action of the actions of all agents are denoted

by act : a
c
t = a1t

⋃

a2t ...a
i
t...

⋃

ant . After the actions are taken, the state s and reward r at the next timestep

t+ 1 (i.e., st+1 and rt+1) become the state and reward at this timestep t (as indicated with arrows) for the

agents to make decisions again.

Now, we explain the corresponding state (S), action (A) and reward (R) for our proposed MARL model by

each agent.

State space. The state space (st ∈ S) consists of the resource demands of all the layers of a DNN model,

and the available resources of all of a node’s nearby edge nodes. For each layer, the state includes the CPU

resource demand, memory demand, and its data transfer size to each layer in the next level in the DNN
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model. Besides, the state also includes the utilization of the CPU, memory and bandwidth resource for each

device. The state of edges includes the available CPU and memory of each edge, and available bandwidth

across each pair of edges at each time t. As the continuous values of these resource characteristics result in

infinite size of the state space, we discretize the continuous space by dividing their value range into a number

(e.g., three) of equal-width ranges: low, medium and high.

We varied the structural parameters of a particular DNN layer structure within reasonable ranges as indicated

in [133] and profile the CPU and memory usage in the forward and the backward pass. We use the TensorFlow

benchmark tool [112] to profile the usage of all DL components on an edge node. The available resources on

an edge device keeps changing accordingly to the layers assigned to the device.

Action space. We use at to denote ait for simplicity. The action space represented by at= {ai,jt } ∈ A, (i =

1, 2, ..., |M |, j = 1, 2, ..., |E|) defines the schedule for all the layers at time t, where M denotes the set of the

layers in the DNN model, E denotes the set of all nearby edges and | · | means the size of a set. Each element

of the action space A defines which edge should be assigned with a certain layer. Action ai,jt is defined as

follows for each pair of layer li and edge device dj .

ai,jt =



















1, if layer li is placed in edge dj at t

0, otherwise

After at is determined, the available resources of edges are updated with the available resources at t+ 1, and

then at+1 is determined, and so on until the last layer is assigned.

Reward. Let at be the action taken (schedule is made) at time t, then the reward function is given by:

rt(st,at) =



















−γ, if memory is violated

ρ√
O
, otherwise

where ρ is a coefficient to control the reward, γ is a large constant reward to ensure that a schedule violating

the memory limit requirement is not valid. Furthermore, and O denotes the training time of the DNN

model. After the job assignment, the states change for the next assignment and the reward is updated for all

agents.

3.4.3 Centralized Shielding for MARL

The MARL method cannot ensure that none of the edge nodes get overloaded since different edge nodes

may assign tasks to the same node simultaneously based on its original available resources. To handle

this problem, we propose a shielding approach on top of the multi-agent RL scheme. Each cluster has a
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shield deployed in the cluster head that has high resource capacity. It ensures that none of the edges get

overloaded by the task assignment from all edge nodes in the cluster. In the centralized shielding method,

the shield enforces the safety specification (i.e., avoiding decisions that overload an edge before being sent to

the environment) during the RL learning process. After an edge node makes a scheduling decision for its

job, it reports its decision to the shield in its cluster. The shield collects the decisions of all edge nodes in

its cluster and checks action collisions, i.e., the actions that will make an edge node overloaded by hosting

the tasks from multiple edge nodes, and then provides alternative actions to avoid the action collisions.

Figure 3.3: Centralized shielding.

We hope that the shield restricts MARL agents

as less as possible via the minimal interference

criteria. These criteria are as follows: (1) the

shield only corrects joint action act if it violates

the safety specification, and (2) the shield seeks

a safe joint action ãct that changes as a few of the

agents’ actions as possible in act . Figure 3.3 shows the working procedure of the centralized shielding built on

top of the multi-agent RL scheme. The centralized shield observes the joint action and current state before

the action is implemented. If it leads to an unsafe action, i.e., overloading of any edge, the shield suggests a

safe action that will be implemented. At the same time, the shield also notifies the edges within the cluster

of the safe action and assigns a constant negative reward (κ) for their originally decided action that leads to

the overload of one device. Accordingly, the reward is redefined as below:

rt(st,at) =



































−γ, if memory is violated

−κ, suggested by the shield

ρ√
O
, otherwise

In the meantime, the environment changes based on the suggested safe action by the shield and the states

and rewards are updated accordingly.

The shield makes a judgement about the potential violations of safety specifications. In details, the shield

observes whether the joint action actually changes the resource utilization of any type of resource of an edge

to a value higher than the threshold, i.e., uk(dj) > α. If this condition is true (criterion (1)), there exists an

action collision and the shield will choose alternative safe actions to replace the original actions in the joint

action to make the edge node (say dj) not overloaded. For each layer li that is assigned to edge node dj , we
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define its resource demand weight as follows:

ω(li) =
∏

k

(bk(li)/Ck(dj)), k = 1, 2, ... (3.3)

where bk(li) is the resource demand of type-k resource of layer li and Ck(dj) is the capacity of type-k resource

of edge device dj . While choosing the safe action, the shield first ranks the layers that are planned to be

assigned to the edge node based on their resource demand weights. Then, it picks up the layer with the

highest weight and finds a new host edge for it that will not be overloaded after hosting this layer. The

purpose of choosing the layer of the highest weight to be rescheduled is to reduce the interference to the

original joint action (criterion (2)). The shield repeats this process until the remaining layers will not overload

the edge. Specifically, it searches for nearby edge nodes with high resource availability from edge node dj , and

then checks whether any of these edges can host this layer after it accepts other layers that are planned to

assign to it in other actions. To quickly find such an edge node, the shield calculates the combined resource

utilizations of the nearby edge nodes after they accept other planned layers assigned to them. Next, it orders

the nearby edge nodes in the ascending order of their combined resource utilizations and then sequentially

picks up the top node to check until it finds such an edge node. The edge node on the top generally has a

high available resources and hence is more likely to be able to host the layer. After finding the new host

edge, the shield creates an alternative action that assigns the layer to this edge device. As we limit our safe

action from the nearby edges of the original edge node in the decided original action and ensure this newly

suggested action won’t overload the edge, this new action will not deviate from the previous optimal action

greatly.

Algorithm 1 Pseudocode of the centralized shielding executed by the shield in a cluster.

for each timestep do

Collect actions from all edge nodes in the cluster Virtually take the actions to assign layers to edges foreach

each edge node dj do

Calculate resource utilization uk(dj) of each resource
Rank the assigned layers on dj in descending order of resource demand weight Punishment κ← 0 while any

uk(dj) > α, k = 1, 2, ... do
Choose the top layer which is in action at ãt ← safe action by the shield Replace at by ãt κ ← κ+
constant negative reward Notify the layer’s scheduling edge about κ and ãt

end

end

end

Algorithm 1 illustrates the pseudocode for the centralized shielding. At each timestep t (Line 1), the central

shield observes the joint action and joint state of all the agents or edges in the cluster (Lines 2-3). For each

edge node dj , it calculates its resource utilization of each resource type (Line 5), ranks the assigned layers on

dj in descending order of resource demand weight (Line 6), and initializes κ (Line 7). It then checks whether

its resource utilization is greater than the pre-defined threshold α (Line 8). If yes, the shield picks up the

layer on the list top, finds and suggests a safe action for scheduling the layer and notifies the layer scheduling
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(b) GoogleNet.
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(c) RNN.

Figure 3.4: Job completion time for different models from emulation.
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(b) GoogleNet.
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Figure 3.5: The number of tasks per device for different models from emulation.

edge about the new action and the κ reward for the unsafe action (Lines 9-13). The shield repeats this

process until the edge node will not be overloaded after it hosts all layers assigned to it (Lines 8-14).

3.4.4 Decentralized Shielding for MARL

A shield in a cluster is responsible for all edge nodes in a cluster and may become overloaded due to the

communication and computation overhead in shielding. Thus, we propose a decentralized shielding method.

In the decentralized shielding method, we first divide a cluster to multiple sub-clusters and each sub-cluster

consists of geographically proximity-close edge nodes. Then, one shield works for one sub-cluster. Within

each sub-cluster, the shield works in the similar way as described in the centralized shielding. There is one

additional problem we need to handle. The edge nodes in the boundary of two or more sub-clusters may

assign tasks to the same edge node in one sub-cluster, which may overload it, but the shield in this sub-cluster

will not receive the actions from its neighboring sub-clusters and hence will not detect the action collision.

To solve this problem, the shields of neighboring sub-clusters need to communicate with each other to avoid

such a case. Specifically, the neighboring shields first select a delegate to check the action collisions. Then,

they send the actions of the edge nodes and the available resources as well as the resource utilizations of

the edge nodes in the boundary to the delegate. The delegate uses the same method in the centralized

shielding method to check action collision and finds alternative actions. It sends the alternative actions to

the neighboring shields, and the shields then forward the alternative actions to the corresponding edge nodes.

As a result, the edge nodes take alternative actions instead of previously determined actions.
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Table 3.1: Resource configuration for SROLE experiment.

Environment Resource ranges

Real edge Mem∈ {1024, 2048, 4096}MB
CPU∈ {0.25, 0.5, 1.0}Host Ratio
BW∈ {20, 100}MBps

Container Mem∈ {768, 1024, 1536, 2048, 4096}MB
CPU∈ [0.3, 1.0]Host Ratio
BW∈ {50, 100, 200, 500, 1000}Mbps

3.5 Performance Evaluation

3.5.1 Experiment Setup

Emulation. Our proposed system runs on Tensorflow for the execution of the model training through its

parameter server strategy. In order to emulate edges with varying resources, we use 25 docker containers.

Each cluster has 5 edge nodes. The resource settings of our emulation and real device experiments are

indicated in Table 3.1 and the resources of the devices were assigned in a round-robin way. The containers

are deployed in Amazon EC2 instance of type m5ad.4xlarge. The CPU and memory are configured using

commands from docker and the bandwidth between different containers is configured using the tcconfig

tool [110].

Real experiments. Our real testbed consists of 10 Raspberry Pis; two Pis have 1 GB memory, four other

Pis have 2 GB memory and four other Pi has 4 GB memory. They roughly have same CPU but we use the

cpulimit [22] command to control the CPU as desired according to Table 3.1. The edges are connected via 2.4

GHz band wireless connection. We use wondershaper [120] tool to control bandwidth among the edges.

ML models and datasets. We run three ML models: GoogleNet Inception, VGG-16, and RNN [12]. We

use the MNIST [53] dataset to run the first two models and the Air Quality dataset [115] for the RNN model.

The MNIST dataset consists of 70,000 images of handwritten digits and is widely used for training CNN

models. The Air Quality dataset contains 9358 instances of hourly averaged responses from an array of 5

metal oxide chemical sensors. One instance refers to the sensor values (as the ML inputs) and the AQI value

(as the ML output). Since there are maximally 5 clusters, We divide the dataset to 5 subsets. Each cluster

has a subset as the input training data and the data is randomly distributed among the edges in the cluster

as their sensed data. We run three DL training jobs of the same type in each cluster initiated by randomly

chosen edge nodes.

RL Training. To train the RL models, we need data related to both DNN models and edge nodes. To

generate the data related different DNN model structures and we profiled and obtained their resource demands.

To generate edge node configuration data, we consider the number of edge nodes in the range of [2,10]. For
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each edge node, CPU is chosen randomly from range [0.5,2] GHz, memory is randomly chosen from range

[64,4096] MB [30] and the bandwidth across pair of edge nodes is randomly chosen from range [128,1000]

MBps [96]. Using these data, we train the RL model offline.

Workload and Settings. In all the cases, we trained one DNN model in each cluster and add several

other non-ML jobs (PageRank [44]) from the HiBench benchmark to vary available resources on the edges.

The workloads were controlled by running multiple PageRank job on these edges in a distributed way. We

run x=2,3,...,6 PageRank jobs in each cluster throughout the whole training period to control the workload.

Workload of 100% means there are 6 PageRank jobs running simultaneously in the system, and other

workloads are defined similarly in the decreasing order, i.e., 5 is 90%, 4 is 80%, and so on. These jobs were

run simultaneously with DNN training jobs until the run completes. During these experiments, we either

change the number of edge devices or the workload along the x-axis. Unless otherwise indicated, the number

of edge nodes is 25 and the workload is 100%. Each run for DNN model experiment was executed for 50

iterations. We repeated each experiment 5 times and plotted the median with the 5th and 95th percentile

error bars. During the experiment, we measured the resource utilization of the devices every 10 minutes. In

both the cases of emulation and real device, we set the value of the parameters α = 0.9, ρ = 1, γ = 50 and

κ = −100.

3.5.2 Compared Methods

MARL. This is a simple multi-agent RL-based method CQ-learning [42] without shielding. In particular,

both the evolution of the system state and the reward received by each agent are influenced by the joint

actions of all agents. That is, each agent has its own long-term reward to optimize, which now becomes a

function of the policies of all other agents.

SROLE-C. This is a multi-agent RL method with an extra centralized shield. In the centralized shielding,

there is a single shield to monitor all agents’ joint actions and correct any unsafe action if necessary. That is,

the shield observes all the agents and prevents any edge node from being overloaded.

SROLE-D. This is an extension of the centralized shielding. It has multiple shields on multiple sub-clusters

in a cluster and each shield is only responsible for the agents in its sub-cluster or a subset of agents in its

cluster.

Centralized RL. In the following figures, we use RL for simplicity. This is an RL scheme where the cluster

head makes the assignment decision for all the jobs in its cluster. In this method, we assign a negative reward
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(b) GoogleNet.
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Figure 3.6: Resource utilization for different models from emulation.
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Figure 3.7: Computation overhead for different models from emulation.

for overloading the memory of a certain device and otherwise, the reward is based on the job completion

time.

3.5.3 Metrics

Job completion time. This is the training time, which denotes the time period from the time when a job

starts to run after scheduling to the time when the training of the whole model completes. This time period

contains multiple number of iterations depending on the size of the dataset. In our case, the training for all

the models comprises of 50 iterations.

The number of tasks per device. From different runs, we measure the number of partitions for a DNN

training job and tasks for non-ML jobs running on each device. This measurement is to show the performance

of avoiding overloading edge nodes.

Computation time overhead. Computation overhead refers to the decision making time of each method.

It is the time period from the time when a job is initiated to the time when the task assignment schedule of

the job is made.

The number of action collisions. We measure the number of action collisions for the negative reward

(κ) for unsafe actions.

3.5.4 Experimental Results from Emulation

Job completion time. Figures 3.4a, 3.4b, and 3.4c show the job completion time versus the number of

edges for training the VGG-16, GoogleNet, and RNN models, respectively. MARL and RL have similar job
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Figure 3.8: The number of action collisions for different models from emulation.
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Figure 3.9: Job completion time for different models from a real-device network.

completion times, which indicates that the performances of their job schedules are similar. The results imply

that MARL still can achieve comparable performance as RL though MARL does not have global information

for job scheduling. Both centralized and decentralized shielding methods (SROLE-C and SROLE-D) perform

better than RL and MARL without shielding because shielding reduces the number of unsafe actions, i.e.,

overloading individual devices. As a result, it reduces the job completion time. For VGG-16, GoogleNet,

and RNN, SROLE-D shows 36-45%, 35-43%, and 33-44% reduction in job completion time than MARL

or RL without shielding. SROLE-D performs 8-13% less than SROLE-C for all three models because the

action collisions are checked by multiple shields instead of one, adding extra communication time among the

neighboring shields during the DNN training. As a result, SROLE-C saves job completion time by 49-56% for

VGG-16, 48-59% for GoogleNet, 47-56% for RNN, respectively in comparison with RL and MARL without

shielding. Thus, the shielding can be conducted more efficiently because of observing the resource state of

all the edges together. From all the figures, we see that as the number of edges increases, the job completion

time increases. This happens because more clusters lead to more time in transferring the model parameters

from the clusters to the parameter server for synchronization of the model. Also, the figures show the results

do not vary greatly and keep relatively stable.

The number of tasks per edge node. Figures 3.5a, 3.5b, and 3.5c show the number of tasks per node

versus different workloads for training the VGG-16, GoogleNet, and RNN models, respectively in the scenario

with 25 edges. We plot the median (denoted with different colors) along with the minimum and the maximum

number of tasks (denoted with black bars). SROLE-D shows 42-56%, 46-61%, and 41-56% reduction in the

median number of assigned tasks per device for VGG-16, GoogleNet, and RNN compared to MARL or RL
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Figure 3.10: The number of tasks per device for different models from a real-device network.
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Figure 3.11: Resource utilization for different models from a real-device network.

without shielding, respectively. However, the SROLE-C outperforms the SROLE-D by 2-11%. As a result,

SROLE-C generates a reduction in the median number of assigned tasks per device by 49-56% for VGG-16,

48-59% for GoogleNet, 47-56% for RNN respectively in comparison with RL and MARL without shielding.

From the figure, we also observe that both the SROLE-D and SROLE-C methods show less variance than

both MARL and RL without shielding. Both SROLE-C and SROLE-D perform better than other methods

because shielding reduces the number of unsafe actions, i.e., overloading on individual devices, and thus

distributes the tasks among devices in a more balanced manner. However, SROLE-D performs less than

SROLE-C shielding because of taking a higher number of unsafe actions. This phenomenon happens because

of not knowing the cluster more completely.

Resource utilization. Figures 3.6a, 3.6b, and 3.6c show the resource utilization of each type of resources

for training the VGG-16, GoogleNet, and RNN models, respectively in the scenario of total 25 edges. We

plot the median along with the minimum and maximum resource utilizations as error bars. For VGG-16,

GoogleNet, and RNN, SROLE-D shows 12-19%, 11-17%, and 11-15% reduction in the median resource

utilization compared to MARL or RL without shielding. However, the SROLE-C outperforms the SROLE-D

by 2-14%. As a result, SROLE-C generates a reduction in the median resource utilization by 21-24% % for

VGG-16, 48-59% for GoogleNet, 22-29% for RNN, respectively in comparison with RL and MARL without

shielding. From the figure, we also observe that both the SROLE-D and SROLE-C show less variance than

both the MARL and RL without shielding in terms of resource utilization. Both centralized and decentralized

shielding methods perform better than other methods because shielding avoids overloading individual devices.

However, SROLE-D performs less than SROLE-C because of taking a higher number of unsafe actions.
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This happens due to not having the complete knowledge of the cluster, which adds extra computation or

communication for the involvement of multiple shields.

Average computation time overhead. Figures 3.7a, 3.7b, and 3.7c show the computation overhead for

scheduling (blue bar) and shielding (orange bar) of different methods while training the VGG-16, GoogleNet,

and RNN models, respectively. For all the models, the results for computation overhead (scheduling +

shielding) are as follow: MARL<SROLE-D<SROLE-C<RL. RL needs the longest decision making time

because only one node is responsible for scheduling all jobs in one cluster. MARL greatly reduces the decision

making time of RL since MARL distributes the scheduling load among the edge nodes in the cluster by letting

each edge node schedule its own job among its neighbors. Both RL and MARL do not have any shielding

time as they do not have the shielding approach. SROLE-C and SROLE-D are based on MARL, and they

have additional shielding components to detect action collisions, thus generating higher decision making time.

MARL, SROLE-C and SROLE-D have the same scheduling time since they all use MARL for scheduling.

SROLE-D generates 5-8% less shielding time than SROLE-C for all the models. This is because SROLE-C

relies on one shield in each cluster, so the shield needs to check all the actions, which needs a long time, and

SROLE-D distributes the shielding overload among multiple shields, which expedites the shielding process

and reduces both the shielding time and the decision making time.

The number of action collisions. Figure 3.8 shows how the assigned reward of unsafe action impacts the

number of unsafe actions during the training of all the DNN models. SROLE-C performs 31-48% better than

the MARL or RL, while SROLE-D performs 27-39% better than MARL or RL for all the three models. This

is because the added shield(s) in SROLE-C and SROLE-D coordinate the edges to avoid unsafe actions, but

MARL and RL do not have shields. The SROLE-C approach performs 4-7% better than SROLE-D. This is

because the global shield in SROLE-C can observe the global environment, compare all actions and suggest

alternative actions accordingly to avoid unsafe actions globally. When multiple shields are responsible for

sub-clusters in SROLE-D, the information collected by a shield for the boundary nodes may not cover all

the unsafe actions, leading to unsafe actions. Though SROLE-C and SROLE-D use the shielding approach,

they still produce certain unsafe actions. This is because the resource demands of tasks are time-varying and

dynamic and sometimes cannot be accurately predicted, thus leading to the edge node overload. For all the

three models, as the absolute value of the reward of an unsafe action increases, the number of unsafe actions

during the whole training period in SROLE-C and SROLE-D decreases and this number in MARL and RL

keeps constant. MARL and RL do not use this reward or shielding approach, so their performances are not

affected by the reward value. A high penalty for the action collision will help SROLE-C and SROLE-D avoid

more unsafe actions.
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Figure 3.12: Computation overhead for different models from a real-device network.
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Figure 3.13: The number of action collisions for different models from a real-device network.

3.5.5 Experimental Results from a Real Device Network

We formed the 10 edge nodes into a network and considered it as a single cluster, and then ran real experiments

on the real-device network. From the real experiments, we observe similar performances of the different

methods as in the container-based emulation due to the same reasons mentioned above. Job completion

time. Figure 3.9 shows the the job completion time for training all models in the real-device cluster. For these

models, SROLE-D performs 32-39% better than MARL or RL without shielding and SROLE-C performs

36-53% better than MARL or RL. SROLE-D performs 4-7% worse than SROLE-C because SROLE-D has

additional communication operations between neighboring shields for shielding.

The number of tasks per edge. Figure 3.10 shows the number of tasks per node for training all the

models. Comparing to MARL and RL without shielding, SROLE-D shows 28-45% reduction and SROLE-C

shows 39-52% reduction in the median number of assigned tasks per device. SROLE-D performs 7-11% worse

than SROLE-C because the shields in SROLE-D do not have global knowledge of the state of the resources

in all edges. Similar to the emulation experiments, the variances of SROLE-D and SROLE-C are lower than

those of MARL and RL without shielding for all the models.

Resource utilization. Figure 3.11 shows the resource utilization of each type of resources for training the

three models. SROLE-D shows 18-23% reduction and SROLE-C shows 21-28% reduction in the median in

the median of resource utilization. SROLE-D performs 3-5% worse than SROLE-C because the shields in

SROLE-D do not have global knowledge of the state of the resources in all edges. Similar to the emulation
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experiments, the variances of SROLE-D and SROLE-C are lower than those of MARL and RL without

shielding for all models.

Average computation time overhead. Figure 3.12 shows the computation overhead for scheduling and

shielding of different methods while training all the models. For the shielding time, SROLE-D performs 4-7%

better than SROLE-C for real-devices.

The number of action collisions. Figure 3.13 shows how the assigned reward of unsafe action impacts the

number of unsafe actions during training the DNN models. SROLE-D shows 27-42% reduction and SROLE-C

shows 29-46% reduction in the median in the median of resource utilization. SROLE-D performs 2-6% worse

than SROLE-C because the shields in SROLE-D do not have global knowledge of the state of the resources

in all edges.

3.6 Conclusion

Fully distributed DNN training on edges utilizing concurrent model and data parallelism is a promising way

to increase the scalability of DNN model training at resource-constrained edges. However, relying on one

edge node to use RL to schedule the model partitions (i.e., distributing the partitions of a large DL model

to a set of edges to minimize the training time) among edge nodes is not scalable. In this paper, we propose

a multi-agent RL system that enables each edge node to schedule its own jobs. To ensure such distributed

job scheduling method will not overload an edge node, we propose using shielding that observes the actions

decided by all edge nodes to avoid overloading edge nodes. Relying on one shield is not scalable. Thus, we

further propose a decentralized shielding method that relies on multiple shields to conduct shielding in a

distributed manner. Our experiments show that our shielding method performs 59% better than multi-agent

RL in training time with 29% less median resource utilization of an edge device, and also the multi-agent RL

method achieves similar job completion time performance as the centralized RL method. In the future, we

will explore using formal method approaches to provide a guarantee of action collision avoidance and explore

a method to avoid action collisions caused by decentralized shielding.



Chapter 4

Input aware Layer Assignment

between CPU and LCA during

Inference

The chapter handles the challenge highlighted in Chapter 1: Variation of Performance among the Edge

Accelerators. The chapter investigate this issue from the perspective of different accelerators such as GPU, and

TPU. Previous work pre-determines a model’s layer assignment between the CPU and accelerator offline for

high accuracy and low latency without considering the input. However, we observe that the input affects the

optimal layer assignment. To address this problem, in this paper, we present a system for Fast, Accurate DNN

Inference on Low-Cost Edges using Heterogeneous Accelerator eXecution (Flex). By leveraging observations

common to the models deployed at a variety of edge devices, we design Flex that has a lightweight heuristic

and an RL-based mechanism to dynamically determine the layer assignment of a model across the CPU and

the accelerator given an input.

4.1 Introduction

In the recent past, Machine Learning (ML) models have been extensively used for various applications in our

daily lives ranging from transportation [19] and image/video processing [13] to healthcare applications such

as detecting user action [105], emotions [51], abnormalities in vitals [9, 23] and infections [153]. A principal

This chapter is selected for publication Proceedings of EuroSys’25, titled “ Flex: Fast, Accurate DNN Inference on Low-Cost
Edges Using Heterogeneous Accelerator Execution”.
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reason behind the success of such technological breakthroughs is the ubiquity of the large number and the

wide variety of sensors [91, 128] in edge devices today–smartphones, tablets and smartwatches–that generate

inputs to these ML models. The ubiquitous availability of such rich data has enabled ML models to achieve

or even exceed human performance [34].

Compared to the cloud [36], the advantages of on-device ML in terms of latency, privacy, and network

connectivity have resulted in edge devices becoming powerful enough to execute even complex ML models

locally [101]. Modern edge devices, including flagship Android and Apple smartphones and tablets, are

equipped with GPUs that can greatly accelerate ML tasks [32]. Modern accelerators often employ higher

precision arithmetic, which leads to increased energy consumption. Consequently, applications like AWS

SageMaker and Elastic Inference allow users to configure precision settings to optimize energy usage [152],

thus transforming modern accelerators into low-cost accelerators (LCAs).

In addition, a significant portion of edge device users resides in regions where these devices are prohibitively

expensive. For instance, as of January 2023, approximately 70% of smartphone users in Africa, Asia, and

South America use low-cost Android devices [35]. These budget-friendly devices typically feature LCAs like

NPUs, TPUs, or DSPs (e.g., Qualcomm Snapdragon with Hexagon AI engine). Despite their cost-effectiveness,

these cheaper accelerators compromise on accuracy due to the use of low-precision arithmetic [20].

In this paper, we focus on improving the accuracy and time efficiency of model inference on low-cost edge

devices equipped with LCAs. The closest related work to our work is Machine Learning based Model Partition

algorithm (MLMP) [107] which pre-schedules a model between the CPU and accelerator offline without

considering the input. However, we observe that the input affects the optimal schedule so such input-agnostic

methods are non-optimal. In addition, MLMP doesn’t consider assigning the model layer-by-layer, but instead

utilizes a sorting mechanism or enumerates a number of layer assignments (based on sorting) to optimize for

either accuracy or latency greedily. However, these layer assignments may not include better solutions may

exist. To address these problems, we present a system for Fast, Accurate DNN Inference on Low-Cost Edges

Using Heterogeneous Accelerator eXecution (Flex) that dynamically splits and executes a model between

a device’s CPU and LCA for a given input. Flex is based on a key observation that while LCAs give up

accuracy, individual layers of a model are affected disproportionately regarding the accuracy loss and the

execution speedup in such accelerators. Accordingly, Flex places layers that are unlikely to lose accuracy

but will be executed faster in the LCA and the rest of the layers in the CPU.

Flex is designed by leveraging observations common to the models deployed at a variety of edge devices. It

incorporates several novel techniques to realize its goals. First, it has a lightweight ML model to predict, at a
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layer granularity, whether executing the layer with the given input will result in the same answer in the CPU

and the LCA. Once Flex confirms the per-layer output matches through profiling, it solves an optimization

problem that determines the optimal placement of layers. Initially, Flex employs a heuristic approach to

address this problem. Subsequently, it transitions to a reinforcement learning (RL) method once the RL

model is fully trained using data from the heuristic method.

Our real device experiments show that Flex achieves improvement of up to 36% in average inference time,

up to 20% in average accuracy, up to 35% in timeliness guarantee ratio, up to 31% in accuracy guarantee

ratio, and 58% in consumed energy compared to the state-of-the-art approaches. Flex’s source code is

open-sourced [127].

We make the following contributions in this paper:

•We conduct an evaluation of low-cost accelerators for ML inference on different edge devices, and show that

a static layer assignment of a model would not entail useful accuracy guarantees. Thus, we make the case

for an input-specific partitioning of a model. (sec:motivation)

•We make several novel observations that enable us to design Flex, a lightweight and practical execution

framework that dynamically finds the layer assignment for optimal latency and accuracy. To the best of

our knowledge, Flex is the first technique that can support real-time, per-input dynamic partitioning of a

model across the CPU and LCA for latency and accuracy efficient execution. (sec:motivation, sec:damie)

•We conduct an extensive evaluation of Flex and show that not only does it significantly outperform the

state-of-the-art, but it also achieves accuracy results only 6% less optimal compared to the maximum

achievable results. (sec:exp)

4.2 Motivation and Foundation of Design

In this section, we first discuss the advantages and shortcomings of LCAs in the light of a typical object or

person identification recognition application. Such applications typically come with a specific timeliness and

accuracy guarantee [136]. Then, we describe why statically partitioning a model is not enough, and that

incorporating the input for such an application as part of the partitioning process is necessary to achieve

accuracy targets. Then, we present the observations that enable us to arrive at a solution and the challenges

in realizing the solution.

Experiment settings. We used an Android smartphone equipped with Snapdragon 778G 5G containing

a Cortex-A78 4-core CPU with 2.4 GHz clock speed and an Adreno 642L 4-core GPU along with 128GB
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Table 4.1: Models and datasets used.

Model Task Dataset

VGG-16

Vision (Image classification)
ImageNet [25]

VGG-19
ResNet-34
ResNet-50
MobileNetV3

Vision (Object recognition)
YoloV7-tiny

MobileBERT NLP (Question answering) SQuAD [92]

LSTM Time-series (Human activity recognition) HAR [5]

storage and a Hexagon 770 AI engine. We also used a Google Pixel 6 that comes with a 2-core TPU to show

that our observations hold across LCAs. Unless otherwise mentioned, we used the models and the datasets

listed in Table 4.1, and used the same settings described in the following. We ran 100 requests for each

model. As in [116], we used the Poisson distribution of mean 3 seconds to simulate the arrivals of inputs.

Throughput this paper, the figures with error bars plot the median values along with the 1st and the 99th

percentiles.

4.2.1 Low Cost Accelerators: Pros & Cons

We conducted an experiment to illustrate the usefulness and issues with LCAs. We ran the models in two

settings: entirely on the CPU and entirely on the LCA. For LCA, we measured the metrics both in GPU and

TPU and showed the average of the results in Figure 4.1. As we see, executing the model entirely on the LCA

significantly speeds up the inference tasks, but loses up to 7.3% accuracy compared to what is achievable.

Such large accuracy drops may not be acceptable in practice.

4.2.2 Static Partitioning: Shortcomings

MLMP [107] partitions a model execution between the CPU and the LCA in a static fashion. It aims to

maximize accuracy while satisfying the time requirement (denoted by MLMP-A) or minimize the inference

time while satisfying the accuracy requirement (denoted by MLMP-T). It uses a regression model to predict

the final accuracy and inference time of the model for a specific layer assignment. MLMP-A assigns the

model to the LCA first and then greedily moves layers to the CPU until the time requirement is not satisfied,

while MLMP-T assigns the model to the CPU first and then greedily moves layers to the LCA until the

accuracy requirement is not satisfied. However, it doesn’t take into account the effect of the input data on

the partitioning decision.

By enumerating all layer assignment schedules, we found the optimum layer assignment (called Oracle) that

achieves the accuracy guarantee (i.e., the same output as the one when all layers ran in the CPU) and the

minimum inference time. We compared the performance of Oracle for different models with three other

methods: MLMP-A, MLMP-T, and a simple input-aware layer assignment method, denoted by Input-aware.
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Figure 4.3: Percentage of layers in CPU and in LCA in Oracle.
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Figure 4.4: Performance difference in CPU and GPU for VGG-16.
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Figure 4.5: Performance difference in CPU and TPU for VGG-16.

In Input-aware, we keep moving the layers to the GPU one by one from the end of the DNN model until

we reach a point where the accuracy guarantee is violated. During this process, we measure the inference
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time and accuracy each time. From those assignments, we chose one at random. All these methods were

implemented with the Tensorflow framework using Android NDK [4].

fig:misdecmodels shows the count of incorrect decisions made by each method when compared to Oracle for

various models. We see that MLMP-A and MLMP-T make significantly more incorrect decisions, and their

error rates are almost 2× higher than that of the Input-aware method. In contrast, Input-aware has only

≈ 2.5% more incorrect decisions in comparison with Oracle. The major cause for the poor performance of

MLMP techniques is the fact that it does a static partitioning of the model once and applies it across all

inputs. To verify this, we conducted another experiment to show how the layer assignments vary between

CPU and LCA for different categories of inputs. Figure 4.3 shows the percentage of layers assigned to the

CPU and the LCA for different categories (labeled class) for different datasets with the accuracy requirement

of 85% in Oracle. The figure shows that individual categories have different percentages of layers assigned

between the CPU and the LCA, and within one category, the variance of the percentages is very low. The

results imply the importance of input-awareness in determining the layer assignment.
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Figure 4.6: Percentage of the
same outputs for the models.

Then, one may ask if the distribution of the inputs is similar to that of the

training data, do we still need to consider the individual inputs? To answer

this question, we ran KS-test [90] over the 100 inputs processed by each model

to measure the drift of the inputs from the training data of the models. We

observed that the p-values [90] for the ImageNet, HAR, and SQuAD datasets

are 0.14, 0.09, and 0.18, respectively. These values are greater than the 5%

significance level value (i.e., 0.05) [90], which means similar distributions. This

outcome suggests that even though the inputs share a similar distribution as

the training data, the input-awareness is still necessary.

Observation 1: To achieve the maximum accuracy, finding the right layer assignment between the CPU and

accelerator of a DNN model for each input is necessary instead of using a static, one-time partitioning of the

DNN model. Unfortunately, due to the exhaustive nature of the search required for arriving at a solution

and the prohibitive computational requirements for doing so, solutions such as MLMP cannot support custom

partitioning in real time for each input. In the following, we take the VGG-16 model as an example to show

our analysis results.
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Figure 4.7: Performance for pairs in CPU and GPU for VGG-16.

4.2.3 Effect of Layer on Latency & Accuracy

We ran the trained VGG-16 model on GPU device and TPU device for the ImageNet dataset using the

TensorFlow lite. We measured the execution time and accuracy when all layers run on the CPU (denoted by

CPU execution time and CPU accuracy), and when each layer runs on GPU and all other layers on CPU

(denoted by GPU execution time and GPU accuracy), respectively. We ran the experiment 5 times, and each

experiment was executed for 500 input samples. Figures 4.4 and 4.5 show these results and their reduction

ratio when one layer runs on GPU in the GPU device and TPU device, respectively. From the experiment,

we learn that even though the GPU or TPU speeds up the execution time for each layer compared to the

CPU by 30% on average, only the latter few layers account for the bulk reduction of the execution time. The

same for accuracy. Allocating the layers to GPU and TPU accounts for approximately 5% loss in accuracy

compared to CPU on average. This means the outputs of running a layer in CPU and LCA (while other

layers are on CPU) could match.

Observation 2: Different layers have different time and accuracy reduction ratios for the LCA in comparison

to the CPU. Therefore, to choose layers to move from CPU to LCA, among the layers for which the outputs

of running on CPU and LCA match, the layers that contribute to the objective metric the most should be

chosen.

Figure 4.6 shows the percentage of the cases when the outputs match when each entire model ran on the

CPU or the LCA. We plot the average of the percentage values from the GPU and TPU devices. We see

some models have a high percentage of the same outputs.

Observation 3: The ”heavy hitter” layers have higher reduction ratios in both inference time and accuracy

when running on LCAs in comparison to the CPU, so when the outputs of running the model on CPU and LCA

match, these layers should run on the LCA, and otherwise on the CPU. (fig:anc1,fig:anc10t,fig:accinf111)
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Figure 4.8: Performance for pairs in CPU and TPU for VGG-16.
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Figure 4.9: Time between CPU and LCA.

80

82

84

86

88

90

92

94

96

0

20

40

60

80

100

120

140

1 3 5 7 9 11 13 15

Ac
cu

ra
cy

 (%
)

Ex
ec

ut
io

n 
tim

e 
pe

r i
np

ut
 

(m
s)

Division point layer

Total time Accuracy (%)

(a) Total time and accuracy.

0

10

20

30

40

50

60

70

2 3 4 5 6 7 8 9 10 11 12 13 14 15

Sa
ve

d 
tim

e 
(m

s)
 

Division point layer

(b) Saved time.

Figure 4.10: Performance for different division points of VGG-16 in GPU.
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Figure 4.11: Performance for different division points of VGG-16 in TPU.

4.2.4 Effect of Data Movement between CPU and LCA

As the communication between the CPU and the LCA generates time latency, we measure the time needed

for running each pair of consecutive layers of the VGG-16 model when they are all on CPU, all on LCA,

or across CPU and LCA, as well as the size of the embeddings or the data parameters transferred between
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the consecutive layers. The results for the GPU device and the TPU are shown in Figures 4.7 and 4.8,

respectively. Among the three possible placements, the execution time of the placement across CPU and

LCA is the largest, and it is proportionate to the size of the parameters, while the placement only on the

GPU is the smallest.

Determining the division point in the model across the CPU and LCA needs to consider the CPU-LCA

communication time. We then measure the execution time and communication time when we divide the

model at each layer and show the results for the GPU device in Figure 4.9. In the figure, the ”sum upto

layer in CPU” when x=5 means that the layers from 1 to 5 are placed on CPU, and the rest of the layers are

placed on the LCA, and the same concept is applied to the GPU. The communication time for that layer

means the time to transfer data from layers 5 to 6. From the figure, we see the layers from the last have

higher computation time in both CPU and GPU. There are certain divisions in a DNN model, for which the

data transfer time between the consecutive layers is higher than the computation time of the predecessor

layers assigned in either CPU or GPU.

We chose different division point layers, and ran this layer and its preceding layers on the CPU, and ran its

succeeding layers on the GPU. Figures 4.10a and 4.11a show the inference time and accuracy for each division

point layer for each input. We observe that as we move more layers from GPU to CPU, the inference time

increases, and the accuracy also keeps increasing. Figures 4.10b and 4.11b show the saved time compared to

running all the layers in the CPU per input at each division point. We use TCPU as the total time if all

layers are executed in CPU, and TLCA
κ as the total time if the layers from layer κ+ 1 to the last layer are

executed in LCA. Let’s use Tcomm to denote the communication time between the layer at division point κ

and its next layer. Then, the saved time is calculated by Ts = TCPU − TLCA
κ -Tcomm. The figure shows that

the saved time usually keeps increasing as we move the division point from left to right. However, there are a

few specific ranges (e.g., 10-11, 12-13, 14-16) where it decreases instead of increasing. .

Observation 4: Generally, the accuracy and saved time for the LCA in comparison to the CPU increase as the

division point moves from the first layer to the last layer in spite of some exceptions, but the communication

time could be higher than the computation time. Therefore, it is necessary to pick the division point layer

based on the trade-off between inference time (including the communication time) and accuracy.

4.2.5 Solution Overview

Enabling a per-input assignment of a model across CPU and LCA is a challenging task. Flex leverages the

observations we made in this section to build towards a solution. First, for a model, it is empirical to choose
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the right layer assignment for each input, which is necessary as per Observation 1. As a result, the solution

approach to find the layer assignment between CPU and LCAs should be as lightweight as possible. Later,

as per Observation 2, Flex moves layers from CPU to LCA based on whether the outputs from CPU and

LCA match for a layer and its contribution to the objective metric. Also, as per Observation 3, since the

heavy-hitter layers have a higher reduction ratio than the shallow layers, FLEX focuses on the heavy-hitter

layers for the assignment on the LCA based on whether the outputs of the CPU and LCA match to each other.

Finally, there is a time-accuracy trade-off between the CPU and LCA depending on the division point layer.

As per Observation 4, while assigning the layers between the CPU and LCA, data transfer time also plays a

crucial role, as it is usually higher than the computation time of all the predecessor layers at the division

point. Consequently, Flex focuses on dividing the layers at the point that has a lower communication time,

which is important to meet the goals.

4.3 Flex Design

The architecture of Flex is depicted in fig:sys. Flex has offline-trained models based on profiled data. After

it receives an input 1 , it determines the layer assignment 2 with assistance from the offline-trained models.

Then, it loads the layers to CPU and LCA accordingly 3 , and runs the model to output the result 4 . Flex

consists of the following components described below.

•Offline Profiling. Flex first profiles different layer assignments for a DNN model using a device’s resource

configuration and different inputs. Using profiling, Flex predicts both the inference time, accuracy and

whether the CPU result and LCA result will match. The prediction model is used in the heuristic and RL

methods below.

•Heuristic Methods. For a model, Flex chooses the layer assignment that meets the deadline and accuracy

requirements for each input based on the layer-wise reduction of accuracy and inference time for an input.

Furthermore, to reduce the overhead for the layer-wise assignment for each input, Flex has an alternative

solution that decides one division point of the DNN model between the CPU and LCA.

•RL-based Method. Flex also has an RL-based approach to further reduce the decision-making time. It

automatically outputs the solution for each input. Curriculum learning is used for the generalization of the

RL-based approach for different models and faster convergence.

Flex first runs the heuristic and uses the collected data for training the RL model, and then switches to use

the RL-based method when the model is well trained from heuristic.
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Figure 4.12: The architecture of Flex.

4.3.1 Problem Formulation

The inputs of the problem contain a set of n inputs for an inference model j, I = {I1, I2, · · · , Ii, · · · , In} and

user-specified requirements on the latency and accuracy for the application. Let Li = (xi
1, x

i
2, · · · , x

i
k, · · · , x

i
K)

denote a layer assignment for an inference model j for an input i, where xi
k ∈ {0, 1} is a binary variable, and

xi
k = 1 indicates that the kth layer (lk) runs on the LCA input, and xi

k = 0 otherwise. Now, let T (Li), A(Li)

and M(Li) denote the inference time, accuracy, and the used LCA memory of running the DNN model with

a layer assignment Li.

We use T i
goal and Ai

goal to represent the deadline and accuracy requirements of input i, and use Md to denote

the total GPU memory of the device. We define the objective function as:

Oi = α(A(Li)−Ai
goal) + (1− α)(T i

goal − T (Li)) (4.1)

The problem can be formulated as follows [31]:

n
∑

i=1

argmax
Oi

n
(4.2)

subject to constraints:

∀iT (L
i) ≤ T i

goal (4.3)

∀iA(Li) ≥ Ai
goal (4.4)

∀iM(Li) ≤ Md (4.5)

Parameter α ∈ [0, 1] controls the importance between the accuracy and the time. Constraints (4.3) and (4.4)

ensure that the chosen layer assignment for the model meets the latency and accuracy requirements for all

the inputs. Constraint (4.5) ensures that the chosen layer assignment does not overflow the GPU memory for

all inputs.
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4.3.2 Offline Profiling

We use TensorFlow benchmark [112] to conduct offline profiling on the cloud to estimate the accuracy and infer-

ence time for different layer assignments Li for each input for each model. We vary the structural parameters

(e.g., input and output dimensions, kernel height, and kernel width [133]) of different types of layers within rea-

sonable ranges as indicated in [133] to generate different models. We create the layer assignments adopting the

approach mentioned in [107]. That is, we generate a random number p from [1,K]. Then, we schedule each layer

to run on LCA with probability p/K. We profile the inference time and accuracy (i.e., confidence value).

Using the profiled data, we train two Random Forest regressors [11] for estimating inference time and accuracy,

named RF-T and RF-A. The inputs include the structural parameters, the layer assignment and the input

sample.

For each layer running on LCA (and all other layers on the CPU), we profile whether the input provides

the same output as running the layer in CPU. Using the same inputs, we build a simple DNN classifier model

(with three hidden layers), called layer-classifier, to output this matching result. The final output is denoted

by {mi
1,m

i
2, ...,m

i
j , ...,m

i
L} (mi

j = {0, 1}).

Also, we profile that for a given input, whether a model’s outputs are the same if it runs in CPU and LCA

entirely. The profiling is conducted for a list of inputs for each model running on a specific device. Using the

same inputs, we build another simple DNN classifier model, called model-classifier, to output this matching

result.

4.3.3 Heuristic Methods

Heuristic for Individual Layer Assignment

The design of the heuristic is based on Observation 2. For a given input to a DNN model, Flex’s layer-

classifier can determine if the outputs of the model will match when each layer runs on the CPU and the LCA.

Among the layers that have layerwise-matched results, Flex moves the layers one by one to the LCA until

the accuracy and timeliness requirements are met, or the LCA memory is full. If the requirements are still

not met after all of these layers are moved to LCA, Flex will move other unmatched layers to LCA. Flex

repeats the movements until the accuracy and time requirements are met, or the LCA memory is full.

When moving layerwise-matched layers or unmatched layers from CPU to LCA, Flex first picks up the layer

that generates a higher reduction in inference time and a lower reduction in accuracy to move out. For each

layer lk, after we move the layer from CPU to LCA, a new layer assignment Li
lk

is generated. Flex first

estimates the inference time, T (Li
lk
), and accuracy, A(Li

lk
), using RF-T and RF-A, respectively. Then, it
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calculates the objective metric using Oi
lk

using Equation (4.2). Finally, Flex chooses the lk among the layers,

which results in the highest Oi
lk

value.

This approach still suffers from a few shortcomings. First, even after allocating all possible layers to the LCA,

the latency guarantees may not be satisfied. This is mainly due to the fact that the layer-based heuristic

is only able to determine whether the outputs match or not along with confidence. To attain the latency

guarantee, it is necessary to move layers to the LCA even if the outputs don’t match, thereby sacrificing

a bit of accuracy. Second, making a decision at the layer granularity means that the layer assignment may

result in multiple communications between the CPU and the LCA, which can be prohibitively expensive.

Thus, a layer-wise approach alone may not be efficient for the problem at hand. In order to account for the

shortcomings, we propose a new model-splitting technique, which we describe below.

Heuristic to Find a Model Division Point

This proposed heuristic is mainly based on Observations 3 and 4. It combines the individual layer assignment

heuristic and the key observations we make in sec:motivation to assign a consecutive block of layers to the

LCA. Specifically, we bias the split towards maximizing accuracy or minimizing latency and use the individual

layer assignment heuristic to determine the split.

Flex considers whether the user prioritizes accuracy (i.e., maximizing accuracy while satisfying the time

requirement) or time (i.e., minimizing time while satisfying the accuracy requirement) for a model to meet

the requirements. If the user prioritizes accuracy, since shallow layers lose less accuracy, Flex moves shallow

layers from the first layer to LCA until the time requirement is met or the LCA memory is full. To expedite

the process, Flex moves M layers group by group, and when the time requirement is met, in the last group,

Flex moves layers from the end one by one to find the division point that meets the time requirement.

If the user prioritizes time for a model, Flex moves layers from the end since heavy layers reduce more

time. Specifically, it judges whether the model results on the CPU and LCA match each other using the

model-classifier. If yes, Flex moves the heavy layers to LCA as much as possible (while still satisfying the

memory constraint) since it is unlikely to affect the result. Otherwise, Flex moves the heavy layers as long as

the accuracy requirement is satisfied and the memory constraint is satisfied until it reaches the division point

layer κ, which saves the most time. Specifically, because the heavy layers are at the end, Flex moves the κ

starting from the L/2 until the end one layer by one layer and calculates Ts and checks the accuracy and

time each time using RF-A and RF-T. Finally, Flex finds out this point that meets the inference accuracy
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Figure 4.13: RL for determining the DNN layer assignment.

requirement and minimizes the time. However, this linear search is not time-efficient, so we propose a method

to expedite the search as follows.

Expedite Searching the Model Division Point. Flex expedites searching the model division point

by leveraging the general trend of increasing saved time and accuracy as the layer index of the division point

increases (Observation 4). We could use the binary search method to find such a division point. However,

binary search requires that the numbers be ordered, which is not true in our case. We found that there is

a general increasing trend, but a few layers are exceptional (such as the last four layers in Figure 4.4b). To

solve this problem, we group a range of consecutive layers and calculate each group’s average saved time

and accuracy so the average values will be ordered. We then use the binary search to find the group with the

highest saved time while satisfying the accuracy requirement. Next, we use the linear search in the identified

group to find the optimal division point.

4.3.4 RL-based Method

The decision-making time overhead of the heuristic would be high (0.231 seconds shown in sec:exp). To

handle this high overhead, we propose an RL-based method (as shown in Figure 4.13). Flex builds one RL

model for each DNN model structure (e.g., one RL model for VGG-16 and VGG-19). The RL model chooses

the layer assignment for an input. Flex further uses curriculum learning [7] for the generalization of the

RL-based approach for different models as well as faster convergence. The RL-based method reduces the

decision-making time of the heuristic by 90% (sec:exp). In the following, we first introduce the state, action

and reward components of the RL model.

State space. The state space (s ∈ S) consists of the input’s time and accuracy requirements, and the

available memory of the device.

Action space. The action space is represented by a ∈ A, where an action, a, represents a layer assign-

ment.
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Reward. The reward function is given by:

r(s, a) =



















−γ, if violates a constraint,

ρ×
∑n

i=1
Oi

n
, otherwise

where ρ is a coefficient to control the reward and γ is a large negative constant reward to ensure that an

allocation violating a constraint is not valid.

We use the Markov-chain soft actor-critic (SAC) [38] based RL. SAC is better than the other policy-based

RL methods because it explores new states; thus, it avoids retraining for policy updates. In this framework,

the actor aims to maximize expected reward while maximizing entropy, i.e., acting as randomly as possible

in exploration.

In conventional training, training RL models for each DNN model and dataset individually can impose

substantial overhead and result in RL models that are specific to each DNN model. To promote generalization

across different models and expedite convergence, we employ curriculum learning [7]. Unlike the traditional

RL approach, which randomly feeds training data, curriculum learning organizes and sequences the data

following a specific distribution. This organized data feed leads to more effective and generalized model

training. In our context, we observed that ordering the data based on the sequence of different DNN models,

arranged by their complexity (e.g., from VGG-16 to VGG-19), yields the most substantial improvement in

rewards. This sequential training approach allows RL to leverage the knowledge gained from training on

less complex models to guide the training of more complex models. By systematically feeding data in this

manner, RL training becomes more efficient, significantly enhancing the division point. To incorporate the

complexity of the models into the curriculum learning process, we augment the state space with information

about the number of layers, structural type (e.g., convolution, dense), and structural details (e.g., the number

of filters and filter size for convolutional layers). Furthermore, to fully leverage curriculum learning, we train

a single RL model for a group of models with similar structures (e.g., VGG-16 and VGG-19, ResNet-34 and

ResNet-51). This grouping enhances the efficiency and effectiveness of the training.

4.4 Implementation

We train the models in Table 4.1 using the Keras [18] and Scikit-learn library [86]. While these libraries

provide APIs for constructing models, and numerous parameters such as learning rate and batch size, the

models still require fine-tuning of the parameters to be well-trained. To achieve optimal parameter settings
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Figure 4.14: Timeliness guarantee.
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Figure 4.15: Inference time.

(learning rate, batch size) to construct the well-trained models, we employed the grid search method [68], that

systematically explores different combinations of parameters to identify the most effective configuration.

In order to profile the performance of the DNN models, we utilized images from the dataset specified in

Table 4.1. These images required the DNN model to identify ten distinct types of objects, with each image

typically containing just one kind of object. Given the possibility that the model might overlook an object

in the image or classify an object erroneously, we adopted top-1% accuracy as the metric for performance

evaluation. We employed the Android profiler app [17] to measure the usage of the LCAs using the metrics

including the computation time and communication time, and memory utilization.

To run the divided DNN models on the CPU, we use the Tensorflow deep learning framework. Since our

used smartphones use the Android system, we cross-compile the Tensorflow framework using NDK. To run

DNN model layers on LCAs, we used the Android Native Development Kit (NDK) [4] to implement more

flexible functions as a wrapper, which can run specific model layers on CPU or LCAs on the top of CUDA

SDK [84].
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4.5 Performance Evaluation

4.5.1 Experiment Settings

Our evaluation was conducted on three smartphones: GPU1, TPU and GPU2. The details of the GPU1 and

the TPU are provided in sec:motivation. The GPU2 device is equipped with an 888G 4-core CPU with 2.8

GHz clock speed and an Adreno 680 4-core GPU along with 128GB storage and a Hexagon 780 AI engine

that can support up to 32-bit floating point operation if configured. For these smartphones, the precision

point for each DNN model was randomly selected from either 16-bit floating point or 8-bit integer precision

settings. Unless otherwise mentioned, all the settings are the same as in sec:motivation. The number of

inputs processed by each model was chosen randomly from the range [100,500]. The deadline for an input of

one model was randomly chosen from [0.5, 5] seconds and their accuracy requirement over 100 inputs was

randomly chosen from [80%, 95%], One input’s accuracy is determined when the output matches to that of

the true label for the experiment. We empirically set α = 0.5 in the heuristic, γ = 100 and ρ = 1 in the

RL-based method.

Comparison methods. We compared Flex with MLMP-T and MLMP-A introduced in sec:motivation. As

a reference, we also compare Flex with Oracle and the following two model selection methods (which are

not for layer assignment).

•ALERT [116] selects a model from prior selected model structures for a specific task to meet latency,

accuracy, and energy constraints using an optimization problem. In our experiments, we let ALERT choose

from all the models in Table 4.1 that can be for the task. Then, we randomly divide the model between

CPU and LCA. We created two variants: ALERT-T and ALERT-A, as defined for MLMP.

•Mistify [37] chooses a model from a list of compressed models (with pre-known accuracies) according to

the available resources of a device to meet the accuracy requirement. In our experiments, we created two

compressed models for each model in Table 4.1 for Mistify to choose from and put layers in LCA as much

possible until GPU memory is full.

Both of these methods select models from the Table 4.1 specifically limiting their choices to models within the

corresponding task category. We compared these methods with the heuristic for individual layer assignment

(Flex-L), the heuristic for division point (Flex-D), and its enhancement that uses binary search for the

division point (Flex-B) and RL-based layer assignment method (Flex-RL), respectively.
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Figure 4.16: Accuracy guarantee.
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Figure 4.17: Accuracy.

4.5.2 Evaluation Results

Timeliness guarantee ratio and inference time. Figure 4.14 shows the timeliness guarantee ratio

for all devices, which is calculated as the ratio of the number of inputs meeting their deadlines to the

total number of inputs. For all the devices, the performance follows: Oracle>Flex-L≈Flex-RL>Flex-

B≈Flex-D>MLMP-T>ALERT-T>Mistify>MLMP-A>ALERT-A.Figure 4.15 shows inference time for

all the models. The result follows: Oracle<Flex-L<Flex-RL≈FLEX-B<F-LEX-D<MLMP-T<MLMP-

A<ALERT-T<Mistify<ALERT-A.

Flex-D has timeliness guarantee ratios 11-15%, 15-18%, and 25-33% higher than ALERT-T, Mistify, ALERT-

A, and 10-13% and 26-35% higher than MLMP-T, and MLMP-A, respectively. It has an inference time

19-28%, 29-34%, and 23-32% lower than ALERT-T, Mistify, ALERT-A, and 11-18% and 13-21% higher than

MLMP-T, and MLMP-A, respectively. Flex-D outperforms Mistify and Alerts because Flex-D is designed

to determine layer assignment between the CPU and the LCA, while Mistify and ALERT are proposed to

choose a model structure, they only randomly divide the model in our experiments. Flex-D outperforms

MLMP since MLMP is not input aware, so its optimal layer assignment for a model may not be optimal for

a particular input. Also, it first finds a few assignment schedules to choose from, so it may miss a better

assignment. Further, it may bias one metric at the significant cost of another metric by sorting layers based

on one metric for movement between CPU and LCA.
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diction per-input.
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Figure 4.20: Performance of model
classifier.

Flex-L and Flex-RL have 2-3% higher timeliness guarantee ratio than Flex-D, Flex-L has 2-5% lower

inference time than Flex-D, while Flex-RL generates similar inference time as Flex-D. Compared to

Flex-D, which only determines a division point, Flex-L’s more fine-grained layerwise assignment method can

help find a better layer assignment that generates a higher timeliness guarantee ratio or lower inference time.

Flex-RL automatically makes the decisions using the trained RL and sometimes could find better solutions

than the heuristic Flex-D. Flex-B improves Flex-D by 2% in timeliness guarantee ratio and by 3% in

inference time. These results indicate the higher time efficiency of Flex in expediting the search of the model

division point. MLMP-A and ALERT-A perform the worst because they aim to improve accuracy instead of

inference time. Oracle always meets the timeliness guarantee because it knows the best division decision and

Oracle has 5% higher timeliness guarantee ratio and 6% lower inference time than Flex-RL.

Accuracy guarantee ratio and accuracy. Accuracy is the percentage of the DNN outputs that match

the true labels in the 100 inputs of a model. Accuracy guarantee is calculated as the ratio of the 100 inputs

for a model whose accuracy requirements are satisfied. Figure 4.16 shows the accuracy guarantee ratio. The

result follows: Oracle>Flex-RL>Flex-L≈Flex-D≈Flex-B>Mistify≥MLMP-A>ALERT-A>MLMP-T

>ALERT-T. Figure 4.17 shows the accuracy for all the models for 100 requests. The order of the perfor-

mance is as follows: Oracle>Flex-RL>Flex-L≈Flex-D≈FLEX-B>MLMP-A>Mistify>ALERT-A>MLMP-

T>ALERT-T. We see that Flex-L, Flex-D, and Flex-B achieve similar performance. The result means

that Flex-D does not compromise accuracy, though it reduces the overhead of layerwise Flex-L by only

determining a division point. Also, our method for expediting searching the model division point also won’t

compromise the accuracy. In the following, we use Flex-D to represent these three Flex methods to compare

with other methods. Flex-D has 5-11%, 8-13%, 11-14%, 14-27%, 17-31% higher accuracy guarantee ratios

than Mistify, MLMP-A, ALERT-A, MLMP-T, ALERT-T respectively, due to the same reasons explained in

Figures 4.14 and 4.15. Flex-RL performs 3-4% better than Flex-D, which indicates that Flex-RL can even

outperform the heuristic method in accuracy. Oracle has approximately 4.5% higher accuracy guarantee

ratio and 3% higher accuracy than the Flex-RL.
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ability.

Computation overhead. Figure 4.18 shows the computation overhead of each method, which is the decision

making time, i.e., the time duration from when an input arrives to when it starts the processing. The

result follows: Mistify<Flex-RL<Flex-B<Flex-D<Flex-L<ALERT-A≈ALERT-T<MLMP-A≈MLMP-T.

Mistify has the lowest computation overhead because it only chooses a compressed DNN model based on

the known accuracies of the models. ALERT-A and ALERT-T need to solve an optimization problem for

model selection. MLMP-T and MLMP-A take the longest decision-making time because they generate

a list of possible combinations and then search for the best combination from the list. Flex-D has 48%

lower computation overhead compared to Flex- since it finds one division point instead of individual layer

assignment. Flex-B improves Flex-D by 41% since it runs binary search instead of linear search, and

Flex-RL improves Flex-B by 90% since it uses RL.

Energy consumption. We further measure the energy consumed on the GPU smartphone by monitoring its

battery using an app named AccuBattery [26]. Table 4.2 shows the total energy consumed for decision-making

and inference for all the inputs. The order of the consumed energy follows the same order as the inference

time since more processing time on an input consumes more energy on the device.

Performance of estimators. To build the RF-T, RF-A, layer-classifier, and model-classifier models, we

used 70% of profiled data for training, and the rest of the data for testing. The training took approximately

5-6 hours for RF-T and RF-A, 2.45 and 4.2 hours for layer-classifier and model-classifier, respectively.

In our experiments, RF-T and RF-A show 7.14% and 9.56% Mean Average Percentage Error (MAPE) values

in terms of predicting the inference time and accuracy, respectively. The error contributes to the lower

performance of Flex compared to Oracle. Figure 4.19 shows the accuracy of the per-layer CPU/LCA result

matching prediction by the layer-classifier of Flex for the VGG-16 model. The accuracy varies between

87-93% for all the layers. Figure 4.20 shows the accuracy of the per-model CPU/LCA result matching

prediction by the model-classifier of Flex for the models in Table 4.1. The accuracy varies between 84-92%

for all the models.
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Figure 4.23: Input awareness of Flex.

0

0.5

1

1.5

2

1 8

1
5

2
2

2
9

3
6

4
3

5
0

5
7

6
4

7
1

7
8

8
5

9
2

9
9

A
s
s
ig

n
m

e
n

t 
c
h

a
n

g
e

 

ti
m

e
/
in

fe
re

n
c
e

 t
im

e
 

Input #

%

%

%

%

%

(a) ImageNet.

0

0.5

1

1.5

2

1 8

1
5

2
2

2
9

3
6

4
3

5
0

5
7

6
4

7
1

7
8

8
5

9
2

9
9

A
s
s
ig

n
m

e
n

t 
c
h

a
n

g
e

 

ti
m

e
/
in

fe
re

n
c
e

 t
im

e
 

Input #

%

%

%

%

%

(b) HAR.
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Figure 4.24: Layer assignment of Flex.

Performance of RL training. The convergence of Flex’s RL training is faster than traditional RL training

(where training data is fed randomly) because of the curriculum learning. We also used the traditional

training method to train the RL model. For the two structures of the VGG model, the convergence speed

of the proposed RL is approximately 7 hours compared to a total of 16 hours for traditional training on a

machine with 4 Nvidia RTX 2080Ti GPUs.

Scalability testing. Figure 4.21 shows the timeliness guarantee of different time deadlines for a fixed

accuracy requirement of 85%. The figure shows that the timeliness guarantee increases for Flex 1.44×

when the deadline increases from 0.1 to 5 seconds. The timeliness guarantee for Flex is above 0.91 for any

deadline above 2 seconds. All other methods also follow the same trend of increasing timeliness guarantee

with the deadline. The order of performance for all the methods for timeliness guarantee remains the same

as Figure 4.14. Figure 4.22 shows the accuracy guarantee for different accuracy requirements varying from

75% to 95% with a 5% increase in each step for a fixed deadline of 2 seconds. We observe that the accuracy

guarantee decreases gradually as the accuracy requirement increases for all methods, and it decreases from

1 to 0.88 for Flex when the accuracy requirement is increased from 75% to 95%. Flex still achieves 0.94

accuracy guarantee ratio for the accuracy requirement of 90%. The order of performance for all the methods

remains the same as in Figure 4.16.
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Figure 4.25: Layer assignment of Flex.
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Figure 4.26: Layer assingment.

Table 4.2: Total consumed energy.

Method Decision making (mW) Inference (mW) Total (mW)
Flex-D 6 117 123
Flex-RL 2 91 93
Flex-B 5 116 121
Flex-L 9 119 128

ALERT-A 11 212 223
ALERT-T 11 170 181
Mistify 1 192 193

MLMP-A 19 129 148
MLMP-T 19 124 143

Input-aware layer assignment. Figure 4.23 shows the average percentage of layers assigned to CPU

and LCA for different data categories, respectively. for different datasets with an accuracy requirement of

85% and a deadline of 3 seconds. We selected inputs from diverse categories in the datasets. These figures

illustrate that individual categories exhibit varying layer assignments. For instance, the ”Mammal” category

displays 43.75% more layers assigned to the CPU compared to the ”Vehicle” category. This divergence in

layer assignment percentages between the CPU and LCA exemplifies the input-awareness of Flex.

Change of Assignment. We further measured the time that Flex-RL used to load the layers each time

for all the datasets and plotted it in Figure 4.26. For 100 inputs of ImageNet, HAR and SQuAD, the division

point needed to be changed 17, 12, and 10 times, and the time for reassignment of the layers was 0.138%,

0.168% and 0.156% of the inference time, respectively.

4.6 Related Work

Model Selection and Compression for Inference. There is a group of methods that select [116, 93,

36, 121, 37, 124, 125] from a group of pre-selected models or generate [148] new model from unit blocks

based on currently available resources of the device in order to meet requirements such as accuracy, deadline,

and energy. Another group of methods [70, 141] chooses model compression techniques prior to executing a

DNN model on edge devices to find an optimal balance between latency and energy cost for specific resource

constraints.
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Executing Inference on Edge. Long et al. [71] proposed MEANet that classifies the inputs into easy and

hard classes and assigns them to the edge and cloud, respectively. Kang et al. [52] proposed a model parallel

pipeline scheme, LaLaRAND, which tries to balance the execution time (computation and communication)

between CPU and GPU, and quantizes CPU-based layers. Kim et al. [55] proposed a tensor-parallel

quantization scheme, µLayer, that divides each layer of a DNN model between CPU and GPU and then

performs quantization on the model to reduce the execution time. Xu et al. [126] proposed ApproxDet for

object detection from video applications, which dynamically set parameter values for sampling interval and

tracker type based on the runtime content and resource availability to optimize the accuracy and latency. Seo

et al. [99] proposed a scoring scheme, which ensures that the inputs with low latency SLOs are prioritized to

the fast processors (GPU vs. CPU) and have low wait time.

Some methods for the clusters [77, 142] focus on fully utilizing the CPU and GPU resources in order to

reduce training or inference time but do not consider the low accuracy issue of LCAs.

In spite of many methods for inference jobs on edge devices, within our knowledge, MLMP [107] is the only

method that schedules layers of a model across the CPU and LCA, keeping accuracy in mind. However,

as discussed in sec:introduction and sec:motivation, MLMP has some shortcomings. Flex overcomes

the shortcomings and achieves significantly higher performance on accuracy, inference time, and energy

consumption.

4.7 Limitations and Discussion

•Offline training time. The classifier and RL models are trained offline for a fixed set of the DNN models,

which took 2.45 and 7 hours, respectively. The offline training won’t affect the online inference time. The

cost of training the regression and RL models on the AWS with m5-instance would be approximately 10 and

30 dollars, respectively. Considering the superior performance of Flex over the state-of-the-art methods,

the cost of training these models is worthwhile.

•More accurate estimators. Recall that our estimators for estimating accuracy, inference time and

CPU/LCA result matching have a 6% gap with Oracle We will seek more accurate models for the estimation.

•Pipelining. We will pipeline the inputs across CPU and GPU to reduce the inference time of a batch [113].

While an inference model is running on consecutive inputs, the inputs can be pipelined [113] across CPU

and GPU to improve the inference time. While the computation of ith input is running on the GPU after

finishing on the CPU, the computation of (i+ 1)th input can run on the CPU simultaneously.



•RL vs. heuristic. Although Flex-RL achieves better performance than the heuristics of Flex, if a model

with a different structure arrives, Flex-RL may not find the optimal layer assignment. In this case, Flex-B

can be used, and the collected data will be used for training the RL for the future use of Flex-RL for this

model.

•Very tight deadline. As other state-of-the-art works [126, 116, 37], Flex cannot support very tight

deadlines (e.g., 0.01s). We will work on reducing the decision-making time and layer assignment change

time to further reduce inference time.

•Dynamic precision point selection. We will further improve Flex to dynamically decide the precision

point for each layer. AMPT [75] adopts a precision point setting strategy during training, while we will

focus on inference.

4.8 Conclusion

A large portion of smartphone users in the world own low-cost edgedevices, and modern accelerators often use

lower precision point arithmetic in order to save energy, thus becoming LCAs. The LCAs sacrifice accuracy

although they can substantially accelerate ML tasks. In this paper, we present Flex, which dynamically

executes a model between a device’s CPU and LCA to achieve both high accuracy and lower latency on LCAs.

Flex utilizes a DNN model to predict whether executing a layer with the given input will result in the same

result in the CPU and LCA and then decides whether it runs on the CPU or LCA. To reduce the overhead for

the layer-wise assignment, Flex has an alternative solution that decides one division point of the DNN model

between the CPU and LCA. Moreover, Flex has an RL-based approach to further reduce the decision-making

time and switches to the RL approach from the heuristic when the RL model is well-trained. Our experiments

on real devices show that Flex achieves superior performance than state-of-the-art approaches.
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Chapter 5

Mitigating KV Cache Competition to

Enhanced User Experience in LLM

Inference

The chapter handles the challenge highlighted in Chapter 1: LLM KVC management for Edge Devices. This

chapter integrates several strategies for effective KVC allocation and reduce latency during LLM inference

in case of demand based KVC allocation. Our proposed system, CacheOPT targets to allocate an equal

amount of KVC based on the prediction of the response length. Then, it dynamically adjusts the amount of

allocated KVC on top of the predicted output length through confidence score and then decide the padding

based on arrival rate to better utilize the GPU memory resource, by reducing memory violation severity

regarding the allocated KVC. CacheOPT also prioritizes request eviction or preemption based on resource

occupancy and projected completion time, ensuring efficient resource distribution. Additionally, CacheOPT

employs a cost-based heuristic to choose between either recomputation or swapping to reduce latency, while

considering the system loads and the request characteristics.

5.1 Introduction

The Large Language Model (LLM) models have found widespread applications across various domains,

including automated customer support, chatting, and real-time translation. However, deploying LLMs in

real-world applications often comes with high tail Time-to-First-Token (TTFT) or Time-Between-Tokens

(TBT) [95, 106, 151], which can impair user experience, especially in time-sensitive tasks. Reducing TTFT
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and TBT is crucial for ensuring seamless user interactions and satisfied user experience. It also enables the

broader adoption of LLMs in different applications.

Due to limited GPU memory and the large volume of KV-cache (KVC) values, KVC becomes a bottleneck,

significantly impacting both TTFT and TBT. The first iteration-level scheduler Orca [135] pre-allocates KVC

for the maximum sequence length for each request. However, this approach wastes memory [49], limits the

batch size and hence GPU utilization (e.g., 0.4% [49]) and throughput. To address this problem, vLLM [60]

uses block-based KVC allocation approach, in which, a block, consisting of a fixed number of tokens, is

allocated to a request each time. To form a batch in each iteration, the requests from the waiting queue

are added to the batch until the whole KVC is allocated. While this approach significantly reduces KVC

reserved waste, a running request may experience block allocation failure when it exhausts its allocation.

In this case, the last arrived running request is selected to preempt based on the first-in-first-serve (FCFS)

policy. Both approaches introduce delays, increasing TBT.

Another method allocates KVC to a request equal to the response length predicted by an LLM model [146,

50]. Compared to the block-based allocation approach, it reduces the chances of KVC allocation failures but

still leads to certain reserved waste since allocated KVC is not used instantly and generates KVC allocation

failures with underestimation. [146] proposes to add a constant padding (e.g., 100 tokens) to the predicted

value to avoid underprovisioning, indicates that overprovision is not as important as underprovision.

Different LLM applications and users often have varying SLOs for TTFT and TBT. For example, real-time

translation applications prioritize ultra-low TTFT to deliver the first token as quickly as possible, enabling

smoother conversation flow. In contrast, document summarization may tolerate higher TTFT in exchange

for lower TBT. Moreover, users’ reading speeds influence their tolerance for TBT. A fast reader using a

summarization tool may prefer shorter TBT to maintain a seamless reading experience, while a slower

reader may be less sensitive to longer TBT but require low TTFT for responsiveness. The diverse demands

necessitate adaptable LLM systems capable of meeting varying TTFT and TBT SLOs.

In this paper, we aim to mitigate KV cache competition while enhancing user experience by satisfying the

diverse TTFT and TBT SLOs through studying three problems:

(1) How to determine the padding size to ensure that the KVC demand is satisfied with a high specified

probability?

(2) How to allocate KVC to a request initially and during token generation process?

(3) How to choose requests to preempt?
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(4) How to choose a preemption strategy between swapping and recomputation to reduce the preemption

time (defined as the time that a request is halted)?

To achieve this goal, we conducted an experiments based on real traces and made the following observations

(Os):

(1) Block-based KVC allocation increases preemptions and TBT, while prediction-based allocation raises

TTFT. A new method is needed to balance both.

(2) Previous prediction-based methods often cause underprovisioning (increasing TBT) and overprovisioning

(increasing TTFT). The padding size must be carefully determined, considering the request arrival rate, to

balance TTFT and TBT.

(3) FCFS-based preemption results in more preemptions than approaches that account for remaining time

and KVC usage.

(4) For sequences exceeding the sweet spot length, swapping results in shorter times compared to recomputation.

Leveraging these observations, we propose a system, that optimizes the cache operations for mitigating KV

cache competition (CacheOPT). We name this CacheOPT to reflect the system’s focus on efficient cache

usage. CacheOPT consists of the following components.

(1)Confidence-based Padding. We modify an LLM model to predict output length and deviation direction

for adding or subtracting padding. Using Hoeffding’s inequality theory [43, 8], we determine the padding

needed to ensure a request’s KVC demand is satisfied with a high specified probability and adjust it based

on arrival rate to balance TTFT and TBT. (O2)

(2) SLO-aware Batching and KVC Allocation. We reuse allocated but unused KVC and select waiting

and returned requests that must run to satisfy their TTFT and TBT SLOs. The remaining unallocated

KVC is distributed among the selected requests to maximize throughput. Additionally, it proactively

allocates KVC before instead of at the time a request exhausts its allocation and reserves KVC globally to

prevent preemptions. (O1)

(3)Preemption Policy. We order requests for preemption based on their latency SLO, remaining completion

time and KVC occupancy in order to avoid SLO violation and preemptions, and reduce preemption time.

(O3)

(4)Preemption Strategy Selection. When the KVC size exceeds the observed sweet spot sequence length,

we opt for swapping; otherwise, we choose recomputation. (O4)
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Table 5.1: Trace properties and experiment settings.

Trace
Input length Output length Number of

requests
Mean arrival rate

avg min max avg min max
Alpaca 19.31 9 2.47K 58.41 13 292 52K 32
ShareGPT 161.31 16 3.2K 337.99 19 991 90K 28
BookCorpus 1952.11 18 461K 681.2 32 1041 11K 1.2
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Figure 5.1: Measurements for different traces for OPT-13B.

Experimental results show that CacheOPT achieves up to a 3.29× and 2.83× lower tail TBT and TTFT

and 47% and 53% higher TTFT and TBT SLO attainments than the state-of-the-art methods, respectively.

We will distribute CacheOPT’s source code after the paper is accepted.

5.2 Experimental Analysis

5.2.1 Experiment Settings

Machine settings. We used an AWS p4d.24xlarge instance, which features 8 NVIDIA A100 GPUs. Each

GPU has 80GB of memory. The GPUs are interconnected via a 600 GB/s NVSwitch. We executed the

OPT-13B model [138] on a single GPU, and the OPT-175B model, partitioning the model across 8 GPUs

with both model and tensor parallelism degree of 2 as in [135].

Request settings. We used the Alpaca [109], ShareGPT [100], and BookCorpus [56] traces. Table 5.1

shows their features and the mean request arrival rate setting. It follows a Poisson distribution [135, 60].

The block size was set to 32. For BookCorpus [56], we divided the prompts into 2048 tokens to meet the

requirements of the LLM models. We used 3-hour trace for OPT-13B and 1-hour trace for OPT-175B.

Schedulers. We conducted the experiment measurements for the following methods. 1) Response Length

Prediction (RLP) [146] uses the LLM to predict the response length from a request and always adds a padding

of 100 tokens. It tries to schedule the requests with similar lengths in the same batch. Any underprovisioned

requests are preempted and later executed when there is sufficient KVC. 2) S3 [50] uses the LLM model to

predict the response length bucket (with a 50-token increment) for each request and allocates the upper bound

of the predicted bucket.If a request faces insufficiently allocated KVC, it is preempted, and its KVC demand
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Figure 5.2: Measurements for different traces for OPT-175B.

is doubled for the next allocation. 3) vLLM [60] uses the block-based KVC allocation and FCFS-based

preemption, and defers new requests until preempted ones are completed.

To make these methods comparable, we used our own fine-tuned OPT-13B model for the response length

prediction in RLP and S3. To avoid the interference on the LLM inference, we ran this model in another

server. In this paper, predicted output length refers to the output length from the LLM, and estimated output

length refers to the predicted output length adjusted with the padding.

5.2.2 Impact of KVC Allocation Methods on TTFT and TBT

Although [146] indicates that overprovisioning is less critical than underprovisioning, this claim primarily

applies to requests with overprovisioning. However, overprovisioning reduces the number of requests ac-

commodated in a batch, increasing waiting time and TTFT. A request’s waiting time is the duration its

prompt remains in the queue before execution begins; and its execution time is the duration from when it

is dispatched to the execution engine until completion, excluding preemption time. Figures 5.1a-5.1c and

Figure 5.2a-5.2c show the average execution, preemption, and waiting times for OPT-13B and OPT-175B,

with error bars representing the min and max values. RLP and S3 generate 29%-49% and 26%-45 lower

preemption time but 43%-72% and 27%-65% higher waiting time than vLLM. This is because that in vLLM,

each request is only allocated with a block at a time, and it has to be preempted upon KVC allocation failure

when it uses up its allocated block. RLP and S3 allocate to a request the KVC equal to its estimated sequence

length, so they reduce the number of requests accommodated in a batch and increase the TTFT but reduce

the premption time, which occurs only at underprovisioning. These findings are verified in Figure 5.2d, which

shows the average number of preemptions, and Figure 5.3, which shows the average number of requests added

to the batch per iteration, with error bars representing the minimum and maximum values. S3 has 7% lower

preemption time, 5% lower waiting time, and adds 12-17% more requests to the batch per iteration than RLP

since S3 adds 100-token padding while RLP’s bucket size is 50. We calculated that the preemption time and

the waiting time can take up to 71% and 75% of the execution time on average across the three datasets.
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Figure 5.3: Average requests added per iteration.
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Figure 5.4: Illustration of resource bottleneck.

We find the token budget for the number of tokens in a batch to maximize throughput as in [1]. Figure 5.4

shows the average token budget used and the average number of allocated KVC tokens at each iteration. We

see that while all systems fully alloctae the KVC, vLLM more fully utilizes the token budget than RLP and

S3 by 37% and 33%.

Theorem 5.1. Due to KVC bottleneck, the block-based KVC allocation method increases preemptions and

TBT, while the prediction-based KVC allocation method increases request waiting time and TTFT. A novel

approach is required to limit both TTFT and TBT effectively.

5.2.3 Padding Size Determination and Impact

Figures 5.5 shows the CDF of requests versus the number of over and under provisioned tokens for RLP and S3.

Overprovisioning and underprovisioning are consistently observed. Different requests exhibit varying degrees

of these deviations, with longer prompts generally experiencing greater overprovisioning and underprovisioning

amounts.

Figure 5.6 shows the response latency decomposed to wating time, preemption time and execution time versus

different padding size at different arrival ratefor RLP. At each arrival rate, we observe that as the padding

size increases, the preemption time decreases, the waiting time increases, and the execution time remains

stable. The total response latency exhibits a concave pattern, initially decreasing with smaller padding sizes

and then increasing beyond a certain threshold. Also, the arrival rate increase leads to higher waiting time.

The padding size that minimizes the response latency varies for different arrival rates.
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Figure 5.5: CDF of requests vs. over/under provisioned tokens.
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Figure 5.6: Trade-off between preemption time and waiting time versus padding size for OPT-13B.

Theorem 5.2. Previous prediction-based methods often cause underprovisioning (increasing TBT) and

overprovisioning (increasing TTFT). The padding size must be carefully determined, conidering the request

arrival rate, to balance TTFT and TBT.

5.2.4 Preemption Policy

In RLP, we used the following preemption policies that preempt the request: 1) with the lastest arrival time

based on FCFS employed in vLLM, 2) with the longest remaining time based on the Shortest-Remaining-Time-

First (SRTF), and 3) with the smallest occupied KVC based the Lowest-KVC-occupancy (LKVO). Figure 5.7

shows the tail preemption time and total number of preemptions, respectively. FCFS exhibits 26%-58% and

39%-1.03× higher tail preemption time, 9%-31% and 13%-39% more preemptions compared to LKVO and

SRTF, respectively. SRTF helps reduce KVC competition by making running requests release their KVC

sooner, thus lowering preemptions. LKVO minimizes the time spent on swapping or recomputation.

Theorem 5.3. FCFS leads to more frequent preemptions and increased preemption time compared to SRTF

and LKVO.

5.2.5 Preemption Strategy: Swapping or Recomputation?

The time complexity of swapping is O(s) and that of recomputation is O(s2), where s is the sequence length.

Figure 5.8 shows the latency for swapping including swappingin and out and recomputation for the varying

sequence length. It confirms that swapping follows a linear growth, while recomputation follows a quadratic

growth based on the sequence length. We observe that swapping is faster when the sequence length exceeds
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Figure 5.7: Performance of different preemption policies
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Figure 5.8: Latency of swapping and recomputation.

4000 tokens; otherwise, recomputation is faster. However, vLLM and RLP use recomputation and S3 uses

swapping as the default preemption strategy irrespective of the sequence length, and users can choose a

strategy at a time.

Theorem 5.4. Relying on a single preemption strategy is inefficient. When the sequence length exceeds a

threshold (e.g., 4k in our setting), swapping is faster than recomputation.

5.3 System Design

5.3.1 Solution Overview

Based on our observations, we propose CacheOPT. CacheOPT consists of the following components as

shown in Figure 5.9.

(1)Confidence-based padding guided by O5.2 (5.3.2).

(2)SLO-aware batching and KVC allocation per O5.1 (5.3.3).

(3)Preemption policy guided by O5.3 (5.3.4).

(4)Preemption strategy selection guided by O5.4 (5.3.5).

In Figure 5.9, users’ requests are initially entered to the waiting queue. Confidence-based padding ( 1 ) is

executed to estimate the output length of each request when it waits in the queue. After each iteration,

SLO-aware batching and KVC allocation ( 2 ) selects waiting requests to form a batch and allocates KVC to

each batched request. Next, the batch is forwarded to the execution engine to be executed. When a request
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experiences under-provisioning, the preemption policy ( 3 ) is executed to choose the requests to be preempted.

The preempted requests are entered to the waiting queue and ordered. For a request to be preempted, the

preemption strategy selection ( 4 ) is executed to reduce the preemption time of this request and other running

requests.

5.3.2 Confidence-based Padding

Given the autoregressive nature of LLMs, accurately predicting the response length of a request poses a

challenge. RLP achieves an accuracy of 67% [146], while S3 reaches 79% [50], resulting in overprovisioning and

underprovisioning and increasing TTFT and TBT (O5.2). To address this issue, we propose a confidence-based

padding method, leveraging Hoeffding’s inequality to bound overprovisioning and underprovisioning with

high probability or confidence.
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Output length prediction. Previous methods relying on LLMs to predict output length lack the ability to

provide high confidence to bound the overprediction or underprediction, or to identify the deviation direction.

Our method addresses these issues. As in [146], we use OPT-13B as the base model and extend its architecture

to predict response length, and deviation direction. As shown in Figure 5.10, we add two layers (in blue) after

the last linear layer in the base model. This layer outputs the hidden representation of the input prompt, which

is the input of our added linear layer. The added binary classifier outputs the deviation direction (0/1).

The added linear layer predicts the output length. The binary classifier is a fully connected layer. Its input

includes the hidden representation of the last linear layer of the base model and that of our added linear

layer.

The input to the model is the prompt itself. The fine-tuning is conducted in two steps. First, we fine-tune the

model without the binary classifier using the ground-truth of the output lengths. Then, using the fine-turned

predictor, we predict the output lengths and collect the data of deviation direction. Second, we use this

collected data to find-tune the whole model including the binary classifier.

Padding determination. For a given predicted output length, if its actual output lengths follow a specific

probability distribution, the padding for the predicted output length can be determined based on this

distribution to achieve a certain confidence. However, the probability distributions of the 9k fine-tuning

requests and 6k inference requests does not follow a certain distribution. Therefore, this approach is not

viable.

We then leverage the Hoeffding’s inequality theory. It is used to bound the deviation with a specified

confidence. Let X1, X2, ..., Xn be independent random variables, where ai ≤ Xi ≤ bi for i = 1, 2, ..., n. Let

us define S = X1 +X2 + ...+Xn and use E[S] to denote the expected value of the sum. Then, for any limit

t > 0:
P (S − E[S] ≥ t) ≤ exp

(

−2t2
∑n

i=1
(bi − ai)2

)

(5.1)

We use Xi as the actual output length of request i, X̂i as its predicted length, ti is the maximum allowed

deviation, and (bi − ai) defines the range of request length for request i in the predicted values. Then,

Equation (5.1) becomes:
P ((Xi − X̂i) ≥ ti) ≤ exp

(

−2t2i
(bi − ai)2

)

(5.2)

Let ci be the specified confidence, i.e., P ((Xi − X̂i) ≥ ti = 1− ci. By solving the equation, we get:

ti =

√

−
(bi − ai)2

2
· ln(1− ci) (5.3)

We use this ti as the padding for underprediction. From Equation (5.3), higher ci leads to more padding

and vice versa. Padding ti for overprediction is calculated similarly. Based on the deviation direction, the

padding is added or subtracted from the predicted output length.
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Figure 5.11: Emdedding method to reuse allocated but unused KVC.

Based on O5.2, a higher request arrival rate results in longer waiting times, necessitating a lower padding

size hence lower confidence, and vice versa. Thus, we propose dynamically adjusting ci based on the request

arrival rate λ: ci =
α

1 + βλ
, (5.4)

where 0 < α ≤ 1 controls the maximum possible confidence, and β > 0 regulates the sensitivity of the

confidence to the arrival rate changes. At low arrival rates (λ → 0), the denominator 1 + βλ approaches 1,

resulting in ci ≈ α. As the arrival rate λ increases, the denominator grows, causing ci to decrease. This

reflects reduced confidence in predictions when KVC is limited for the requests. The parameters here are

empirically determined.

5.3.3 SLO-aware Batching and KVC Allocation

This component tackles the challenge outlined in O5.1 by incorporating (1) an embedding method to reuse

allocated but unused KVC (5.3.3), (2) a request selection and KVC allocation strategy (5.3.3), and (3)

preemption-avoidance mechanisms (5.3.3). Key notations are summarized in Table 5.2.

Table 5.2: Summary of notations.
Notation Description

SLOttft TTFT SLO.
SLOtbt TBT SLO.
Nw Waiting requests that must execute next to meet SLOttft

Nr Returned requests that used up allocated KVC but must execute next to meet SLOtbt

N′
w Selected waiting requests that contribute to exhausting the token budget

N′
r Returned requests that used up allocated KVC but not needing immediate execution

Tmax
I

Maximum iteration latency historically observed
s
p
i Prompt length of request i

soi Estimated output length of request i

Mi Total KVC demand for request i: Mi = s
p
i + soi

A′
kvc

Unallocated KVC available for the current iteration
B Fixed block size for KVC allocation

Dkvc Total KVC demanded for critical requests: Dkvc =
∑|Nw|

i (spi +B) +
∑

i |Nr|B
ai Allocated KVC for a running request i

ui Currently used/occupied KVC for a running request i

γ Factor used to determine KVC allocation cuts based on SLO priority
Ekvc Excess demanded KVC: Ekvc =

∑

Mi −A′
kvc
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Embedding Method

As shown in Figure 5.11, a running request rj ’s allocated KVC is denoted by aj and its currently used KVC

is denoted by uj . If another request ri uses rj ’s allocated but unused KVC starting from the location marked

by the red line, when both ri and rj run soi iterations, ri completes and releases its KVC and rj has reached

the point b tokens before ri’s KVC space. b functions as a buffer to handle the inaccurate estimation and it

is set to a small number (e.g., 8 tokens). Therefore, if aj − (uj + soi )− (spi + soi ) ≥ b, it means that we can

allocate ri in the allocated KVC of rj starting from the red line s0 = aj − (uj + soi )− b. To choose a request

to embed request ri, we choose the running request rj that has the minimum remaining allocated KVC in

order to reduce reserved waste. Due to inaccurate estimation of soi , if ri does not complete by the time when

rj needs the KVC allocated to ri, then ri must be preempted. The value of b is empirically determined; a

larger b leads to higher reserved waste while a smaller b may cause the preemption of ri.

Request Selection and KVC Allocation

The requests in a returned batch after an iteration are called returned requests. In forming a new batch and

allocating KVC, we make sure that (1) the waiting requests’ SLOttft and the returned requests’ SLOtbt must

be satisfied, and (2) we allocate the KVC to a request as close to its demand as possible to avoid preemptions

to reduce TBTs while reducing reserved waste to reduce both TTFTs.

The waiting requests are ordered by the ascending order of their Remaining Time (RT) to their SLOttft and

the SLOtbt for preempted requests, denoted by RTttft and RTtbt. The requests are sequentially selected to

add to the batch. We use Tmax
I to denote the maximum iteration latency historically. Then, the waiting

requests that have (RTttft − Tmax
I ) < ϵ, where ϵ is a small number, must be batched in order to satisfy their

SLOttft. We use Nw to denote the group of such waiting requests, and Nr the group of returned requests

that have used up their allocated KVC and must execute in the next iteration to satisfy their SLOtbt, that is,

RTtbt − Tmax
I < ϵ. The requests in Nw and Nr are called critical requests, which need to allocate KVC first.

Below, we present how to allocte KVC to critical requests and then to other returned requests and requests

selected to exhaust the token budget (named as non-critical requests).

(1) Allocate KVC to critical requests. We define a small block (e.g., 8 blocks), denoted by B. The

basic KVC requirement of a critical waiting request equals to the sum of its prompt length and a block

size: (spi + B), and that of a critical returned request equals to B. The total basic KVC requirement of

critical requests equals to Dkvc =
∑|Nw|

i (spi +B) +
∑

i |Nr|B. We sort the critical requests in descending

order of their basic requirements and allocate each request using the embedding method first. Then, we

allocate the remaining critical requests to unallocated KVC. If the current unallocated KVC A′
kvc < Dkvc,
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preemptions are executed to make A′
kvc = Dkvc. Which requests to choose for preemptions is introduced in

5.3.4. When A′
kvc ≥ Dkvc, we allocate the basic required KVC to each remaining critical request. Then, if

there remains unallocated KVC, we allocate it to all critical requests and other non-critical requests The

details are presented below.

(2) Allocating remaining KVC for the next iteration. We use N′
r to denote the group of returned

requests that are not critical. In addition to critical requests, N′
r, we sequentially select requests from

the waiting requests to use up the token budget (denoted by N′
w) to minimize waiting time and maximize

throughput. All non-critical requests (N′
w and N′

r) and critical requests (Nw and Nr) will join the KVC

allocation. We use n to denote the total number of these requests. The next question is how to distribute A′
kvc

among these requests. In this step, we allocate KVC to each request to match its total demand (Mi = Sp
i +So

i )

as closely as possible while accommodating the n requests to the batch.

For non-critical requests, we use the embedding method first. If it successfully allocates a request, the request’s

Mi becomes 0 . Then, we allocate A′
kvc to the remaining requests for the following three cases:

•When
∑n

i=1 Mi = A′
kvc, the requests are added to the batch and are guaranteed to receive the KVC they

demand during execution.

•When
∑n

i=1 Mi < A′
kvc, adding more requests can more fully allocate the KVC, increase dequeuing speed

and increase throughput slightly, but may also increase iteration time. The iteration time, estimated based

on profiled data, increases almost linearly with the number of tokens in a batch [1]. Therefore, more requests

are sequentially added from the queue until
∑n

i=1 Mi = A′
kvc or the SLO of any request in the batch is

violated.

•When
∑n

i=1 Mi > A′
kvc, we amortize the excess demands among the requests, and allow a request to use

the released KVC from another request once the latter exhausts its allocated KVC. A request with a looser

SLO and with a longer predicted output length should have a higher KVC demand cut since it is less

delay-sensitive and also have more opportunities to receive KVC. Therefore, we incorporate these two

factors in the amortization process. The weight for each request is computed as: wi =
RTi∑
i
RTi

×
s
p

i∑
i
s
p

i

.

Subsequently, the KVC allocated to each request is determined by: Ai = A′
kvc ×

wi∑
n
i=1

wi
.

After the above amortization, a request ri may not receive its demanded KVC fully. To address this, we

find a running request rj that will release its KVC shortely before ri exhausts its allocated KVC, and the

released KVC is no less than ri’s additional demand. Then, ri will use rj ’s released KVC.
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Proactive KVC Allocation and Global Reservation

A request may not receive its KVC demand Mi (an unfulfilled request) and then if it exhausts its allocated

KVC without any request completing, a preemption occurs. The proposed proactive KVC allocation and

global reservation aim to avoid the preemptions. In the previous systems, completed requests’ released KVC

is used to accommodate requests from the waiting queue. To avoid preemptions, after allocating the KVC

to the critical requests, we include unfulfilled running requests, predicted to complete within m iterations

(where m is a small number), into the non-critical request group for the remaining KVC allocation.

Due to the autoregressive nature of LLMs and the imprecision in output length estimation, a request may not

receive the necessary KVC when needed. Assigning additional padding to each request can lead to wasted

reserved memory that may go unused. To address this, we reserve a shared KVC space for all requests,

allowing them to use the space in case of KVC allocation failure.

5.3.4 Preemption Policy

The preemption policy determines the order for requests to be preempted to reduce both the number and

duration of preemptions. Based on O5.3, CacheOPT considers three factors: 1) TBT SLO, 2) SRTF, and 3)

LKVO. The TBT SLO of a request needs to be satisfied so we choose a loose-SLO request to be preempted.

The reasons for considering SRTF and LKVO are explained in 5.2.4. The remaining processing time is

measured by the remaining predicted output tokens. For each factor, we set up certain magnitude ranges and

order requests accordingly. For example, 0.05-0.2s, 0.2-0.5s, and 0.5-2s for the TBT SLO, and 0-128, 128-256,

256-384, 384-512, ... in tokens for the remaining processing time and occupied KV-cache. The requests

first are ordered based on the descending order of TBT SLOs. Then, for the requests with similar TBT

SLOs, they are ordered in the descending order of remaining processing time. Next, for the requests with

similar remaining processing time, they are ordered in the ascending order of the KVC occupancy. Finally,

CacheOPT preempts the first request.

5.3.5 Preemption Strategy Selection

As per O5.4, if the sequence length is greater than a sweet spot, swapping is more time-efficient than

recomputation. The key is to find this sweet spot. For this purpose, we can profiling and regression models

for estimation.

Profiling is conducted using the LLM system with the specific settings including the type of GPUs, the

number of GPUs, the tensor parallelism (TP) and model parallelism (MP) degrees and the model. For a

given sequence length S, total memory bandwidth Mb and total GPU capacity G, of the target hardware
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(e.g., A100), we measure the recomputation time for a range of sequence lengths, and use the data to train a

polynomial regressor:
Lr(S) = αr · S

βr + κr · S + ϵr,

where αr, βr, κr and ϵr are parameters determined during training. We choose the polynomial regressor

because reecomputation latency typically involves complex operations like matrix multiplications and other

non-linear computations that grow in polynomial complexity with the size of the input [78].

Similarly, we profile swapping times across various sequence lengths and use the results to train a linear

regressor.:
Ls(S,Mb, G) = γs · S + δs,

where γs and δs are determined during training. We choose the linear regressor because swapping latency

linearly increases based on the data size [83]. We calculate the sweet spot Ss, defined as the sequence length

satisfying Lr(S) = Ls(S).

5.4 Implementation

We implemented CacheOPT based on the vLLM source code [60], comprising about 6K lines of Python

code. To integrate confidence-based padding, we modified the scheduler.py file. Specifically, we added a new

function, compute confidence padding and extended the allocate kvc function in vLLM to incorporate this

padding method.

We modified kvcache.py to include our embedding method. We added a function named form batch in the

scheduler.py. We further added functionalities in the allocate kvc function to allocate KVC. New function

reuse unused kvc was integrated into the TokenBlockManager class in vLLM to reallocate unused KVC. We

also added function proactive allocation in scheduler.py to proactively allocate KVC.

We added another function global reservation that sets up a reserved portion of the KVC. To track reserved

KVC, in the TokenBlockManager class in kvcache.py, we added a function named track reserved blocks

to manage the tracking, allocation, and release of reserved blocks. This function also ensures that the

reserved blocks are separate from the general allocation pool, preventing conflicts during allocation. Function

allocate reserved kvc is added in scheduler.py to assign reserved KV-cache blocks to requests.

We replaced the default FCFS preemption policy in the evict request function in vLLM with our preemption

policy. Besides, we added a function, preempt request strategy, which decides the preemption strategy.
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Figure 5.12: End-to-end latency performance for OPT-13B.

5.5 Performance Evaluation

Experiment Settings. Unless otherwise specified, the experiment settings are the same as in 5.2. For

setting the TTFT and TBT SLO, we measured the average TTFT and TBT across all compared methods

and multiply them by a SLO scale. The SLO scale was randomly selected from [0.5, 2.5]. Furthermore, to

make the TTFT SLO reasonable for a long prompt that needs chunking [76], we increased its TTFT SLO

by multiplying it with a scaling factor equal to the number of chunks. We used 3-hour trace for OPT-13B

and used 1-hour trace for OPT-175B. By default, we set the block size (B) to 8 tokens, the number of

preallocation iterations m to 2, the number of reserved blocks to 8, the confidence to 90%, α = 8, and β = 100,

respectively.

Output length predictor. We used 9K requests and 6k for inference for testing the performance. The

fine-tuning process took around 9 hours.

Compared Methods. We comparedCacheOPT with vLLM, RLP, S3, Sarathi-Serve (Sarathi for simplicity).

Due to space limit, unless otherwise specified, we plot the average of the results across three datasets for each

model.

5.5.1 Overall Performance Comparison

TTFT and TBT. Figures 5.12a, and 5.13aillustrate the tail TTFT during the entire running time versus

the mean request arrival rate for different models. Figures 5.12b, and 5.13b,show the TTFT SLO attainment,

which indicates the fraction of requests that meet their TTFT SLOs. We observe that the tail TTFT keeps
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Figure 5.13: End-to-end latency performance for OPT-175B.

increasing and the TTFT SLO attainment keep decreasing as the arrival rate increases. While the compared

methods exhibit abrupt changes, CacheOPT demonstrates a steady progression. CacheOPT reduces

the tail TTFT of vLLM, RLP, S3, and Sarathi by 64%-2.34×, 1.21×-2.83×, 1.11×-2.73×, and 97%-2.56×

across all arrival rates and models, respectively. Following a similar TTFT trend, CacheOPT achieves

0.94-0.97 TTFT SLO attainment, with the highest improvement of 47% over Sarathi, the best compared

system, at 40 req/s. This improvement stems from advanced methods that mitigate KVC bottlenecks to

enable more requests per batch while reducing both the number and duration of preemptions, ultimately

decreasing waiting time. The confidence-based padding method reduces preemptions, while the embedding

method mitigate the KVC bottleneck. Request selection and KVC allocation tries to limit the TTFT. Proactive

KVC allocation and global KVC reservation further reduce the preemptions. Additionally, CacheOPT’s

advanced preemption policy reduces the number and duration of preemptions. Further, preemption strategy

selection minimizes swapping or recomputation time, allowing waiting requests to be scheduled earlier and

reducing TTFT. Overall, the improvement for large models is smaller compared to small models due to

reduced KVC competition when using more GPUs.

Figures 5.12c,and 5.13c illustrate the tail TBT during the entire experiment. Figures 5.12d, and 5.13d show

the TBT SLO attainment, which indicates the fraction of requests whose all iterations meet their TBT SLOs.

Similarly, as the arrival rate increases, while the compared methods exhibit abrupt changes, CacheOPT

demonstrates a steady progression. CacheOPT achieves the lowest tail TBT among all systems. Specifically,

CacheOPT reduces the tail TBT of vLLM, RLP, S3, and Sarathi by 1.82-3.29×, 1.42-2.37×, 1.31-2.30×,

and 1.47-2.71× across all arrival rates and models. CacheOPT achieves 0.94-0.98 TBT SLO attainment,

86



outperforming Sarathi by 53% at 40 req/s. The superior performance of CacheOPT can be attributed

to its advanced strategies explained above. Mitigating KVC competition also reduces preemptions. The

reduction of the number and duration of preemptions directly reduces TBT and avoid TBT SLO violations.

Considering TBT SLO in selecting requests in batching and for preemptions further reduce TBT and avoid

TBT SLO violations.

Normalized latency. Normalized latency is a request’s end-to-end latency divided by its output length [135,

60]. Figures 5.12e-5.12g, and 5.13e-5.13g show the average normalized latency of the systems versus the

mean arrival rate. A high-throughput serving system should retain low normalized latency against high

request rates. We compare the request rates that the systems can sustain while maintaining similar latencies.

CacheOPT can sustain 1.29-1.89× higher arrival rates than vLLM, 1.44-1.94× than RLP and S3, and

1.24-1.58× than Sarathi on average for the three datasets. CacheOPT’s advantages on BookCorpus is more

pronounced because it contains longer sequences, allowing fewer requests to be batched and generating more

KVC competition.

Similar to the tail TTFT, for other metrics, CacheOPT shows lower improvement for larger models compared

to smaller models and as arrival rates increase, CacheOPT demonstrates greater improvements over other

systems due to the same reasons.

5.5.2 Ablation Study

We tested the following variants of CacheOPT to evaluate the effectiveness of its components.

•/CKA: CacheOPT without Confident-based KVC Allocation and it adds a fixed padding of 10% of the

predicted output length.

•/RSA: CacheOPT without Request Selection and KVC Allocation and it uses FCFS for request selction

and allocates KVC using RLP.

•/PA: CacheOPT without Proactive KVC allocation.

•/GR: CacheOPT without Global Reservation

•/PP: CacheOPT without Preemption Policy and it follows FCFS.

•/PSS: CacheOPT without Preemption Strategy Selection and its uses the default recomputation in the

vLLM code.

Figures 5.14, and 5.15 show the different metrics of the variants in the four models. We now discuss the

average results across the four models. CacheOPT reduces the tail TTFT by 35%, 44%, 29%, 24%, 27%,

28% compared to /CKA, /RSA, /PA, /GR, /PP, and /PSS, respectively. For TTFT SLO attainment, these
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Figure 5.14: Ablation study for OPT-13B.
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Figure 5.15: Ablation study for OPT-175B.

variants exhibit degradation of 27%, 34%, 26%, 23%, 14%, and 17%, respectively. For TBT, CacheOPT

demonstrates improvements of 40%, 48%, 35%, 29%, 25% and 27% compared to these variants, respectively.

TBT SLO attainment for these variants shows degradations of 22%, 28%, 21%, 20%, 8%, and 13%, respectively.

This demonstrates that removing or replacing critical design elements leads to performance degradation, and

the critical role of all design components in reducing tail TTFT and TBT, and SLO violations.
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Figure 5.16: Scheduling time overhead.
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Figure 5.17: Padding size.

5.5.3 Time Overhead

Figure 5.16 shows the time overhead for different systems and for different variants of CacheOPT in each

iteration. CacheOPT have 80%, 77%, 18%, and 23% higher time overhead than vLLM, Sarathi, RLP and

S3 respectively. These higher time overheads only constitute 0.003% over the iteration. The overhead of the

components of the CacheOPT contributes to its time overhead. Specifically, compared to the CacheOPT,

/CKA, /RSA, /PA, /GR, /PP, /PPS show 17%, 41%, 3% , 3.14%, 7%, 1.8% less time overhead, indicating

the time overhead of each component.
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Figure 5.18: Sensitivity testing.

5.5.4 Sensitivity Testing

Figure 5.18a shows the SLO attainment for the two OPT models, versus the SLO scale. The figure show a

steady increase in SLO attainment as the scale increases. At the smallest scale of 0.5, CacheOPT still can

achieve around 0.85 TTFT and TBT SLO attainments. As the scale increases to 1.5, the SLO attainments

surpass 0.95, and they reach nearly 1.0 at the scale of 2.5. The results verify the capability of CacheOPT in

providing high TTFT and TBT SLO attainments, and good user experience.

Figures 5.18b shows the SLO attainments versus the block size (B). As the block size increases from 4 to 8,

the SLO attainment increases, then as the block size increases, the SLO attainments gradually decrease. A

smaller block size (e.g., 4) results in underprovisioning, which also leads to high TBT and hence high TTFT,

though they do not increase significantly. This is because requests with insufficient KVC can still obtain

additional KVC proactively or on demand. Conversely, a larger block size causes overprovisioning, reducing

the number of requests per batch and increasing TTFT and KVC competition and hence TBT. Experimental

results indicate that a block size of 8 performs best in our setup.

Figure 5.18c shows the SLO attainments versus the number of iterations for preallocation (m). At m = 1,

SLO attainments are around 0.85, peaking at 1.0 when m = 2, before gradually declining beyond m = 2 due

to reserved waste. Hence, m = 2 is the optimal setting in our experimental setup.
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Figure 5.18d shows the SLO attainments versus the number of reserved blocks. The SLO attainments increase

as the number of reserved blocks increases from 2 to 4 and then to 8, but then decrease when it keeps

decreasing. Insufficient reserved KVC cannot satisfy KVC demands from some requests but high reservation

increases reserved waste. Therefore, 4 and 8 are suitable number of reserved blocks in our experiment

settings.

Figure 5.18e shows the impact of the variable α in Equation (5.4), which controls the Hoeffding’s inequality

for CacheOPT with β. For β = 100, with the increase of α, we observe that the TTFT SLO keeps

increasing, but the TBT SLO keeps decreasing. This happens because increasing α increases ci, which

increases padding. Figure 5.18f shows the same plot for β, for α = 0.9. For increasing β, we observe that

TTFT SLO keeps decreasing while the TBT SLO keeps increasing, because increasing β decreases ci, which

decreases padding.

Figure 5.18g shows the impact of confidence score. Lower confidence scores (e.g., 80%) lead to smaller positive

and negative padding sizes. Smaller positive padding sizes enable more requests accommodated in a batch,

which reduces waiting time hence TTFT but increases preemptions hence TBT. On the other hand, smaller

negative padding sizes reduce the number of requests accommodated in a batch, which increases waiting time

but decreases preemptions. Our output length predictor results in more underpredictions than overpredictions,

as shown in Figure 5.17, which illustrates the distribution of padding sizes across the requests. Therefore,

the influence from positive paddings dominates that from negative paddings. As a result, there is a trend of

increasing TBT SLO attainments and decreasing TTFT SLO attainments as the confidence score increases.

At the confidence score of 0.9, both TTFT and TBT SLO attainments exceed 0.9, striking a balance between

TTFT and TBT.

Figures 5.18h shows the impact of the confidence score on the number of overpredictions and underpredictions,

along with their average deviations. We also include those of RLP and S3 as reference. Compared to RLP and

S3, CacheOPT exhibits significantly fewer overprovisions, underprovisions, and deviations, demonstrating

its high accuracy in output length estimation. As the confidence score increases, the number of overprovisions

and underprovisions decreases, but their average deviations increase. This occurs because larger padding

sizes reduce misestimations but increase deviation magnitude. The results emphasize the need for an optimal

confidence score.

Overall, these results demonstrate the adaptability of CacheOPT across a wide range of configurations.

By effectively adapting KV cache allocation with workload demands, CacheOPT maintains high SLO

attainments, ensuring reliable performance under diverse conditions.
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5.6 Related Work

Orca [135] uses an iteration-level scheduling strategy combined with maximum resource allocation, which

results in under-utilization of GPU resources. To address this inefficiency, vLLM [60] introduces a block-based

allocation strategy, and prediction-based KVC allocation methods [49, 146] predict output lengths and allocate

the KVC equal to the predicted size. Sarathi-Serve [2] incorporates chunked-prefills and stall-free scheduling

to address long sequences. FastServe [123] utilizes preemptive scheduling to minimize JCT. Llumnix [106]

reschedules requests across multiple model instances, effectively reducing tail latencies. vAttention [89] is

a memory management system that uses virtual memory to store and manage the KV cache. Cheng et

al. [15] developed a scheduling method that splits long-generation tasks into smaller parts, to make it easier

to manage resources and predict serving times. ALISA [143] combines a Sparse Window Attention algorithm

to reduce the memory footprint of KVC with three-phase token-level dynamic scheduling to optimize the

balance between caching and recomputation. Several approaches focus on resource optimization to improve

LLM performance. ExeGPT [85] optimizes resource usage and adjusts execution settings like batch size and

parallelism. INFERMAX [54] analyzes different scheduling strategies, focusing on balancing costs and resource

usage. Sheng et al. [103] focused on achieving fairness in scheduling. Lee et al. [63] proposed prefetching

only the essential KV cache entries for computing the subsequent attention layer. DistServe [147] decouples

the prefill and decode phases, running them on separate machines or GPUs. Some other methods [122, 69]

aim to enhance the efficiency and performance of LLM applications either by optimizing application-level

operations or by dynamic adapter management targeting LoRA. Unlike previous work, we study the impact

of the allocated KVC amount on the tradeoff between satisfying the TTFT and TBT SLOs, and propose

novel methods to maximize the attainment of both TTFT and TBT SLOs.

5.7 Conclusion

Our proposed CacheOPT addresses the challenge to satisfy both TTFT and TBT SLOs. It incorporates

four components: 1) confidence-based padding, 2) SLO-aware batching and KVC allocation, 3) preemption

policy, and 4) preemption strategy selection. Experimental results show that CacheOPT achieves up to a

3.29× and 2.83× lower tail TBT and TTFT, and 47% and 53% higher TTFT and TBT SLO attainment than

the state-of-the-art methods. In the future, we will design methods to automatically determine the optimal

parameters in CacheOPT.
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Chapter 6

Conclusion

The rapid advancement of deep learning and edge device technology significantly enhances our everyday lives.

However, the association between both brings forth challenges that hinder the process of efficient training

and inference on these devices. This dissertation outlines and tackles three key challenges associated with

efficient training and inference on edge devices. They are– (1) resource constraints of the edge devices, (2)

excessive load on one device, (3) variation of performance among the edge accelerators, and (4) LLM KVC

management for edge devices. These challenges are examined and tackled within the realms of emerging

technologies in this dissertation and lead to significant contributions.

The first contribution is the introduction of a distributed training system called DMP. This system leverages

Data and Model Parallelism to optimize the training structure by clustering edge devices. By exploiting

geographically close nodes for data sensing and partitioning model tasks, DMP reduces overall training time

while maintaining accuracy.

Another significant contribution is the development of SROLE, a decentralized scheduling system utilizing

Shielded RL to mitigate resource overloading and action collisions in data and model parallel training scenarios.

SROLE empowers each edge node to autonomously schedule jobs, thereby enhancing efficiency and reducing

training time.

Furthermore, the dissertation proposes a system named Flex for Fast, Accurate DNN Inference on Low-Cost

Edges. This system dynamically determines layer assignments across CPU and accelerator using heuristic and

RL-based mechanisms. This system aims to optimize inference performance while considering the resource

constraints and energy efficiency of low-cost edge devices.
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Finally, the dissertation proposes a system named CacheOPT, that enhances KV-cache (KVC) management

for LLM inference by using demand-based KVC allocation. It incorporates confidence-aware padding to

fine-tune memory allocation dynamically, minimizing under- and over-provisioning, and uses advanced

preemption strategies, including a cost-based heuristic to choose between recomputation and swapping, to

optimize response latency. Together, these techniques improve memory efficiency and reduce latency, making

LLM deployment more feasible in constrained environments.

Overall, the dissertation’s contributions underscore the importance of addressing the unique challenges

posed by edge computing in DL training and inference. By leveraging systematic heuristic and RL-based

approaches, the proposed systems demonstrate significant improvements in performance metrics such as time,

accuracy, and energy efficiency. These advancements hold promise for revolutionizing edge-based machine

learning applications, making them more accessible, efficient, and scalable for diverse use cases in real-world

scenarios.

Two immediate open questions require further investigation and exploration in the future. One concern is the

scalability and robustness of the DL training and inference on edge devices. We will explore techniques for

dynamic adaptation to changing network conditions and mobility, fault tolerance mechanisms, and optimized

resource allocation strategies.

Finally, to fully evaluate the effectiveness of our system, CacheOPT on real-world edge devices, it is essential

to conduct performance measurements of the system on actual hardware setups. Testing on real edge devices

will provide insights into practical challenges like memory limitations, processing delays, and the variability

in device capabilities, ensuring our system is robust and optimized for these environments. Additionally, we

aim to explore input-oriented KVC sharing, which would allow multiple requests with similar inputs to share

key-value cache entries efficiently. This approach could further reduce memory usage and response latency by

avoiding redundant storage of similar data across requests, ultimately enhancing the scalability and efficiency

of large language model inference on edge devices.
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