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Abstract

This dissertation describes theCache Filter Model, an analytical framework for cache

system analysis. This framework provides a language and formal notation that enables

researchers to reason and communicate about systems in an insightful new way. There are

four major components that form the framework. First, theTSpec notationis a formal way

for researchers to communicate with clarity about memory references generated by a

processor. Second, the concept of anequivalence classof memory references provides an

abstraction for eliminating artifacts due to chance address bindings or specific inputs.

Third, the functional cache filter modeluses the TSpec notation and equivalence class

concept to allow designers to more clearly understand the effects of cache systems on

particular memory references. Fourth,new metricsprovide more insight into cache system

behavior than current measures such as hit rate or average memory access time. This

dissertation presents the cache filter framework in detail and demonstrates its use on

several example kernels.
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 TSpec Glossary

!c
sets the variable c to its base address as in its definition; does not
generate an address.

!c
sets the variable c to the last address used in the TSpec description;
does not generate an address.

^c#,+
sets the variable c to its base address plus its second increment value
from its definition; does not generate an address.

c+
generates the address corresponding to the current value of c; post-
increments the value of the variable c by its first increment.

c-
generates the address corresponding to the current value of c; post-
decrements the value of the variable c by its first increment.

c(400; 4, 8)
defines the variable c with base address 400, first increment 4, and
second increment 8.

c*n
generates an address corresponding to the current value of c n times,
e.g.,c*4 is the same as c, c, c, c.

^c+*n
increments the c variable by its first increment n times; does not
generate any addresses in the trace.



xxii

{c+*n | (!c+*n)}
represents an if statement: only one of the two clauses separated by “|”
is executed.  For clauses of any visual complexity, subscripts on the
parentheses and the “|” separator should be used for clarity.

T1&T2

merges two traces, T1 and T2, one element at a time.λ merged with a
trace atom is the trace atom, the merge of twoλs isλ, the merge of two
trace atoms is undefined.

λ functions as a placeholder for removed trace atoms in a trace.
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Chapter 1

Introduction

This dissertation describes theCache Filter Model, an analytical framework for cache

system analysis. This framework provides a language and formal notation that enable

researchers to reason and communicate about systems in an insightful new way. There are

four major components that form the framework. First, theTSpec notationis a formal way

for researchers to communicate with clarity about memory references generated by a

processor. Second, the concept of anequivalence classof memory references provides an

abstraction for eliminating artifacts due to chance address bindings or specific inputs.

Third, the functional cache filter modeluses the TSpec notation and equivalence class

concept to allow designers to more clearly understand the effects of cache systems on

particular memory references. Fourth,new metricsprovide more insight into cache system

behavior than current measures such as hit rate or average memory access time.
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1.1 Cache System Hierarchy

Figure 1 depicts a simplified diagram of the portion of the computer system closest to

the CPU. The model, notation, and measures discussed in this dissertation may be used for

other levels of the memory hierarchy, but we focus on thecaching system. A cache is a

memory located close to the CPU. Whenever the CPU issues a memory reference, the

cache checks to see if it contains the appropriate value. Acache hitoccurs when the value

is found in cache. Acache missoccurs when the value is not in cache and must be fetched

from a cache farther away from the CPU or from main memory. Caches are faster than

main memory, and so more expensive. For that reason they are also smaller than main

memory. Caching systems typically consist of a cache hierarchy, with one or more caches

arranged in sequence to service the CPU. The smaller, faster caches are closer to the CPU

with the first level almost always on the same chip.

Caches are arranged as an array of memory locations. Typically, they exploit the

principle of locality of referenceby fetching a fixed amount of data contiguous to the

referenced value. The assumption is that whenever a memory location is referenced, it is

FIGURE 1: Cache System Hierarchy
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likely that the referenced location or nearby locations will also be referenced in the near

future. Caches can vary widely in their organization, but we concentrate here on direct

mapped, set associative, and fully associative caches of varying size with an LRU line

replacement policy.

The associativity of a cache determines how the memory locations (lines) are arranged

and accessed. In adirect mapped cache, an address will map to only one line in the cache.

Usually that mapping is(address)mod(number of lines in the cache). In aset associative

cache, an address will map to a set of lines. The number of lines in that set will depend on

the associativity of the cache. For example, a two-way set associative cache will have two

lines in each set. The mapping for the address in associative caches is usually (address)

mod (number of sets in the cache). In a fully associative cachean address can map to any

line in the cache. The range of cache associativities is really a continuum of levels of set

associativity. Direct mapped caches can be thought of as having an associativity of one.

Fully associative caches withn lines can be thought of as having an associativity ofn.

The line replacement policy of a cache determines the line of the data that will be

removed from a cache when it becomes completely full. TheLeast Recently Used (LRU)

replacement policy replaces the line that was least recently referenced.

1.2 The Cache Design Problem

The work of today’s cache designer is becoming increasingly difficult. It is well-

accepted that there is a processor-memory performance gap that must be compensated for

with the caching system [Bur95, Hen96, Jou97, Wul94]. Processor speeds are increasing

much faster than memory speeds. While microprocessor performance has improved
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steadily at an annual rate of 55% since 1987, DRAM performance has increased at an

annual rate of less than 10% [Hen96]. This disparity has caused memory to become the

performance bottleneck for many applications. Not only is the current problem serious,

but it is growing at an exponential rate.

Every time there is an increase in the speed of a microprocessor, the cache and

corresponding memory system must be redesigned to meet the need for faster delivery of

instructions and data. There continues to be research and improvement to cache

functionality. Smith [Smi82] and Hennessy [Hen96] provide an excellent survey of this

research. Typically it focuses more on improvements to the cache system itself and less on

the process, or underlying theory behind cache design. The most common approach is to

propose a modification to the cache hierarchy and then judge that design by running

benchmarks through a simulator to determine “hit rates” or average memory access times.

While the above approach has yielded many improvements to the performance of

caching systems, it is primarily ad-hoc experimentation with little theory to guide new

designs. This hampers the ability of the cache designer to effectively design to specific

performance points, or fully understand the impact of research results on actual systems,

or even to know if a slight variant of the proposed modification would have better

performance. For example, the interaction between specific features such as out-of order

execution, branch prediction, pre-fetching, or cache replacement algorithms in the real-

time execution of a user application is unclear. Optimizing each one separately may not

necessarily lead to a global optimum. In addition, it is difficult to control all the

parameters one needs to perform an experiment to isolate the effects of any one of these

features.
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A final complicating factor is that the current approach to cache design depends on

benchmarks and a simulation infrastructure that are non-standard (where different

researchers use different compilers, linkers, instructions sets, etc.). These benchmarks and

simulators were developed primarily for the purpose of evaluating processor architectures.

While being extremely useful and appropriate for analyzing the effects of many CPU

optimizations, they do not provide a unified or complete experimental infrastructure that

includes memory hierarchy design. An analysis framework, such as proposed here, would

allow researchers to abstract away from a particular CPU environment to communicate

ideas about the fundamental characteristics of memory systems.

In addition to the lack of unifying theory, cache design is complicated by a lack of

measures appropriate for evaluating modern systems. For example, inComputer

Architecture: A Quantitative Approachby Hennessy and Patterson [Hen96], caching

systems are evaluated using metrics such as (1) the aggregatemiss rate, or fraction of

accesses that cannot be serviced by the cache, (2) the execution time of a benchmark, and

(3) average memory access time. These metrics are considered by many to be appropriate

cache evaluation metrics; this text is a widely used architecture text for both graduate and

undergraduate course work.

There are problems with using these measures, however. Evaluating a caching system

based only on hit rate ignores the fact that components comprising main memory no

longer have a uniform access time for every sequence of requests. Features such as
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fast- page mode1 allow certain combinations of references to be retrieved faster than

others. If some accesses are faster than others, it is possible for a cache with a lower hit

rate to provide better performance than a second cache with a higher hit rate. The first

cache’s misses could be faster memory accesses and require less total time to service than

the misses of the second cache. Evaluating based only on average memory access time

ignores the fact that memory accesses are generally bursty in nature and difficult to spread

out evenly.

Metrics that make use of the characteristics of the references presented to the cache

provide greater insight and guidance in the design of cache systems than hit rate, average

memory access time, or even execution time. This assertion is motivated by a simple

observation: two caches with precisely the same hit rate (or average memory access time

or execution time) may achieve that performance in quite different ways. These

differences have important implications for certain aspects of modern cache design, multi-

level caching systems for example.

1.3 A Motivating Example

A brief example will clarify the shortcomings of hit rate. Consider a loop that accesses

memory for two vector elements and two global variables in each iteration. All other code

and data references reside in registers. Let 0 and N be the addresses of the global data and

1 Fast-page mode devices behave as if implemented with a single, on-chip cache line, or page. A

memory access falling outside of the address range of the current page forces a new one to be set

up, a process that is significantly slower than repeating an access to the current page.
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let 1 through N-1 represent the addresses of the vector elements. The expression below

represents this loop within a second larger loop.

(0, N, 1, 2, 0, N, 3, 4, 0, N, 5, 6,..., N-2, N-1, 0, N)*.

The first iteration of the inner loop generates the addresses 0, N, 1, 2. The ()* indicates an

indefinite number of repetitions of the pattern inside the parentheses, as in Kleene’s *.

While this is a contrived example reference sequence, it is useful to illustrate a few points.

The references that miss in steady state when this example is presented to a direct-

mapped cache of size N and a fully associative, LRU cache of size N are the same in

number, but have completely different characteristics. In the direct-mapped cache, 0 and N

conflict, but all the references to the vector fit in the cache. As a result, the misses of the

direct-mapped cache are (0, N)*. For the fully-associative LRU cache, however, 0 and N

stay in the cache, but the vector references always miss. The resulting misses are (1, 2, 3,

4,...)*. In both cases there are exactly two misses per loop iteration after the caches are

primed, but the references that miss in the direct-mapped cache are easily captured by a

small victim2 cache. Those that miss in the fully-associative cache need an N-1 size

structure to capture.

This does not mean the direct-mapped cache is generally better, but rather that the

effectiveness of a caching system is not fully described by hit rate. This is true even for a

single-level cache hierarchy. In the above example, if the two reference streams are going

directly to a main memory composed of DRAM with fast-page mode, it may be preferable

for it to see the reference stream generated when a fully-associative cache is used. Fast-

2 A victim cache is a small fully associative cache at the output of another larger cache that

captures the conflicts (or victims) of the larger cache. See [Jou90] for details.
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page mode devices behaveas if implemented with a single, on-chip cache line, orpage. A

memory access falling outside the address range of the current page forces a new one to be

set up, a process that is significantly slower than repeating an access to the current page.

Because vector references will often hit in the row- or page-buffer, where they can be

accessed more quickly than access sequences without spatial locality, the sequential

accesses may be faster than the accesses to N if N is on a different page than 0.

1.4 The Cache Filter Model

The analysis approach described here is inspired by viewing a cache as a filter. As

depicted in Figure 2, a cache filters out the references that hit and transforms an input set

of references into another, hopefully sparser, output set. Thus, designing memory

hierarchies can be seen as akin to designing a compound optical lens: no single lens has all

the desired properties, but by cascading several lenses, optical designers can achieve

amazing acuity. Likewise, we can view a cache as a filter that transforms an input

sequence of data references into an output sequence representing a subset of its input. By

composing a series of such caches, as many references as possible are filtered from the

request string before it is presented to main memory. To get the best overall performance,

the goal of a particular level of cache is not only to filter out the most references, but to

“shape” the unfiltered references in a way that makes the next level most effective. Then,

for example, in the contrived example presented earlier, a cache configuration could be

chosen to maximize the effectiveness for this reference sequence of main memory (by
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choosing a fully-associative cache), or the effectiveness of a second level cache (by

choosing the direct mapped cache).

To formalize what is meant by the Cache Filter Model, a few definitions are necessary.

We define areference stringto be the list of addresses (read or write) presented to the

memory system, and denote it as a sequence,<a0, a1, a2, a3, a4, …>. The subscript

indicates thepositionin the reference string, and is only loosely related to wall-clock time.

At first it may seem thatax and the filteredax' will always be the same address. In most

cases, this is true, but if an entire line is fetched to fill the cache, the order and value of the

address may change. The termsreference string, reference sequence, andtrace are used

interchangeably, and are denoted by the capital letterT.

We use the symbolλ to indicate the position of a reference removed by a cache filter.

This allows correlation between the input and output reference strings. For instance, the

input<a, a, a> generates the output<a, λ, λ> for most caches.

We view the cache as a filter function,f, on the input of the reference string,T, and the

state of the cache,S. The output of a filter functionf(T;S) consists of an output trace,T' ,

and an output state,S' (represented as the pairT';S' ). Figure 2 illustrates this relationship.

The trace-only portion of the output of a filter function is denotedfT(T;S), and the state-

only portion is denotedfS(T;S).

T = <a0, a1, a2, a3, …> T' = <a0', λ, a1', …>cache
filter

f(T, S)S = initial cache state S' = final cache state

FIGURE 2: The Cache Filter Model



10

In analogy to signal processing, the reference string corresponds to a signal and the

cache to a filter. Comparing a cache’s input and output signals reveals what kind of

filtering effect the cache has on that input. The signal processing analogy has appeal, but it

only goes so far: tools like Fourier analysis and Laplace transforms don’t immediately

apply, because caches are not linear or time-invariant.3

Because traditional transforms do not give significant insight into cache design, we

developed a new transform that is specific to cache design and simplifies modeling of the

cache in the new domain. The domain that we transform reference strings to is the TSpec

notation described in Chapter 2. Viewing reference strings as combinations of primitive

reference patterns allows us to determine the overall effect of a cache on that reference

string in a straightforward manner.

1.5 Summary

We claim it is possible to design and evaluate cache memory systems more effectively

than is currently done. Specifically, we propose an analytical framework for cache design

that provides a common notation for expressing the memory references of a program, a

functional cache filter model for comparing traditional cache hierarchy effects, and new

instantaneousevaluation metrics that give greater insight into the operation of caches. The

functional cache filter model is made possible by the concept of an equivalence class of

memory references that provides an abstraction for eliminating certain types of random

address placement effects. In addition to aiding in the design of improved cache systems,

3 Linearity requires that an input equal to the sum of two other inputs generates an output equal to
the sum of the corresponding two outputs. In terms of a cache, this would require that earlier ref-
erencesnot affect the output of later references, meaning that the cache has no state.
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we hope this approach will lay a foundation for more rigorous analysis of other

components of the computer system.

Our intent here is to demonstrate that this type of analysis can be done. The analysis

itself can be facilitated in many ways through the use of automation, or software tools

designed to assist the researcher. Tools to generate TSpec from source code, perform the

filter function table look up, perform the state-trace merge, or compute the alternative

measures are all examples of such automation. While these tools are beyond the scope of

this dissertation, they will be mentioned when appropriate and are discussed further in the

Future Work section of Chapter 6.

1.6 Organization of the Dissertation

This dissertation describes an analytical framework for cache analysis consisting of

four components: the TSpec notation, the concept of an equivalence class, a functional

filter model of cache behavior, and new cache metrics. The dissertation is organized

around these four components. Chapter 2 describes the TSpec notation and the

equivalence class concept in detail, including a grammar for the notation. Chapter 3

describes the functional filter approach to cache analysis. Chapter 4 describes two new

metrics for cache evaluation, instantaneous locality and instantaneous hit-rate. Chapter 5

demonstrates application of the framework on several kernel examples, and a multi-level

cache example. Chapter 6 is the concludes the dissertation. The functional filter dictionary,

whose use is described in Chapter 3, is available in Appendix A. Appendix B is a listing of

the C code, assembly language and TSpec for all examples used in the dissertation. A

glossary of the TSpec notation, a list of Symbols, a list of functions, and a list of figures
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are available in the front of the dissertation for quick reference. Related work is addressed

at the end of each chapter.

1.7 Related Work

Other researchers have also explored better ways to design and analyze caches through

new models or measures. Voldman and Hoevel [Vol81] describe an adaptation of standard

Fourier analysis techniques to the study of cache systems. The cache is viewed as a “black

box” boolean signal generator, where “ones” correspond to cache misses and “zeroes” to

cache hits. The spectrum of this time sequence is used to identify tight loops accessing

regular data structures and the general structure of instruction localities. Thiebaut [Thi89]

models programs as one-dimensional fractal random-walks and uses the model to predict

the behavior of the miss ratio curve of that program in fully-associative caches of varying

sizes. Thiebaut and Stone [Thi87] develop an analytical model—“footprints in the

cache”—for cache-reload transients to describe the effects of context switches. Lebeck

and Wood [Leb94] describe a cache profiling system and show how it can guide code

modifications that reduce cache misses.

McKinley and Temam [McKK96] take a step towards more detailed analysis by

quantifying the locality characteristics of numerical loop nests. Their locality

measurements reveal important differences between loop nests and whole programs, and

refute some popular assertions, but present results as histograms of the locality

distributions for the parts of programs in question. In contrast, our approach provides

much more than summary information.
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Jacob, Silverman, Mudge and Chen [Jac96] develop a mathematical model for

determining the optimal size of each level of a cache hierarchy given a certain budget by

applying a specific, parameterized model of workload locality. The model is verified

against exhaustive simulation of two case studies and in all but one case, the model

performs within 5% of optimal. This model is useful for quickly determining the optimal

cache sizes for a hierarchy, but relies on a workload characterization model of locality that

may not be appropriate for all applications. In addition, no information about other aspects

of the caches, such as associativity or line size, is provided. Our approach characterizes

the reference string in addition to several aspects of the cache configuration.

Two recent frameworks share many of the same goals as ours. Ghosh and Martonosi’s

Cache Miss Equations (CMEs) [Gho98] perform compile-time analysis of loops to

generate a system of linear Diophantine equations describing the program’s memory

behavior such that solutions to these equations represent potential misses in the code.

CMEs allow for precise, mathematical, compile-time analysis of cache misses in cache

memories of arbitrary associativity, but are currently limited to analysis of loops without

interior control-flow structures. Harper, Kerbyson, and Nudd [Har99] extend the cache

footprints concept [Thi87] and develop a mathematical framework that permits the

determination of cache miss ratios as well as conflicts within loops. As in our work, they

abstract away chance address bindings using equivalence classes (which they call

“translation groups”). Unfortunately, as with CMEs, the analysis is limited to nested loops

without internal control-flow constructs. The caches-as-filters model is therefore more

advanced in terms of providing a general framework in which any program behavior can

be examined.
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Chapter 2

TSpec: A Notation for Memory Traces

2.1 Introduction

Interpreting patterns in a processor’s output references is complicated by the lack of a

succinct notation for human use. Since a reference trace is simply a long list of addresses,

it is difficult to see the underlying patterns inherent in it. The source code, while simpler

to look at, does not include the effects of compiler optimizations such as loop unrolling, or

of linker/loader/compiler/variable address mappings and so can be misleading as to the

actual references and order seen by the memory system. To simplify communication of

traces between researchers and to understand them more completely, we have developed a

notation for representing them that is easy for humans to read, write, and analyze. This

notation is calledTSpec, for tracespecification notation.

TSpec has been designed for use in memory hierarchy design with four goals in mind.

First, it is intended to assist in communication between people, especially with respect to

understanding the patterns inherent in memory references traces. Second, it is the object

on which the cache filter model operates. Specifically, the trace and state of the cache are
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represented in TSpec, these are then the inputs for a function that models the cache, and

the result of that function is a modified trace and state that are also represented in TSpec.

Third, it supports the future creation of a machine readable version that could be used to

generate traces to drive simulators, or for use in tools (such as translators from assembly

language to TSpec). Finally, it can be used to represent different levels of abstraction in

benchmark analysis.

This work focusses on four different levels of abstraction. Current cache analysis is

based on single traces, so TSpec can specify an individual trace. However, there are many

accidents of address binding by the compiler or loader in such a trace. It is desirable to be

able to analyze all the traces that differ only in those artifacts of binding, or as we call it,

the equivalence classof traces that differ only because of those binding artifacts. So

TSpec has been designed to describe the abstraction of an equivalence class under varying

address bindings. Similarly, there are many traces that result from the execution of a single

program that, given different input data, follows different execution paths through the

program. Here again, TSpec can represent this abstraction. Finally, there exists a set of

traces that result from both different address bindings and different input data.

Section 2.2 through Section 2.4 which follow describe the TSpec constructs that are

used to describe a single trace, where all the address bindings and the path through the

program are known. Descriptions of the other levels of abstraction and the TSpec

constructs to support them begin in Section 2.5.
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2.2 TSpec Constructs for Single Traces

A trace specificationis a formal rule that describes a specific trace. It consists of a set

of definitions followed by a trace list. Definitions can be eithervariable or subtrace

definitions. A trace list is a concatenation of trace atoms, the most basic TSpec construct,

surrounded by angle brackets (<>). Trace atoms areconcatenatedby separating each trace

atom with a comma. The simplest example of a trace specification has no definitions and

only one trace in the trace list.  It is a list of address references such as:

<100, 200, 104, 300, 108, 100, 204, 104, 304, 108, 100, 208, 104, 308, 108>

A trace atommay be (1) a literal, (2) the symbolλ, (3) a variable, or (4) a subtrace. A

literal is an integer with an optional attribute tag. The integer represents an address, and

may be specified in decimal or hexadecimal; hexadecimal numbers will be preceded by

0x. Attribute tags other than read/write are not defined by TSpec, but are intended to

connote code vs. data, system vs. user, etc. Non-null attribute tags will be represented by

an underscore and one or more letters appended to the end of an integer representing the

address — thus100_r is an integer/tag pair. The read vs. write attribute will be used

consistently throughout this document.  Read is denoted by _r and write by _w.

λ is used as a placeholder for an integer/tag pair. Its primary role is to maintain the

relative order of the integer/tag pairs, which represent the event of a memory request.

Sinceλ is a placeholder for a memory request, and not a clock tick, it does not represent

the passage of time. There may be more wall-clock time pass between two consecutive

integer/tag pairs than two that are separated by one or moreλs. This would simply mean

that the memory requests represented by theλs occurred closer together than the

consecutive integer/tag pairs.
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Variables and subtraces are constructs that allow regular patterns of literals to be

described compactly. Variables are described more fully in Section 2.3, and Section 2.4.1

and subtraces in Section 2.3.2.

In the paragraphs that follow we will use two different words to describe what is

represented by a TSpec definition. The first is “elaborate”, which we use to refer to the set

of all traces that a TSpec specification could be used to represent. The second is

“execute”, which we use when we produce a specific trace from the set of all traces.

Formally, an instance of a TSpec definition represents a set of traces - all the traces that

result from its elaboration. Informally, we speak of “executing” the definition to produce a

particular trace in this set. There is a certain amount of useful ambiguity in this duality of

terminology. The overall intent should be clear, however, from the context.

2.3 Simple Variables and Operations on Variables

More will be said about variables later, but here we introduce the basic concept and the

simple operations on them. Avariable represents a regular sequence of addresses and is

specified by a base address with the appropriate attribute, and an increment or decrement

(stride). An example of a variable definition isx(400_r, 8). x is the name of the variable,

400 is the value of the base address, _r indicates that it is a read, and 8 is the value of the

increment. A variable can beinitialized (denoted!x ) to set its current value to its base

address. A variable can also bepost-incremented(denotedx+) to add the increment to its

current value orpost-decremented(denotedx-) to subtract the increment from its current

value. Each time a variable occurs, it generates an address unless it is being initialized.

Note that the + and - operators are subscripts. The reason for this will be explained later.
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2.3.1 Definite Iteration

A list of trace atoms can be grouped together with parentheses and an optional label.

In this way the group is set apart to assist in pattern identification, or to be operated on.

The format of a parenthesized group is(100_r, 200_r, 300_r)or (LABEL 100_r, 200_r,

300_r)LABEL or LABEL:(100_r, 200_r, 300_r):LABEL. Both possibilities are included

because there are times when one will be significantly easier to read than the other. The

notation that results in the clearest specification is the one that should be used. Note that a

LABEL must be unique within a TSpec specification.

A trace atom or a group of trace atoms can be repeated with theiteration operator, *.

For example, x*4 repeats the value represented by x, 4 times.(Lx+)L*4 generates the

value of x and post-increments x four times. If the initial value ofx was 100 and the

increment 4, the above would generate the trace<100_r, 104_r, 108_r, 112_r >and the

next time x was used, it would generate the address 116_r.

2.3.2 Subtraces

Often it is useful to separate a part of a trace that is reused frequently and use a label to

refer to it rather than specifying the whole trace. This makes larger patterns in the

reference stream more obvious. It is also useful to have parameters for these subtraces in

the instances where subtraces are the same except for one or two positions. The definition

of a subtrace has the form:

s(p1, p2) = <100_r, p1, 104_r, p2, 108_r>

The name of the subtrace is s. p1 and p2 are parameters to the subtrace and following

the = symbol is simply another trace specification. When using the subtrace in a trace, the
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% operator indicates the subtrace should be fully elaborated (i.e., substituted as a whole

into the trace). The specification

s(p1, p2) = <100_r, p1, 104_r, p2, 108_r>
< !s, %s(200_r, 300_w), !s, %s(204_r, 304_w)>

would generate the following trace:

<100_r, 200,_r 104_r, 300_w, 108_r, 100_r, 204_r, 104_r, 304_w, 108_r>

The parameters of the subtrace are substituted textually, and then evaluated when that

element of the subtrace is executed. This allows variables to be used as parameters; these

variables are then evaluated in the context where they are substituted, and thus can

evaluate to different addresses. For example, the above trace could also be generated by

the following trace specification:

s(p1, p2) = <100_r, p1, 104_r, p2, 108_r>;
f(200_r, 4); t(300_w, 4);
< !f, !t, !s, %s(f+, t+), !s, %s(f+, t+)>

There are two modes of execution for a subtrace. The first is to run the subtrace from

beginning to end without any intervening references. This is the mode demonstrated in

both of the previous examples, is calledrunning the subtrace, and is denoted with a %

symbol preceding the name of the subtrace (%s(f+, t+)).

The second mode of address generation for a subtrace is calledpulsinga subtrace and

is denoted with an @ symbol before the name of the subtrace (@s(p1, p2)). Each subtrace

has a control pointer which operates like the control pointer of a program. When a

subtrace is “run”, the control pointer moves from the beginning to the end of the subtrace

as each element is executed. When a subtrace is pulsed, the control pointer is moved one

element and only the address(es) associated with that element are generated. The next
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time the subtrace is pulsed, the control pointer is moved one more element, and so on. To

set the control pointer of a subtrace to its beginning the subtrace is initialized with !, just

like a variable.

d = <200_r, 300_r, 204_r, 304_r>;
c(100_r, 4);
< !d, (!c, c+, @d, c+, @d, c+)*2>

The above specification generates the trace below.

<100_r, 200_r, 104_r, 300_r, 108_r, 100_r, 204_r, 104_r, 304_r, 108_r>

2.3.3 Merge

The merge(denoted t1 & t2) of multiple traces is formed positionally, one “address”

(or variable) at a time. The merge of a single address with any number ofλs is defined to

be the address. The merge of any number ofλs is defined to beλ. The merge of more than

one address is undefined and should never occur. For example, < a1, λ, a3, λ> & < λ, a2, λ,

a4> = < a1, a2, a3, a4>. It is easiest to visualize this operation by lining the traces up one

above the other as if they were going to be “added” and merging each set in the same

position in the reference string.

  <a1, λ, a3, λ>
&<λ, a2, λ, a4>
--------------------
  <a1, a2, a3, a4>

FIGURE 3: Merge Example
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2.4 Specific Example

So far we have discussed the basic element of TSpec (the trace atom), how a variable

can represent a trace atom, and several operations including:

• definite iteration of a variable or a trace (*),

• initialization of a variable or a subtrace (!),

• variable post-increment or decrement (+,-),

• merge of multiple traces (&), and

• concatenation of variables to form a trace (,).

Figure 3 shows a more complete example for a simplified version of the inner loop of a

routine to copy a vector from one location to another. The code, denoted by the variable c

in this example, has been simplified to allow the pattern to be easily seen in the reference

string. One might think of the first c+ as the address of the instruction to load the element

being copied, the second as that of the store to the new location, and the third as that of the

branch back for the next element. Notice that this TSpec description represents a very

specific traceT, as the address bindings and the specific path through the program (number

of iterations in this example) are known.

C Code:       for i=1 to 3 t[i] = f[i];

TSpec: c(100_r, 4); f(200_r, 4); t(300_w, 4);
                  <!f, !t, (L!c, c+, f+, c+, t+, c+)L*3>

Reference
String: 100_r, 200_r, 104_r, 300_w, 108_r,
                   100_r, 204_r, 104_r, 304_w, 108_r,
                   100_r, 208_r, 104_r, 308_w, 108_r

FIGURE 4: Copy Example
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2.4.1 Trace Variables In More Detail

Now a more complex example can be created by introducing a more general definition

and use oftrace variables. Variables and the increment operator as introduced in Section

2.3 are adequate for describing any trace, but they are most convenient for single-

dimensional arrays. We shall therefore extend the definition and increment/decrement

syntax to more naturally handle multi-dimensional arrays and multiple code segments.

In the abstract, a variable has a single base address and several increments. Each

increment has three components. Theincrement value (iv)determines the size of the

increment or stride of a vector access and appears only in the definition. Theincrement

count (ic)determines how many of a particular iterator value is added to the base address

to get the current value of the variable. Theincrement operator (io)is used to change the

value of the increment count. There are four increment operators. ! clears the increment

count to zero. + post increments the appropriate increment count by one, - post

decrements the approriate increment count by one, and ~ leaves it alone.

The increment values appear only in a variable definition. A complete definition has

the formvariable_name(base, iv1, iv2, …). For example,x(200_r, 4, 64), has the variable

name of x, a base address of 200 (is a read), and two increments. Increment 1 has a value

of 4 and increment 2 has a value of 64.

The increment counts and their operators appear in variable instances in a trace as a

comma delimited subscript to the variable name, called thecontrol tag string. The

position of the increment count and operator pair in the control tag string indicates which

of the increments will be used to increment or decrement the variable. The characters in

the first position describe what will happen with the first increment, the ones in the second
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position what will happen with the second increment, etc. Convention is that the increment

that changes fastest is closest to the variable. The general form of a variable instance is

variable_nameic1io1,ic2io2,ic3io3,…, where icX stands for increment count X, and ioX

stands for increment operator X. For example, x2+,3+would set the first increment count to

2, and the second increment count to 3, then post-increment each of the increment counts

by one.

The value generated by a variable instance is its value after the last time it was used.

The value of a variable is given by the following formula:

wherevar is the current value of the

variable, base is the base address of the variable in the definition,ic represents the

increment count for a specific increment, andiv represents the increment value for a

specific increment. Incrementing an increment count increases the value of the variable by

the value of the corresponding increment in the variable definition because it increases the

corresponding increment count by one. For example, with a definition of x(100_r, 4), x3+

would generate the value 112_r, and change the value of the variable to 116_r.

In practice, it is rare to be incrementing more than one increment at a time, or to need

to specify the increment count. For convenience then, this general notation,

variable_nameic1io1,ic2io2,ic3io3,…, is simplified with the following assumptions:

1. Increment counts and the comma-delimiters may be left out of the control string

of a variable instance. If the increment count is left out, it is assumed that it is the

same as the last time the variable was used.

2. Operators left off of the end of a control string are assumed to be ~. So x+ is

equivalent to x+~~~…. (Notice that this is different than if there is no control

var base iv1 ic1×( ) iv2 ic2×( ) …+ + +=
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string at all. See Section 2.7 for details.)

With this notation !c, c+ can be expressed as c0+. The ! notation for initialization is still

required with subroutines and is also useful when initialization is separated from the first

address generation as in the first example below. Initializing a variable to its base address

with ! also sets all the increment counts to zero.

Generally, multiple increments are used to traverse a data structure such as a matrix

with different strides and the number often reflects the number of loop nests used to

traverse the structure. As an example of this usage, consider the data portion of matrix

multiplication,x * y = z:

x(1000_r, 4, N);
y(4000_r, 4, N);
z(8000_w, 4, N);
<!x, !y, !z, (((x+~, y~+, z_r~~, z~~)*N-1, x!~, y+!, z_r~~, z+~)*N-1,
                    x!+, z_r~~, z !+, y!!) *N>

Here the innermost loop does a read of a row fromx and a read of a column fromy,

multiplying them and keeping a running sum of the products inz. z is traversed

completely once. Each element ofz is computed completely before going on to the next

one.y is traversed by “column” (the second increment first) whilex is traversed by “row”

(the first increment first).

The above example does not use increment counts in the control tag. Increment counts

are generally used in the control tag to model a program counter for code jumps. These are

not necessary until conditionals are introduced. An example of such a program counter

model is shown later in Section 2.6.

The attributes of a variable are generally specified as attributes of the base address and

are modified in a logical way for each address generated by the variable. In some
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situations it may make sense to override the attribute for a specific variable in a trace as is

done in the matrix multiply example above. In this case, the trace variable may be

followed by an underscore and an attribute tag in the trace.

The following sections provide a more complete description of equivalence classes

and the more advanced TSpec constructs to support them. At the end is a complete

grammar for the TSpec notation.

2.5 Equivalence Classes In Depth and the Larger Picture

As described in the introduction, computer architects typically evaluate cache designs

on a few specific traces. These traces are generated by running a particular benchmark

suite on a simulation of their new design. This trace is then compared to another single

trace resulting from a system that is as close as possible to the same, but without the

particular improvement under investigation. While there has been significant work and

improvements to benchmarks in the last decade, these results are still point solutions for a

whole range of possible results for a specific piece of source code. For example, the results

from benchmark runs are for one set of input data, one set of address bindings, and one

compiler. Another instance of any of these parameters may conceivably produce

drastically different results. To make it clear where a trace has come from and what type of

dynamic run it corresponds to, we have developed the concept of equivalence classes of

reference traces, or different levels of abstraction as described in the introduction.

If two traces are generated by the same piece of source code, then they will share at

least one equivalence class, but which one may vary depending on one or more parameters

that are used to describe the equivalence class. For our work we have broken down the set
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of traces that could be generated by a specific piece of source code into four sets,

depending on whether or not the address bindings are known and whether or not the input

data is known. The relationship between these groups is shown in Figure 5. The specific

trace generated by a benchmark could be thought of as the traceT. The set of traces that

would be generated with the same source code and the same set of bindings asT, but with

different sets of input data is denoted {Td}, and is referred to as theequivalence classof

traceswith respect to input data. {Tb} is referred to as theequivalence classof traceswith

respect to address bindings,and is the set of traces that has the same source code and input

data asT, but a different set of address bindings. (Note that this is a generalization of the

concept of translation arrays in Harperet al. [Har99]) {Tbd} is the set of traces that has the

same source code, but varies the address bindings and the input data. Other equivalence

classes exist, such as the equivalence class of traces under varying virtual to physical

address bindings, but we do not treat them in our work.1

1 While examining kernels, it is unlikely that a difference would appear between virtual and phys-
ical addresses. The actual addresses may differ, but the form of the reference pattern would be
the same unless a page boundary was crossed.
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FIGURE 5: Equivalence Classes
The relationship between traces generated by a specific source program by
varying bindings only ({Tb}), input data only ({Td}), or both bindings and input
data ({Tbd}).
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Each of the four sets shown in Figure 5 has corresponding constructs in TSpec. A

specific trace, T, can be fully described using the constructs shown in Section 2 above. The

set of traces {Tb}, the equivalence class of traces under varying address bindings, can be

represented by the constructs described in Section 2, but without the specific base

addresses. Consider the copy example in Figure 4. By substituting ? for the specific base

address information, one specification can describe a whole class of traces that includes all

possible mappings of the code (variable c), and the two data streams (f and t).

c(?_r, 4); f(?_r, 4); t(?_w, 4);
<!f, !t, (c0+, f+, c+, t+, c+)*3>

Depending on the cache designer’s goal, this form of TSpec can be used to do a case

analysis of what different mappings would mean to cache performance, or to allow the

cache designer to abstract away from those side effects, choose a representative trace for

the class as a whole, and understand how a particular cache system would handle the basic

reference pattern.

2.6 Expanding TSpec to Describe {Td} and {Tbd}

To describe the equivalence class of traces under varying input data, a way to express

conditionals is required. Specifically, support for trace patterns generated by procedural

case statements (if-then-else) or indefinite iteration of loops is needed.

2.6.1 Case Statements

An if-then-else clause is a special case of a procedural case statement. To support the

description of several different execution paths through a case statement, we use a
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parenthesized group of trace items separated by |. This denotes a set of smaller traces; only

one of which is executed. For example:

c(1000_r, 4);
<c0+, c+, c+, {c+ | c5 }>

would generate one of the following two trace lists, or the set (equivalence class)

containing them both.

<1000_r, 1004_r, 1008_r, 1012_r> or <1000_r, 1004_r, 1008_r, 1016_r>

The above example describes a code segment where the last statement executed is an

if-then-else. The then clause is represented by executing the last c+, and the else clause by

c5. Here, either the c+, or the c5 is executed, but not both. For clarity, it is sometimes

desirable to label the conditional symbols (|) and the curly brackets that designate the set

of possible statements so that their relationship is obvious. Labels are similar to those for

parentheses. For example:

c(1000_r, 4);
<c0+, c+, c+, {Lc+ |L c5 }L>

When conditionals are used, it sometimes becomes necessary to change the increment

count of a variable without actually generating that variable. Specifically, there are times

when an array pointer may be incremented, but because of a conditional, sometimes

accessed and other times not accessed. In those cases, an instance of the variable is

preceded by ^ to suppress generation of the address. For example, ^c+, increments the first

increment count of variable c by one, but does not generate an address value.
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2.6.2 Indefinite Iteration, Break, and ExceptLast

To represent indefinite iteration, the * symbol is used for loops without a

corresponding number to represent the number of iterations. For example, x* means zero

or more repetitions of x.

The break construct is analogous to the break in C and continues the specification after

the right parenthesis with the same label as the break. For example, consider the above

example with a loop and break added.

c(1000_r, 4);
<(Rc0+, c+, c+, {Lc+ |L c5+, break R }L)R*, c6>

Here, if the second case option is taken, the outer loop labeled R is exited and execution

continues with the last c6.

In many cases, it may be unclear how many times a particular loop is executed, but

clear that a particular branch case in the loop is executed every time except for the last

time through the loop when the exit condition is reached. These cases are so frequent, it is

useful to have a specific construct for modeling them. This is done in TSpec by using the

key wordexceptlastand following it with the frequently taken branch code in parentheses.

Consider the following example:

c(1000_r, 4);
<(c0+, c+, c+, exceptlast(c+))*, c4>

Here the c+ in the exceptlast parentheses will generate an address all but the last time

through the loop.

These four constructs; case options (|), indefinite iteration (*), break, and exceptlast

allow us to model very general paths through a piece of source code. From another
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perspective, these constructs allow us to describe sets of possible traces that could be

generated by a piece of source code. Both are useful models.

2.7 Notational Conventions

The above paragraphs outline the formal notation. Often it is useful to have some

shorthand for specific operations. Some of these conveniences have been outlined in

earlier sections, but they are all listed here for completeness.

• !x is used for !x!!…. This initializes the variable to its base address and all the

increment counts to zero.

• x is used for x+~~...because it is the most frequent operation. x- is used for x-~~...

and x~ for x~~~.... Similarly, c0 is used for c0+~~….

• The default operation on a subtrace is to pulse it, so if s1 is a subroutine, s1 is

equivalent to @s1.

• Commas as a delimiter between trace atoms may be left out if the result is a

description that is easier to read.

• Increment counts and commas may be left out of the control string of a variable

instance if the meaning is clear.

• If multiple increments are defined for a variable, but only one is explicitly stated,

the assumption is that increment counts other than the first one are left alone. So

x3~ is equivalent to x3~~~~….

• The label for a parenthesized group of trace atoms may be left out.

• !all initializes all defined variables and subroutines to their base, and all increment

counts to zero without generating any addresses
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• // indicates all other characters to the end of the line are a comment, and not TSpec

• if no attribute tag is specified the atom is assumed to be a read rather than a write

1. Grammar

In this section, we provide the syntactic definition of the notation. Here, single quotes

surround the delimiters of the language being defined. Thus, in the first definition below, a

<trace_specification>consists of a semicolon-separated sequence of<definition>s

followed by a<trace_list>.

<trace_specification> ::= {<definition>‘;’}* {<trace_list>}
<trace_list> ::= {‘<‘ <trace> ‘>&’}*’<‘ <trace> ‘>’
<definition> ::=

 {<variable_def>’;’}*<variable_def> |
{<subtrace_def>’;’}*<subtrace_def>

<variable_def> ::=
<trace_variable> ‘(‘ <baseset>‘)’

<baseset> ::=
<integer> <attr_tag> ‘,’ <increments>

<attr_tag> ::= ‘_r’ | ‘_w’
<subtrace_def> ::=

<identifier> ‘(‘ <param_list> ‘)’ ‘=’ <trace_list>

<increments> ::= {<increment>’,’}*<increment>
<increment> ::= <integer1>’,’ <integer2>

<param_list> ::=
{<identifier> ‘,’}*<identifier>

<trace_variable> ::= <identifier><control_tag>

<subtrace> ::= <identifier> ‘(‘ <param_list> ‘)’
<trace> ::= <trace_item>

| <trace> ‘,’ <trace_item>

<trace_item> ::= ‘!’<action_atom>
| ‘(‘ <identifier> <trace>’)’ <identifier>

| <identifier> ‘:(‘ <trace> ‘):’ <identifier>
| ‘(‘ <identifier> <trace> ‘&’ <trace> ‘)’ <identifier>

| <trace_item>’*’<integer>
| <trace_atom>
| ‘break’ <identifier>
| ‘{‘ <trace> ‘|’ <trace> ‘}’
| ‘exceptlast (‘ <trace> ‘)’
| ‘^’<trace_variable>

<trace_atom> ::= <integer><attr_tag> | ‘λ’ | <action_atom>
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<action_atom> ::= <subtrace> | <trace_variable>

<control_tag> ::=  {<integer><control_char> ‘,’}* <integer> <control_char>
| {<control_char>}* <control_char>

<control_char> ::= ‘+’ | ‘-’ | ‘!’ | ‘~’

2.8 Related Work

Some of the first work done characterizing reference patterns was performed by

Denninget al.on working sets [Den68]. Batson and Madison [Bat76, Mad76, and Bat77]

describe reference patterns in terms of their residence in localities of various sizes and

lifetimes, and the transitions between these localities. Methods for identifying “major”

phases in programs which correspond to intervals of distinctive referencing behavior are

outlined. The concept of a Bounded Locality Interval (BLI) is defined and used to discuss

the potential use of these concepts in predictive memory management algorithms. Hill

[Hil87] and Sugumar and Abraham [Sug92] classify the misses of a cache as one of three

types: compulsory, conflict, or capacity.
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Chapter 3

The Functional Filter Model

3.1 Introduction

The previous chapter outlined a notation,TSpec, that can be used to describe memory

reference traces. This chapter uses the notation, extends it to express cache state, and

defines afilter function modelof a cache that operates on the traces depicted by these

descriptions. The overall approach is explained and detailed examples of the kernelcopy

are shown with analyses for each equivalence class outlined in the previous chapter.

The filter function model formalizes the definition of a cache’s function given a

specific state and a specific reference trace. This formalism is its chief advantage, allowing

designers to perform an extensive formal analysis for a set of reference traces that

represent the execution of a piece of source code. The model is alsogeneral; it can be used

to describe and analyze any sequence or pattern of memory references for any standard

type of cache.1 It is not limited to loop, array, or other reference patterns with an affine

relationship, or to fully-associative caches.
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3.2 The Functional Cache Filter Model

As explained earlier, this analysis approach is inspired by viewing a cache as a filter.

As previously described, a cache filters out the references that hit and transforms an input

set of references into another, hopefully sparser, output set. By composing a series of

cache filters, as many references as possible are removed from the request string before it

is presented to the next level of the memory hierarchy. To get the best overall performance,

the goal of a particular level of cache is not only to filter out the most references, but to

complement the next level by filtering references that it would not be able to capture.

We use the symbolλ to indicate the position of a reference removed by a cache filter.

This allows correlation between the input and output reference strings. For instance, the

input <a, a, a>generates the output<a, λ, λ> for most caches. We view the cache as a

filter function, f, on the input of the reference string,T, and the state of the cache,S. The

output of a filter functionf(T;S) consists of an output trace,T' , and an output state,S'

(represented as the pairT';S' ). Figure 6 illustrates this relationship. The trace-only portion

of the output of a filter function is denotedfT(T;S), and the state-only portion is denoted

fS(T;S).

1 Standard cache refers to any sie fully associative, set associative, or direct-mapped cache with

LRU replacement whether it is write back or write through.

T = <a0,a1, a2, a3, …> T' = <a0', λ, a1', …>cache
filter

f(T; S)S = initial cache state S' = final cache state

FIGURE 6: The Cache Filter Model
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The representation of a trace,T, is the TSpec notation described in the previous

chapter. To further clarify definitions,T is used to represent an unfiltered trace andtx to

represent an element in traceT at position (or index)x. The position is determined by

counting the trace elements from left to right. For example, ifT = < 100, 200, 300 >,

t1=100, t2=200, andt3=300. So, in the abstract, each trace is represented by a set of value-

index pairs. The value is the address being read or written and the index is the order or

position; elements presented to the cache first have lower indices than those presented

later.2 Also, Tx refers to the entire trace up to and includingtx. SoTx = t1, t2, t3, …, tx,

and using the definition ofT above,T2= <100, 200>.

The state can be viewed as a subset of the value-index pairs in the trace. Again, the

value refers to the address of the item stored in the cache and the index refers to the order

the addresses have been presented to the cache. The most recent address gets the largest

index and the element with the smallest index is next to be replaced in a cache that uses the

LRU (Least Recently Used) replacement algorithm. Note that the state is a subset of the

trace and, in most instances, will have several value-index pairs missing when compared

to the trace. It is not necessarily a strict subset, however. When all the references in the

trace fit in the cache, and there are no duplicate references in the trace, the state and the

trace are exactly the same.

In practice, we use two notations to represent the value-index pairs of a state. First,

the state can be explicitly represented as a set of address-index pairs. Generally these are

written in reverse order of their indices, so the righmost reference has the smallest index

2 Recall from the introduction that the order here is only loosely related to wall-clock time. There

may be a different,  arbitrary amount of wall-clock time between any two TSpec references.
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and is the next to be replaced. Writing the state in this order is more straightforward

because one starts at the left and writes down the most recent reference and continues back

through the trace until the cache size number of references is reached. For example, with

indices explicitly stated, the state for a fully-associative, bigger than size three cache after

the trace<<100, 1>, <200, 2>, <300, 3>>has been presented to it would beS = {<300, 3>,

<200, 2>, <100, 1>}. Usually, the addresses only are written as with traces, soS = {300,

200, 100}. Note that this trace and state may also be represented in TSpec notation with a

variable.

The second notation is to use a trace to denote a state, without explicitly writing the

trace (or state) elements. In the simplest case the state is thenT. To expand the set of

caches for which this type of notation applies, some additional functions on a trace,T, are

defined.

Theunique of T, denotedU(T)3, is formed by eliminating any duplicates inT.

The first occurrence of an address is retained, but all subsequent occurrences are replaced

with λ. For example, ifT = <100, 200, 100, 300, 200, 400>, U(T) = <100, 200,λ, 300,λ,

400>.

3 U(T) is extended in Section 3.4.2 to account for conflicts in set-associative caches.

U Tx( )

t0 if x 0=

U Tx 1–( ) λ, if ty such thatty tx= andy x<∃

U Tx 1–( ) tx, otherwise





=
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The second function is denotedD(T) and is simplyT with all λs removed. Continuing

with the example trace above,D(U(T)) = <100, 200, 300, 400>.

The final functions on a trace defined here are|T|, thelengthof T, andT, thereverseof

T. The length ofT is an integer representing the largest index of an element in T, or simply

the number of elements in T, including λs. More formally,

. The reverse ofT, T, is formed by reversing the order of

the elements in T so that the value that was previously paired with the smallest index, is

now paired with the largest index, etc. Formally, ,

The state for fully associative, LRU caches can now be written asS = {<v, i> ε

D(U(T)) | (|D(U(T))| - i) <= sz}whereszrefers to the cache size. This says that the state

consists of the last cache-size, unique, elements inT.

In the sections below, the notation will be expanded to include additional cache types

and reference strings. The overall analysis method will be presented first with simple

unrelated examples, then a complete analysis of the kernel copy will be given.

3.3 Analysis Method

3.3.1 Overview

The method of analyzing caches as filter functions can be broken down into four

steps.

1. Expressing the trace in TSpec.The original trace may come from static analysis

D Tx( )
D Tx 1–( ) if tx λ=

D Tx 1–( ) tx, otherwise



=

T x such thatx y ty T∈∀≥=

ty T∈∀ ty t T y 1+–=
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of source code, the tracing of a specific run of the source code, or simply by

creating a TSpec description of an interesting pattern to analyze.

2. Simplifying the TSpec descriptionby dividing it into intellectually

comprehensible units. This is accomplished with two consecutive techniques.

First, segmentationbreaks the reference string of an entire source code program

into smaller concatenated pieces of TSpec. Second,decompositionseparates

these trace segments into even simpler traces, calledprimitives. If remerged,

these primitives would form the original trace segment, making decomposition

the opposite of merge. The objective of both segmentation and decomposition is

to simplify the trace and subsequently the analysis.

3. Applying the filter functionsof the cache system to the primitives individually

using thefilter function dictionary. (See Appendix A) In most cases, these

decomposed traces correspond to primitive that have been previously analyzed

and the result of filtering can be looked up in this dictionary.

4. Recombining the filtered traces.To recombine the filtered version of the

primitives, the definition of merge is extended to include the state. The filtered

primitive are re-merged to form a filtered segment, then the filtered segments can

be concatenatedto see the effect of the entire trace. (In the simplest case this

trace-state merge becomes the trace-only merge described in Chapter 2. This is

the case where there are no conflicts between the decomposed or segmented

traces.)

The approach above assumesf(T1 & T2; S) = f(T1; S) & f(T2; S): the effect of

merging two traces and then filtering them is the same as filtering each trace separately



39

and remerging the results. By extending the definition of merge to include trace-state pairs

this equality can be made to hold. The benefit of this approach is that the effect of many

standard caches can be analyzed on a wide spectrum of traces by defining cache-filter

functions for only a relatively small number of simple traces calledprimitives. In

addition, it is easier to gain insight intowhy and how particular traces are affected by

particular caches because the effects from the interaction of primitive traces with the cache

type are separated from the effects from the interaction of primitive traces with each other.

The sections below describe each of these steps in more detail. After the steps are

explained, a complete analysis for the kernel copy is given as an example.

3.3.2 Expressing the Trace in TSpec

A TSpec description may be derived in any of three different methods: static analysis

of source code, direct translation of a reference trace from a specific run of a program, or

by directly writing an interesing pattern in TSpec.

Static analysis of the source code can be performed by human interpretation of

assembly or other source code, or by a machine translator. The majority of the examples

in this dissertation were derived by human analysis of assembled C code snippets.

Appendix B shows the C code, assembly, and TSpec for these examples. A preliminary

investigation of a machine translator built into a compiler based on vpo (Very Portable

Optimizer) [Ben] is underway in conjunction with researchers at the University of Utah

[Wan01].

Direct translation of large reference traces is tedious enough to require machine

assistance. A prototype of a stand-alone machine translator was developed by Nahaset al.
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[Nah97]. This C program used a simple search algorithm and heuristics to translate traces

of the Spec Benchmark suite captured by researchers at Brigham Young University

[Fla92, Fla93, Gri92]. The focus of this translator was to determine the length, frequency

and effect on caches of streams found in the benchmark suite. A second system [Amy99]

to provide bookkeeping mechanisms for a human who performs the pattern recognition,

was developed in conjunction with researchers at the University of Utah. Writing a TSpec

description of an interesting pattern under investigation allows a cache designer to easily

describe important reference behaviors and perform analyses to determine the effects of

different cache designs on these patterns.

There are many ways to accomplish the transformation into TSpec and more than one

valid TSpec description for a particular reference trace. The description chosen should be

the one that makes the analysis most straightforward. The analysis approach outlined

below makes only one substantial assumption on the transformation; the variables in the

description must beindependent. Independent means that no address is represented by

more than one variable. Guaranteeing independence between variables ensures that an

address is accessed by only one variable and no aliasing occurs.

3.3.3 Simplifying the TSpec Description

3.3.3.1 Segmentation

Previous research indicates that memory referencing behavior tends to occur in phases

as shown in Figure 7 [Bat76, Bat77, Den68]. First a referencing behavior of one type

(pictured as Rx) occurs, then a transition phase (pictured as Tx) occurs, followed by
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another phase of referencing behavior. The source code of the referencing phase is

referred to as a kernel. Segmentation is the process of identifying these kernels, or the

section of trace corresponding to a referencing phase and so the primary referencing

behavior of the kernel. There are several ways that segments might be identified, but the

crucial point is that this identification simplifies the piece of trace or source code being

analyzed.

The method chosen for segmentation depends on the level at which the analysis is to

be done. If the general effects of a cache-filter are desired, only kernel analysis may be

necessary. If the intent is to fine-tune the operation of a cache already selected, or see

what details are causing an effect at a higher level, transition segments may also be

analyzed.

In the majority of the examples in this dissertation, segments have been derived by

human analysis of the TSpec corresponding to the assembly language as described above.

The most common referencing behavior is identified and used as a segment for analysis.

Consider the trace portion of the TSpec description for the optimized version of copy

shown in Figure 8. The C code, assembly language, and TSpec definitions are given in

Section B.2 of Appendix B.

R1

T1

R2 R3

T2

FIGURE 7: Phase Referencing Behavior
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There are three separate segments in this TSpec description that resemble the pattern

(!c, c*, f, c*, t, c*)* ; that is, some number of code references (represented by 'c'), followed

by a read of a “from” element (represented by 'f'), followed by more code references and a

write to the “to” element (represented by 't'), followed by some more code references to

determine whether another element should be copied. Transitions between this pattern are

different forms ofc*. Since the basic copy is the most common reference pattern for this

source, a specific form of it from the TSpec description above is selected as a segment for

analysis. Specifically, we choose the main copy loop:(Lc26, t, c*3, { c2, f, | break L})L *3

for the examples in the appendix.

3.3.3.2 Decomposition

Despite the fact that there are an infinite number of possible source programs with an

infinite number of inputs, we have found the bulk of the reference patterns that they

generate can be described by combinations of a modest set of parameterized primitive

patterns (See Chapter 5). This is true because source programs are themselves composed

of combinations of similar code constructs. Decomposition has both a mechanism as to

how the decomposition is performed, and a goal. The goal is to decompose the segment

into primitive traces found in the dictionary described in Appendix A. The details of how

the decomposition is performed are described in the following paragraphs.

< !all, c1*3, (c1 t1_r c1 t2)*3 c1*2 // copy “to” vector to frame
                   (c1 f1 c1 f2_w)*3, c1*3, // copy “from” vector to frame

!c2, c*3, {B1 c2*5 f (Lc26, t, c2*3, {c2, f, | break L})L *3 |B1}, // main
copy
                    c213, c2, c15, c120, c1*4>

FIGURE 8: TSpec, SPARC, Optimized Copy
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The two simplest families of primitive patterns are the code loop and the data stream.

Consider the general form of the copy kernel from the previous section:

<(!c, c*, f, c*, t, c*)*>

The use of thef andt variables are examples of streams. These consist of a base address

and an increment(stride). The pattern created by the variablec is an example of a code

loop. These consist of a base address, an increment that defines the length of the code

word, and a number of loop iterations. Note that the essential difference between the data

stream and code loop is that the data stream has no repeated addresses, while the code

loop does.

Until now, λ has been used only as a placeholder for filtered references. By extending

the use ofλ as a placeholder for references from other primitives, the frequency of a

primitive within a reference string can be made explicit without describing the particulars

of the other primitives. For example, a stream primitive could appear every 4th reference

within a reference string representing a code loop. In this case the primitive depicted with

f, can be described as<(f+, λ, λ, λ)*> . Theλs represent the references to the code.

When decomposing a trace into primitives, there are two considerations. First, all

references to a particular variable within a segment should be wholly contained within one

primitive. This reduces the chances of conflicts between primitives. Second, if possible,

the primitives should be available in the functional filter dictionary described below. This

will simplify the analysis process. If necessary, the dictionary can also be extended to

include additional primitives.
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3.3.4 Applying the Filter Functions

3.3.4.1 Defining Filter Functions

Once the primitive set is defined, we must derive the effect of the cache filter function

for each primitive and for each type of cache. In general, the filtering function for a cache

can be defined to operate recursively one reference at a time, as shown below. This

function describes the output of a traditional cache. The model works for either write back

caches (where dirty/modified lines are written back to the next level only when the line is

evicted) or write through caches (where all writes modify main memory by writing the

cache line and main memory).

There are three possibilities for the output of the functional filter model. In the first

situation, where the cache is write back, the line is dirty, and the reference,a, misses, the

output trace consists of the dirty line evicted from the cache, (d(a)), and the line that

includes the new referencea, (l(a)). The new state,S', is the same as the initial state except

that the dirty lined(a)has been replaced by the new linel(a). The write through version of

the cache would not have a dirty line to evict, so the output would simply be the reference

to fill the line that includes the new referencea, (l(a)), and the new state,S'. If a hits, the

values of the state remain the same, but the new state is denotedS'' to indicate the new

indices of the values that were just referenced and hence the updated LRU status. The

recursive definition of a cache filter is formalized below. Each of the three situations

outlined above are included in the definition.

Recall

Where and for a miss with no

eviction. This definition requires a formal definition of subtraction and union of state. In

F T S;( ) T′; S′=

S′ S′
x 1– d a( )–( ) l a( )∪= S′ S′

x 1– l a( ) l a( )∪–=
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subtraction, the elements with the indices of the subtracted line are eliminated. LetI be the

set of indices of the elements of the subtracted line,d(a), in S, andJ be the set of indices

of all elements in S.  If , then

Union is just the insertion of the new line,l(a), into the state. Since the last element

presented to the cache has the highest index in the state, this amounts to adding all of the

new elements to the state with an index greater than the last index. For the purposes of this

methodology, there is no “order” within the line; the whole line is given the same index in

the state. This makes the assumption that lines are replaced or written all at one time. If

, i is the index of the elementa in T, and J is the set of indices of all

elements in S, then

While the above definition of a filtering function is very general, it provides little

insight into what happens on the primitive or kernel levels. To assist the human analyzer,

we have developed a dictionary of cache filter functions to be used much like a set of

integration tables. One looks up the desired pattern to obtain the corresponding filtering

result. See Appendix A for the set of tables.

F Tx S;( )
T ′x 1– d a( ), l a( ) S';, if cache wb, dirty line, anda S∉
T′x 1– l a( ), S'; if a Sand cache wt or wb and clean line∉
T′x 1– λ, S''; otherwise






=

S d a( )– S′= k J∈∀

sk′
sk k I∉

∅ k I∈



=

S′ S l a( )∪=

k J∈∀

sk′
l a( )i k i=

sk k J∈



=
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The primitives are listed with parameters for the number of repetitions andλs. The

filtered trace and state,f(T; S) = T'; S' , are listed with parameters for cache associativity,

lines per set, linesize, write policy, and any other parameter that is relevant to the

primitive. Each primitive can be filtered by looking it up in the dictionary and substituting

specific values for the parameters. The whole dictionary would be inappropriate here, but

we give the dictionary entry needed for the example at the end of the chapter.

In the dictionary, the state is represented in TSpec and for that, an additional TSpec

construct is useful. To write TSpec starting from the end of a trace so that the references

appear in with the least recently used (and hence next to be evicted) last on the line, we

start from theendof a TSpec construct, rather than the beginning. By analogy with!c, we

definec! to initialize a variable to itslast value in the trace. In the dictionary entry below,

the “n” variables represent parameters for the number of repetitions in the trace. The

effective set number(esn) refers to the number of sets in a cache that can effectively be

used by a particular reference pattern and depends on the line size of the cache, the

capacity of the cache, and the stride of the reference pattern. P is used in the dictionary to

stand forprimitiveand is simply a piece of decomposed trace. Details on the derivation of

the formula for effective set number is in the beginning of Appendix A.

if P= !p, (λ*n1, p,λ*n2)*n3 then
ffa, *,1(P; S0) = P; {p!, (p-)*min(esn, n3)}

This entry says that for any read stream, with any number of interveningλs, the

filtering effect of an empty, fully associative, LRU cache with a line size equal to the fetch

size, will result in an output trace that is the same as the input trace and a cache state that

is the part of the reverse stream that will fit in the cache. If the size of the stream is less
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than the effective set number in the cache then the whole stream remains in the cache.

Otherwise, only the last part of the stream remains.

3.3.5 Recombining The Filtered Traces

3.3.5.1 Merge

Recombining filtered primitives requires merging the trace and state of two or more

separate filtered primitives.f(T1; S1) = T1'; S1'andf(T2; S2) = T2'; S2'. We will define

T'; S' = (T1'; S1') & (T2'; S2') . Let Tx represent the traceT up through indexx andSx

indicate the state of the cache after the value with indexx in T has been presented to the

cache.d(t) represents the dirty cache line thatt maps to andl(t) represents the cache line

that containst. Without loss of generality, whichever trace has a non-λ element at thex

position is referred to asT1. Then

where

The first line of the equation for the merge says that when the element in the original,

unseparated trace is in the cache, that element is filtered out of the trace and replaced with

λ as long as the cache is awb (write back) cache or if the cache iswt (write through) and

T1′x S1′x; ) & T2′x S2′x;( )

T′x 1– λ S′x;, if tx S′x 1– and wb ortx is read∈

T′x 1– l t1x( ) S′x;, if tx S′x 1– wb not dirty or wt,txwrit∉

T′x 1– d t1x( ) l t1x( ),, S′x; otherwise





=

S′x

S′x 1– l t1x( ) l t1x( )∪( )– if t1x S′x 1– and wb ort1x is read∈

S′x 1– d t1x( ) l t1x( )∪( )– otherwise



=



48

the original element is a read. The filteredλ is concatenated to the filtered trace from the

previous element. The state is simply a reordering of the state from the previous element,

so that now the line that was accessed is now in the most recently used index. In this way

the merged, filtered trace is built up positionally one element at a time.

The second line says that when the original, unseparated trace element is not in the

cache, the line for that element,l(t1x), must be fetched, so it is reflected in the filtered

trace. The state is changed by adding the fetched line to the old state, with the LRU index,

removing the replaced line from the old state,d(t1x), and reordering the indices

appropriately. This happens whenever the requested element is not in a write back cache

where the line being evicted is not dirty, or when the element is being written in a write

through cache.

In all other cases, the dirty line that is being evicted from the cache,d(t1x), must also

be written to main memory and so is included in the filtered trace, and removed from the

state.

Notice that when the line is bigger than a single element, or an element is dirty, there

may be more elements in the filtered output trace than in the original input trace for a

given element. This means that the indices in the input and output will not match up

exactly on an element-by-element basis. To resolve this problem, we conceptually add aλ

to any trace,T, that is involved in the analysis. We add oneλ to T for each line added for a

write back. This keeps the positions comparable for all traces involved in the analysis. If

dirty lines are added when filtering primitives, the same positioning adjustment is made to

all other primitives and the original trace T.
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As an example of merge, let the cache be a fully associative, LRU, write through cache

with 5 word-size lines and

(T; S) = (<100, 204, 104, 304_w, 108>;
               {<108,5>, <300_w, 4>, <104, 3>, <200, 2>, <100, 1>}),
(T1; S1) = (<100,λ, 104,λ, 108>; {<108,5>, <104, 3>, <100, 1>})
(T2; S2) = (<λ, 204,λ, 304_w,λ>; {<300_w, 4>, <200, 2>})

Then using the above definition of merge yields:

(T1'; S1') = (<λ, λ, λ, λ, λ>; {<108, 10>, <104, 8>, <100, 6>})
(T2'; S2') = (<λ, 204,λ, 304_w,λ>; {<304_w, 9>, <204, 7>})
(T'; S') = (<λ, 204,λ, 304_w,λ>;
                {<108, 10>, <304_w, 9>,<104, 8>, <204, 7>, <100, 6>}),

3.3.5.2 Concatenation

The concatenation of two segments, denoted (T1'; S1'), (T2'; S2'), can be defined in

terms of the merge from the section above.  Specifically,

3.4 Example Analysis

The following examples illustrate the kinds of analyses that can be performed on

individual traces and sets of traces from the equivalence classes. For clarity, all examples

are expansions of the copy function. Each starts with C code and the corresponding

assembly language generated by gcc.4 We then show the translation into TSpec and the

subsequent analyses for fully associative and direct-mapped caches. Since the examples

are small, we choose small cache sizes to highlight situations where interesting behavior

T1′ S1′;( ) T2′ S2′;( ), T1′ λ*|T2'|, S1′;( ) & λ*|T1'| T2′,( ) S2′;( )=



50

occurs. Our intent here is to explain the caches-as-filters framework and to demonstrate its

application to easily grasped examples, and thus we simplify the explanations by using

only virtual addresses. Except for pathological cases where small-sized data hit page

boundaries, the analyses given below would apply to either virtual or physical addresses.

3.4.1 Unconditional Copy C Code, Assembly Language and

TSpec

We generated the C code for the more extensive version of the vector copy in Figure 9

with gcc -O2 -fno-delay-slots
5. Figure 10 shows the assembler output, excluding error-

and operand-checking code.

4 We use SPARC assembly language, but we abstract away the delay slot and delete extraneous

code produced by gcc.

5 This command runs the gnu C compiler, with most optimizations active, but without filling the

delay slots.

/* The assembly code below is for this copy() function */
void copy(int *f, int *t, int N)
{
  int i;
  for (i=0; i<N; i++)
    t[i] = f[i];
}
/* This main() is simply to illustrate the calling of copy() */
main(int argc, char **argv)
{
  int i;
  int t[3] = {0, 0, 0};
  int f[3] = {10, 11, 12};
  copy(f, t, 3);
  return 0;
}

FIGURE 9: C Code For Copy Example
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TSpec for this assembly language appears below the figures. For easy verification, the

assembly instructions corresponding to the TSpec code references are presented under the

TSpec notation. Since we use source code instead of a trace, the number of loop iterations

is unknown in this example.
// o0 = f's base address

// o1 = t's base address

// o2 = N

// o3 = i (local)

// The arguments appear in the "o" registers because this is a leaf

// procedure and so the compiler does not allocate a new register

// window

disassembly for a.out

section.text

copy()

10b64:  96 10 20 00        clr %o3            // i = 0

10b68:  87 2a e0 02        sll %o3, 2, %g3    // compute off-

set

10b6c:  96 02 e0 01        add %o3, 1, %o3    // increment i

10b70:  c4 02 00 03        ld [%o0 + %g3], %g2

10b74:  80 a2 c0 0a        cmp %o3, %o2

10b78:  c4 22 40 03        st %g2, [%o1 + %g3]

10b7c:  06 bf ff fb        bl 0x10b68

FIGURE 10: Disassembler Output For Copy Example

c(10b64_r, 4);
f(~_r, 4);
t(~_w, 4);
<!c, !f, !t, c, (c1,  c,   c, f, c,    c, t, c)*, c>
                clr  sll add ld   cmp st    bl    jmp
// Simplifying this trace yields:
<!c, !f, !t, c, (c1, c*2, f, c*2, t, c)*, c>

FIGURE 11: TSpec, SPARC, GNU, Simplified Copy
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3.4.2 Copy Analysis Specific Trace {T}

First, the most straightforward example uses the equivalence class consisting of only a

specific traceT. To this end, we arbitrarily set the number of iterations at three, and

assume values for the base addresses off andt. We segment this example, and choose the

loop as the segment for analysis. The modified TSpec description is shown in Figure 12.

The next analysis step, decomposition, breaks the TSpec trace into primitives. Any set

of primitives that when merged form the original trace can be used as long as there are no

overlapping addresses between primitives, but the analysis is simplified if they are also

chosen such that the primitives themselves are already in the filtering dictionary. One

possible decomposition of the above TSpec into primitives yields:

P1 =    (!c,  c*3,λ,  c*2, λ,  c)*3
P2 =    !f, ( λ*3, f, λ*2, λ, λ)*3
P3 =    !t, ( λ*3, λ, λ*2,   t, λ)*3

We are now able to apply the filter functions to the individual primitives. For this

example, we will consider two different styles of cache. The first cache,dm, will be a

direct-mapped write through cache and the second cache,fa, will be a fully associative

write through cache with LRU replacement.

The most straightforward case is where all references fit in both caches. This is the

case where,f(T1 & T2; S) = f(T1; S) & f(T2; S) and the final merge is simply a TSpec

merge of filtered primitives.

c(10b68_r, 4);
f(FSTART_r, 4);
t(TSTART_w, 4);
<!f, !t, (!c, c*3, f, c*2, t, c)*3>

FIGURE 12: Copy TSpec, {T}
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If each cache has 12 lines and a linesize of one reference, then all the references can

fit. Transforming T into its primitive traces generates the primitive traces P1–P3 above.

P1 corresponds to the code references, P2 to the vector being copied from, and P3 to the

vector being copied to. A filtering function from the dictionary is now applied to each of

the primitives singly. The trace portion of the output prior to merging is the same for each

cache in this example. The code output is:

f*, wt, 1
T(P1, S) =fdm, wt, 1

T(P1, S) = P1'
                    = (!c, c*3,λ, c*2, λ, c),λ*16. 6

This shows that the first iteration of the code misses while subsequent iterations all hit

in both caches. The sixteenλs at the end represent the 12 filtered code references from the

second and third iterations (6 from each) and the extra 4 from the decomposed data

streams (2 per loop). Filtering the two data stream primitives from the dictionary yields:

f*, wt, 1
T(P2, S) =fdm, wt, 1

T(P2, S) = P2'
         = !f, (λ*3,  f, λ*2, λ, λ)*3 = P2 and

f*, wt, 1
T(P3, S) =fdm, wt, 1

T(P3, S) = P3'
         = !t, (λ*3, λ, λ*2, t, λ)*3 = P3.

This demonstrates that each of the streams comes through untouched because they

contain no repeating addresses.

Assuming the primitives are assigned to cache lines 0, 6, and 9 repectively and

merging the three filtered primitives gives the final result:

f*, wt, 1
T(T, S) =f*, wt, 1

T(P1, S) &f*, wt, 1
T(P2, S) &f*, wt, 1

T(P3, S) =
                            P1' & P2' & P3' = (!c, c*3, f, c*2, t, c),(λ*3, f, λ*2, t, λ)*2.

6 We use * in subscripts of f() to indicate any parameter can be substituted here.
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Here there are the least possible number of misses for the types of caches we are

considering - 12 compulsory misses.

Next, consider what happens when the reference string will not fit into either cache.

Let the caches be of size six7 with a line size of one reference. The filtered primitives, P1'-

P3' remain the same as in the above example.

When merging the filtered primitives, though, we must use caution. Different types of

caches will have different effects during a merge when the capacity is exceeded and

conflicts are considered. The state must be included in performing the final merge of the

filtered primitives.

For a fully-associative cache, our experiments have shownfT(T, S) has two

possibilities for a loop with no inner repetitions. The first is that a single iteration of the

loop fits in the cache, and the output is only the compulsory misses. The second possibility

is if the loop does not fit, in which casefTfa(T, S) = Tbecause the references at the end of

the loop always evict the first references in the loop before they can be reused. For this

example:

fTfa, wt, 1(T, S) = T' = T = <!f, !t, (!c, c*3, f, c*2, t, c)*3>
fSfa, wt, 1(T, S) = {c!, t!, f!, c-, t, c-*2, f, c-} = {<v, i>ε D(U(T)) | |D(U(T))| - i <= 6}

All of the references miss and there are a total of 24 misses.

For the direct-mapped cache, the results are better (a total of 14 misses) because each

address is mapped to a specific location, so the worst-case behavior is avoided. Assuming

7 We realize that this is an odd cache size. We use it here, because it demonstrates what happens

when each individual primitive fits, but together they do not.
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that the code references start in cache line 0, and that the vectorsf andt start in cache lines

4 and 5, respectively, we obtain:

fTdm, wt, 1(T, S) = T' = <!f, !t, (!c, c*3, f, c*2, t, c),
                                                !c,λ*3, f, λ*2, t, c5,
                                                !c, c,λ*2, f, λ*2, t, λ >
fSdm, wt, 1(T, S) = {c!, t!, f!, c-, t~, c-*3, f~} = {<v, i>ε D(U(T)) | |D(U(T))| - i <= 6}

Since there is only one line that each reference can be assigned to, some items are not

at resk of eviction before they can be used again. Figure 13 illustrates how this occurs.

Each item is written in its line as it occurs in the trace, T. If the item that is currently in

that line is referenced again, aλ is written in the line. The set consisting of the last item

written in each line is the contents of the cache.

This analysis provided at least one insight: when a loop reference pattern does not fit

in a fully-associative LRU cache, an MRU replacement algorithm or a direct mapped

cache provides better performance! The fully-associative, LRU cache is capable of best
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case performance, but it is also capable of worst case performance when the “unique”

reference string of the loop does not fit in the cache. Though a fully associative cache of

large size is too expensive in practice, it is often considered a sought-after standard for

maximizing hit rates. This example indicates that while in some circumstances it might

have the best case performance, a set associative cache that does not exhibit this worst

case behavior may be a more appropriate choiceeven without adding the cost and

complexity issues!

Notice that if the cache line assignment were different, the state for the direct-mapped

cache may not have been{<v, i> ε D(U(T)) | |D(U(T))| - i <= 6} as we have previously

defined U(T). In particular, the previous definition of U(T) does not account for conflicts

between elements in a set-associative cache, so we expand it as follows:

where i(t) is the number of the cache line of addresst. Formally,

, wherels = line size andsn = set number.

3.4.3 Copy Analysis - Equivalence Class Under Varying Bindings

U Tx( )

t0 if x 0=

U Tx 1–( ) λ, if ty such thatty tx= andy x<∃

and there is nottk such thati t k( ) i t x( ) for y k x< <=

U Tx 1–( ) tx, otherwise







=

i t( ) t div ls( ) mod sn=
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{Tb}

The above analysis uses a specific set of address bindings and hence, a specific set of

cache line assignments for each cache. In this section we will expand the analysis to

include all possible address bindings. We will focus on the worst case and best case

performance of two different caches on the same copy example we have been using.

Specifying the worst and best case performance will give us an idea of the range of

possible outcomes for different caches on this reference pattern.

First, we will strip the base address information from the copy reference string as

shown in Figure 14.

Second, the primitive decomposition is done the same way as in the previous section.

Specifically,

P1 =    (!c,  c*3,λ,  c*2, λ,  c)*3
P2 =    !f, ( λ*3, f, λ*2, λ, λ)*3
P3 =    !t, ( λ*3, λ, λ*2,   t, λ)*3

Let us consider a direct-mapped, write through cache with 12 lines the size of a

reference. If we consider all possible cache line assignments, we will have three different

groups. The first represents the best case performance and consists of all address (cache

line) assignments where there is no conflict between the different primitives. This set of

possibilities can be represented by the assignment of P1 to begin in cache line 0, P2 to

c(10b68_r, 4);
f(~_r, 4);
t(~_w, 4);
<!f, !t, (!c, c*3, f, c*2, t, c)*3>

FIGURE 14: Copy TSpec, {Tb}
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begin in cache line 6, and P3 to begin in cache line 9. The final result after filtering the

primitives has 12 compulsory misses:

fdm, wt, 1
T(T, S) =f*, wt, 1

T(P1, S) &f*, wt, 1
T(P2, S) &f*, wt, 1

T(P3, S) =
                            P1' & P2' & P3' = <!c, c*3, f, c*2, t, c,(λ*3, f, λ*2, t, λ)*2> = T'
fdm, wt, 1

S(T, S) ={<v, i> ε D(U(T)) | |D(U(T))| - i <= 12} =
                           {c!, t!, f!, c-, t-, c-*2, f-, c-*3, (t-, f-)*2}

The second group of address (cache line) assignments consists of those that conflict

somewhat, but not completely. This set will have a variety of miss rates, all that are

greater than 12, but less than that of the worst case performance outlined below.

The third group of address (cache line) assignments consists of those that conflict as

much as possible. This can be represented by the assignment of P1 to cache line 0, P2 to

cache line 3, and P3 to cache line 0.  The final results of merging the filtered primitives is:

fdm, wt, 1
T(T, S) =f*, wt, 1

T(P1, S) &f*, wt, 1
T(P2, S) &f*, wt, 1

T(P3, S) =
                            P1' & P2' & P3' = <!c, c*3, f, c*2, t, c,
                                                                λ, c1, λ, f, c3, λ, t, λ,

λ*2, c2, f, c*2, t, c> = T'
fdm, wt, 1

S(T, S) ={<v, i> ε D(U(T)) | |D(U(T))| - i <= 12} = {c!, c-*6}

The figure below shows how this result is obtained. The total number of misses is 18;

one for every compulsory miss as in the best case (12), and one for every stream reference

(6), which in this worst case evicts a code reference before it can be used again.



59

The diagram above also shows that the cache in this example is extremely under-

utilized. In fact, this worst case scenario is also the performance that would be obtained

from the worst case scenario with a direct mapped, write through cache of only size 6.

Now, let us consider a fully-associative, LRU, write through cache with 12 lines the

size of a single reference. Since a fully-associative cache allows a reference to be placed

anywhere, and has a replacement policy of LRU, there will be only compulsory misses

and the results are the same as in the best case direct mapped example above.

ffa, wt, 1
T(T, S) =f*, wt, 1

T(P1, S) &f*, wt, 1
T(P2, S) &f*, wt, 1

T(P3, S) =
                            P1' & P2' & P3' = <!c, c*3, f, c*2, t, c,(λ*3, f, λ*2, t, λ)*2> = T'
ffa, wt, 1

S(T, S) ={<v, i> ε D(U(T)) | |D(U(T))| - i <= 12} =
                           {c!, t!, f!, c-, t-, c-*2, f-, c-*3, (t-, f-)*2}
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Notice that in the fully associative cache of this size, the best case results are equal to

the worst case results, so for this reference string there is no range in performance.

3.4.4 Copy Analysis - Equivalence Class, Varying Data  {Td}

To expand our analysis methods to include the equivalence class under varying data

inputs, we must have a conditional in our code. As an example, the C code in Figure 16

has been modified from Figure 9 to include a conditional. The example is artificial in the

interest of clarity. The corresponding assembly code follows in Figure 17.

void copy(int *f, int *t, int N)
{
  int i;
  for (i=0; i<N; i++)
    if (i != 1)
      t[i] = f[i];
}

main(int argc, char **argv)
{
  int i;
  int t[3] = {0, 0, 0};
  int f[3] = {10, 11, 12};

  copy(f, t, 3);
  return 0;
}

FIGURE 16: Copy C Code, Embedded Conditional
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The TSpec for this new example appears below. The assembly instructions are shown

underneath the code variable for comparison with the source code. Notice that the pointers

for f and t are updated outside of the conditional to make sure they are modified even when

the copy does not occur.

c(10b64_r; 4);
f(?_r; 4);
t(?_w; 4);
<!c, !f, !t, c, (Lc1,  c, (I c, c, f~, c, t~ |I )I, c6, ^f, ^t, c,    c)L*3, c9>
                clr cmp be  sll ld    st              add         cmp bl     jmp

We again focus on analyzing only the loop and assume the base addresses are known.

This yields the following simplified TSpec:

c(10b68_r; 4);
f(FSTART_r; 4);
t(TSTART_w; 4);
<!f, !t, (L!c, c*2(I c2, c, f~, c, t~ |I )I, c5, ^f, ^t, c*2)L*3>

// o0 = f's base address
// o1 = t's base address
// o2 = N
// o3 = i (local)
// The arguments appear in the "o" registers because this is a leaf
// procedure and so the compiler chooses not to allocate a new register
// window
section .text
copy()
        10b64:  96 10 20 00        clr          %o3            // i = 0
        10b68:  80 a2 e0 01        cmp          %o3, 1
        10b6c:  02 80 00 05        be           0x10b7c
        10b70:  87 2a e0 02        sll          %o3, 2, %g3    // compute offset
        10b74:  c4 02 00 03        ld           [%o0 + %g3], %g2
        10b78:  c4 22 40 03        st           %g2, [%o1 + %g3]
        10b7c:  96 02 e0 01        add          %o3, 1, %o3    // increment i
        10b80:  80 a2 c0 0a        cmp          %o3, %o2
        10b84:  06 bf ff fb        bl           0x10b68
        10b88:  81 c3 e0 08        jmp          %o7 + 8        // return

FIGURE 17: Disassembler Output For Conditional Copy



62

Let us start with the simplest cache situation: a fully-associative LRU cache of size 14

or larger so that everything fits in the cache.

ffa,wt, 1(T; S0) = <!f, !t, (Lc2, c, (I c*2, f~, c, t~ |I )I, c6, ^f, ^t, c*2)L*3> ; S'
whereS' = {c!, t!, f!, c-*3, t-, c-, f-, c-*4, (t-, f-)*2}OR- case where if is always taken
                  {c!, t!, f!, c-*3, t-, c-, f-, c-*4, (t-, f-)} OR - cases where if is taken twice
                  {c!, t!, f!, c-*3, t-, c-, f-, c-*4, ^t-, ^f-, t-, f- } OR
                  {c!, t!, f!, c-*3, t-, c-, f-, c-*4} OR          - cases where if is taken once
                  {c!, t!, f!, c-*3, ^t-, c-, ^f-, c-*4, t-, f-} OR
                  {c!, t!, f!, c-*3, ^t-, c-, ^f-, c-*4, ^t-, ^f-, t-, f-} OR
                  {c!, t!, f!, c-*3,  c6-, c-}          - case where if is never taken

By inspecting the source code, we can obtain more information. The TSpec above did

not preserve the knowledge that only the second element can be skipped in the copy.

Retaining this information in the TSpec lengthens the original TSpec description, but

simplifies the final state possibilities. Consider the revised TSpec and resulting cache

output.

c(10b68_r; 4);
f(FSTART_r; 4);
t(TSTART_w; 4);
<!f, !t, !c, c*4, f, c, t, c*3,
           !c, c*2, (Ic*2, f~, c, t~ |I)I c5, ^f, ^t, c*2,
           !c, c*4, f, c, t, c*3>

Notice that the first and third iterations simplify considerably because no jump or

conditional needs to be anticipated. The second iteration still has a conditional and we

cannot tell from the source code (only from the set-up data itself) whether or not the if will

be taken.  Now the filtered results from the revised TSpec are:

ffa,wt, 1(T; S0) = <!f, !t, !c, c*4, f, c, t, c*3, (If~, t~|I)I ^f, ^t, f, t> ;S'
whereS'={c!, t!, f!, c-*3, t-, c-, f-, c-*4, ^t-, ^f-, t-, f-}OR - case where if is taken twice
                {c!, t!, f!, c-*3,  c6-, c-}              - case where if is never taken

This notation is useful for analyzing all possibilities, but it is cumbersome: the number

of cases grows with the number of loop iterations. A simpler approach expresses the state
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in terms of the MIN and MAX possible cache states after execution of the trace. For the

above example, without narrowing down how many times the if is taken:

where MIN =  {c!, t!, f!, c-*3, c6-, c-} and
          MAX = {c!, t!, f!, c-*3, t-, c-, f-, c-*4, (t-, f-)*2}

This second method would be useful for a compiler: the MIN indicates which items

will alwaysbe available in the cache, and the MAX, which additional itemsmaybe in the

cache. Software prefetching and other techniques should be applied first to items that are

known not be in the cache.

3.4.5 Copy Analysis - Equivalence Class Under Varying Bindings

and Data Inputs {Tbd}

In Section 3.4.4 and Section 3.4.5 we show how an analysis can be extended to include

entire equivalence classes rather than just one representative. A more complex example is

included here, by using the conditional example from Section 3.4.5 and analyzing it for

{T bd}.  Consider the more general copy example:

c(10b68_r; 4);
f(FSTART_r; 4);
t(TSTART_w; 4);
<!f, !t, (L!c, c*2(I c2, c, f~, c, t~ |I )I, c5, ^f, ^t, c*2)L*3>

Expanding this to analyze it for {Tbd} by making the number of iterations of the copy

arbitrary and the starting positions of the variables unknown yields:

c(?_r; 4);
f(?_r; 4);
t(?_w; 4);
<!f, !t, (L!c, c*2(I c*2, f~, c, t~ |I )I, c5, ^f, ^t, c*2)L*>

MIN S' MAX⊆ ⊆
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To analyze this TSpec, we must do a worst-case analysis and best case analysis for the

address assignments as well as the varying number of loop iterations and paths through the

conditional. This can be accomplished by combining the mechanisms described in the

two preceding sections.

3.5 Conclusion

The analysis methodology explained above allows a cache designer to gain insight into

the filtering effect of different types of caches on different types of reference strings. Even

the few analyses above have led to some useful insights. First, fully associative caches

become completely ineffective in a loop situation where the unique reference string, U(T),

of one loop iteration does not fit in the cache. This insight does not only apply to reference

caches, but may also explain some thrashing phenomena in translation lookaside buffers

(TLBs) as well. Second, direct-mapped caches have to be managed well to have best-case

behavior, but their worst-case behavior is almost never as bad as that of a fully-associative

cache that is too small. This explains in part the effectiveness of the victim cache

following a direct-mapped cache. In particular, the direct-mapped cache ensures the

worst-case performance of the fully-associative cache does not occur and filters the

reference string into the small set of conflicts that will almost certaintly fit into the fully

associative victim cache.

The next chapter discusses different evaluation metrics for caches, then Chapter 5

illustrates the entire methodology on several kernels.
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3.6 Related Work

The majority of the related work for this section was discussed in the related work

section of the introduction, Section 1.7. It is useful to note that the work on an analytical

model for determining the optimal cache sizes for a hierarchy by Jacobet al. [Jac96]

develops a series of stack distance curves to describe how many bytes of data are touched

between two references to the same item. Measurements are taken directly from address

streams, normalized, and plotted to produce a cumulative probability function and a

probability density function.

Ladner, Fix, and LaMarca [Lad99] describe a model for the cache performance of

algorithms in a direct mapped cache. Several commonly occurring memory access

patterns are studied: (i) sequential and random memory traversals, (ii) systems of random

accesses, and (iii) combinations of each. Still, characterizations are focused around the

number of cache misses per memory access.

Tam, Rivers, Srinivasan, Tyson, and Davidson [Tam99] discuss the effectiveness of

multilateral caches that exploit reuse pattern information. Multilateral refers to a level of

cache that contains two or more data stores that have disjoint contents and operate in

parallel. References are split between two caches depending on whether they exhibit more

temporal or spatial locality. Another example of a multilateral caching system is thestack

value file system described in [Lee01]. The stack value file system partitions data

references into stack and non-stack references, routes the non-stack references to a

conventional cache and then exploits characteristics of the stack references in the stack

value file to improve performance. Some of the stack reference characteristics were frist

noticed in the development of the CRISP architecture by Ditzelet al. [Dit87a, Dit87a].
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These systems are evaluated using average memory access time, but their success in the

research confirms the intuition from the caches as filters model that caches should be

combined in such a way that the references they remove complement, rather than

duplicate, one another.

Kin, Gupta, and Mangione-Smith [Kin00] also discusses the concept of a cache as a

filter by presenting thefilter cache. The goal is to have a very small filter cache on chip

with the processor to filter out the majority of references, allowing the larger second level

cache to be in low-power mode most of the time. Performance is slowed because of the

particularly small size of the filter cache, but power is saved.
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Chapter 4

New Measures

4.1 Introduction

In Computer Architecture: A Quantitative Approachby Hennessy and Patterson

[Hen96], caching systems are evaluated using metrics such as (1) the aggregatemiss rate,

or fraction of accesses that cannot be serviced by the cache, (2) the execution time of a

benchmark, and (3) average memory access time. These metrics are considered by many

to be appropriate cache evaluation metrics - this text is a widely used architecture text for

both graduate and undergraduate course work. As first discussed in the introduction to this

dissertation, however, there are problems with the use of these measures alone. Evaluating

a caching system based only on miss rate ignores the fact that components comprising

main memory no longer have a uniform access time for every sequence of requests and

that non-blocking caches [Kro81] and out-of-order execution can tolerate some miss

latencies. Likewise, evaluating a cache based only on execution time generates little

insight into how to improve on a design. Finally, evaluating a cache based only on average
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memory access time ignores the fact that memory accesses are generally bursty in nature

and difficult to spread out evenly over the lifetime of a program.

Metrics that focus on characteristics of the references presented to the cache provide

greater insight and guidance in the design of cache systems than do hit rate, average

memory access time, or even execution time. This assertion is motivated by a simple

observation: two caches with precisely the same hit rate (or average memory access time

or execution time) may achieve that performance in quite different ways. These

differences have important implications for certain aspects of modern cache design; multi-

level caching systems for example.

Consider a permutation of the example presented in the introduction: a loop that

accesses memory for a vector element and a global variable in each iteration, and for

which all other code and data references reside in registers. Let 0 and N be the addresses

of the global data and let 1 through N-1 represent the addresses of the vector elements: (0,

1, N, 2, 0, 3, N,..., 0, N-1, N)*. The first iteration of the inner loop generates the addresses

0, 1. While this is a contrived example, it is useful to illustrate a few points.

The references that miss when this example is presented to a direct-mapped cache of

size N and a fully associative, LRU cache of size N will be the same in number, but have

different forms. In the direct-mapped cache, 0 and N will conflict but all the references to

the vector will fit in the cache. As a result, once the cache is primed, the misses of the

direct-mapped cache will be (0, N)*. For the fully-associative LRU cache, however, 0 and

N will stay in the cache, but the vector references will always miss. The resulting misses

are (1, 2, 3, 4,...)*. In both cases there is exactly one miss per loop iteration, but the

references that miss in the direct-mapped cache are easily captured by a small victim
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cache, while those that miss in the fully-associative cache need an N-1 size structure to

capture.

This does not mean the direct-mapped cache is generally better, but that the

effectiveness of a caching system is not fully described by hit rate. This is true even for a

single-level cache hierarchy because main memory no longer has a uniform access time.

In the example above, if the two reference streams are going directly to a main memory

composed of a single DRAM, it may be preferable to have the output of the fully-

associative cache because vector references will often hit in the row- or page-buffer, where

they can be accessed more quickly than access sequences without spatial locality.

4.2 Two New Measures of Effectiveness

To address the issues with performance measures described above, we have developed

two alternative measures. The definitions of these measures were chosen for simplicity

and correlation to intuition, to expand the concept of caches-as-filters, and to explore the

usefulness of non-aggregate measures to memory hierarchy analysis. Others may choose

different such definitions.

The first new measure is theinstantaneous hit rate, . The usual definition of hit rate

averages over all references in a string. By contrast, is a function measured ateach

point in the reference string, to emphasize recent behavior. The definition is:

whereδi is 0 if the ith reference is a miss and 1 if it is a hit, and . This definition

exhibits the desirable property of decreasing the contribution of hits and misses according

to how far they occurred in the past.

hi

hi

hi δi σ hi 1–⋅+=

0 σ 1≤ ≤
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In our experiments, we choseσ = 1/2, because this measure may be useful at run-time

to indicate phases of reference behavior and dividing by two has a fast implementation.

Note that withσ = 1/2, hi has a maximum value of 2. This happens because a series of

cache hits yields the sequence: 1, 3/2, 7/4, 15/8,…. Each element of this sequence can be

represented by:

This expression has a limit of 2 as n approaches infinity. Thus

The second new measure is that of locality in the reference string. To give substance to

the intuitive notion, theinstantaneous locality, li, of a reference in a string is

defined as:

The precise form of this definition is not critical, but this particular form attempts to

follow our intuition:

• The first term in the product corresponds tospatial locality; by forming the

difference between two references, the term is larger when the two addresses are

closer together.

• The second term loosely corresponds to a notion oftemporal locality; weighting

the spatial components by the positional difference makes the term larger for

references that are closer together in the reference string.

max hi 1–
2n 1–

2n 1–
-------------- 2 1

2n 1–
-----------–= =
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2
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1
2
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The product of these terms is largest for references that are close both spatially and

temporally. By summing over all previous references, we get a measure that is large when

there are many prior references that are spatially and temporally local. As a practical

matter, since reference strings can be exceedingly long, we generally do not sum from

, but rather sum from for some window sizew. If w is sufficiently large,

the terms for smallerj are irrelevant to our results, and they can safely be ignored:

This definition of instantaneous locality has at least two immediate uses. First, the

difference in locality between the input and output of a cache provides an alternative and

enlightening figure of merit for caches. We believeli is a more informative measure than

an aggregate miss ratio. The ideal composite of cache filters removes not only the most

references possible, but removes all available locality (i.e., any that may be present in the

input reference string). This new figure of merit corresponds closely to intuition about the

quality of a cache. Caches exploit locality to intercept and remove references. Thus any

locality left in the output string signals a failure of the cache (or that the corresponding

misses are compulsory). Although, it is the existence of this locality that gives us hope that

another level of cache can be effective. Alternatively, if there is no locality in the input to

start with, a high miss ratio is not a sign of cache failure.

The second immediate use is that both the instantaneous locality and hit-rate measures

give us insight into the underlying patterns of the reference string and the effect of a cache

on that string. For example, they reveal that locality is “bursty” — real reference streams

tend to have regions of high locality separated by regions of relatively low locality. [Bat76,

j 0= j i w–( )=

l i
1

ai aj– 1+
--------------------------- 1

i j–
-------------×

j i w–=

i 1–

∑≈
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Bat77, Mad76] Even after a reference string is filtered by a cache, we may still see regions

of relatively high locality.

These observations are demonstrated in the example output of Figure 18. The trace is a

small portion of the KENBUS workload from the SPEC SDM 1.1 workload suite,

captured by the BACH system from Brigham Young University [Gri93]. This workload

simulates a multiuser environment by executing a series of common system commands.

Figure 18 (a) shows the locality of the input reference string. Figure 18(b) is the

instantaneous hit rate as determined by an 8K, direct-mapped, 1-byte line size cache, and

Figure 18(c) is the instantaneous locality of the reference string output from this same

cache. The reference strings include both instructions and data references. Each dot and

hash mark graphed represents one reference in the original string. The window,w, of

previous references inli is 100. The value ofσ in hi is 0.5.

Notice the areas of higher locality in the graph for the input reference trace of Figure

18(a). The peaks indicate there are periods during which a trace may have more locality

and a cache can be very effective in eliminating references, but other periods in which it is

not effective at all, resulting in bursts of misses as shown in Figure 18(b) and (c). The

extent of the burstiness is important because the longer the bursts are, the more difficult it

is to minimize the memory latency seen by the processor.

The filtering effect of the cache is also visible in Figure 18. Notice how the spikes in

the input locality graph, (a), are filtered out in the output locality graph, (c). Finally, these

new measures allow us to identify and analyze regions of higher locality to examine the

fine structure of their references and determine what source code constructs generated the

higher locality. Examples of this are included in the following section.
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As mentioned above, we do not claim that the precise definitions we use forhi and li

are the best possible measures and we have not run exhaustive experiments on the effect of

each parameter on each measure under consideration. Experiments to date have focused

on the qualitative aspects of these measures and their ability to provide more insight into

the nature of reference patterns.

4.3 Computed Locality Examples

4.3.1 The Motivating Example

Applying these new measures to the example in Section 4.1(repeated below) yields the

results in Figure 19 and Figure 20. Here we use k=1 and N=8192 (8K).
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FIGURE 18: Example Measure Output, KENBUS Trace
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Figure 19(a) shows the instantaneous locality after the above expression has been run

through once, and the caches are primed. The output locality of the direct-mapped cache

shown in Figure 19(b) exhibits a steady-state instantaneous locality close to 2, once the

cache is primed. Figure 19(c) and Figure 19(d) display the instantaneous locality of the

output of a fully-associative cache. Random replacement yields more hits and a very

different output pattern, shown in Figure 19(c). The line from the last locality point visible

in Figure 19(c) connects it to the one for the next reference. Since the next miss coming

out of the cache happens far in the future, it does not appear on this graph. This separation

occurs because references retain their positions from the original input trace. With LRU

replacement, the reference string from the primed fully-associative cache would repeat

, and the graph of its instantaneous locality would resemble the

picture in Figure 19(d), leveling off at a value close to 1, and dipping slightly when the

pattern begins again.

The fact that the direct-mapped cache produces higherli values indicates that there is

more locality left in the output string. Hence another level of cache would be more

effective here than it would be backing the fully-associative cache. This also means that

the direct-mapped cache is not as effective at exploiting the locality in its input string, and

perhaps a stand-alone direct-mapped organization is not the best design choice for this

level of the hierarchy with this reference string. A direct-mapped cache backed by a small

victim1 cache, however, might be more effective than one or more levels of associative

cache.

1 The victim cache (developed by Jouppi [Jou90]) refers to a small fully associative cache placed

after the first level cache to capture conflict misses.

1 2 3 4 … 8K 1–( ), , , , ,[ ]∗
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Figure 20 shows the instantaneous hit rate for the motivating example reference string

after the caches are primed, with the input from Figure 19(a). Unlike an aggregate

measure, the instantaneous hit rate shows for what part of the trace the cache is performing

well, and for what part it is not. Further attention can then be given to the problem regions.

For example, looking at the instantaneous locality for a region of poor performance can

determine if the input string has any significant amount of locality for the cache to use.

Looking at the trace itself in that region will identify the reference pattern that exhibits the

problem.

FIGURE 19: Motivating Example: Instantaneous Locality
Transition to Steady-State
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.

4.3.2 Recognizing Program Constructs

To get a better feel for what the instantaneous locality measures can tell us, we used

TSpec to describe a simple loop accessing multiple data streams (daxpy) and a loop nest

accessing two-dimensional arrays (matmul). Figure 21 shows pseudocode for these

program fragments. Figure 22 through Figure 27 show the locality measures for 8K

caches. In the discussion that follows, three categories of program constructs are

identified. One is a stream, or vector-like access. The other two are code loops; one single

loop and one doubly-nested loop.

position in original trace

position in original trace

FIGURE 20: Motivating Example: Instantaneous Hit
Rate Transition to Steady-State
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a) instantaneous hit
rate, direct-mapped

b) instantaneous hit
rate, random,
associative

daxpy for i = 1 to 10000
y[i] = y[i] + a * x[i]

matmul for i = 1 to 10
for k = 1 to 10

reg = x[i][k]
for j = 1 to 10

z[i][j] += reg * y[k][j]

FIGURE 21: Pseudocode for Program Constructs
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4.3.2.1 Daxpy Example

Figure 22 shows input and output locality from start-up for the code portion of a

10,000-elementdaxpycomputation. Each loop iteration is easily discerned in the input

locality pattern in Figure 22(a) because each single loop forms a hump in the locality

graph. Once the loop is loaded, all references hit in the instruction cache, thus all of the

locality from the input in Figure 22(a) is filtered out in the output in Figure 22(b). This

output was generated with a direct-mapped cache, but because this loop fits in cache,

results for both replacement policies are nearly identical (e.g., see the combined reference

string output of both caches in Figure 24).

Figure 23 shows the locality graphs at start-up for the data portion of thedaxpytrace.

It’s easy to see the pattern in the input of Figure 23(a). The first three references, toa, x[1] ,

and y[1] , have relatively little locality, but the instantaneous locality value rises

dramatically at the second reference toy[1] . The rising curve defined by every fourth dot

represents the repeated references to scalara. In the direct-mapped cache output of Figure

23(b), the locality from the repeated references toa andy[i] are filtered out (the repeated

sets of two ticks just above thex axis indicate where these cache hits occurred). Since the

position in original trace

.32
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FIGURE 22: Instantaneous Locality fordaxpy
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data set does not fit in an 8K cache, the patterns at the right end of the locality graphs in

Figure 23 will repeat throughout the computation for both the direct-mapped and

associative data caches. Notice how in both parts of Figure 23 the locality values

representing sequential references to a vector (whether it be to vector a with stride zero, or

x and y, each with stride one) ramp up to a point and then become a straight line. This

ramping up to a straight line is the basic pattern behind every stream. (For more details see

Section 4.4.1) The actual value the line approaches is dependent on the stride of the stream

and the separation between individual references to that stream

Figure 24 shows what happens withdaxpyfor a unified instruction and data cache,

either direct-mapped or 4-way set associative. The loop iterations are still evident in the

repeated patterns in the input of Figure 24(a). It is also possible to see the stream patterns

from Figure 23(a). The output locality in Figure 24(c) and Figure 24(d) resembles the

output locality of Figure 23(b) spread out in time. In all these traces, each new reference to

x and y misses the cache, but all other instruction and data references hit. The

instantaneous hit rate in Figure 24(b) demonstrates this graphically. The value ofhi drops

position in original trace

b) output

1.0

0.5

FIGURE 23: Instantaneous Locality fordaxpy
Data

position in original trace
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1.0

0.5locality
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at precisely two points during each loop iteration corresponding to each reference tox or y.

The replacement policy never comes into play.

4.3.2.2 Matmul Example

Figure 25 through Figure 27 illustrate results for matrix multiplication on 10x10

matrices. We choose the small problem size to make patterns in the resulting graphs more

readily apparent. The code description for this computation is modeled after the assembly

language output of gcc on an HP PA-RISC. There are 36 static instructions in thej-loop,

27 more in thek-loop, 5 more in the surroundingi-loop, and 5 in the prologue. The nested

.64
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FIGURE 24: Results Fordaxpy Combined Trace
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loops give rise to a more complex locality pattern than the simpledaxpy loop, as

evidenced by the graph in Figure 25(a).

The prologue and the first iteration of each loop generate roughly the first inch of the

input locality graph in Figure 25(a); the instruction addresses for this segment are

sequential, so input locality rises steadily as for a stream. The numerical value of any

locality point is much less important than the patterns the points create. The larger dips

signal the backward branch at the end of thej-loop. The entire segment depicts 3+

iterations of the innermost loop, or roughly 140 total instructions.

Figure 25(b) shows the instantaneous hit rate, which is the same for both the direct-

mapped and the 4-way set associative cache. Once the loops are loaded, the computation

runs entirely from cache. Since there are no cache misses until all 10 iterations of thej-

loop have finished, there is no locality left in the cache output shown in Figure 25(c).

(Recall that the small hash marks at the bottom of the graph represent hits in the cache.)

Figure 25(d)-Figure 25(f) show the locality and hit rate graphs at the end of the first

iteration of thek-loop. The dip in input locality in Figure 25(d) at the same place that the

instantaneous hit rate drops in Figure 25(e) marks the execution of the remaining

instructions in the intermediate loop (and the corresponding cache misses), then the

pattern for the inner loop picks up again in the right half of Figure 25(d). Notice the

pattern of the doubly nested loop apparent in the combination of Figure 25(a) and (d).

Smaller dips indicate the backward branch in the inner loop and the less frequent large dip

in (d) corresponds to the backward branch of the outer loop. By this point, all instructions

for all three loops are resident in cache, and there are no more instruction misses in the

entire trace. This can be seen in the low output locality in Figure 25(f).
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FIGURE 25: Results Formatmul Instruction Trace
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Figure 26 illustrates data locality at the beginning of thematmultrace. The peaks in

the input locality graph represent references to automatic or temporary variables on the

stack in between references to arraysy andz. We can see one iteration of thek-loop ending

where the locality pattern in Figure 26(a) dips slightly when we load the next element ofx.

The locality output in Figure 26(c) shows that stack references and repeated accesses toz

are filtered out by the cache. Recall that we modeled a cache with very short lines; one

with longer lines could take more advantage of spatial locality among the array references

Figure 27 shows the combined code and data string as thek-loop completes its first

iteration. The hit rate in Figure 27(b) drops as the cache services the compulsory

instruction misses we saw in Figure 25(e). The locality output in Figure 27(c) reflects the

drop in hit rate during this transition from inner loop to intermediate loop.

FIGURE 26: Results Formatmul Data Trace
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.

In this section, we have taken two program fragments, and have decomposed the full

reference traces coming from the CPU, separating the strings into individual primitives

representing code and data. In applying our locality measures to the individual and merged

strings, we have observed that one can discern the contributions of individual scalars or

data strings in the locality graphs, as for the scalar variablea in daxpy, the stack references

in matmul, or the vector accesses in both benchmark fragments. In addition, loops are also

clearly visible as “hump” patterns.

4.4 Analytical Locality Measures

Now that these new measures are defined, we show their relationship to the analysis

methodology presented in the last chapter by demonstrating the instantaneous locality

applied to two primitives: streams and code loops. Recall that in the analysis methodology

developed earlier, we decompose each reference string into primitives. If the locality

FIGURE 27: Results Formatmul Combined Trace
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measure can be defined analytically for these primitives and if L(F(T1 & T2)) = L(F(T1)

& L(F(T2)), we will be able to see the effect of the filter functions on the locality measure

analytically.

Recall the copy example:

<!f, !t, (!c, c*3, f, c*2, t, c)*3>

Consider the three primitives:

P1 =    (!c,  c*3, λ,  c*2, λ,  c)*3
P2 =    !f, ( λ*3, f, λ*2, λ, λ)*3
P3 =    !t, ( λ*3, λ, λ*2,   t, λ)*3

To compute the locality measure exactly as described above, we need to have the

address values represented byλ in these primitives. If we make the simplifying

assumption that all variables have a large distance from each other so that the locality

contribution of any address with respect toλ or an address from a different primitive is

effectively 0, the instantaneous locality can be computed analytically. The revised

instantaneous locality, , is defined as follows:

With this extended definition, L(F(T1 & T2)) = L(F(T1) & L(F(T2)) holds because only

the locality contributed by addresses within the same primitive contribute to the locality of

a particular reference,even in the merged representation of the trace.

l i

l i

0 if ai λ=

l i j otherwise
j i w–=

i 1–

∑








=

where l i j

0 if aj λ=

1
ai a j– 1+
----------------------------

1
j i–

------------- otherwise×






=
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4.4.1 Analytical Instantaneous Locality for Streams

Working through some complicated algebra, a closed form for the analytic locality of a

stream can be found. LetT = <!f, (λ*, f, λ*)*> . Then,

whereib = index of the base address of the stream,st refers to the stride of the stream, and

ie is the index difference between the stream references in the overall string (i.e., the

number ofλs in the primitive plus 1). This makes j range from 1 to the number of previous

non-λ references in the stream and represents the distance (in indices) betweenai and

the previous non-λ reference. Note that the stride from the original TSpec description is

necessary to perform this computation. As with the computed version, this measure

corresponds closely to intuition:

• The first term in the product corresponds tospatial locality; by forming the

difference between two references, the term is larger when the two addresses are

closer together.

• The second term loosely corresponds to a notion oftemporal locality; weighting

the spatial components by the positional difference makes the term larger for

references that are closer together in the reference string.

As an example, consider the specific stream described by:

f(100_r, 4);
<!f, (λ*2, f, λ)*4>

l i ti( )
1

j st× 1+
----------------------

1
j ie×
------------- otherwise×

j 1=

i i b–( ) div ie

∑
0 if ti λ=








=

j i e×
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When executed, this description yields:

T = < <λ, 1>, <λ, 2>, <100, 3>, <λ, 4>, <λ, 5>, <λ, 6>, <104, 7>, <λ, 8>,
         <λ, 9>, <λ, 10>, <108, 11>, <λ, 12>, <λ, 13>, <λ, 14>, <112, 15>, <λ, 16>>

If ti = <112, 15>, then

which, as we expect, corresponds to the “computed” version from Section 4.2:

4.4.2 Analytical Instantaneous Locality for Code Loops

In a similar fashion, a closed form of the analytic instantaneous locality of a code loop

can be derived. LetT = <(!c, c*)*> andib andie are the index of the first instance of the

base address and the number of elements in the loop respectively. Then,

Here j moves backwards in the trace fromi-1, summing the relative localities. The

difference between the addresses corresponding to the elementti and the element referred

to by j is determined by their relative positions in the inner loop.

determines the position in the inner loop of thej element, and determines

l i ti( ) 1
j 4× 1+
---------------------

1
j 4×
------------ 1 5⁄( ) 1 4⁄( )× 1 9⁄( ) 1 8⁄( )× 1 13⁄( ) 1 12⁄( )×+ +=×

j 1=

15 3–( ) div 4

∑=

1 20⁄( ) 1 72⁄( ) 1 156⁄( ) 0.70299=+ +=
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the position of thei element. The difference between these two positions multiplied by the

stride gives the distance between the two addresses.

As an example, consider the specific code loop as specified by:

c(100_r, 4);
<(!c, c*3)*4>

Executing this description yields:

T = < <100, 1>, <104, 2>, <108, 3>, <100, 4>, <104, 5>, <108, 6>,
         <100, 7>, <104, 8>, <108, 9>, <100, 10>, <104, 11>, <108, 12>>

If ti = <104, 5>, then

It is left to the reader to see that this corresponds to the computed version.

Closed-form analytical versions can be derived for other basic patterns found in the

filter function dictionary. Other patterns generate much more complicated formulae and

little insight is gained by their additional derivation. In practice, the locality measure of the

specific primitives under evaluation is straightforward to compute. The main point behind

these analytical versions is not the precise form. Rather it is the idea that they can be

derived without using the actual addresses present in the basic pattern by focusing on the

relationships between the addresses in the primitive. This allows us to gain insight into a

large number of specific trace patterns without computing the locality for each individual

trace. The next sections shows graphs of the analytic locality of several different streams

and code loops to demonstrate their general form.
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4.4.3 Analytical Locality Graphs for Streams

Figure 28 illustrates the instantaneous locality for a variety of streams. These values

were obtained usingf(?, stride); <!f, f*> , as the TSpec description of the stream. The

different lines are the result of varying the size of the stride. Notice that the Stride 0 stream

is a maximum value for the locality measure and does not have a limit. A Stride 0 stream

represents repeated references to the same location, generating a locality value that

increases steadily. Using the measure in this form has the feature that the longer a trace is,

the greater its locality for capacity or the greater its locality can be. All other stride values

approach a limit, which decreases as the stride increases.

FIGURE 28: Stream Analytical Locality
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4.4.4 Analytical Locality Graphs for Code Loops

Figure 29 shows the basic shape of the analytic locality of code loops of differing

lengths. The results were obtained using the TSpec description,c(?, 4); <(!c, c*length)*>
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where the length is varied between 5 and 9. As the loop gets longer, the locality value

decreases and the humps representing the loops get wider.

Figure 30 shows the analytic locality for a nested code loop. The TSpec description

used here is:

c(?, 4);
<(!c, c*3, (c4, c*3)*3, c*2)*>

Each major hump in the graph represents the locality of an iteration of the outer loop. The

lowest points at the beginning of each major hump represent the start of the loop where the

locality is lowest because of a jump back to the beginning of the loop. Each major hump

consists of first three increasing locality points for the initial three references at the

beginning of the outer loop, then three sets of three points generating smaller humps that

represent iterations of the inner loop, then a final two decreasing locality points

representing the final two references in the outer loop.

FIGURE 30: Analytical Locality for Nested Code Loop
(!c, c*3, (c4, c*3)*3)*
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4.5 Example - Computed Locality With Real Traces

Next we will look at an example of the computed locality on a real trace with a

realistic cache system. Consider a cache hierarchy similar to one of the Intel Pentium

Pro chip sets [9], with L1 instruction and data caches that are both of size 8K with 32-byte

lines. The L1 data cache is 2-way set associative, and the instruction cache is 4-way set

associative. The L2 cache is unified, 256K, 4-way set associative with 32-byte lines. We

compared this L2 with two other unified, 256K caches, both direct-mapped, but the first

has 32-byte lines, and the second has 128-byte lines. Our experiments used random

replacement, which differs from the LRU and pseudo-LRU policies of the Pentium Pro,

but this difference in policies does not materially affect our conclusions

When we analyzed the 061.kenbus1 [Gri93] trace for these hierarchies, we found that

the direct-mapped L2 with 128-byte lines performs much better than either of the L2

caches with 32-byte lines. The two 32-byte line L2 caches performed very similarly.

Figure 31 shows input and output localities for a section of the trace. It is evident that the

associative L2 cache with 32-byte lines fails to capture much of the available locality in

the reference string: the locality output graph in Figure 31(c) is almost identical to the



91

locality input graph in Figure 31(a). In contrast, there is relatively little locality left in

Figure 31(e) for the direct-mapped L2 with 128-byte lines.

Based on our analyses, our intuition is that the cache at levelN+1 should be designed

with a different organization and/or replacement policy from the cache at levelN.

Otherwise both caches are likely to miss on the same kinds of inputs. For instance, our
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results suggest that longer lines are preferable in an L2 cache backing L1 caches similar to

the Pentium Pro’s.

We cannot draw conclusions about the L2 replacement policies, since 450,000

references is not enough to observe performance differences between direct-mapped and

set-associative L2 caches of this size. Nonetheless, we expect that making the L1 and L2

replacement algorithms different will also yield better performance. Comparing aggregate

hit-rates should indicate that other L2 configurations may perform better than the

implementation with 32-byte lines, but would not be as useful in explaining why. Future

work will test this hypothesis for a range of replacement policies.

4.6 Conclusions

We have introduced the concept of viewing caches as filters, and have presented the

results of and observations on some initial experiments with this new approach to memory

hierarchy performance analysis. We have demonstrated that the instantaneous hit rate and

the instantaneous locality measures can give us more insight into memory referencing

behavior than the traditional aggregate hit rate, related these measures back to our analysis

methodology with analytical forms of the measures, and shown an example of these

measures in analyzing the effectiveness of a particular memory hierarchy. The next

chapter will use aspects of the new framework on specific examples to demonstrate its

effectiveness.
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4.7 Related Work

The traditional measures of the quality of a caching strategy have been aggregates

such as the miss rate. Other measures break down summary performance data spatially or

according to bandwidth requirements. For instance, Tysonet al. perform a detailed

characterization of cache behavior for individual load instructions [Tys95], and Abraham

et al. study the memory referencing behavior of individual machine-level instructions

[Abr93]. Both studies confirm that a very small number of load and store instructions

account for a majority of data cache misses. Evidence that misses are bursty in both time

and space are available in Thiebaut’s work regarding the fractal dimensions of computer

programs and the work of Voldman and Hoevel regarding software-cache interactions.

[Thi89, Vol81] Johnsonet al. measure spatial reuse fractions for cache lines, finding that

over half the time data fetched in a cache with a uniform, large line size wastes bus

bandwidth and cache space [Joh97]. Huang and Shen measure the average bandwidth

requirements of a program as a function of available local memory [Hua96], and Burgeret

al. calculate traffic ratios, traffic inefficiencies, and effective pin bandwidths for different

levels of the memory hierarchy, arguing that pin bandwidth will be a severe performance

bottleneck for future microprocessors [Bur96].

New approaches to characterizing program locality make it possible to represent and

discuss locality and caching properties in concrete terms. Brehob and Enbody propose a

mathematical model of locality that uses the distance between references in a trace to

capture temporal locality, and a correspondence to cache lines to capture spatial locality

[Bre96]. Grimsrudet al. introduce a method of quantifying the locality in a trace and

visually representing it as a three dimensional surface [Gri96]. They explore some of the
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properties of this formulation, and show the correlation between graphical features and

specific reference patterns, demonstrating the utility of their locality measure through two

applications as a visualization tool: characterizing and summarizing workload locality,

and evaluating the effectiveness of benchmarks in exercising memory hierarchies.

Although these kinds of summary data provide some insight into characteristics of the

benchmark being analyzed, they do not provide details about cache behavior during

specific phases of the program’s execution or how cache behavior changes over time.

McKinley and Temam take a step towards more detailed analysis by quantifying the

locality characteristics of numerical loop nests [McKK96]; their locality measurements

reveal important differences between loop nests and whole programs, and refute some

popular assertions, but like Brehob and Enbody’s, their approach presents results as

histograms of the locality distributions for the parts of programs in question. In contrast,

our approach aims to provide much more than summary information.

Finally, Riverset al. [Riv98] catogorize references into four groups, non-temporal-

non-spatial, non-temporal-spatial, temporal-non-spatial, and temporal-spatial. They track

the movement of references between these categories and use this information to

determine which cache should be used for each particular reference.
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Chapter 5

Example Analyses

5.1 Introduction

The preceding chapters elaborated on the four components of a new framework for

memory hierarchy analysis: the TSpec notation for expressing memory reference traces,

the equivalence class concept for identifying a set of traces to analyze, the filter function

model of a cache for gaining insight into the effects of a cache on a reference string, and

new metrics for evaluating caching systems. This chapter uses the framework in several

examples to show it can work for different reference behavior categories, different

assembly languages, and multi-level caches. Conditional constructs were covered in

Chapter 3. Due to space limitations, we do not give exhaustive analyses for each of these

situations; rather, we sample the space with a few indicative examples. In particular, we

focus on the TSpec constructs and filter functions necessary to evaluate the examples.

Some readers have found it useful to read several sections of Appendix A prior to

continuing with the examples in the rest of this Chapter.
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5.2 Reference Pattern Applicability

To demonstrate the framework applies to source programs with different types of

referencing behavior, we target here three general categories: scientific computation,

recursion and pointer chasing (heap use), and conditionals.

5.2.1 Scientific Computation Examples

We use the term scientific computation to refer to code that has a predictable reference

pattern consisting of loops that operate on large data structures where the basic access

pattern is known from the source code. Examples are daxpy, matmul, and a sampling of

the Livermore Fortran Kernels. The C code, assembly language and TSpec translations for

all examples are in Appendix B. The TSpec translation for the data accesses of the

Livermore Fortran Kernels is in Table 1. These examples were compiled using a vpo (Very

Portable Optimizer) [Ben88] backend combined with an lcc front end. The assembly

language was generated with one or more of three possible optimization options:

completely unoptimized, unoptimized with register allocation, and fully optimized. (For

more specific details on the exact optimizations and flag options used, please see

Appendix B, Section B.1) In this section, we focus on the unoptimized versions. See

Section 5.3.2 for the effect of optimizations.

5.2.1.1 Daxpy Example

Daxpy multiplies a vector,x, by a scalar,A, and stores the result in a vector,y. It

consists of one main loop that performs the computation and has three main data

structures (x, y, and A) that are not put in registers. Here we focus on the SPARC
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unoptimized assembly with register allocation. The C code and assembly for the kernel are

in Figure 32.

The TSpec for the unoptimized assembly code with register allocation is:

c(?_r, 4);
y(?_r, 4, 8);
x(?_r, 4, 8);
A(?_r, 4);

< !all, c*4, (L2c4, c*2, y+~, y-~, c*2, A+, A-, c, x+~, x-+,
                       c*3, y_w+~, y_w-+, c*4)L2*5, c*2>

The c variable represents the references to the code. They, x, andA variables represent the

same variables in the source code. Each load double in the assembly code is represented

by two references to the variable in the TSpec representation. The first increment value in

each definition is for the intra-word access. The second increment value is for the element

access. If appropriate, a load double could be modeled as one word, or fetch size in the

TSpec. The double fetch is used here to provide a different example than those presented

C Code:  for (i=0; i<N; i++) {

             y[i] += A * x[i];

          }

Assembly Code: .L2:sll     %o4,3,%g1

add     %g1,%o1,%o3

ldd     [%o3],%f0

sethi   %hi(L7_78297),%o5

ldd     [%o5 + %lo(L7_78297)],%f2

ldd     [%g1 + %o0],%f4

fmuld   %f2,%f4,%f2

faddd   %f0,%f2,%f0

std     %f0,[%o3]

add     %o4,1,%o4

cmp     %o4,%o2

bl      .L2

nop

FIGURE 32: Daxpy Kernel, C and SPARC Code
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in Chapter 3. The four initial code references and two final code references represent code

outside the loop, L2, and not shown in the assembly code.

To model the double fetch of the scalar, A, only an increment with the value of the

word size is needed. Consider the double fetch,<A+, A->. By incrementing on the first

fetch, the value of A for the second fetch will be the second part of A. By decrementing on

the second fetch, the value of A for the next loop iteration will return to the first part of A.

For each of the vectors, two increment values are needed. The first handles the double

fetch as described above for A. The second provides the increment for the next element of

the vector for the next loop iteration. In<y+~, y-+>, the first access increments only the

first increment to implement the double fetch. The second access decrements by the first

increment value (a word size) to reset to the beginning of a word, and increments by the

second increment value to get to the next element.

Since the second increment is exactly twice the first increment in the above example,

the vector double fetches could also have been implemented as<y+, y+>. The above

example was used to demonstrate a more general solution.

The daxpy TSpec can be decomposed into the following primitives as described in

Section 3.3.3.2:

P1 = < !c, c*4, (L2c4, c*2, λ*2, c*2, λ*2, c, λ*2, c*2, λ*2, c*4)L2*5, c*2>
P2 = < !y,λ*4, (L2λ*3, y+~, y-~, λ*9, y_w+~, y_w-+, λ*4)L2*5, λ*2>
P3 = < !A,λ*4, (L2λ*7, A+, A-, λ*11)L2*5, λ*2>
P4 = < !x,λ*4, (L2λ*10, x+~, x-+, λ*8)L2*5, λ*2>

Note that functional filters for each of these primitives are included in Appendix A. We

could now continue with the analysis of this kernel by filtering the primitives above and

remerging the results. For such an analysis see Section 5.4. The point to be made by this

decompostion is that the kernel daxpy can be analyzed by the methods that we have
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outlined in Chapter 3. It can be described in TSpec and it has functional filters available in

the dictionary for a possible primitive decomposition.

5.2.1.2 Matmul Example

Matmul (Matrix multiply) multiplies an NxN matrix,x, by an NxN matrix,y, and

stores the result in an NxN matrix,z. It consists of three code loops and has three major

data structures (the three NxN matrices) that do not fit in registers. For this kernel, all three

possible optimization options were used to generate the assembly language and are

included in Appendix B. In this section we focus on the unoptimized version with register

allocation. The C code for the kernel is shown below.

The unoptimized assembly language with register allocation is shown in Appendix B.

Recall the initial increment of four enables intra-word accesses. The corresponding TSpec

description is:

void matmul(double x[SIZE][SIZE], double y[SIZE][SIZE],

            double z[SIZE][SIZE], int N)

{

  int i;

  int j;

  int k;

  double r;

  for (i=0; i<N; i++) {

    for (j=0; j<N; j++){

      r = x[i][j];

      for (k=0; k<N; k++) {

        z[i][k] += r*y[j][k];

      }

    }

  }

FIGURE 33: C Code Matmul
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z(BASEz_r, 4, 8, 40);
y(BASEy_r, 4, 8, 40);
x(BASEx_r, 4, 8, 40);
c(BASEc_r, 4);

<!all, c*4, (L2c5, c*3,
                        (L6c9, c*3, x+~, x-~+, c*4,
                               (L10c17, c*5, z+~~, z-~~, c*2, y+~~, y-~~, c*3, z_w+~~, z_w-+~,
                                     c*4)L10*5,
                              c*4, ^y!!+)L6*5,
                       c*4, ^z!!+, ^x!!+)L2*5, c*2>

Again, the c variable represents the code accesses and the other TSpec variables represent

accesses to the variables in the source with the same name. In this example, the L2-loop in

the TSpec corresponds to the i-loop in the source code, L6 in the TSpec corresponds to the

j-loop in the source, and L10 in the TSpec corresponds to the k-loop in the source. Inside

the L10 loop there are first several code references. This code updates the addresses to be

fetched. The last of this set of 6 code references represents the load of the z-value. Then

there is an update of another address and the load of the y-value. The y-value is then

multiplied by the x-value already fetched and currently in a register. That result is then

added to the z-value, and the result stored with the write to z. The final code references are

to test the counter and branch back to the beginning of the loop if appropriate. For detailed

assembly code, see Appendix B.

Each of the matrices have increment values corresponding to a word size, an element

size (double word), and a row size. Recall that the ^ suppresses the generation of an

address while incrementing or initializing the increment counters for a variable.
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This TSpec description can be broken down into the following primitives:

P1 = <!c, c*4, (L2c5, c*3,
                        (L6c9, c*3, λ*2, c*4,
                               (L10c17, c*5, λ*2, c*2, λ*2, c*3, λ*2, c*4)L10*5,
                              c*4,λ)L6*5,
                       c*4,λ*2)L2*5, c*2>

P2 = <!x,λ*4, (L2λ*4, (L6λ*4, x+~, x-~+, λ*4, (L10λ*19)L10*5, λ*5)L6*5,
λ*5, ^x!!+)L2*5, λ*2>

P3 = <!z,λ*4, (L2λ*4, (L6λ*10, (L10λ*6, z+~~, z-~~, λ*9, z_w+~~, z_w-+~, λ*4)L10*5,
                                         λ*5)L6*5,

λ*4, ^z!!+, λ)L2*5, λ*2>

P4 = <!y, λ*4, (L2λ*4, (L6λ*8, (L10λ*10, y+~~, y-~~, λ*9)L10 λ*4, ^y!!+)L6*5,
λ*6)L2*5, λ*2>

Since the x variable in P2 never uses the second increment, it can be seen as a double

access to a repeated stream of stride 40. This primitive is available in the functional filter

dictionary. Primitive P1, a triple nested code loop, is a straightforward extension of the

filter function entry for a doubly nested code loop. P3, a series of repeated read-write

streams, can be filtered by using the dictionary entry for a single read-write stream and

concatenating the results, or by extending the dictionary to include a doubly nested read-

write stream. P4 is a doubly nested read stream and is a straightforward extension to the

dictionary’s repeated read stream.

5.2.1.3 Livermore Fortran Kernel Examples

The above examples highlight most of the characteristics of the code patterns in the

scientific examples. To investigate a larger number of data access patterns, we considered

a sampling of the Livermore Fortran Kernels. The Livermore Fortran Kernels are a set of

scientific benchmark codes [McM86]. We include them here because they include

examples of sparse matrix computations. Table 1shows the C code and corresponding
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TSpec of the general form of the data accesses for each of six kernel loops. More details

are available in Appendix B.

The data patterns from these loops are either similar to those seen in daxpy or matmul

(k1, k3, k5, k12) as described above, or are rather unique (k2, k4). Those that are unique

have not been added to the filter function dictionary largely because their general form is

unweildy combined with the fact that their inclusion would not solve a large number of

existing problems. However, writing down the filtering function for a specific example of a

primitive can be done from first principles as described in Chapter 3.
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5.2.1.4 Discussion of Scientific Examples

While the examples above are not exhaustive, they show that reference behaviors

similar to these scientific kernels can be described by TSpec and analyzed with the filter

function model. Specifically, it is interesting to note that the TSpec construct of a variable

TABLE 1: Livermore Fortran Kernel Data Access Patterns

k# Kernel Code TSpec Data Reference Form

k1.c
for (k = 0; k < n; k++)

x[k] = q + y[k] * (r * zx[k + 10]
+ t *zx[k + 11]);

<!all, ^z!10, (L19zx+~. zx+~, zx+~, zx!+,y+~,
                          y-+, x_w+~, x_w-+)*>

k2.c

L2:  ipnt = ipntp;
     ipntp = ipntp+ii;
     ii = ii/2;
     i = ipntp;

for (k = ipnt+1; k < ipntp;k+=2)
      { i++;
       x[i] = x[k] - v[k]*x[k-1] -
                  v[k+1]*x[k+1];}
     if (ii > 1) goto L2;

<!all, ((x~-, v-, x+, v~+, x~~+, x_w~~-)*)*>

k3.c
  for (k = 0; k < n; k++)

q = q + z[k] * x[k] + z[k + 1] *
                                        x[k + 1];

<!all, (x-, z-, x~+, z~+)*>

k4.c

for (i = 0; i < n; i++) {
      for (k = 7; k<1001; k +=m) {
         lw = k-6;
         temp = x[k-1];
         for (j = 5; j < n; j +=5) {
            temp = temp - x[lw]*y[j];
            lw++;  }
         x[k-1] = y[5] * temp;  } }

<((!x, x~+, !y, (y+~,y-+, x+, x-)*, y5,
     ^x!+, x)*)*>

k5.c
   for (i = 0; i < n; i++)
      x[i] = z[i] * (y[i] - x[i - 1]);

<!all, (x+, x-+, y+, y-+, z+, z-+, x_w+,
           x_w-+)*>

k12.
c

 for (k = 0; k < n; k++)
       x[k] = y[k + 1] - y[k];

<!all, (y+~, y-,-, y+~, y!+, x_w+~,
           x_w-+)*>



104

is well suited to describe the access patterns in all of these kernels. Multiple increments

allow data structures (in particular matrices and vectors) to be traversed with different

strides or element sizes. For example, this allowed convenient notation for striding

through matrices of double words either by element, or by row size. Which stride or size is

being used can be changed depending on the loop index or fetch size desired. TSpec also

allows for setting the “code” variables to different starting values. This enables a

straightforward expression of an arbitrary number of nested code loops.

The primitives in the function filter dictionary of Appendix A include many of those

necessary to analyze scientific codes. It could be supplemented in a straight forward

manner to include more primitives for kernels of this type of behavior. In those situations

where a filter function is unwieldy, the function for the primitive can be written using the

basic principles outlined in Chapter 3. Even in these cases, some of the primitives in the

kernel will be in the filter dictionary, which simplifies the analysis for the whole kernel.

5.2.2 Recursion Example

For a discussion of the effect of recursion and heap use, we use pseudocode from the

Quicksort algorithm1 as shown in Figure 34. From the scientific examples above we

learned that basic code loops and leaf subroutine calls can be modeled with TSpec. Also,

we learned that these compilers fetched the operands in the order that the expressions are

evaluated (from right to left) in the examples. Using this information and the pseudocode

1 This pseudocode is from Cormenet al.[Cor89].
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for quicksort, we can write the general form of the TSpec that corresponds to this source

code.

Let us assume that the loop indices and local variables will be put in registers at the

beginning of subroutine calls, and a “callee saves” protocol where the called subroutine

saves and restores registers. This means that the array A is the only data structure that is in

memory as the subroutines run. The TSpec corresponding to the pseudocode for Partition

in Figure 34 is:

initial call to sort entire array Quicksort(A, 1, length[A])

Quicksort (A, p, r)

if p < r

then q = Partition(A, p, r)

Quicksort(A, p, q)

Quicksort(A, q+1, r)

Partition (A, p, r)

x = A[p]

i = p-1

j = r+1

while TRUE

do repeat j = j-1

until A[j] <= x

repeat i = i+1

until A[i] >= x

if i < j

then exchange A[i], A[j]

else return j

FIGURE 34: Quicksort Pseudocode
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c(?_r, 4);               // variable representing code accesses
A(?_r, 4);              // variable representing accesses to array A
sp(?_r, 4);             // variable representing accesses to stack

<!all, (c, sp_w)*,                 // save registers
   c, A?, c*,                          // first three assignments and reference to A
   (L1^A?, (c*, A)*,              // beginning of while, first repeat
        ^A?, (c*, A)*,                              // second repeat
      c*, exceptlast(c*, A-, A?))L1*, c* // end of Partition
      (c, sp-)*>                                     // restore registers

Quicksort can now be modeled as multiple concatenated calls to Partition. When one

call to Partition is broken down into primitives, we get a nested code loop, one “write

stream” and one “read stream” each for the save and restore of registers, and a “random

within a range” primitive for the accesses to A. All of these primitives are included in the

filter function dictionary. For some caches, the “random within a range” primitive

requires the specific instance of the primitive to be analyzed from the basic principles

outlined in Chapter 3 because the behavior is not regular enough to be characterized by

any of the current dictionary entries.

5.2.2.1 Heap Use (Linked Lists)

The obvious data structure that is not included in the above examples is that of a linked

list or other linked data structures that make use of the heap. In the model developed here,

the general case of these data structures could be modeled as the “random within a range”

primitive or decomposed further into “repeated single read/write” or “read-write stream”

primitives. This approach has the benefit of simplifying the analysis of the rest of the code

and separating the effects of the heap accesses from the effects of the other data accesses

on the cache.
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Another approach to analyzing the linked data structures using the heap would be to

investigate the actual access patterns generated by these accesses. There has been research

done that indicates these type of accesses have much more regularity than indicated by

their structure. This concentrated analysis is beyond the scope of this dissertation, but the

framework proposed here provides a mechanism for approaching such an analysis and

presenting the results.

5.3 Assembly Language Applicability

5.3.1 Different Assembly Languages

The examples throughout the dissertation at this point have been generated using

assembly language for a SPARC target machine. Several of the examples presented in

Section 5.2 have also been assembled using a MIPS target machine. Those results are

available in Appendix B. The TSpec descriptions corresponding to the different assembly

languages differ little for the kernels studied. An example of the daxpy kernel in MIPS

assembly language and corresponding TSpec is shown in Figure 35.

The differences between these two languages are primarily small differences in the

number of code references to accomplish a task and in branches. The SPARC has a

delayed branch. Instructions in the delayed branch can be annulled if the branch is taken.

This results in more use of theexceptlast()feature in TSpec modeling SPARC code than in

TSpec modeling MIPS code.

Modeling assembly language for a target machine without a RISC instruction set

would differ slightly, but could still be represented in TSpec. For example, modeling a
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Pentium instruction set would require modeling instructions of varying lengths. This could

be accomplished with different increment values for a single code variable.

5.3.2 Optimizations

Many of the examples in the appendix were also assembled with different optimization

levels. Three different categories of optimizations were used: completely unoptimized,

C Code: for (i=0; i<N; i++) {

             y[i] += A * x[i];}

MIPS Code: .L2:    sll     $7,$8,3

                     addu    $9,$7,$5

                     l.d     $f0,($9)

                     l.d     $f2,L7

                     addu    $2,$7,$4

                     l.d     $f4,0($2)

                     mul.d   $f2,$f2,$f4

                     add.d   $f0,$f0,$f2

                     s.d     $f0,($9)

                     addu    $8,$8,1

                     blt     $8,$6,.L2

             .L000:  j       $31

TSpec Description:
   c(?_r, 4);
   y(?_r, 4, 8);
   x(?_r, 4, 8);
   A(?_r, 4);

MIPs:
   < !all, c*3, (L2c3, c*2, y+~, y-~, c, A+, A-, c*2, x+~, x-+, c*2,
                          y_w+~, y_w-+, c*2)L2*5, c>
SPARC:
  < !all, c*4, (L2c4, c*2, y+~, y-~, c*2, A+, A-, c, x+~, x-+,
                       c*3, y_w+~, y_w-+, c*4)L2*5, c*2>

FIGURE 35: Daxpy, MIPS Assembly and TSpec Description
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unoptimized with register allocation, and fully optimized. The examples in the sections

above are primarily unoptimized with register allocation.

Without register allocation, all locals and parameters require memory fetches so the

TSpec descriptions are longer and more tedious. The primitives introduced by these

additional fetches can be modeled with “read-write”, “single read/write”, or “uneven read/

write within a range” primitives. All of these primitives are available in the filter function

dictionary of Appendix A.

Fully optimized assembly language for these small kernels differs little from

unoptimized assembly code with register allocation. Occasionally the memory fetches are

in a slightly different order or a memory fetch may be eliminated or moved out of a loop.

The most common difference is that the fully optimized version has fewer code references

because code is moved outside a loop, or other, more efficient code sequences have been

substituted. These more efficient sequences are ususally shorter. An example of the TSpec

description for the kernel portion of matrix multiply assembled with each optimization

category is in Figure 36. The variables for the TSpec descriptions and the assembly

language corresponding to each are included in detail in Appendix B.
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5.4 Multi-level Cache System Example

Up to this point we concentrated on generating the TSpec and primitives for several

kernels, but stopped short of a complete analysis. This section takes one of the kernels,

C Code: for (i=0; i<N; i++) {

             for (j=0; j<N; j++){

                 r = x[i][j];

                 for (k=0; k<N; k++) {

                    z[i][k] += r*y[j][k];}}}

Unoptimized:
< !all, c*2, px_w~, c, py_w~, c, pz_w~, c, pN_w~, c, li_w~, c,
    c67, c, li~, c, pN~, c*3,                                                             // c67 is where L5 starts
   (L2c, lj_w~, c,
         c59, lj~, c, pN~, c*3,

(L6 c9, li~, c*2, l1_w~, c, lj~, c*2, l1~, c, px~, c*2, x+~, x-+, c, lr_w+, lr_w-, c, lk_w~, c,
               c51, c, lk~, c, pN~, c*3,

(L10, c21, li~, c*2, l3_w~, c, lj~, c*2, l4_w~, c, lk~, c*2, l5_w~, c, l5~, c, l3~, c, pz~,
c*3, l6_w~, c, l6~, c, z+~, z-~, c, lr+, lr-, c, l5~, c, l4~, c, py~, c*2, y+~~, y-+~, c*3,

                   l6~, c, z+~, z-~, c, lk~, c*2, lk_w~, c, pN~, c*3)L10*5,
           c, lj~, c*2, lj_w~, c, lj~, c, pN~, c*3, ^y!!+)L6*5,
     c, li~, c*2, li_w~, c, li~, c, pN~, c*3, ^z!!+, ^x!!+)L2*5,
   c*2 >

Unoptimized with Register Allocation:
<!all, c*4, (L2c5, c*3,
                          (L6c9, c*3, x+~, x-~+, c*4,

(L10c17, c*5, z+~~, z-~~, c*2, y+~~, y-~~, c*3, z_w+~~, z_w-+~, c*4)L10*5,
                                c*4, c*3, ^y!!+)L6*5,
                        c*4, ^z!!+, ^x!!+)L2*5, c*2>

Fully optimized:
< !all, c*6, (L2c6, c*6,
                        (L6c*3, x+~, x-+, c*10,
                             (L10c, y+~, y-+, c, z+~, z-~, c*3, z_w+~, z_w-+, c*4)L10*5,
                          c*4, ^y!!+)L6*5,
                     c*4, ^z!!+, ^x!!+)L2*5,
      c*2>

FIGURE 36: Matmul TSpec Descriptions, Different Optimization Levels
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daxpy, and analyzes it for the multi-level cache hierarchy shown in Figure 37. This

hierarchy is similar to the basic cache configuration of many modern microprocessors. It

consists of separate instruction and data caches at the L1 level, directly connected to the

CPU, and a single, unified cache at the L2 level.

To perform the analysis we will look at the daxpy trace at each level in the hierarchy.

The traces are labeled at each point of interest in Figure 37. T is the initial combined

instruction and data trace for the daxpy kernel. TI is the instruction-only portion of T. TD

is the data-only portion of T. TI' and TD' are the filtered versions of TI and TD

respectively. TID' is the merged version of the traces TI' and TD'. TID' is then filtered by

L2 to produce TID2'.

The initial daxpy trace from the unoptimized SPARC assembly with register allocation

as described in Section 5.2.1.12 is:

2 The code of the internal loop is different here by one code reference.

CPU

I-Cache

D-Cache

L2
Cache

T

TI

TD

TI'

TD'

TID' TID2'

FIGURE 37: Multi-level Cache Hierarchy Example
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c(?_r, 4);
y(?_r, 4, 8);
x(?_r, 4, 8);
A(?_r, 4);

T = < !all, c*4, (L2c4, c*2, y+~, y-~, c*2, A+, A-, c, x+~, x-+,
                       c*2, y_w+~, y_w-+, c*4)L2*5, c*2>

By focusing on the kernel, we have performed segmentation, the first step of the

analysis approach discussed in Section 3.3.3.1. Since we have chosen a hierarchy that uses

separate instruction and data caches, the next step is to separate T into TI and TD.

TI = < λ*3, !c, c*4, (L2c4, c*2, λ*2, c*2, λ*2, c, λ*2,
                                     c*2,λ*2, c*4)L2*5, c*2>

TD = < !y, !A, !x, λ*5, (L2λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+,
λ*2, y_w+~, y_w-+, λ*4)L2*5, λ*2>

One advantage to the TSpec descriptions is worth mentioning at this point; the TSpec

description contains most of the information needed to design a cache that can maximize

performance on that particular reference stream. In this example, we can tell from the

number of code references in the loop L2 that the I-cache needs a minimum of 12 lines to

hold the loop and so obtain only compulsory misses in the output. Any smaller cache

would have worse performance and a larger instruction cache is unnecessary for this

particular kernel. We can also tell that the data cache would need to be big enough to hold

two arrays of five double elements (x and y), plus a double scalar (A). If there were write-

around capabilities, we could identify x as a candidate for write-around because it is never

reused.
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5.4.1 Locality of Daxpy, Daxpy Code, and Daxpy Data

In addition to looking at cache requirements, it is worthwhile to note at this point the

locality graphs of the three traces T, TI, and TD. These graphs are shown in Figure 38.

Each trace assumes the same starting address for a particular variable. c starts at 100, A at

1000, y at 1008, and x at 2000. Note that the overall locality of each TI and TD on their

FIGURE 38: Daxpy Instantaneous Locality
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own is generally higher than that of T. This helps explain why separating the reference

string into two separate strings improves performance. Not only are there two paths to the

cache, but the locality of each reference string is greater, giving each cache more potential

for success. It also gives the cache system designer an opportunity to tune each cache to

the different types of reference strings for which it will be used.

5.4.2 Decomposition Into Primitives

Continuing with our analysis, we focus on the loop and decompose TI and TD into

primitives. TI is already in the form of a repeated code loop concatenated with a couple

short code segments on each side. For this example we will just focus on the loop.

TI = TI1 = < λ*3, !c, (L2c4, c*2, λ*2, c*2, λ*2, c, λ*2,
                                     c*2,λ*2, c*4)L2*5, >

TD can be decomposed into three primitives:

TD1 = < !y, λ*4, (L2λ*3, y+~, y-~, λ*9, y_w+~, y_w-+, λ*4)L2*5>

TD2 = <λ, !A, λ*3, (L2λ*7, A+, A-, λ∗11)L2*5>

TD3 = <λ*2 !x, λ*2, (L2λ*10, x+~, x-+, λ*8, )L2*5>

The next step is to filter the primitives either with the filter function dictionary in

Appendix A, or by reverting to the recursive definition in Chapter 3. The rest of the

analysis proceeds assuming that the I-Cache is a direct-mapped, read-only, cache of size

16 lines with a line size of one, and the D-Cache is a two-way set associative cache with a

LRU line replacement policy and cache size of 16 lines (8 sets of two) of size one.
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5.4.3 Filtering TI

TI1 can be filtered using the primitive entry in Section A.2.4 of the filter function

dictionary for a “repeated read stream” or “single code loop”. The dictionary entry reads

as follows:

p(?, st);     // st > 0
P = <P1*n2> such that D(P1) = <!p, p*n1>

f*,*,1(P; S0) = <P1,  (λ*|P1|)*(n2-1)>; {p!, (p-)*n1}     (i)

The top two lines describe the primitive that this entry can filter. Recall that D(P) is equal

to P with all of theλs removed. Specifying P as the repetition of another trace P1, and

describing P1 in terms of D(P1) allows this entry to work for a code loop with any number

of interveningλs. n2 represents the number of repetitions of the stream, and n1 the

number of elements in the stream.

The third line (labeled (i)) is the entry that is applicable if the loop fits into the cache

(n1 < ecl). The term ecl stands for effective cache lines and refers to the number of lines

that this stream can make use of in the cache. This is dictated by whether the stride and the

number of sets are relatively prime. For details on how to obtain this number for streams

of varying strides, see Appendix A, Section A.1.1. In this case, ecl = 16 and n1 = 12. This

filtering function is subscripted with *,*,1. The first * indicates it applies for a cache with

any kind of associativity: direct mapped, set associative, or fully associative. The second *

indicates the function applies for either a write through cache or a write back cache. The 1

indicates it applies for caches with a linesize of 1 (or where the linesize equals the fetch

size).

Applying (i) to TI1 generates TI1' andfS1,wb,1(TI1; S0)as shown below.

 if n1 ecl≤
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TI1' = < λ*3, !c, (L2c4, c*2, λ*2, c*2, λ*2, c, λ*2,
                                     c*2,λ*2, c*4)L2, λ*80, >
fS1,wb,1(TI1; S0) = {c!, (c-)*12}

The first iteration of the code loop is reflected at the output. The code loop fits in the

cache, so the subsequent iterations are just represented asλs. Since there are 20 references

in each iteration of the loop, the last four iterations are represented by 80λs.

5.4.4 Fill and Bind

To understand the filter function entries for TD, two additional functions on TSpec

descriptions are required. The first function is denotedΛ(T) and removes all of the non-λ

elements in T and replaces them with the placeholderλ, (“not λ”). For example, ifT = <

λ, λ, f, λ, t, λ > thenΛ(T) = < λ, λ, λ, λ, λ, λ >. More formally,

if T = Λ(T1) then

The second function, calledfill and denoted by (∆), operates on two traces by filling

theλ elements of the first trace with the second trace. An element in the second trace may

beλ, in which caseλ is replaced byλ. For example ifT1 = < λ, λ, λ, λ, λ, λ > andT2 = <

f, λ >, thenT = T1∆ T2 = <λ, λ, f, λ, λ, λ >.

The combination ofΛ and∆ are used to allow us to remove all the non-λ elements

from a trace and then “refill” those non-λ slots with the filtered version of the original non-

λ elements. This process is necessary to maintain the correct placement of allλs in the

filtered trace.

i such that 1 i T≤ ≤( )∀

ti

λ if t1i λ=( )

λ otherwise



=
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5.4.5 Filtering TD

Recall that the D-Cache is a two-way associative, write back cache consisting of 16

lines (8 sets of 2 lines) with LRU replacement on the lines. The primitives being filtered

are:

TD1 = < !y, λ*4, (L2λ*3, y+~, y-~, λ*9, y_w+~, y_w-+, λ*4)L2*5>

TD2 = <λ, !A, λ*3, (L2λ*7, A+, A-, λ∗11)L2*5>

TD3 = <λ*2 !x, λ*2, (L2λ*10, x+~, x-+, λ*8, )L2*5>

TD1 is a “double read-write” stream. It can be filtered by extending the function in

Appendix A, Section A.2.9 for a “read-write” stream. Since we have 10 actual writes in

TD1 and 16 lines available, the appropriate entry is (ii):

p(?, st)      // st > 0
P such that D(P) = <!p, (p~, p_w)*n1>

f*,wb,1(P; S0) = <Λ(P) ∆ (!p, (p,λ)*n1)>; {p!, (p_w-)*n1} (ii)
Since the primitive in this entry is for a single read-write, the function must be

extended to handle double read-writes. The effect of doubling the size of the read-write is

that only half as many elements will fit. In this case the definition can be extended simply

by representing the ps as double reads and double writes, and replacing n1 by 2 x n1.

Filtering TD1 with this extended definition generates:

TD1' = < !y, λ*4, (L2λ*3, y+~, y-~, λ*15)L2*5>

fS2,wb,1(TD1; S0) = { y!, (y_w-, y_w+-)*5}

Note that the state captures the idea that the elements have been written. This is important

for a write back cache, where if these elements are evicted, their values will need to be

written back to the next level of cache.

n1 ecl≤
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Filtering TD2 and TD3 is a straightforward application of the filter function dictionary

entry for a “repeated read”, Appendix A, Section A.2.1, and a “double read stream”,

Appendix A, Section A.2.10. The results of that filtering are shown below.

TD2' = <λ, !A, λ*3, (L2λ*7, A+, A-, λ∗11)L2, λ*80>

fS2,wb,1(TD2; S0) = { A!, A-, A}

TD3' = <λ*2 !x, λ*2, (L2λ*10, x+~, x-+, λ*8, )L2*5>

fS2,wb,1(TD3; S0) = { x!, (x-, x+-)*5}

The last step is to perform a trace-state merge on the TD primitives to obtain TD'.

5.4.6 Merging TD1', TD2', and TD3'

So far it has not been necessary to know the base addresses or the particular cache set

to which the elements map. We will perform this part of the analysis on {TDb}, and

determine a best-case and a worst-case performance for the daxpy data through the D-

Cache. When this approach is used, we write one TSpec description for the worst-case

result and one for the best-case-case result. Note that in these examples the TSpec

descriptions each represent a set of traces that have the same result, namely all those

whose base address assignments result in the assumed cache set assignment.

When performing the trace-state merge, it may be necessary to return to the original

trace and replaceλs with elements that were originally filtered, but that are evicted by

another primitive. In the worst case, a trace-state merge can approximate the complexity of

a cache simulation. Therefore, this merge is one of the areas of the filter function approach

that would benefit from automation. To perform the merge on the primitives of TD, we

will use diagrams similar to those introduced in Chapter 3.
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Recall,

TD3 = < !y, !A, !x, λ, (L2λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+,
λ*2, y_w+~, y_w-+, λ*4)L2*5, λ*2>

TD1' = < !y, λ*4, (L2λ*3, y+~, y-~, λ*15)L2*5>

TD2' = <λ, !A, λ*3, (L2λ*7, A+, A-, λ∗11)L2, λ*80>

TD3' = <λ*2 !x, λ*2, (L2λ*10, x+~, x-+, λ*8, )L2*5>

The worst D-cache performance will occur when the most references possible are

evicted. Since there are no repeated references to x, these references will always miss and

do not need to be evicted to generate a worst-case performance scenario. The second set of

references to y are filtered in TD1', but if they were to conflict with two other primitives

then they would be evicted and need to be referenced again. It would require a conflict

with two other primitives because the cache is two-way set associative. y will conflict with

two other primitives the most when all primitives map to the same cache set.

This worst-case scenario is reflected in Figure 39. This figure displays the cache set

assignments for the D-Cache. The cache set number is on the left and each reference is

placed in the appropriate cache set for each iteration. If a reference hits, aλ is placed in the

appropriate cache set instead. Without loss of generality, we assume the single cache set

that all primitives map to is 0.

3 This TD is slightly different than the original TD because we focus here on the loop only,

removing the few code references at either end of the loop.
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In the first iteration, all references are to the same two cache sets. The initial references

to y and A each take one line in set 0, when x is referenced it evicts y because it is the least

recently used line in set 0. Then when y is referenced for the second time in the first

iteration, it evicts A, so when A is referenced in the second iteration it must be referenced

again. In subsequent iterations, x and y map to the same cache set, but since there are two

lines in each set, y is still present in the cache when the write occurs. This happens until

the final iteration, when all primitives reference the same cache line again. The reference

to A still hits because it has not been evicted, but the y write reference in this last iteration

misses again.

Set Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5

0 y0 A0 x0 y_w0 A0 λ λ y8 λ x8 y_w8

1 y1 A1 x1 y_w1 A1 λ λ y9 λ x9 y_w9

2 y2  x2 λ

3 y3  x3 λ

4 y4  x4 λ

5 y5  x5 λ

6 y6  x6 λ

7 y7  x7 λ

FIGURE 39: Daxpy Data, Worst-case Cache Set Assignments,
2-way, 16 lines
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The result of the trace-state merge for the worst-case cache set assignment is:

TD' = <!y,!A,!x,λ, (λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4)*2,
                              (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*2,

λ*3, y+~, y-~, λ*5, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4>

fS2,wb,1(TD; S0) = {!y, !x, (y_w-, y_w-, x-, x-)*4}

In the first two iterations every reference will miss. In the third and fourth iterations

references to A and the second references to y will hit. In the final iteration, the references

to y miss again. Recall that this result is for an entire set of traces whose base address

assignments result in all three primitives beginning in the same cache set. The state is just

the last 4 elements of each stream. With two streams, each a double size, 4 elements

apiece fill the 16 available lines in the cache. Note that the state includes the information

that the y values have been written. In this way, the notion of a dirty line is captured in

case these values are evicted and a write back required later.

The best-case cache set assignment for the daxpy data would be an assignment where

no more than two primitives access the same set in a single iteration, resulting in only

compulsory misses. One such possible assignment is depicted in Figure 40. The critical

issues for finding such a best-case cache set assignment are to make sure that as x and y

wrap around to the cache set to which A is assigned, they touch that cache set over an

iteration apart so that A is never the least recently used item in the set.
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With the best-case scenario of only compulsory misses, the output of the D-cache

becomes:

TD' = <!y,!A,!x,λ, (λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+, λ*8),
                              (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*4>

fS2,wb,1(TD; S0) = {y!, x!, A!, y_w-*8, x-*4, ^x-*2, x-*2, A-*2}

Since this case of only compulsory misses is uninteresting for the analysis of the L2 cache

because the L2 cache output would be just the compulsory misses no matter what the

cache looked like, we continue the analysis using the worst-case TD'.

Set Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5

0 y0 A0  y_w0 λ λ  x4 λ y8 λ  y_w8

1 y1 A1  y_w1 λ1 λ x5 λ y9 λ  y_w9

2 y2 λ x6

3 y3 λ x7

4 x0 y4 λ x8

5 x1 y5 λ x9

6 x2 y6 λ

7 x3 y7 λ

FIGURE 40: Daxpy Data, Best-case Cache Set Assignments,
2-way, 16 lines
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5.4.7 Merging TD' and TI'

The merging of TD' and TI' is a straightforward trace-only merge as defined in

Chapter 2. It is performed on an element-by-element basis.λ merged with any element

produces that element. Twoλs merged together producesλ. Any two elements other than

λ merged together is undefined. The resulting TSpec description of TID' is shown below.

TD' = <!y,!A,!x,λ, (λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4)*2,
                              (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*2,

λ*3, y+~, y-~, λ*5, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4>

TI' = < λ*3, !c, (L2c4, c*2, λ*2, c*2, λ*2, c, λ*2,
                                     c*2,λ*2, c*4)L2, λ*80, >

TID' = <!y,!A,!x,!c, c4, c*2, y+~, y-~,  c*2, A+, A-,  c, x+~, x-+,  c*2,
                                    y_w+~, y_w-+,  c*4,

λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4,
                              (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*2,

λ*3, y+~, y-~, λ*5, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4>

5.4.8 Filtering TID' with L2

Several recent microprocessor designs have L2 caches that are significantly larger than

the L1 data cache and are direct mapped. In keeping with this ratio, let the L2 cache used

for this analysis be a 64 line direct mapped cache. We will perform the analysis assuming

that the base address assignments result in the cache set assignments chosen for the D-

Cache. We will still do best and worst-case analysis.

In the worst-case L2 scenario, the primitives that mapped to the same cache set in the

D-Cache would still map to the same cache set in L2. This could happen because the size

of the L2 cache is a multiple of the size of the D-Cache. In addition to the conflicts this

generated in the D-Cache, there is now a code segment that could conflict. Because only

one set of code references comes through to this cache, it does not cause any extra misses
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though. With this worst-case set assignment, all of the data primitives still conflict and

none of the references in TID' are filtered out. A diagram of the cache set assignments are

shown in Figure 41.

Set Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5

0 c4 y0 A0 x0 y_w0 A0

1 c5 y1 A1 x1 y_w1 A1

2 c6 y2  x2  y_w2

3 c7 y3  x3 y_w3

4 c8 y4  x4

5 c9 y5  x5

6 c10 y6  x6

7 c11 y7  x7

8 c12 y8 x8 y_w8

9 c13 y9 x9 y_w9

c14 c15

63

FIGURE 41: Daxpy L2, Worst-case Cache Set Assignments, DM,
64 lines
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The resulting TSpec description is:

TID2' = TID' = <!y,!A,!x,!c, c4, c*2, y+~, y-~,  c*2, A+, A-,  c, x+~, x-+,  c*2,
                                    y_w+~, y_w-+,  c*4,

λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4,
                              (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*2,

λ*3, y+~, y-~, λ*5, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4>

fS2,wb,1(TID; S0) = {c!, y!, A!, c-*2, y-*2, ^y-*4, y-*2, x7, x-*3}

In the best-case scenario, all of the primitives map to completely different areas of the

direct mapped cache and everything but compulsory misses are eliminated. In this case,

the result is:

TID2' = <!y,!A,!x,!c, c4, c*2, y+~, y-~,  c*2, A+, A-,  c, x+~, x-+,  c*2,
λ*2,  c*4,

                                 (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*4>

fS2,wb,1(TID; S0) = {c!, A!, x!, y!, c-*12, A-*2, x-*8, y_w*8}

5.4.9 Locality of T, TID', and TID2'

It is now possible to evaluate the multi-level cache system in Figure 37 with the

locality measure. The locality graph below shows the locality graphs of the first parts of

the input trace, T, both best and worst-case output of the combined instruction and data

caches, and both best and worst-case output of the L2 cache. Since the best-case output of

the L1 level is the same as the best-case output of L2, and the worst-case output of L2 is

the same as the worst-case output of L1, there are only a total of three traces in the graph.

The traces to correspond to the TSpec descriptions were generated using the following

base address assignments: c- 0, y - 1024, x - 2048, A - 3072. These numbers reflect the

assumptions in the cache set assignments and place each primitive relatively far from each

other. Notice that the locality measures for all three traces are the same for the majority of

the first iteration. The only difference is the TID2' trace has hits for the second two
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references to y. Then the curves begin to differ. TID2' has misses only for the first

references to y and x. The TID' trace has misses for all those of the TID2' trace, and some

additional misses from conflicts, including the very last two misses from y at the end of

the graph.

FIGURE 42: Locality of T*, Worst-case TID', and Best-case TID2'
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Recall the TSpec descriptions.

T* = < !all, (L2c4, c*2, y+~, y-~, c*2, A+, A-, c, x+~, x-+,
                       c*2, y_w+~, y_w-+, c*4)L2*5>

TID' = <!y,!A,!x,!c, c4, c*2, y+~, y-~, c*2, A+, A-,  c, x+~, x-+,  c*2,
                                    y_w+~, y_w-+,  c*4,

λ*3, y+~, y-~, λ*2, A+, A-, λ, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4,
                              (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*2,

λ*3, y+~, y-~, λ*5, x+~, x-+, λ*2, y_w+~, y_w-+, λ*4>

TID2' = <!y,!A,!x,!c, c4, c*2, y+~, y-~,  c*2, A+, A-,  c, x+~, x-+,  c*2,
λ*2,  c*4,

                                 (λ*3, y+~, y-~, λ*5, x+~, x-+, λ*8)*4>

When analyzing the relationship between the input and output of the different levels in

this cache hierarchy, it can be seen that the first level cache does a fairly good job

removing most of the locality. Indeed it performs perfectly if the cache set assignments in

the D-Cache are done well. If the cache set assignments are not done well, the L2 cache

can capture the other non-compulsory references from T, as long as the cache set

assignments are not the worst-case scenario. It is possible, though, with certain cache set

assignments, that the L2 cache will not capture any more references than the L1

combination caches. This is because the direct mapped aspect of the L2 cache makes it

vulnerable to poor cache set assignments. Increasing the size of the L2 cache by making it

more associative rather than simply a big direct mapped cache would allow these potential

worst-case conflicts to be captured. This last observation is consistent with the approach

taken by the filter function model; each cache acts as a filter and those further down the

hierarchy should be designed to capture references that cannot be captured by the

preceding caches.
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5.5 Summary

This chapter has shown that analysis with the functional filter framework as defined in

Chapters 2-3 can be done. First we examined several kernel examples to demonstrate they

could be translated into TSpec and filtered using the functional filter model. Then we

performed an analysis for a multi-level cache hierarchy on the kernel daxpy. The next

chapter summarizes the dissertation, making specific conclusions and outlining future

work.
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Chapter 6

Conclusion

We have shown it is possible to design and evaluate cache memory systems more

formally than is currently done. For this formalization, we have proposed an analytical

framework for cache design that provides a common notation, TSpec, for expressing the

memory references of a program, a functional cache filter model for comparing traditional

cache hierarchy effects, and new instantaneous evaluation metrics that give greater insight

into the operation of caches. The functional cache filter model is made possible by the

concept of an equivalence class of memory references that provides an abstraction for

eliminating certain types of random address placement effects. In addition to aiding in the

design of improved cache systems, we believe this approach can provide a foundation for

more rigorous analysis of other components of the computer system.

6.1 Contributions

The development of the caches-as-filters framework has enabled several observations.

The first and most important of these is that, taken as a whole, the framework provides a
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formalism through the language that enables a researcher to focus on the caching system

and reason about it in new and insightful ways. We have found the TSpec language,

aspects of the filter function model such as U(T), and the locality measure to have

reshaped our conversations as researchers, leading us to further investigation and inquiry.

Several other observations are listed below, but this is the most important contribution.

6.1.1 Additional Observations

Observation 1: Primitives provide comprehensible and reusable units for analysis.

Observation 2: Decomposition identifies independent sources of locality.

Observation 3: Decomposition separates internal construct conflicts from external.

Observation 4:Equivalence classes differentiate between point results and class results for

experiments or analyses.

Observation 5:Equivalence classes differentiate between what can be expected from a

cache and what is dictated by other aspects of the system.

Observation 6:Fully associative caches may not be the high standard for removing

references that they are often expected to be and this framework allows a researcher to

identify when they are likely not to meet this expectation.
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Observation 7:The instantaneous locality provides an enlightening figure of merit for

caches, enabling discussion about how a cache “shapes” references to the next level.

Observation 8:The instantaneous locality measure helps explain some known design

benefits, such as the benefit of separate instruction and data caches, or the use of multi-

lateral caches [Tam99].

Observation 9:Caching systems should be designed so that individual caches complement

each other, removing references others in the system cannot.

Observation 10:TSpec provides a formal language for researchers to discuss reference

patterns and exchange information about them.

6.2 Future Work

6.2.1 Memory Access Patterns

One of the more interesting pieces of future work would be to perform more

experiments on real codes to determine exactly how well the primitives in the filter

function dictionary span the space of reference traces. Frequently in our discussions we

have analyzed a trace for a particular kernel, just to realize it looks very similar to some

other kernel. This effort would need to be supported by some of the automation discussed

in Section 6.2.4 below.
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6.2.2 Filter Function Model

This dissertation showed that the filter function model can be used to analyze kernels

and gave some insight into why some traditional cache designs provide performance

improvements. Developing new caching solutions was beyond the scope of this work, but

we feel sure that this kind of analysis methodology will allow us to do just that. Future

work could expand the filter function dictionary for different application spaces and

expand the model to include larger line sizes. In addition, the model could be used to

investigate the behavior of translation look aside buffers (TLBs), write buffers, and

possibly branch predictors. These structures are relatively small, lending themselves well

to analysis with this model. They are also critical to performance and even small

improvements might make an impact.

6.2.3 Locality Measures

Our initial locality measures have proven useful in preliminary investigations, but

there are several ways in which they might be improved (or changed to illustrate other

properties of memory system behavior). We describe some potential differences here.

To reduce the amount of computation time and state required for each memory

reference, we have developed a simpler measure that has similar analytical characteristics

to the instantaneous locality measure described in Section 4.2. This measure introduces

the concept of ahistorical addressthat attempts to summarize information about all

previous addresses in the string. It does this by applying an exponentially smoothed

weighting factor,β, to each address. Assuming a reference string ,

this “quick” instantaneous locality measure,qi, is defined as:

a0 a1 a2 a3 a4 …, , , , ,〈 〉
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where ,

Where the historical address, , is:

where ,

This measure is sensitive to the values of weighting factorsα andβ, so care must be

taken in choosing them, but preliminary investigations show that this formula produces

similar curves to those presented in Chapter 4.

Other formulas for the spatial locality component may be more useful than the

difference in bytes between two addresses. Measures that use a step function to

incorporate the notion of cache line sizes or bus fetch sizes should be investigated, so that

items that are equally “close” in terms of the memory system organization will have the

same spatial locality value. Similarly, for memory components that perform automatic

prefetching, the spatial locality component could reflect the prefetch distance, since items

that lie within the prefetch distance are “closer” than those beyond this distance.

In the temporal component of a locality measure for cache hierarchies, it may make

more sense to use the number of unique addresses between two references (the LRU

distance), instead of the total number of addresses. Another potentially interesting variant

entails incorporating optimal replacement (the OPT distance, or the number of unique

addresses between the current reference and the next reference to it in the future) into the

temporal locality component.

Another measure we are considering in conjunction with locality measures, is an

entropy measure to determine the predictability of a reference string.

q0 0=

qi
α

Ai 1– ai– 1+
---------------------------------- 1 α–( ) qi 1–⋅+= i 0> α 1≤

Ai

A0 a0=

Ai βai 1 β–( ) Ai 1–⋅+= i 0> β 1≤
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Future work could expand these results by:

• running more experiments on longer traces;

• developing new measures of locality and cache efficiency;

• using our measures to characterize workloads and to evaluate their effectiveness

with respect to exercising memory hierarchies;

• defining the mathematical properties required in a locality measure.

In addition to developing these new measures, the current measures could be refined.

In particular an investigation into the appropriate method for normalizing them should be

undertaken. The measures as they stand were meant to be exercised with different window

values and smoothing factors. In addition, we found it useful for the instantaneous locality

value to have the properties that a longer trace has more capacity for locality, and that two

traces, one simply a first part of the second, would have the same locality graph for the

parts of the trace that are the same. Care would need to be taken that any normalization

maintain these properties and facilitate comparisons between different traces.

6.2.4 Automation

Several aspects of this framework can be automated now that some of the basic ideas

have been worked out. First, a translator packaged with a compiler that could generate a

form of TSpec for a given source program would enable quick and accurate examination

of more kernels. Second, tools that assist in determining patterns in memory reference

traces and categorizing them would enable further investigation into potential primitives.

Third, assistance in the merge operation would enable larger segments to be concatenated

and analyzed in a timely manner. Finally, the new measures could be incorporated into
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current simulation infrastructures such as SimpleScalar [Bur97] so that more researchers

could make use of them. Some of these tools have been developed. While not appropriate

for public distribution, they demonstrate that much of this automation is feasible.

6.3 Closing Remarks

It is worthwhile to emphasize that this framework formalizes the operation of a

caching system, providing a means for researchers to reason about such systems in

insightful ways. It is our sincere hope that others will adopt the philosophy of this

framework and assist in improving and adding to it to develop a shared body of knowledge

about fundamental aspects of caching systems. In this way, the community can reap the

full benefits of the talents of every research team.
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Appendix A

Filter Dictionary

A.1 General Information

This appendix contains the functional filter dictionary referred to in the previous

chapters. This section contains information that is applicable to all of the individual filter

functions including an explanation of the formula for the effective set number (esn) in a

cache, the formal definitions offill andbind, and an explanation of the format for each

entry in the dictionary. Section A.2 describes the filter function for each primitive in detail.

Section A.3 contains a table listing of the filter functions without any explanations.

A.1.1 Explanation of the Effective Set Number (esn) Formula

Throughout this dissertation we have used the termeffective set number(esn) to refer

to the number of sets in a cache that can be used by a particular reference string. This leads

to the termeffective cache lines(ecl) to refer to the total number of cache lines that can be

used by a particular reference string for the entire cache. The number of effective cache

lines is simply the number oflines per set(lps) multiplied by the effective set number



137

(esn), . For a fully associative cache,lps is equal to the number of lines in

the cache and the effective set number is always one because there is only one set. For a

direct mapped cachelps = 1 andesn = number of lines in the cache.

Effective set number is used primarily to generalize stream accesses. [Since code can

be seen as a stream access with a stride equal to the word size of an instruction, this

includes many common primitives.] The formal definition of effective set number is given

below. Heresn represents the number of sets in the cache,st represents stride of the

stream, andls represents the line size.gcf refers to the greatest common factor of the

numbers in parentheses. For fully associative caches,sn = 1. For direct mapped or set

associative caches,sn is equal to the number of lines in the cache set. Linesize and stride

are discussed in terms of the memory fetch size. If one whole line is fetched from the next

level of memory at once, we consider the line size to be one. If the stride is one line size,

then we consider the stride to be one. A two-way set associative cache with a line size of

one memory fetch, a memory fetch size of 4 bytes, and total cache size of 4K bytes would

have an effective set number of 512. A stream with a stride of 4 lines (16 bytes) would be

able to use 128 sets of this cache, thus it would have anesn = 128.

The intuition behind this formula is that the number of sets a stream can make use of in

a cache is dependent on how many sets the stream can map to before it begins to conflict

with itself. If a stream’s stride is relatively prime to the number of sets and ls, then every

set in the cache can be used before the stream begins to evict itself. The evictions due to

ecl lps esn×=

esn
sn

gcf st ls( , ) gcf st sn( , )×
------------------------------------------------------=
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the conflicting stream elements effectively reduce the cache sets available to the stream in

a particular cache, hence the name effective set number.

Consider the case where the line size is one and the formula simplifies to:

. In this case the derivation of the formula is fairly straightforward. We

want to find the element,n, in the stream where the conflicts begin. Without loss of

generality we can assume that the first element in the stream maps to cache set zero. We

are then looking for the smallestn greater than zero such that .

Hence . Certaintly this is true whenst = k = 1

andn = sn. In some cases, however, where the stride has factors in common withsn, n

could be even smaller. Specifically, then can be smaller by the number of factors thatst

and lps have in common, orgcf(st, lps), and . A similar argument

can be made for the effect of the line size on sn.

A.1.2 Λ(T), Fill ( ∆) and Bind

To simplify the description of the output of several of the functional filters, some

additional functions on a trace T, and one function on TSpec elements are useful.

The first function is denotedΛ(T) and removes all of the non-λ elements in T and

replaces them with the placeholderλ (“not” λ). For example, ifT = < λ, λ, f, λ, t, λ > then

Λ (T) = < λ, λ, λ, λ, λ, λ >. More formally,  if T =Λ(T1) then

The second function, calledfill and denoted by (∆), operates on two traces by filling

theλ elements of the first trace with the second trace. An element in the second trace may

esn
sn

gcf st sn( , )
------------------------=

n st×( ) mod sn 0=

n st× k sn for some k 1 2 3 …,,,=( )×=

n esn
sn

gcf st sn( , )
------------------------= =

i such that 1 i T≤ ≤( )∀

ti

λ if t1i λ=( )

λ otherwise



=
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beλ, in which caseλ is replaced byλ. For example ifT1 = < λ, λ, λ, λ, λ, λ > andT2 = <

f, λ >, thenT = T1∆ T2 = <λ, λ, f, λ, λ, λ >. Note that fill is not commutative.

Finally, the last function we define here isbind, denoted by (:). Bind “binds” together

two TSpec constructs so that they may be considered as having the same index in a trace.

For example,T = <f: f_w > is considered to beT = < <f: f_w, 1> > rather thanT = < <f,

1>, <f_w, 2>>. Bind is useful when using a fill to describe the output of a write back

cache. When a write back occurs, it can be bound to the access that caused the write back

and so “filled” in to a singleλ.

A.1.3 Dictionary Format Details

The filtering function for a number of primitives are detailed in the section below.

Each primitive and its filtering function(s) for a variety of caches are described in a

separate subsection. First the general form of the primitive is given using parameters. P is

used to denote the primitive, and specific elements in P are denoted with p. Then the

filtering function formula is presented in terms of the primitive (P) and its parameters.

Each function has three cache characterization modifiers in the subscript that specify its

applicability as far as associativity (as), write policy (wp) and line size (ls). Fully

associative caches are denotedfa. If a function applies to every cache associativity other

than a fully associative, it is denotedfa (“not” fa). Direct mapped caches are denoted by an

associativity of 1. All other set associativities are denoted by the number of lines per set.

The write policy can either be write thru (wt) or write back (wb). The line size (as

discussed above) is represented in terms of the number of memory fetches required to fill

the line. Each function is then represented asfas,wp,ls(P; S0) = P', S'. It is assumed that all
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cache line replacement algorithms are (Least Recently Used) LRU. If any cache parameter

is listed as *, the function applies to caches with any value for that parameter.

A.2 Detailed Descriptions of Filters for Primitives

A.2.1 Repeated Single Read

p(?, ?);
P = <!p, λ*n1, p~, P1> where D(P1) = <(p~)*n2>

f*,*,* (P; S0) = <!p, λ*n1, p~,λ*|P1|>; {p!, p~}

This function describes the filtering of any single repeated read for a cache of any

associativity, whether it is write thru or write back, and of any line size. Note that the

primitive may contain an arbitrary number of precedingλs and that the repeated reads may

be separated by any number of interleavingλs. Theseλs are retained in the output by

adding |P1|λs instead of n2 or |D(P1)|λs.

A.2.2 Read Stream

p(?, st);            // st > 0
P = <!p, (λ*n1, p,λ*n2)*n3>

f*,*,1(P; S0) = <P>; {p!, (p-)*min(ecl, n3)}

This result is a sub case of the primitive presented in Section A.2.3. Since there are no

repeated addresses in the read stream, the cache passes every read from the input to the

output and the output trace equals the input trace. After the read, the cache state consists of

as much of the stream as will fit in the cache.
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A.2.3 Read Stream, Straight Line Code

p(?, st);     // st > 0
P such that D(P) = <!p, p*n1>

f*,*,1(P; S0) = <P>; {p!, (p-)*min(ecl, n1)}

Since there are no repeated addresses in the read stream, the cache passes every read

from the input to the output and the output trace equals the input trace. After the read, the

cache state consists of as much of the stream as will fit in the cache. (Note this is a

generalization of Section A.2.2 for irregular interleavingλs.)

A.2.4 Repeated Read Stream, Single Nest Code Loop

p(?, st);     // st > 0
P = <P1*n2> such that D(P1) = <!p, p*n1>

f*,*,1(P; S0) = <P1,  (λ*|P1|)*(n2-1)>; {p!, (p-)*n1}     (i)

ffa,*,1(P;S0) = <P>; {p!, (p-)*ecl}                                (ii)

ffa,*,1(P; S0) = < Λ(P) ∆ [P1, (LP1n1-ecl, λ*(2ecl-n1), pecl+1, p*(n1-ecl-1))L*(n2-1)]>;
                        {p!, (p-)*ecl}                 (iii)

ffa,*,1(P; S0) = <P>; {p!, (p-)*ecl}                         (iv)

Some general comments are useful to set the stage for the more complicated results.

First, recall thatΛ(T) removes all the non-λ elements from T and T1∆ T2 “fills” the λ

elements of T1 with consecutive elements of T2. These definitions allow us to use

Λ(P) ∆ P' to remove the non-λ elements of P and refill it with the filtered version of P and

so maintain the correctλ relationships. Second, there are three categories of behavior for

streams in set associative caches. These three categories correspond to the stream fitting

completely in the cache, case (i) above, the stream partially fitting in the cache, case (iii)

 if n1 ecl≤

if n1 ecl≥

if ecl n1 2 ecl×≤ ≤

if 2 ecl× n1≤( )
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above, or the stream completely evicting itself before it can be reused, case (iv) above. The

values for when these boundary points arise are depicted in Figure 43. The parameters are

those applicable for (iii) and the primitive above.

(i) states that if the loop or stream (P1) is small enough to fit in the cache, then the

trace output consists of just one iteration of P1 followed byλs for the rest of the iterations.

The state is also one iteration of P1, but the last one. This is true regardless of the

associativity or write policy of the cache. If P1 does not fit in the cache, the results differ

depending on the associativity of the cache and the length of P1.

(ii) describes the case where the cache is fully associative and P1 does not fit in the

cache. Then the cache does not filter any references from the input and the output trace is

equal to the input trace. The state contains as much of the latter part of P1 as will fit in the

cache.

(iii) and (iv) cover two separate cases for direct mapped and set associative caches.

The first (iii) is the situation where P1 does not all fit in the cache, but partially fits in the

cache. Some parts of the middle of P1 (specifically, 2ecl - n1 elements) will stay in the

FIGURE 43: Values for Behavioral Boundaries As Stream Size
Increases

p1

p2

p3

p4

p0

...

pn-1

pn

pn1

ecl

2ecl - n1
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cache and be available for future iterations, but the beginning and end of P1 will evict one

another, and so be passed on to the output trace.

(iv) shows the case where the length of P1 is greater than twice the effective number of

cache lines (ecl), so all of P1 is evicted from the cache before it can be used again. Here, as

in the fully associative case, all of the input trace is passed on to the output trace and they

are equal.

A.2.5 Repeated Single Write

p(?, ?);
P = <!p, λ*n1, p_w~, P1>  where D(P1) = <(p_w~)*n2>

f*,wt,1(P; S0) = <P>; {p!, p_w~} (i)

f*,wb,1(P; S0) = <!p, λ*n1, p_w~,λ*|P1|>; {p!, p_w~} (ii)

(i) shows the case of a write thru cache, of any associativity. In this case, all writes are

passed on to the output, so the output trace is equal to the input trace. (ii) shows the case of

a write-back cache. Regardless of the associativity of a write back cache, a single write

will never conflict with itself, so only the first write will be passed from the input to the

output trace. Note that the repetitions of the write in the input may be interleaved with any

number ofλs. To retain theseλs in the output trace, |P1| is used instead of n2 to indicate

the number ofλs in the output trace.
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A.2.6 Write Stream

p(?, st) ;    // st > 0
P such that D(P) = <!p, p_w*n1>

f*,wt,1(P; S0) = <P>; {p!, (p_w-)*min(ecl, n1)} (i)

f*,wb,1(P; S0) = <P>; {p!,(p_w-)*n1} (ii)

f*,wb,1(P; S0) = <Λ(P) ∆ [D(Pecl), (p_wy:p_wy+ecl)*(n1-ecl)]>; (iii)
                                       where y=1,2,3,...(n1-ecl)
                         {p!, (p_w-)*ecl}

(i) shows that for a write through cache, all writes are passed through to the output and

the output is equal to the input. The state contains as much of the end of the stream as will

fit in the cache. (ii) describes what happens when the whole stream fits into a write back

cache. Since there are no repeated accesses, every access passes through to the output and

again the output equals the input. Since the whole stream fits in the cache, the state is

equal to the stream. (iii) describes the situation when the stream is longer than the number

of effective cache lines and once the stream begins to wrap around, the write back of the

dirty line from earlier in the stream must be added for each access. The state is as much of

the end of the stream as will fit in the cache. Note that the subscript ecl on P refers to the

trace index where the subscripts of p represented by the variable y are a TSpec iterator

count.

A.2.7 Uneven Reads Within Range, R x st

p(?, 1);
P such that D(P) = <!p, (px)*n1> where x = random value 1-R

f*,*,1(P; S0) = <U(P)>; {last ecl of D(U(P))}

n1 ecl≤

ecl n1<
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For this primitive, the function is reverting back to the recursive definition to

determine the output by computing U(P) and U(P). (RecallP is the reverse of P.) For the

purpose of computing ecl, this primitive has a stride of one so esn is equal to sn. Note that

it is possible that there are enough conflicts or so few references in the primitive that the

cache may not be filled with the pattern. When dealing with this kind of primitive, it may

be preferable to break it down to even smaller primitives where there is a clear relationship

between the elements.

A.2.8 Uneven Writes Within Range, R x st

p(?, 1);
P such that D(P) = <!p, (p_wy)*n1>   where y = random value 1 ... R

f*,wt,1(P; S0) = P; {last ecl of D(U(P))} (i)

ffa,wb,1(P; S0) = <U(P)>; {D(U( P))} (ii)

ffa,wb,1(P; S0) = <Λ(P) ∆ [U(P)ecl, (***)>; {last ecl of D(U(P))}(iii)

(i) shows the case of a write through cache where every write passes from the input to

the output and the output is equal to the input. The state is the last effective cache lines of

D(U(P)). Again the stride is equal to one so the esn equals the actual set number. Also,

there may be so few references in D(U(P)) that the cache is not filled with the pattern. (ii)

covers the case of a fully associative cache where the pattern fits in the cache. Here the

duplicates only are removed from the input. There are no conflicts or write backs because

it is a fully associative cache and everything fits. (iii) shows the write backs that would be

needed once the fully associative cache is filled. Here the subscript ecl on U(P) refers to

the trace index. Note that there is no entry for the set associative and direct-mapped cases

in a write back cache. This is because it is impossible to tell when the conflicts will occur

D U P( )( ) ecl≤
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and cause write backs without making use of the recursive definition. In this situation the

primitive should either be broken into smaller primitive whose elements have a more clear

relationship to one another, or the recursive definition given in Chapter 3 (***) should be

used.

A.2.9 Read, Write Stream

p(?, st)      // st > 0
P such that D(P) = <!p, (p~, p_w)*n1>

f*,wt,1(P; S0) = <P>; {p!, (p_w-)*min(ecl, n1)} (i)

f*,wb,1(P; S0) = <Λ(P) ∆ (!p, (p,λ)*n1)>; {p!, (p_w-)*n1} (ii)

f*,wb,1(P; S0) = <Λ(P) ∆ [D(Pecl), (p_wy:p_wy+ecl)*(n1-ecl)]>; (iii)
                                   where y=1,2,3,...(n1-ecl)
                           {p!, (p_w-)*ecl}

Recall that p~ does not increment the variable, but p_w or p_w+ do. (i) shows that for

a write through cache, all writes are passed through to the output and since all the reads

are the first access to that address they are also passed through. Therefore, the output is

equal to the input. The state contains as much of the end of the stream as will fit in the

cache. Note that the write is kept as part of the state to indicate this line is dirty in case a

future write back is needed.

(ii) describes what happens when the whole stream fits into a write back cache. Since

the writes are repeated accesses, they do not pass through to the output. Since the whole

stream fits in the cache and the last access to each element is a write, the state contains the

write accesses.

(iii) describes the situation when the stream is longer than the number of effective

cache lines and once the stream begins to wrap around, the write back of the dirty line

n1 ecl≤

ecl n1<
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from earlier in the stream must be added for each access. The state is as much of the end

of the stream as will fit in the cache. Note that the subscript ecl on P refers to the trace

index where the subscripts of p represented by the variable y are a TSpec iterator count.

A.2.10 Double Read Stream

p(?, ws, st)      // st > 0
P such that D(P) = <!p, (p+~, p-+)*n1>

f*,*,1(P; S0) = <P>; {p!, (p-~, p+-)*min(ecl, n1)}

This shows the form of a double read stream and its filtered output. A double read is

one to a vector element that is twice the word size of the machine, and twice the line size.

Since there are no repeated accesses, the output trace is equal to the input trace.

A.2.11 Double Write Stream

p(?, ws, st)      // st > 0
P such that D(P) = <!p, (p_w+~, p_w-+)*n1>

f*,wt,1(P; S0) = <P>; {p!, (p_w-~, p_w+-)*min(ecl, n1)} (i)

f*,wb,1(P; S0) = <P>; {p!, (p_w-~, p_w+-)* n1} (ii)

f*,wb,1(P; S0) = <Λ(P) ∆ [D(Pecl), (p_wy:p_wy+ecl, p_wy+1:p_wy+1+ecl)*(n1-ecl)]>;
                                       where y=1,2,3,...(n1-ecl)
                         {p!, (p_w-~, p_w+-)*ecl}   (iii)

(i) shows that for a write through cache, all writes are passed through to the output and

the output is equal to the input. The state contains as much of the end of the stream as will

fit in the cache. (ii) describes what happens when the whole stream fits into a write back

cache. Since there are no repeated accesses, every access passes through to the output and

again the output equals the input. Since the whole stream fits in the cache, the state is

equal to the stream. (iii) describes the situation when the stream is longer than the number

n1 ecl≤

ecl n1<
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of effective cache lines and once the stream begins to wrap around, the write back of the

dirty linse from earlier in the stream must be added for each access. The state is as much

of the end of the stream as will fit in the cache. Note that the subscript ecl on P refers to the

trace index where the subscripts of p represented by the variable y are a TSpec iterator

count.

A.2.12 Conditional

p(?, ws);
P1 = <!p, p*n1>
P2 = <pn1+1, p*n2>
P3 = <pn1+n2+2, p*n3>
P4 = <pn1+n2+n3+3, p*n4>

P such that D(P) = <P1, {P2 | P3}, P4>

f*,*,1(P; S0) = <P>; {last ecl of D(P)} =
                          <P>; {{last ecl ofP4,P2,P1} OR {last ecl ofP4,P3,P1}}

This entry shows two different ways of representing the state when encountering a

conditional. The actual output will depend on which part of the input is actually used.

Since there are no repeating references the output trace is equal to the input trace.

A.2.13 Single Nest Code Loop With Conditional

p(?, ws);
P1 = <!p, p*n1>
P2 = <pn1+1, p*n2>
P3 = <pn1+n2+2, p*n3>
P4 = <pn1+n2+n3+3, p*n4>

P such that D(P) = <(P1, {P2 | P3}, P4)*n5>
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f*,*,1(P; S0) = <Λ(P) ∆ [P1, {P2 | P3}, P4), ( {λ*n1, P2,λ*(n4+1) | (i)
λ*n1, P3,λ*(n4+1)  |
λ*(n1+n2+n4+2)      |
λ*(n1+n3+n4+2)})*(n5-1)]>;

                      {D(P)}  where D(P) = {{ P4,P2,P1} OR {P4,P3,P1} OR
                                                          {P4,P3,P2,P1}}

(i) shows the filtering function in the case where the loop fits in the cache. The output

passes through the whole loop in the first iteration, with either P2 or P3, but not both. In

the subsequent iterations one of four possibilities can occur each time. First the loop

could be run with either P2 or P3 again, whichever was not executed in the first loop.

Second, the loop could rerun P2 or P3 again. The state for this case is just the part of the

loop outside the conditional, and whatever conditional piece of code is actually run. The

conditional part could be either P2 or P3 alone, or both P2 and P3.

The filtering function when part of the loop does not fit in the cache depends on how

much of the loop does not fit. The output for subsequent iterations will be changed in that

the beginning and ends of the loop will overlap and kick each other out of the cache much

like the nested loop code in Section A.2.4. There will be more dependence on exactly

which section of the code is executed and the relative sizes, but once the loop is at least

twice as long as ecl, every piece of code will be evicted before it is used again and the

output trace will equal the input trace, and the state will equal the last part of the loop that

is executed.

n1 n2 n3 n4 3+ + + + ecl≤
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A.2.14 Doubly Nested Code Loop

p(?, ws);
P1 = <!p, p*n1>
P2 = <pn1+1, p*n2>
P3 = <pn1+n2+2, p*n3>

P such that D(P) = <(P1, (P2)*n4, P3)*n5>

ffa,*,1(P; S0) = < Λ(P) ∆ <P1, P2,λ*((n2+1)(n4-1)), P3,                                (i)
λ*(n1+(n2+1)(n4)+n3+1)(n5-1)>>;

                       {<P3,P2,P1> }

ffa,*,1(P; S0) = < Λ(P) ∆ <(P1, P2,λ*((n2+1)(n4-1)), P3)*n5>>;                (ii)
                          {last ecl of <P3,P2,P1>}

ffa,*,1(P; S0) = <P>; {last ecl of <P3,P2,P1>}                             (iii)

(i) demonstrates the effect of a fully associative cache on the doubly nested loop when

everything fits in the cache. One iteration of each access is passed on to the output trace.

The state contains one of each reference. (ii) demonstrates the effect of the fully

associative cache when the inner loop only fits into the cache. (iii) demonstrates the effect

when even the inner loop does not fit in the cache. In this every reference is evicted before

it can be used again and the output trace equals the input trace. The state is as much of the

last part of the loop as will fit in the cache.

n1 n2 n3 2+ + + ecl≤

n2 ecl n1 n2 n3 2+ + +<≤

ecl n2≤
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Appendix B

Code and TSpec Listings

B.1 General Settings

All assembly code included in this appendix was generated with a vpo (very portable

optimizer) back end and an lcc front end. Two versions of the backend were used: one for

the SPARC instruction set and one for the MIPS instruction set. Both backends are being

developed at the University of Virginia by Davidsonet al. [Ben88]. This compiler was

chosen because its method of implementing optimizations is similar for different target

machines and it was believed to generate relatively accurate comparisions in addition to

being readily available. Three different sets of compiler options were used for most of the

kernels. The first, referred to as completely unoptimized uses the settings -VGLA. The

second, referred to as unoptimized with register allocation uses the settings -VGLAO. The

third, referred to as fully optimized uses the settings -VGLAOFICMSV. The details of

what each setting means are included in Table 2.
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B.2 Copy

B.2.1 Copy C Code Listing

more copy.c

void copy(int *f, int *t, int N)

{

  int i;

  for (i=0; i<N; i++)

    t[i] = f[i];

}

main(int argc, char **argv)

{

  int i;

  int t[3] = {0, 0, 0};

  int f[3] = {10, 11, 12};

TABLE 2: VPO Compiler Option Descriptions

Option Description

V evalutation order determination

G sets global links

L does control flow fixups

A indicates assembly output

F delay slot filling (SPARC only)

O register assignment

I instruction scheduling (SPARC only)

C common subexpression elimination

M code motion

S strength reduction and induction variable elimination
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  copy(f, t, 3);

return 0;

}

B.2.2 SPARC, Optimized, Assembly Code

more copy_opt.s

.section ".data"

.align 8

.K_D0:

.word 0

.word 0

.K_F0:

.word 0

.common __va_first_parm,4,4

.common __builtin_alloca,4,4

.global copy

.global main

.section ".text"

.align 8

copy:

.type copy,#function

! File = "../ccode/copy.c", Line = 3

! File = "../ccode/copy.c", Line = 5

        cmp     %g0,%o2

        bge     .L000

        nop

        sll     %o2,2,%g4

        mov     %o1,%g2

sub     %o0,%o1,%g3

        add     %g4,%o1,%g4

        ld      [%g2 + %g3],%o4

.L2:

! File = "../ccode/copy.c", Line = 6

        st      %o4,[%g2]

! File = "../ccode/copy.c", Line = 5

        add     %g2,4,%g2

        cmp     %g2,%g4

        bl,a    .L2

        ld      [%g2 + %g3],%o4

.L000:

! File = "../ccode/copy.c", Line = 7

        retl
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        nop

.section ".rodata"

.align 4

.local L8_59018

L8_59018:

.word 0

.word 0

.word 0

.align 4

.local L10_59018

L10_59018:

.word 10

.word 11

.word 12

.section ".text"

.align 8

main:

.type main,#function

.l1.1_f = -16

.l1.0_t = -32

        save    %sp,(-128),%sp

! File = "../ccode/copy.c", Line = 10

! File = "../ccode/copy.c", Line = 12

        sethi   %hi(L8_59018),%o0

        add     %o0,%lo(L8_59018),%o0

        ld      [%o0 + 0],%o1

        st      %o1,[%fp + .l1.0_t]

        ld      [%o0 + 4],%o1

        st      %o1,[%fp + (.l1.0_t + 4)]

        ld      [%o0 + 8],%o1

st      %o1,[%fp + .l1.0_t]

        ld      [%o0 + 4],%o1

        st      %o1,[%fp + (.l1.0_t + 4)]

        ld      [%o0 + 8],%o1

        st      %o1,[%fp + (.l1.0_t + 8)]

! File = "../ccode/copy.c", Line = 13

        sethi   %hi(L10_59018),%o0

        add     %o0,%lo(L10_59018),%o0

        ld      [%o0 + 0],%o1

        st      %o1,[%fp + .l1.1_f]

        ld      [%o0 + 4],%o1

        st      %o1,[%fp + (.l1.1_f + 4)]

        ld      [%o0 + 8],%o1
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        st      %o1,[%fp + (.l1.1_f + 8)]

! File = "../ccode/copy.c", Line = 14

        add     %fp,.l1.1_f,%o0

        add     %fp,.l1.0_t,%o1

        call    copy

        mov     3,%o2

! File = "../ccode/copy.c", Line = 19

        mov     %g0,%i0

        ret

        restore

B.2.3 SPARC, Optimized, TSpec

TSpec (copy_opt.s)
c1(MAIN_r, 4)
c2( COPY_r, 4); // code variable
t (T_w, 4); // “to” vector
f (F_r, 4); // “from” vector
t1 (L8_59018_w, 4); // main “to” vector
t2 (l1.0_t_w, 4); // frame “to” vector
f1 (L10_59018_r, 4); // main “from” vector
f2 (l1.1_f_r, 4); // frame “from” vector

< !all, c1*3, (c1 t1_r c1 t2)*3 c1*2 // copy “to” vector to frame
                   (c1 f1 c1 f2_w)*3, c1*3, // copy “from” vector to frame
                   !c2, c*3, {B1 c2*5 f (Lc26, t, c2*3, {c2, f, | break L})L *3 |B1},// main copy routine
                    c213, c2, c15, c120, c1*4>

B.2.4 SPARC, Unoptimized Assembly Code

more copy_nopt.s

.section ".data"

.align 8

.K_D0:

.word 0

.word 0

.K_F0:

.word 0

.common __va_first_parm,4,4

.common __builtin_alloca,4,4

.global copy

.global main

.section ".text"
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.align 8

copy:

.type copy,#function

.l0.0_i = -4

.l0.1_1 = -8

        save    %sp,(-72),%sp

.p0.0_f = 68

        st      %i0,[%fp + .p0.0_f]

.p0.1_t = 72

        st      %i1,[%fp + .p0.1_t]

.p0.2_N = 76

        st      %i2,[%fp + .p0.2_N]

! File = "../ccode/copy.c", Line = 3

! File = "../ccode/copy.c", Line = 5

        st      %g0,[%fp + .l0.0_i]

        ba,a    .L5

.L2:

! File = "../ccode/copy.c", Line = 6

        ld      [%fp + .l0.0_i],%o0

        sll     %o0,2,%o0

        st      %o0,[%fp + .l0.1_1]

        ld      [%fp + .l0.1_1],%o0

        ld      [%fp + .p0.0_f],%o1

        ld      [%o0 + %o1],%o0

        ld      [%fp + .l0.1_1],%o1

        ld      [%fp + .p0.1_t],%o2

        st      %o0,[%o1 + %o2]

! File = "../ccode/copy.c", Line = 5

        ld      [%fp + .l0.0_i],%o0

        add     %o0,1,%o0

        st      %o0,[%fp + .l0.0_i]

.L5:

        ld      [%fp + .l0.0_i],%o0

        ld      [%fp + .p0.2_N],%o1

        cmp     %o0,%o1

        bl      .L2

        nop

! File = "../ccode/copy.c", Line = 7

        ret

        restore

.section ".rodata"

.align 4

.local L8_59018
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L8_59018:

.word 0

.word 0

.word 0

.align 4

.local L10_59018

L10_59018:

.word 10

.word 11

.word 12

.section ".text"

.align 8

main:

.type main,#function

.l1.0_t = -16

.l1.1_f = -32

.l1.2_i = -36

        save    %sp,(-128),%sp

.p1.0_argc = 68

        st      %i0,[%fp + .p1.0_argc]

.p1.1_argv = 72

        st      %i1,[%fp + .p1.1_argv]

! File = "../ccode/copy.c", Line = 10

! File = "../ccode/copy.c", Line = 12

        sethi   %hi(L8_59018),%o0

        add     %o0,%lo(L8_59018),%o0

        add     %fp,.l1.0_t,%o1

        ld      [%o0 + 0],%o2

        st      %o2,[%o1 + 0]

        ld      [%o0 + 4],%o2

        st      %o2,[%o1 + 4]

        ld      [%o0 + 8],%o2

        st      %o2,[%o1 + 8]

        ld      [%o0 + 8],%o2

        st      %o2,[%o1 + 8]

! File = "../ccode/copy.c", Line = 13

        sethi   %hi(L10_59018),%o0

        add     %o0,%lo(L10_59018),%o0

        add     %fp,.l1.1_f,%o1

        ld      [%o0 + 0],%o2

        st      %o2,[%o1 + 0]

        ld      [%o0 + 4],%o2

        st      %o2,[%o1 + 4]
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        ld      [%o0 + 8],%o2

        st      %o2,[%o1 + 8]

! File = "../ccode/copy.c", Line = 14

        add     %fp,.l1.1_f,%o0

        add     %fp,.l1.0_t,%o1

        mov     3,%o2

        call    copy

        nop

! File = "../ccode/copy.c", Line = 19

        mov     %g0,%i0

        ret

        restore

B.2.5 SPARC, Unoptimized, TSpec

argc(ARGC_r, 0);
argv(ARGV_r, 0);
d1(.l1.0_t_w, 4);
d2(.l1.1_f_r, 4);
t(TO_w, 4);
f(FROM_r, 4);
c(MAIN_r, 4; COPY_r, 4; COPY+24_r, 4; RET_r, 4);
F(.p0.0_f_r, 0);
T(.p0.1_t_r, 0);
N(.p0.2_N_r, 0);
i(.l0.0_i_r, 0);
l(.l0.1_1_r, 0);

<!all, c*2, arc, c, argv, c*3, (c, d1, c, t)*3, // set up TO vector
   c*3, (c, d2, c, f_w)*3, // set up FROM vector
   c*5, !c2, c*2, F_w, c, T, c, N_w, c, i_w, c, // set up locals for copy
   (!c3, c, i, c*2, l_w, c, l, c, F, c, f, c, l, c, T_r, c, t, c, i, c*2, i_w,
     c, i, c, N, c*3)*3, c*2, !c4, c*3>

B.3 Matmul

B.3.1 Matmul C Code Listing

(mamba) /af4/daw4q/vpostuff/ccode $ more matmul.c

#define SIZE 5

void matmul(double x[SIZE][SIZE], double y[SIZE][SIZE],
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            double z[SIZE][SIZE], int N)

{

  int i;

  int j;

  int k;

  double r;

  for (i=0; i<N; i++) {

    for (j=0; j<N; j++){

      r = x[i][j];

      for (k=0; k<N; k++) {

        z[i][k] += r*y[j][k];

      }

    }

  }

}

/* This main() is simply to illustrate the calling of matmul() */

main(int argc, char **argv)

{

  int i;

  int j;

  double x[SIZE][SIZE];

  double y[SIZE][SIZE];

  double z[SIZE][SIZE];

  for (i=0; i < SIZE; i++)

    for (j=0; j < SIZE; j++)

      x[i][j] = y[i][j] = 2.0;

  matmul(x, y, z, SIZE);

#ifdef DEBUG

  printf("t = {%d, %d, %d}\n", t[0], t[1], t[2]);

#endif

  return 0;

}

B.3.2 SPARC, Unoptimized Assembly with Register Allocation

(mamba) /af4/daw4q/vpostuff/sparc $ more matmul_noptr.s

.section ".data"

.align 8
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.K_D0:

.word 0

.word 0

.K_F0:

.word 0

.common __va_first_parm,4,4

.common __builtin_alloca,4,4

.global matmul

.global main

.section ".text"

.align 8

matmul:

.type matmul,#function

! File = "../ccode/matmul.c", Line = 6

! File = "../ccode/matmul.c", Line = 12

        mov     %g0,%g6

        cmp     %g6,%o3

        bge     .L000

        nop

.L2:

! File = "../ccode/matmul.c", Line = 13

        mov     %g0,%g2

        cmp     %g2,%o3

        bge     .L001

        nop

.L6:

! File = "../ccode/matmul.c", Line = 14

        smul    %g6,40,%g3

        sll     %g2,3,%g7

        add     %g3,%o0,%g3

        ldd     [%g7 + %g3],%f6

! File = "../ccode/matmul.c", Line = 15

        mov     %g0,%o5

        cmp     %o5,%o3

        bge     .L002

        nop

.L10:

! File = "../ccode/matmul.c", Line = 16

        smul    %g6,40,%g3

        smul    %g2,40,%g1

        sll     %o5,3,%g5

        add     %g3,%o2,%g3

        add     %g5,%g3,%o4
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        ldd     [%o4],%f0

        add     %g1,%o1,%g3

        ldd     [%g5 + %g3],%f4

        fmuld   %f6,%f4,%f2

        faddd   %f0,%f2,%f0

        std     %f0,[%o4]

! File = "../ccode/matmul.c", Line = 17

! File = "../ccode/matmul.c", Line = 15

        add     %o5,1,%o5

        cmp     %o5,%o3

        bl      .L10

        nop

.L002:

! File = "../ccode/matmul.c", Line = 18

! File = "../ccode/matmul.c", Line = 13

        add     %g2,1,%g2

        cmp     %g2,%o3

        bl      .L6

        nop

.L001:

! File = "../ccode/matmul.c", Line = 19

! File = "../ccode/matmul.c", Line = 12

        add     %g6,1,%g6

        cmp     %g6,%o3

        bl      .L2

        nop

.L000:

! File = "../ccode/matmul.c", Line = 21

        retl

        nop

.align 8

main:

.type main,#function

.l1.2_x = -200

.l1.3_y = -400

.l1.4_z = -600

        save    %sp,(-696),%sp

! File = "../ccode/matmul.c", Line = 24

! File = "../ccode/matmul.c", Line = 31

        mov     %g0,%g1

.L15:

! File = "../ccode/matmul.c", Line = 32

        mov     %g0,%o5
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.L19:

! File = "../ccode/matmul.c", Line = 33

        smul    %g1,40,%o3

        sll     %o5,3,%o4

        sethi   %hi(L24_47095),%o0

        ldd     [%o0 + %lo(L24_47095)],%f2

        add     %fp,.l1.3_y,%o2

        add     %o3,%o2,%o1

        std     %f2,[%o4 + %o1]

        add     %fp,.l1.2_x,%o2

        add     %o3,%o2,%o1

        std     %f2,[%o4 + %o1]

! File = "../ccode/matmul.c", Line = 32

        add     %o5,1,%o5

        cmp     %o5,5

        bl      .L19

        nop

! File = "../ccode/matmul.c", Line = 31

        add     %g1,1,%g1

        cmp     %g1,5

        bl      .L15

        nop

        add     %g1,1,%g1

        cmp     %g1,5

        bl      .L15

        nop

! File = "../ccode/matmul.c", Line = 35

        add     %fp,.l1.2_x,%o0

        add     %fp,.l1.3_y,%o1

        add     %fp,.l1.4_z,%o2

        mov     5,%o3

        call    matmul

        nop

! File = "../ccode/matmul.c", Line = 40

        mov     %g0,%i0

        ret

        restore

.section ".rodata"

.align 8

.local L24_47095

L24_47095:

.word 0x40000000

.word 0
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B.3.3 Matmul TSpec, Unopt. SPARC with Register Allocation

z(BASEz_r, 4, 8, 40);
y(BASEy_r, 4, 8, 40);
x(BASEx_r, 4, 8, 40);
c(BASEc_r, 4);

<!c, !x, !y, !z, c*4, (L2c5, c*3,
                                   (L6c9, c*3, x+~, x-~+, c*4,
                                       (L10c17, c*5, z+~~, z-~~, c*2, y+~~, y-~~, c*3, z_w+~~, z_w-+~, c*4)L10*5,
                                        c*4, c*3, ^y!!+)L6*5,
                                 c*4, ^z!!+, ^x!!+)L2*5, c*2>

B.3.4 TSpec, Unopt. SPARC, No Register Allocation

px(?_r, 0);
py(?_r, 0);
pz(?_r, 0);
pN(?_r, 0);
li(?_r, 0);
lj(?_r, 0);
l1(?_r, 0);
lj(?_r, 0);
lk(?_r, 0);
l3(?_r, 0);
l4(?_r, 0);
l5(?_r, 0);
l6(?_r, 0);
lr(?_r, 4, 8, 40);
x(?_r, 4, 8. 40);
y(?_r, 4, 8, 40);
z(?_r, 4, 8, 40);

< !all, c*2, px_w~, c, py_w~, c, pz_w~, c, pN_w~, c, li_w~, c,
    c67, c, li~, c, pN~, c*3,                                                             // c67 is where L5 starts
   (L2c, lj_w~, c,
         c59, lj~, c, pN~, c*3,
         (L6 c9, li~, c*2, l1_w~, c, lj~, c*2, l1~, c, px~, c*2, x+~, x-+, c, lr_w+, lr_w-, c, lk_w~, c,
               c51, c, lk~, c, pN~, c*3,
               (L10, c21, li~, c*2, l3_w~, c, lj~, c*2, l4_w~, c, lk~, c*2, l5_w~, c, l5~, c, l3~, c, pz~,
                   c*3, l6_w~, c, l6~, c, z+~, z-~, c, lr+, lr-, c, l5~, c, l4~, c, py~, c*2, y+~~, y-+~, c*3,
                   l6~, c, z+~, z-~, c, lk~, c*2, lk_w~, c, pN~, c*3)L10*5,
           c, lj~, c*2, lj_w~, c, lj~, c, pN~, c*3, ^y!!+)L6*5,
     c, li~, c*2, li_w~, c, li~, c, pN~, c*3, ^z!!+, ^x!!+)L2*5,
   c*2 >
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B.3.5 TSpec, Optimized SPARC Matmul

This TSpec represents the inner kernel code only.

x(?_r, 4, 8, 40);
y(?_r, 4, 8, 40);
z(?_r, 4, 8, 40);
c(?_r, 4);

< !all, c*6, (L2c6, c*6,
                        (L6c*3, x+~, x-+, c*10,
                             (L10c, y+~, y-+, c, z+~, z-~, c*3, z_w+~, z_w-+, c*4)L10*5,
                          c*4, ^y!!+)L6*5,
                     c*4, ^z!!+, ^x!!+)L2*5,
      c*2>

B.4 Daxpy

B.4.1 Daxpy C Code Listing

(mamba) /af4/daw4q/vpostuff/ccode $ more daxpy.c

#define A 3.0

#define SIZE 5

void daxpy(double x[SIZE], double y[SIZE], int N)

{

  int i;

  for (i=0; i<N; i++) {

    y[i] += A * x[i];

  }

}

/* This main() is simply to illustrate the calling of daxpy() */

main(int argc, char **argv)

{

  int i;

  int j;

  double x[SIZE];

  double y[SIZE];



165

  for (i=0; i < SIZE; i++)

      x[i] = 2.0;

  daxpy(x, y, SIZE);

}

B.4.2 SPARC, Unopt. Assembly with Register Allocation

(mamba) /af4/daw4q/vpostuff/sparc $ more daxpy_noptr.s

.section ".data"

.align 8

.K_D0:

.word 0

.word 0

.K_F0:

.word 0

.common __va_first_parm,4,4

.common __builtin_alloca,4,4

.global daxpy

.global main

.section ".text"

.align 8

daxpy:

.type daxpy,#function

! File = "../ccode/daxpy.c", Line = 6

! File = "../ccode/daxpy.c", Line = 9

        mov     %g0,%o4

        cmp     %o4,%o2

        bge     .L000

        nop

.L2:

! File = "../ccode/daxpy.c", Line = 10

        sll     %o4,3,%g1

        add     %g1,%o1,%o3

        ldd     [%o3],%f0

        sethi   %hi(L7_78297),%o5

        ldd     [%o5 + %lo(L7_78297)],%f2

        ldd     [%g1 + %o0],%f4

        fmuld   %f2,%f4,%f2

        faddd   %f0,%f2,%f0

        std     %f0,[%o3]

! File = "../ccode/daxpy.c", Line = 11
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! File = "../ccode/daxpy.c", Line = 9

        add     %o4,1,%o4

        cmp     %o4,%o2

        bl      .L2

        nop

.L000:

! File = "../ccode/daxpy.c", Line = 13

        retl

        nop

.align 8

main:

.type main,#function

.l1.1_x = -40

.l1.2_y = -80

        save    %sp,(-176),%sp

! File = "../ccode/daxpy.c", Line = 16

! File = "../ccode/daxpy.c", Line = 22

        mov     %g0,%o2

.L9:

! File = "../ccode/daxpy.c", Line = 23

        sethi   %hi(L14_78297),%o0

        ldd     [%o0 + %lo(L14_78297)],%f0

        sll     %o2,3,%o0

        add     %fp,.l1.1_x,%o1

        std     %f0,[%o0 + %o1]

! File = "../ccode/daxpy.c", Line = 22

        add     %o2,1,%o2

        cmp     %o2,5

        bl      .L9

        nop

! File = "../ccode/daxpy.c", Line = 25

        add     %fp,.l1.1_x,%o0

        add     %fp,.l1.2_y,%o1

        mov     5,%o2

        call    daxpy

        nop

        mov     %g0,%i0

! File = "../ccode/daxpy.c", Line = 27

        ret

        restore

.section ".rodata"

.align 8

.local L14_78297
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L14_78297:

.word 0x40000000

.word 0

.align 8

.local L7_78297

L7_78297:

.word 0x40080000

.word 0

B.4.3 TSpec, Daxpy, Unopt. SPARC with Register Allocation

This is the TSpec translation for the daxpy function only.

c(?_r, 4);
y(?_r, 4, 8);
x(?_r, 4, 8);
A(?_r, 4);

< !all, c*4, (L2c4, c*2, y+~, y-~, c*2, A+, A-, c, x+~, x-+, c*2, y_w+~, y_w-+, c*4)L2*5, c*2>

B.4.4 SPARC, Optimized Assembly

        mov     5,%o2

        call    daxpy

        nop

        mov     %g0,%i0

! File = "../ccode/daxpy.c", Line = 27

        ret

        restore

.section ".rodata"

.align 8

.local L14_78297

L14_78297:

.word 0x40000000

.word 0

.align 8

.local L7_78297

L7_78297:

.word 0x40080000

.word 0

       sub     %o0,%o1,%g4

        mov     %g0,%g5

        sll     %o2,3,%g6

.L2:
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! File = "../ccode/daxpy.c", Line = 10

        ldd     [%o5 + %lo(L7_78297)],%f2

        ldd     [%g3 + %g4],%f0

        fmuld   %f2,%f0,%f0

        ldd     [%g3],%f2

        faddd   %f2,%f0,%f0

        std     %f0,[%g3]

! File = "../ccode/daxpy.c", Line = 11

! File = "../ccode/daxpy.c", Line = 9

        add     %g5,8,%g5

        cmp     %g5,%g6

        bl      .L2

        add     %g3,8,%g3

.L000:

! File = "../ccode/daxpy.c", Line = 13

        retl

        nop

.align 8

main:

.type main,#function

.l1.1_x = -40

.l1.2_y = -80

        save    %sp,(-176),%sp

! File = "../ccode/daxpy.c", Line = 16

! File = "../ccode/daxpy.c", Line = 22

        add     %fp,.l1.1_x,%o4

        sethi   %hi(L14_78297),%o3

        mov     %o4,%g1

        add     %o4,40,%g2

        ldd     [%o3 + %lo(L14_78297)],%f0

.L9:

! File = "../ccode/daxpy.c", Line = 23

        std     %f0,[%g1]

! File = "../ccode/daxpy.c", Line = 22

        add     %g1,8,%g1

        cmp     %g1,%g2

        bl,a    .L9

        ldd     [%o3 + %lo(L14_78297)],%f0

! File = "../ccode/daxpy.c", Line = 25

        add     %fp,.l1.1_x,%o0

        add     %fp,.l1.2_y,%o1

        mov     5,%o2

        call    daxpy
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        mov     %g0,%i0

! File = "../ccode/daxpy.c", Line = 27

        ret

        restore

.section ".rodata"

.align 8

.local L14_78297

L14_78297:

.word 0x40000000

.word 0

.align 8

.local L7_78297

L7_78297:

.word 0x40080000

.word 0

B.4.5 TSpec, Daxpy, SPARC Optimized

c(?_r, 4);
y(?_r, 4, 8);
x(?_r, 4, 8);
A(?_r, 4);

< !all, c*8, (L2c8, c, A+, A-, c, x+~, x-+, c*2, y+~, y-~, c*2, y_w+~, y_w-+, c*4)L2*5, c*2>

B.4.6 MIPS, Unoptimized Assembly with Register Allocation

^C(mamba) /af4/daw4q/vpostuff/mips $ more daxpy_noptr.s

.globl daxpy

.globl main

.text

.align 8

.ent daxpy

daxpy:

        .frame  $sp,0,$31

 # File = "../ccode/daxpy.c", Line = 6

 # File = "../ccode/daxpy.c", Line = 9

        move    $8,$0

        bge     $8,$6,.L000

.L2:

 # File = "../ccode/daxpy.c", Line = 10

        sll     $7,$8,3

        addu    $9,$7,$5
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        l.d     $f0,($9)

        l.d     $f2,L7

        addu    $2,$7,$4

        l.d     $f4,0($2)

        mul.d   $f2,$f2,$f4

        add.d   $f0,$f0,$f2

        s.d     $f0,($9)

 # File = "../ccode/daxpy.c", Line = 11

 # File = "../ccode/daxpy.c", Line = 9

        addu    $8,$8,1

        blt     $8,$6,.L2

.L000:

 # File = "../ccode/daxpy.c", Line = 13

        j       $31

.end daxpy

.align 8

.ent main

main:

        .set    noreorder

        .cpload $25

        .set    reorder

        subu    $sp,$sp,112

        .frame  $sp,112,$31

.l1.1.84_x = 16

.l1.2.84_y = 56

        sw      $31,108($sp)

        .cprestore      104

        .mask   0x90000000,-4

 # File = "../ccode/daxpy.c", Line = 16

 # File = "../ccode/daxpy.c", Line = 22

        move    $4,$0

.L9:

 # File = "../ccode/daxpy.c", Line = 23

        l.d     $f0,L14

        sll     $2,$4,3

        addu    $3,$sp,.l1.1.84_x

        addu    $2,$2,$3

        s.d     $f0,0($2)

 # File = "../ccode/daxpy.c", Line = 22

        addu    $4,$4,1

        li      $3,5

        blt     $4,$3,.L9

 # File = "../ccode/daxpy.c", Line = 25
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        addu    $4,$sp,.l1.1.84_x

        addu    $5,$sp,.l1.2.84_y

        li      $6,5

        la      $25,daxpy

        jal     $25

        move    $2,$0

 # File = "../ccode/daxpy.c", Line = 27

        lw      $31,108($sp)

        addu    $sp,$sp,112

        j       $31

.end main

.data

.align 8

L14:

.word 1073741824

.word 0

.align 8

L7:

.word 1074266112

.word 0

B.4.7 TSpec, MIPS Unopt. Daxpy with Register Allocation

c(?_r, 4);
y(?_r, 4, 8);
x(?_r, 4, 8);
A(?_r, 4);

< !all, c*3, (L2c3, c*2, y+~, y-~, c, A+, A-, c*2, x+~, x-+,  c*2, y_w+~, y_w-+, c*2)L2*5, c>

B.5 Livermore Loops

B.5.1 Hydro (k1.c)

B.5.1.1 C Code Listing

(mamba) /af4/daw4q/vpostuff/ccode/livermore $ more k1.c

/*

 * Kernel 1 Hydro

 *
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 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

#define LOOP 50000

#ifndef TIMES

#define TIMES 100

#endif

main()

{

   double x[LOOP], y[LOOP], zx[LOOP+23];

   int i;

   for (i = 0; i < LOOP; i++)

      x[i] = y[i] = zx[i] = 3.0;

   for (i = 0; i < TIMES; i++)

      loop (x, y, zx, LOOP);

}

loop(x, y, zx, n)

double x[], y[], zx[];

int n;

{

  int k;

  double q = 12.0;

  double r = 5.2;

  double t = 13.4;

  for (k = 0; k < n; k++)

     x[k] = q + y[k] * (r * zx[k + 10] + t * zx[k + 11]);

}

B.5.1.2 TSpec, k1 kernel, SPARC Optimized Data Accesses Only

zx(?_r, 4, 8);
x(?_r, 4, 8);
y(?_r, 4, 8);

<!all, ^z!10, (L19zx+~. zx+~, zx+~, zx!+, y+~, y-+, x_w+~, x_w-+)*>
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B.5.2 First Differential (k12.c)

(mamba) /af4/daw4q/vpostuff/ccode/livermore $ more k12.c

/*

 * Kernel 12 First Diff.

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

#define LOOP 50000

#ifndef TIMES

#define TIMES 100

#endif

main()

{

   double x[LOOP], y[LOOP];

   int i;

   for (i = 0; i < LOOP; i++)

      x[i] = y[i] = 3.0;

   for (i = 0; i < TIMES; i++)

      loop (x, y, LOOP);

}

loop(x, y, n)

double x[], y[];

int n;

{

    int k;

    for (k = 0; k < n; k++)

       x[k] = y[k + 1] - y[k];

}

B.5.2.1 TSpec, k12 kernel, SPARC, Unopt. with Register Allocation

The TSpec below is for the data accesses only.

x(?_w, 4, 8);
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y(?_r, 4, 8);

<!all, (y+~, y-,-, y+~, y!+, x_w+~, x_w-+)*>

B.5.3 ICCG, Incomplete Cholesky (k2.c)

(mamba) /af4/daw4q/vpostuff/ccode/livermore $ more k2.c

/*

 * Kernel 2 ICCG (incomplete cholesky)

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

#define LOOP 50000

#ifndef TIMES

#define TIMES 4000

#endif

main()

{

   double x[LOOP], v[LOOP];

   int i;

   for (i = 0; i < LOOP; i++)

      x[i] = v[i] = 3.0;

   for (i = 0; i < TIMES; i++)

      loop (x, v, LOOP);

}

/*

 * KERNEL 2

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

loop(x, v, n)

double x[], v[];

int n;

{
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   int i, k;

   int ii, ipntp, ipnt;

     ii = 1001;

     ipntp = 0;

L2:  ipnt = ipntp;

     ipntp = ipntp+ii;

     ii = ii/2;

     i = ipntp;

     for (k = ipnt+1; k < ipntp; k+=2) {

       i++;

       x[i] = x[k] - v[k]*x[k-1] - v[k+1]*x[k+1];

       }

     if (ii > 1) goto L2;

}

B.5.3.1 TSpec, k2 kernel, Optimized SPARC

The TSpec below is for data accesses only.

v(?_r, 4, 8);
x(?_r, 4, 8, “ii”);

<!all, ((x~-, v-, x+, v~+, x~~+, x_w~~-)* )*>

B.5.4 Inner Product (k3.c)

B.5.4.1 C Code Listing

(mamba) /af4/daw4q/vpostuff/ccode/livermore $ more k3.c

/*

 * Kernel 3 Inner Product

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

#define LOOP 50000

#ifndef TIMES

#define TIMES 100

#endif
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main()

{

   double x[LOOP], z[LOOP];

   int i;

   for (i = 0; i < LOOP; i++)

      x[i] = z[i] = 3.0;

   for (i = 0; i < TIMES; i++)

      loop (x, z, LOOP);

}

/*

 * KERNEL 3 INNER PRODUCT

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

loop(x, z, n)

double x[], z[];

int n;

{

   int k;

   double q = 52.3;

   for (k = 0; k < n; k++)

      q  = q + z[k] * x[k] + z[k + 1] * x[k + 1];

}

B.5.4.2 TSpec, k3 kernel, Optimized SPARC

x(?_r, 4, 8);
z(?_r, 4, 8);

<!all, (x-, z-, x~+, z~+)*>
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B.5.5 Tri-Diagonal Elimination (k4.c)

B.5.5.1 C Code Listing

(mamba) /af4/daw4q/vpostuff/ccode/livermore $ more k4.c

/*

 * Kernel 4 Tri-Diagonal Elimination

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

#define LOOP 1001

#ifndef TIMES

#define TIMES 100

#endif

main()

{

   double x[LOOP], y[LOOP];

   int i;

   for (i = 0; i < LOOP; i++)

      x[i] = y[i] = 3.0;

   for (i = 0; i < TIMES; i++)

      loop (x, y, LOOP);

}

/*

 * KERNEL 4 BANDED LINEAR EQUATIONS

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

loop(x, y, n)

double x[], y[];

int n;

{
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   int i, k, lw, j;

   int m = (1001-7)/2;

   double fw = 1.00000E-25;

   double temp;

   for (i = 0; i < n; i++) {

      for (k = 7; k<1001; k +=m) {

         lw = k-6;

         temp = x[k-1];

         for (j = 5; j < n; j +=5) {

            temp = temp - x[lw]*y[j];

            lw++;

            }

         x[k-1] = y[5] * temp;

         }

      }

}

B.5.5.2 TSpec, k4 kernel, Optimized SPARC

x(?_r, 4, 20, m);
y(?_r, 4, 20);

<((!x, x~+, !y, (y+~,y-+, x+, x-)*, y5, ^x!+, x)*)*>

B.5.6 Tri-diagonal Elimination (k5.c)

B.5.6.1 C Code Listing

(mamba) /af4/daw4q/vpostuff/ccode/livermore $ more k5.c

/*

 * Kernel 5 Tri-Diagonal Elimination

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

#define LOOP 50000

#ifndef TIMES

#define TIMES 100

#endif
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main()

{

   double x[LOOP], y[LOOP], z[LOOP];

   int i;

   for (i = 0; i < LOOP; i++)

      x[i] = z[i] = 3.0;

   for (i = 0; i < TIMES; i++)

      loop (x, y, z, LOOP);

}

/*

 * KERNEL 5 TRI-DIAG

 *

 * Translated from Fortran by Sanjay Jinturkar

 * 6/28/92

 */

loop(x, y, z, n)

double x[], y[], z[];

int n;

{

   int i;

   double q = 52.3;

   for (i = 0; i < n; i++)

      x[i] = z[i] * (y[i] - x[i - 1]);

}

B.5.6.2 TSpec, k5 kernel, Optimized SPARC

z(?_r, 4, 8);
y(?_r, 4, 8);
x(?_r, 4, 8);

<!all, (x+, x-+, y+, y-+, z+, z-+, x_w+, x_w-+)*>
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