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Abstract

It is well established that the human auditory system is capable of filling in missing
pieces of a speech stream through a process known as phonemic restoration, yet a neu-
ral understanding of this phenomenon has been limited by the lack of a suitable animal
model. Songbirds, and especially zebra finches, have proven to be a fruitful model for
speech perception and production, making them a promising model for studying restora-
tion of complex vocalizations. In this work, I established through behavioral testing that
zebra finches experience this illusion and then recorded single-unit neural data to charac-
terize the neural representation of restored birdsong. Using a decoding method, I was able
to identify neural responses consistent with restoration. These responses were widely dis-
tributed through the avian auditory cortex but especially strongly represented in the deep
auditory pathway. I also found that the evidence for restoration grew stronger over the
course of the missing syllable, suggesting the involvement of an internal predictive model
that suppresses the incoming auditory signal.
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1
Introduction

Speech processing

The brain faces an immense challenge in the auditory processing of speech. A typical speech

rate for American English is 3.7 words per second (Goldman-Eisler, 1961), and each word may

be composed of multiple phonemes which differ from each other by mere milliseconds. Voiced

and voiceless consonants, such as /d/ and /t/ or /b/ and /p/, are discriminable based on a dif-

ference of 10 ms for the onset of the first formant (Liberman et al., 1958).

The solution to the problem is not so simple as tuning the auditory system to detect these

differences. A speaker does not produce the same phoneme the same way every time. Within
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an individual, there is a large spread in phoneme production based on factors like vocal empha-

sis, speech speed, the position of a phoneme within a word, and the phonotactics of adjacent

phonemes (Liberman et al., 1967). Between speakers, the variation is more severe. The sex and

age of a speaker influences the size of the vocal tract, which alters the location of formants, and

regional accents shift phoneme boundaries (Peterson and Barney, 1951). Non-native speakers

may use a different inventory of phonemes than that of native speakers (Sereno et al., 2002).

It is clear that the auditory system can only partially rely on the acoustics of the auditory sig-

nal as detected by the cochlea when processing speech. Indeed, studies have shown that speech

perception is strongly influenced by internal models and expectations and that manipulating

expectations alters perception (McGurk andMacDonald, 1976, Kohn, 1981, Niedzielski,

1999). These internal models become even more important when the acoustic speech signal

is corrupted, as in the presence of background noise (McGowan, 2015).

Much of natural speech processing occurs in noisy environments, and these environments

present a particular challenge to listeners with disordered hearing or perception. School-aged

children who struggle with reading also tend to have particular problems processing speech in

noisy environments—like most elementary school classrooms—putting them further at risk

of falling behind (Mody et al., 1997). Older adults with hearing loss also struggle with speech

perception in noisy or multi-speaker environments (Dubno et al., 1984, Lunner, 2003), and

this difficulty can exacerbate the isolation of this population.

The social importance of being able to perceive speech in noisy environments and the com-

plexity of the task make it both interesting and important to understand the neural mech-

anisms that accomplish it. Much progress has been made in understanding the electroen-

cephalographic (EEG) correlates of speech perception within a “cocktail party” background.

Both low and high frequency oscillations preferentially track attended speech over ignored

speech (Ding and Simon, 2012, Zion Golumbic et al., 2013), but the differential strengths of

these entrainments are reduced in populations affected by hearing loss (Petersen et al., 2017)

while EEG correlates of listening effort increase (Dimitrijevic et al., 2019). The features of the
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single-neuron responses that create these ensembles, however, are still inaccessible through cur-

rent technologies, making animal models an important tool in this research.

Birdsong as a model for speech

Songbirds are one of only a few groups of animals, including humans, that learn aspects of

their vocal communication rather than producing vocalizations innately. In zebra finches (Tae-

niopygia guttata), a popular species for studying vocalizations, juveniles exhibit a sensitive pe-

riod for song learning between 25 and 90 days post-hatch (dph), during which time they must

hear the song of an adult male to develop species-typical song (Ölveczky and Gardner, 2011).

Juveniles then practice the learned song, producing successively more expert renditions as they

progress through the vocal development stages which bear resemblance to the development

of speech in human infants (Doupe and Kuhl, 1999). The fully crystallized songs are subse-

quently used for social behaviors such as courtship, pair-bond maintenance, and territory de-

fense (Mooney et al., 2008).

The vocal learning that enables birds to produce complex sequences of sounds proceeds con-

comitantly with development of the auditory system, which is necessary for males to internalize

a model of the tutor song and to compare their vocal production with that model (Mooney,

2009) and for females to tune their auditory systems toward quality male song (Hauber et al.,

2016). Brainstem auditory responses mature by 20 dph (Amin et al., 2007), and this timing

corresponds with the opening of the sensitive period for song learning (Doupe and Kuhl,

1999). Exposure to tutor song in both males and females during this time is critical to normal

development of the auditory system, both behaviorally and at the neuron level (Woolley, 2012).

In females, atypical auditory development induced by rearing in an environment deprived of a

male tutor results in atypical mate preference (Chen et al., 2017), and in both sexes, perceptual

discrimination ability is reduced (Sturdy et al., 2001). Within the auditory system, depriving a
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juvenile songbird of conspecific song results in systematic differences in the morphology and

physiology of forebrain auditory neurons (Lauay et al., 2005, Chen andMeliza, 2020).

Human infants similarly experience a sensitive period for language learning that opens very

early in infancy and gradually tapers off throughout late childhood and early adulthood (New-

port et al., 2001). As in juvenile songbirds, perceptual development leads the development of

vocal productions, although the development of perception and production is not as tempo-

rally separated in human infants as it is in juvenile songbirds. At only a few months of age,

infants show a differential response to native-language and foreign-language speech (Mehler

et al., 1988), and native-language specific perception develops around six months earlier than

language-specific production (Kuhl et al., 1992).

The developmental parallels between human infants and juvenile songbirds are further

strengthened by the acoustic similarities of birdsong and speech. Birdsong is acoustically com-

plex with hierarchically structured sound sequences that build from single notes into syllables

and then motifs, much like speech is built on phonemes that form syllables that form words

(Doupe and Kuhl, 1999, Berwick et al., 2011).

Despite the behavioral similarities between songbird and human vocalizations, anatomical

differences between the avian and mammalian brains have been seen as a limitation of using

birdsong as a model for speech. In both groups, sound waves are detected by the cochlea and

passed through a similar series of brainstem, midbrain, and thalamic nuclei (Karten, 1968,

Jarvis et al., 2005, Woolley and Portfors, 2013), but the mammalian telencephalon is charac-

terized by the six-layered cortex, with its precise stratifications and columnar processing units.

The avian pallium, by contrast, is organized in a combination of lamina and nuclei (Jarvis et al.,

2005, Reiner et al., 2005).

A growing body of research, however, points to a number of surprising parallels in the cir-

cuitry, molecular markers, and genetic influences in the forebrains of songbirds and humans

despite their gross anatomical differences. Information processing in the avian auditory pallium

is hierarchical with population coding characteristics and a canonical microcircuit that bear
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strong resemblance to mammalian cortex (Wang et al., 2010, Calabrese andWoolley, 2015).

The extent and distribution of cortical and striatal neurons as well as their projection targets

are consistent between mammalian cortex and avian pallium (Reiner et al., 2005). Neuronal

markers for mammalian layer 4 input and layer 5 output neurons are present in subgroups of

avian pallial neurons with the same connectivity patterns but different spatial arrangements

(Dugas-Ford et al., 2012).

The true test of birdsong as a model for speech lies in its ability to answer outstanding ques-

tions about the nature of speech and speech processing. Humans will always be the best or-

ganism in which to study speech because humans are the only organism that uses it; despite its

learned nature and acoustic complexity, birdsong cannot model important features of speech

such as complex syntax and semantics (Berwick et al., 2011). In humans, however, we are lim-

ited to research technologies like functional magnetic resonance imaging (fMRI) or electroen-

cephalography (EEG) which provide severely limited temporal or spatial resolution of brain

activity. To understand the neuron- or circuit-level details of complex speech-like behavior,

songbirds provide a compelling and productive alternative.

Reconstructing speech in noise

Returning to the challenge of perceiving speech in noisy environments, songbirds pro-

vide an ideal model for probing the neural circuitries that allow the brain to compensate for

partially-degraded signals. Songbirds are social animals that often live within large colonies,

and the acoustic similarities between speech and birdsong mean that both human and avian

auditory systems are challenged by similar noise-induced signal degradation (Bee andMicheyl,

2008). Studying the neural mechanisms that are responsible for allowing birds to perceive con-

specific song in noise will shed light on when and why certain human populations experience

increased difficulty perceiving speech in noise.

5



Broadly, the study of speech perception in a noisy environment is known as the “cocktail

party effect,” a term introduced by Colin Cherry in 1953 to describe the auditory challenge of

attending to a single speaker in a multi-speaker background (Cherry, 1953). This term encom-

passes the effects of attention on speech perception in noise, the masking effects of noise on

peripheral auditory responses, and auditory streaming effects (Bronkhorst, 2015). Research in

these areas can uncover not only the mechanisms of noise robustness in the auditory system but

also the fundamental building blocks of speech perception through careful study of where and

how speech perception breaks down when challenged by noise (e.g. Festen and Plomp, 1990,

Ericson et al., 2009, Ellinger et al., 2017, Vanthornhout et al., 2019). Animal studies have the

potential to add detailed neuron-level information to the behavioral and EEG research con-

ducted with human participants as well as cross-species comparative research that may identify

conserved strategies of identifying vocalizations in acoustically complex environments (Bee and

Micheyl, 2008).

One auditory phenomenon that has generated interest across human and animal researchers

is phonemic restoration, or auditory continuity as it is typically termed in animal research.

Phonemic restoration was first described byWarren (1970) as the illusory perception of a deleted

phoneme when the deletion is covered by intense, broadband noise, and the specifics of the illu-

sion in speech were further refined by Bregman (1999). In animal models, the illusion is usually

simplified to a pure tone interrupted by noise or a simple, tone-like vocalization (Miller et al.,

2001, Petkov and Sutter, 2011). This type of auditory continuity is prevalent across a wide

range of species, indicating a bias towards an assumption of stimulus continuity in the auditory

pathway in the absence of conflicting evidence (Sugita, 1997, Braaten and Leary, 1999, Petkov

et al., 2007), and the neural signature of this type of restoration is evident in the mammalian

auditory pathway in primary auditory cortex (Petkov et al., 2007) and potentially as early as the

auditory brainstem (Bidelman and Patro, 2016).

The limitation of auditory continuity as a model for phonemic restoration is the spectral

and temporal simplicity of the stimuli compared to speech as well as the limited behavioral rele-
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vance of the stimuli. While auditory continuity can be explained through a simple feed-forward

model (Husain et al., 2005, Riecke et al., 2012), phonemic restoration is influenced by the fa-

miliarity and meaningfulness of the stimuli (Ishida and Arai, 2016) as well as the context in

which it is presented (Sivonen et al., 2006, Grossberg and Kazerounian, 2011). The use of more

complex, speech-like stimuli, such as birdsong, in a restoration paradigm has the potential to

more directly model phonemic restoration while retaining the benefits of an animal model.

Seeba and Klump (2009), for example, demonstrated enhanced restoration of conspecific over

heterospecific birdsong in European starlings. To date, however, there has been no investiga-

tion of the neural responses to restoration-inducing stimuli in the areas of the songbird brain

responsible for high-level auditory processing.

The present work grows out of an interest in bridging this gap between the neural mecha-

nisms and the perception of complex vocalizations as well as computational research on neural

signal processing indicating that a subset of neurons in an area of the avian auditory pathway

involved in the perception of conspecific vocalizations show enhanced robustness to noise in

an auditory signal (Bjoring andMeliza, 2019). In the following chapters, I explore the percep-

tion and accompanying neural responses of zebra finches to partially occluded conspecific song,

investigating the effects of stimulus familiarity, as well as the ways in which stimulus coding

changes across the levels of the auditory forebrain at both a single-neuron and population level.

Finally, I conclude with a discussion of the implications of this research on the understanding

of the auditory processing of birdsong and human speech perception, as well further areas of

research suggested by this work and others.
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2
Perception of auditory restoration in the

zebra finch

Introduction

Background noise during speech presents a serious threat to successful communication.

Both environmental noises and the noise of multi-speaker backgrounds are capable of obscur-

ing the fine acoustic features of speech and degrading intelligibility. To compensate for this, the

auditory system has developed a number of mechanisms, both peripheral and central, to mit-

igate the effects of noise on speech intelligibility (Bronkhorst, 2015). Binaural listening with
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the accompanying interaural time and level differences helps to unmask speech and aid intel-

ligibility at the peripheral level (Ellinger et al., 2017). Cues such as spectral characteristics of

voices and spatial separation of sound sources promote streaming effects (Festen and Plomp,

1990, Ericson et al., 2009). Attention also affects the degree to which speech can be tracked in

competing noise (Vanthornhout et al., 2019).

Beyond mechanisms for improving the detection and signal-to-noise ratio of speech, the

brain also has mechanisms to fill in parts of the speech signal that were lost to noise, much like

the visual system fills in the blind spot or a partially occluded object (Komatsu, 2006). Phone-

mic restoration is an ideal model for studying the mechanisms of auditory filling-in because it

is a well-defined auditory processing paradigm that reduces many of the variables involved in

natural listening. First described byWarren (1970), the phenomenon of phonemic restoration

is an auditory illusion in which listeners report hearing a deleted phoneme when the deletion is

replaced with noise but not when left as a silent gap. This effect is at least partially knowledge-

dependent, as the illusion is stronger for real versus nonsense words and for native versus non-

native speakers (Ishida and Arai, 2016).

Efforts to test phonemic restoration in animal models have focused on the auditory conti-

nuity illusion, which abstracts phonemic restoration away from a speech-specific signal. In this

illusion, a simple tone is interrupted by a short burst of noise, producing the illusion that the

tone has continued behind the noise. This form of auditory restoration has considerable be-

havioral evidence among non-human primates (Petkov et al., 2003), cats (Sugita, 1997), and

rodents (Kobayasi et al., 2012). The auditory continuity illusion, however, presents several

important limitations: the simple tone signals do not have behavioral relevance for the animal

subjects, and the occluded section of tone can be extrapolated from the signal on either side of

the occlusion, potentially eliminating the need for involvement of top-downmechanisms in the

restoration.

The widespread prevalence of the auditory continuity illusion among animal models as well

as behavioral studies of auditory restoration in European starlings (Braaten and Leary, 1999,
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Seeba and Klump, 2009) suggests that zebra finches should perceive the auditory restoration

illusion. However, this assumption has not been tested. Establishing zebra finches’ perception

of auditory restoration would provide a model for understanding the neural basis of auditory

restoration as well as the effects of development and auditory experience, including environ-

mental and genetic manipulations, on a complex listening task. The use of behaviorally rele-

vant stimuli, like conspecific song, also presents the opportunity to investigate the effects of

knowledge and context on the perception of restoration. In humans, there exist striking differ-

ences in the perception of phonemic restoration between native and non-native speakers of a

language (Samuel and Frost, 2015, Ishida and Arai, 2016) as well as between meaningful and

nonsense words or phrases (Verschuure and Brocaar, 1983, Sivonen et al., 2006, Groppe et al.,

2010). Seeba and Klump (2009) reported similar effects in starlings listening to conspecific and

heterospecific song, but the question of whether this effect extends to social familiarity with

conspecific songs has not been addressed.

Here, we adapt a paradigm established by Petkov et al. (2003) for testing the perception of a

continuity illusion in macaque monkeys to assess auditory restoration in zebra finches. We fur-

ther investigate whether social familiarity with the song stimuli used in the experiment increases

susceptibility to the restoration illusion.

Methods andMaterials

Animals

All animal use was performed in accordance with the Institutional Animal Care and Use Com-

mittee of the University of Virginia. Adult zebra finches were obtained from the University of

Virginia breeding colony. Eight zebra finches were used for song familiarization and 12 were

trained on the behavioral experiment.

10



Song recording and social familiarization

Recordings were made of the songs of eight adult male zebra finches to use as stimuli in the be-

havioral and electrophysiological experiments. Each singer was housed individually in a sound

isolation box (Eckel Industries, Cambridge, MA) with ad libitum food and water on a 16:8

h light:dark schedule. A lavalier microphone (Audio-Technica Pro 70) was positioned in the

box near a mirror to stimulate singing. The microphone signal was amplified and digitized with

a Focusrite Scarlett 2i2 at 44.1 kHz, and recordings to disk were triggered every time the bird

vocalized using Jill (https://github.com/melizalab/jill; version 2.1.4), a custom C++ real-

time audio framework. A typical recording session lasted 1–3 days. From each bird’s recorded

corpus, a single representative motif was selected and high-pass filtered using a 4th-order But-

terworth filter with a cutoff frequency of 500 Hz.

Subsequent to song recording, the eight males were randomly assigned to two groups of four

and housed in group cages in separate rooms in the breeding colony. Experimental birds were

housed in one of the group cages for at least one week to become familiar with the songs of the

recorded males. Experimental birds were assigned essentially at random, but with the constraint

that they had no prior social contact with the males in the group cage that they were not placed

in. Thus, familiarity was counterbalanced, with half of the motifs familiar to a different half of

the experimental subjects.

Behavioral experiment

Operant apparatus Behavioral experiments were run on a single-board computer (Bea-

glebone Black) with a custom expansion board (https://meliza.org/starboard, revision

A2A) that interfaced with the operant manipulanda, cue lights, house lights, and feeder. The

experiments were implemented using decide (https://github.com/melizalab/decide; ver-

sion 3.2.1), an event-driven framework our lab has developed for controlling behavioral exper-

iments. Each subject was housed individually in an acoustic isolation box (Eckel Industries)

with its own apparatus and single-board computer, which sent the trial data it collected to a
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centralized database (django-decide-host; https://github.com/melizalab/django-decide-host).

Acoustic stimuli were presented by the single-board computer through an Altec Lansing Or-

bit iML227 USB speaker. The subject interacted with the apparatus by pecking an opening in

a custom printed circuit board fitted with infrared beam-break detectors and cue lights. Re-

inforcement was standard finch seed, delivered through a custom 3D printed inlet housing a

motorized screw shaft, which was advanced by a stepper motor for 500 ms to deliver approxi-

mately 3 seeds (median; range 0–13).

Shaping Following social exposure, behavioral subjects were moved to an acoustic isolation

box and allowed to acclimate for 1–3 days. Throughout the subsequent shaping, training, and

testing stages of the experiment, birds were maintained in the box on an semi-open economy.

They received seed from the feeder at 5–10 minute intervals throughout the day, but the feeder

was shut off at least 30 minutes before beginning a training or testing session. During sessions,

food was only available by completing trials. Behavior was monitored to ensure birds received

adequate food, feeding intervals were adjusted to ensure the birds maintained surplus seed, and

sessions were terminated if the bird went for more than 4 hours without eating.

Subjects were trained to peck the response panel using a standard autoshaping paradigm.

First, a cue light located near the opening was lit just before automatic food delivery. Once the

bird started pecking at the opening, automatic food delivery stopped, and reinforcement was

only given after pecking. It was often helpful to suspend a small piece of string in the opening

during this initial shaping stage to encourage exploration. There were three blocks of 100 trials:

in the first block, the bird had to peck the lit opening once; in the second, it had to peck twice;

and in the third, the bird had to peck twice, but the cue light was eliminated. One of the 12

birds was excluded during this stage because it failed to learn the pecking behavior.

Stimuli For each of the eight motifs, eight variants were constructed using a 2 × 2 × 2

design (Figure 2.1). The first factor was the timing of the critical interval chosen for manipula-

tion. Two non-overlapping intervals were chosen for each motif, avoiding both the first and last
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notes of the motif. The second factor was whether the motif was continuous or discontinuous.

The discontinuous variants were constructed by deleting the sound in the critical interval. The

third factor was the duration of white noise added to the motif. In the occluding case, the noise

was only present during the critical interval; in the masked case, the noise was present through-

out the motif. Following Petkov et al. (2003), edge artifacts were minimized by applying a 3

ms cosine ramp to the onsets and offsets of the noise and the gaps in the occluding case. In the

masked case, noise onset and offset used a 25 ms cosine ramp.

The stimuli were amplified so that the unmodified motifs all had a RMS amplitude of 50±2

dB SPL at the location where the bird interacted with the operant response panel, as measured

by an NTi Audio XL2 Sound Level Meter. For each variant, the amplitude of the white noise

was varied relative to the song in 5 dB increments between 20 and−15 dB signal-to-noise ratio

(SNR), corresponding to SPLs between 30 and 65 dB. Thus, there were a total of 512 different

stimuli. For an example of the full set of stimuli generated for one motif, see Figure 2.1.

Behavioral task Initial auditory shaping consisted of a single song motif. The bird pecked

to initiate a trial and a song motif was presented. A second peck within 1 s of the end of the

motif was rewarded. In the second stage of auditory shaping, the bird listened to two motifs

and was rewarded for withholding a peck until the second motif was presented.

After shaping was completed, birds were trained on the main task, which was to detect a

motif with a gap in a sequence of otherwise identical but continuous motifs presented with

200 ms inter-stimulus intervals. The position of the discontinuous motif in the sequence was

random, but the first motif was always continuous. The finches had a short window from the

start of the gap in the discontinuous motif to peck for a correct response, which was rewarded

with seed. Pecking at any other time during the trial was a false alarm, and failure to peck when

there was a discontinuous motif was a miss. False alarms and misses were punished with a 2 s

“time-out” during which the house lights were extinguished and trials could not be initiated.

Stimulus playback ended immediately after a peck response, whether correct or incorrect. On
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Figure 2.1: All stimulus variants for a single motif.
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20% of the trials, all of the motifs were continuous, so the correct response was to withhold a

peck, and a reward was delivered at the end of the motif set.

The initial training only used familiar motifs, and only the variants with occluding noise.

To make the starting difficulty as low as possible while still allowing the birds to learn the task,

the SNRwas 20 dB, the critical interval was 200 ms, the sequence was three motifs long, and

the finches had a 2 s window from the start of the gap in the discontinuous motif to peck for

a correct response, which was rewarded with food. The difficulty of the task was progressively

increased by incrementally shortening the response window from 2 s to 1 s, then reducing the

critical interval from 200 ms to 150 ms to 100 ms, then increasing the number of motifs from

3 to 4 to 5. For the purpose of tracking performance, the log-odds ratio (LOR) was calculated

empirically from sliding blocks of 50 trials as

LOR = log

((
H
M

× CR
FA

) 1
2
)
.

whereH is the proportion of trials with hits,M is the proportion with misses, CR is the pro-

portion with correct rejections, and FA is the proportion with false alarms. To be included in

the study, birds had to achieve and maintain performance above an LOR of 1. Birds that failed

to show a systematic increase in performance over a two week period were excluded. Five of

the 12 birds were excluded during task-specific shaping. The remaining six subjects learned the

task within 15700± 7800 trials and achieved a final LOR of 1.15± 0.09 (see Table 2.1 for full

breakdown of trials).

Five of the 12 birds had previously been trained on a similar same-different task where they

were asked to detect the different song motif in a set. Of those birds, three successfully learned

the new task and were included in this study, and two were excluded during task-specific shap-

ing.

Testing auditory restoration Auditory restoration is characterized by an illusion

of continuity when a gap in a stimulus is occluded by noise of similar amplitude. Thus, as the
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Table 2.1: Trial numbers per block during task‐specific training.

Subject 3 Motifs 4 Motifs 5 Motifs Ending LOR Sex Group
O186† 3268 3044 839 1.15± 0.19 M A
P17 2703 8193 12340 1.24± 0.19 F A
P24 2832 10195 13344 1.02± 0.26 M A
P29 2807 13371 12588* F B
P30 1360 6104* M B
P35 2155 7671 3923* M A
P42 1876 6772 10203 1.20± 0.22 F A
P49† 10375 2237 9327 1.20± 0.17 F B
P52† 191 687‡ F B
P76† 3731 2063 1729 1.06± 0.19 M B
P8† 4980 3920* F B

*bird was excluded during this stage
†bird was previously trained on a similar same-different task
‡bird was excluded for low trial initiation

noise amplitude increases, the odds of responding during the correct interval is expected to

decline while the false alarm rate remains constant. We tested this prediction by systematically

varying the amplitude of the occluding noise from 20 to –15 dB SNR. The noise level was the

same for all motifs within a trial. Trials with louder noise were introduced in stepwise blocks.

That is, we started with all the trials at 20 dB SNR, then switched to a new block with 30%

trials at 15 dB SNR. In the next block, there were 22% trials at 15 dB, 22% trials at 10 dB, and

so forth. We stopped on the block where the lowest SNRwas 0 dB (50 dB SPL) or where the

performance on the lowest-SNR stimuli dropped below chance, whichever came later. This

procedure ensured that a large proportion of the trials in each block were relatively easy for the

bird, which helped to maintain baseline performance and reduced the likelihood that birds

would become frustrated and switch to a guessing-based strategy.

During testing sessions, the unfamiliar motifs were included for the first time, and trials with

occluded variants were randomly interleaved with trials with masked variants. The noise inten-

sity distribution in the masked trials was matched to that of the occluded trials. Masking noise

is an important control because it is more difficult for the birds to detect gaps in the motif but

does not induce an illusion of continuity, so the decline in performance with noise amplitude is
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expected to be shallower. Moreover, without an illusory percept to fool the bird into thinking

the stimulus is continuous, performance is only expected to decline to chance.

Data analysis The data from the behavioral experiment comprised a total of 63,134 tri-

als from the six birds included in the study. After an initial exploratory analysis, we excluded

one bird because its false alarm rate on the catch trials (with no gap) was greater than its hit

rate. This left 50,809 trials (range 5085–13,611 per bird). Each trial was split into 1–5 intervals,

one for each motif the bird heard (recall that trials terminated immediately after the bird re-

sponded). Each interval was coded with a single binary dependent variable, peck, which was 1 if

the bird pecked during the interval and 0 otherwise, and with seven independent variables: dB,

the amplitude of the noise (coded as a factor with 8 levels); gap, the presence of a gap in the mo-

tif; position, the position of the interval in the sequence (coded as a factor); familiarity, whether

the subject had been exposed to the motif in social housing; condition, whether the noise was

occluding or masking; bird, the identity of the subject (coded as a factor); and song, the identity

of the motif variant (two gap positions per motif, coded as a factor).

A generalized linear mixed-effects model (GLMM) was used to infer the effects of noise

intensity and familiarity on the subjects’ ability to detect the motif with a gap in it. Peckwas

modeled as a binomial random variable with log odds that depended on a linear function of

dB, gap, position, familiarity, and their interactions. Two of the higher-order interactions

(dB*position*familiarity and db*gap*position*familiarity) had to be removed for the parameter

estimation to converge. Random effects were included to account for variations in psychophys-

ical curves associated with subject and motif identity (Figure 2.2 and Figure 2.3), with motif

identity nested in subjects. The parameters were estimated in R using lme4 (version 1.1-23).

The model specification was as follows:

peck ~ 0 + dB*gap*familiarity + dB*gap*position + (0 + ndB |

subject/song) + (0 + ndB:gap | subject/song)
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Figure 2.2: Hit and false alarm rates for each behavioral subject. For most subjects, initial performance was highest for the
familiar motifs (blue). Some subjects (e.g. P76) showed different thresholds for different motifs and higher performance
variability overall, while others (e.g. P24) performed very consistently across all motifs.
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In this formulation, the parameters have the following interpretations: dB gives the false

alarm odds for unfamiliar stimuli at each of the eight noise levels; dB:gap gives the log odds ra-

tio of pecking when a gap is actually present, again for unfamiliar stimuli and at each of the

noise levels; dB:familiarity gives the effect of familiarity on the log odds of false alarms; and

dB:gap:familiarity gives the effect of familiarity on the log odds ratio for detecting a gap. The

dB:position and dB:gap:position parameters correspond to the effect of position within the se-

quence on false alarm rate and performance respectively. These are essentially nuisance param-

eters, but they need to be included because the intervals are otherwise not independent – the

probability of pecking in later intervals depends on the bird not pecking earlier in the trial –

and the distribution of responses was not uniform across the intervals, especially at low SNR

(Figure 2.4). Because the model is nonlinear and has many interactions, effects and confidence

intervals are reported as estimated marginal means, calculated using the emmeansR package

(version 1.5.4).

The data for trials with masking noise were analyzed using the same model, but separately.

This was to avoid introducing another interaction into an already complex model.

Results

We tested the perception of auditory restoration in zebra finches using an oddball-detection

paradigm (Figure 2.5a). Birds were trained to detect a brief discontinuity in a 50 dB conspecific

song motif. To create these discontinuities, we selected a 100 ms critical interval in the motif

and elided the song note within that interval, replacing the note with white noise (Replaced

condition). The remaining motifs in the set were continuous versions of the same motif with

white noise added on top of the critical interval (Added condition). Eight song motifs were

used as stimuli in this task with two different critical intervals for each for a total of 16 stimuli.

Songs were recorded frommales in our colony, and the experimental birds were socialized with

four of those males prior to training (Figure 2.5b) so that half of the stimuli were familiar (F+)
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Figure 2.4: As SNR decreases, birds respond later in the motif sequence. At –10 and –15 dB SNR, there is a clear tendency of
birds to delay responses until the last motif presentation.
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to them and half were unfamiliar (F–). Familiarity was cross-balanced within our experimental

birds so that the same stimuli were F+ for some birds and F– for other birds.

At high signal-to-noise ratios (SNR), trained birds (N = 5) showed proficient performance,

despite the difficulty of learning the task (7 of 12 birds were excluded for failing to reach in-

clusion criteria). At 20 dB SNR, the mean hit rate was 0.50 ± 0.07 with a false alarm rate

of 0.06 ± 0.03 (Figure 2.5c). As SNRwithin the critical interval decreased, oddball detec-

tion became more challenging, and hit rate decreased. The slope of the drop-off in hit rate was

similar across all subjects, but subjects showed individual perceptual thresholds. Individual

false-alarm rate stayed constant across noise levels and showed low between-subject variability

(Figure 2.5c).

As SNR decreases and the task becomes more challenging, we expect performance to go to

chance (LOR= 0) unless the auditory restoration illusion comes into play at low SNR. In

that case, we expect performance to drop below chance: the bird is not guessing when it hears

theReplaced stimulus because it is convinced that it heard the Added stimulus. To estimate

this effect, given the within- and between-subject variability, we fit the data with a generalized

linear mixed-effects model (GLMM) and assessed group performance with the marginal pa-

rameter estimates (Figure 2.5d). Because the behavioral task allows theReplaced stimulus to

occur in different positions throughout the motif set, we included the oddball position in the

the GLMM. The results presented here and in Figure 2.5d are taken from the estimates of per-

formance when theReplaced stimulus occurs in the second position; detection in the second

position is the most challenging task (equivalent to a same-different task) and will be least af-

fected by perceptual anchoring effects (Banai and Ahissar, 2010), as we did see evidence of this

effect in our data (Figure 2.6).

Task performance provided strong evidence that zebra finches are susceptible to the auditory

restoration illusion. Despite the difficulty of the task, birds were able to perform at a high level

at positive SNR dB with LORwell above chance (Figure 2.5d). As expected if subjects expe-

rienced the illusion, subject performance dropped below chance to LOR= −1.19 at –10 dB

22



Signal-to-noise dB

Added

100ms

Replaced

PECK

FALSE ALARM HIT

MISS

A B

C D

−2

0

2

4

20 10 0 −10

Lo
g-

od
ds

ra
tio

(L
O

R
)

Signal-to-noise dB

F+
F-

hit
false alarm

0.0

0.2

0.4

0.6

H
it

&
fa

ls
e

al
ar

m
ra

te
s

20 10 0 −10

1.0

8.0

Fr
eq

(k
H

z)

Figure 2.5: Illusory perception of continuity during oddball detection task. A. Subjects performed an oddball detection task to
identify a discontinuous song in a series of continuous songs. Signal‐to‐noise ratios varied between 20 dB and –15 dB. The
red line under the song indicates the critical interval for this stimulus. B. Prior to the behavioral task, the subject (red) was
familiarized with four of the males whose songs were used in the task (orange). The other four song motifs were unfamiliar
to the subject (gray). C. Perceptual thresholds differed between subjects with the hit rate dropping at lower noise levels for
some birds than others (solid lines). False‐alarm rate stayed constant across noise levels and showed lower between‐subject
variability (dotted lines). D. GLMM estimates of log‐odds ratio performance across noise levels, accounting for within‐ and
between‐subject variability. Task performance dips below chance at –10 dB (LOR= −1.19, z = −2.20, p = 0.028, 90%
CI= {−2.24,−0.13}) across all stimuli, indicating an illusory percept. Contrary to expectation, the effect was stronger
for unfamiliar (F–, gray) stimuli (LOR= −1.56, z = −2.77, p = 0.006, 90% CI= {−2.66,−0.46}) than familiar
(F+, orange) stimuli (LOR= −0.81, z = −1.47, p = 0.14, 90% CI= {−1.90, 0.27}), and the difference between
familiarity was significant at –10 dB (LOR= 0.74, z = 2.49, p = 0.013, 90% CI= {0.25, 1.23}). Error bars show 90%
confidence interval. Data shown are the LOR performance estimates for the first interval in which the oddball could appear.
For estimates for all intervals, see Figure 2.6
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SNR.

Interestingly, while we did see an effect of familiarity on the strength of the illusion (Fig-

ure 2.5d), it was in the opposite direction that we expected. Unfamiliar stimuli showed a large

dip in performance below zero at –10 dB, indicating a strong illusory percept in these stimuli

at high levels of noise. The trend to below-chance performance for familiar stimuli was more

modest, indicating a weaker or absent illusion. It is important to note, however, that because

our study was designed to detect an effect in the opposite direction, the lack of evidence for

a strong illusion in the familiar stimuli could be due to multiple factors, including a training

effect.

As a control, birds were also presented with a secondary set of stimuli in which the noise in

the Added andReplaced conditions extended the entire length of the motif (masked condition,

Figure 2.7a). These stimuli serve as a good control for the auditory restoration task because

the intensity of the motif and the noise matches the auditory restoration task, but because the

noise mask is not restricted to the critical interval, the masked condition should not induce an

illusory percept. If the below-chance performance seen in the auditory restoration task was due

to some factor other than the induction of an illusion, the performance on the masked condi-

tion should also reflect this dip; if performance simply goes to chance, this provides additional

evidence that the behavior of the birds in the auditory restoration task was due to the illusion.

Consistent with expectation, performance on the masked task went to chance but not below

(Figure 2.7c). The GLMMwas unable to converge to an estimate for performance at -15 SNR

because both the hit and false alarm rates dropped essentially to zero (Figure 2.7b).

Overall, we found that by manipulating zebra finch song following the principles of phone-

mic restoration, we could detect behavioral evidence of an illusory percept of continuity at high

noise levels. The performance of zebra finches trained to detect discontinuities in conspecific

song dropped significantly below chance as the signal-to-noise ratio of the stimulus decreased,

while their performance on a control task designed not to induce an illusory percept dropped

to chance but not below. These findings make zebra finches an excellent model for exploring
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Figure 2.7: Performance on control masked condition goes to chance. A. In the masking condition, noise was added on top
of the entire motif instead of the critical interval to eliminate the restoration illusion. Signal‐to‐noise ratios varied between
20 dB and –15 dB. The red line under the song indicates the critical interval for this stimulus. B. Hit rate was lower than for
the auditory restoration task even at the highest signal‐to‐noise ratio (solid lines). The false‐alarm rate decreased as SNR
decreased, indicating a different response strategy than for the auditory restoration task (dotted lines). Both the hit and false‐
alarm rates decreased essentially to zero at –15 dB, which made GLMM estimation at that noise level impossible. C. GLMM
estimates of log‐odds ratio performance. Task performance drops to chance at 0 dB (LOR= 0.18) for both F+ and F‐ stimuli
and remains at chance levels. Data for –15 dB not shown because the model could not converge, given the extremely low
hit and false‐alarm rates for that noise level. Data shown are the LOR performance estimates for the first interval in which
the oddball could appear, for consistency with Figure 2.5. Masking trials also showed a potential perceptual anchoring effect
(Figure 2.6).
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the neural basis of auditory restoration of complex vocalizations.

Discussion

In this study, we found that zebra finches exhibit behavioral responses consistent with per-

ceiving illusory continuity in an occluded segment of birdsong. When presented with conspe-

cific song interrupted by sufficiently loud white noise, birds’ ability to detect the discontinuity

in the songs dropped significantly below chance as the illusion convinced them that they had

heard an intact song. This finding from the auditory restoration task was further strengthened

by performance on a control task which dropped to chance but not below as noise levels in-

creased.

These findings extend our understanding of the perception of illusory continuity of audi-

tory signals briefly interrupted by noise and provide an important bridge between the auditory

continuity illusion reported in many animal species and phonemic restoration of speech. While

phonemic restoration requires the restoration of a speech phoneme that cannot be simply ex-

trapolated from the speech sounds present on either side of the occluding noise, the auditory

continuity illusion typically employs stationary tones (Petkov et al., 2003), simple vocalizations

(Miller et al., 2001), or predictable tone progressions such as sweeps (Sugita, 1997). Because of

the acoustic complexity of birdsong and its behavioral relevance to the animals, we were able to

demonstrate the presence of phonemic restoration-like illusory continuity in an animal model.

Braaten and Leary (1999) and Seeba and Klump (2009) demonstrated evidence suggestive of

auditory restoration in European starlings listening to modified conspecific versus heterospe-

cific song but did not assess the psychophysical tuning curves that can more conclusively estab-

lish the presence of an illusory percept, as in Sugita (1997) and Petkov et al. (2003). This is also

the first demonstration of any type of auditory continuity illusion in zebra finches.

One unexpected result from this study was the effect of familiarity that we observed. Given

previous literature on this subject in humans (Ishida and Arai, 2016) and the effect of conspe-

cific versus heterospecific stimuli in starlings (Seeba and Klump, 2009), we had hypothesized
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stronger restoration in conspecific songs that were familiar to the subjects than in unfamiliar

conspecific songs. Our results, however, only showed strong support for restoration in the un-

familiar songs (Figure 2.5). We suspect that the lack of restoration of the familiar songs could

be due to a technical rather than theoretical reason: birds were trained on the task with the

familiar songs both to retain familiarity with them over the length training period and to mini-

mize exposure to the unfamiliar songs, which may have resulted in overtraining on the familiar

songs. Hearing the discontinuous songs at low levels of noise so often during training may have

blunted the perception of any illusion that might have been elicited by them. Investigation of

the neural correlates of auditory restoration in subsequent chapters will shed additional light

on whether this effect of familiarity observed in the behavioral data is a true effect or one of

overtraining.

However, this result points to an interesting and important feature of auditory restoration:

that familiarity with the stimuli does not appear to be necessary to induce restoration. Ishida

and Arai (2016) found that the quality of restoration differed between native and non-native

speakers of a language, but that both groups restored the missing phoneme. Similarly, in this

study, we see evidence that unfamiliar or less familiar stimuli are capable of inducing a clear

restoration response. There are two interesting possibilities that emerge from this finding. First,

zebra finches may be able to use contextual cues and knowledge of conspecific syllable and spec-

tral patterns to generate an illusory percept of continuity without knowledge of the precise

note that was missing, much like the non-native speakers perceived restoration in Ishida and

Arai (2016). Second, zebra finches may have mechanisms to familiarize themselves with new

conspecific songs extremely rapidly, such that within a few repetitions, the unfamiliar songs be-

come familiar. Research from Yu et al. (2020) indicates that this could be a possibility, adding

further support to the idea that the lack of illusion in the “familiar” stimuli could be due to

overtraining.

In this study, we used masked stimuli as a control for the auditory restoration task, which

presents some advantages and drawbacks. In theory, it is a very strong control because within
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the critical region, the stimuli are identical, and the only response difference should be the

presence or absence of the illusion (Petkov et al., 2003). When implementing this with zebra

finches, however, we ran into several challenges. Their performance even at the lowest SNR

was worse than for the auditory restoration condition as estimated by our GLMM, and this re-

sulted from both lower hit rates and higher false alarm rates on this task (Figure 2.5b,c versus

Figure 2.7b,c. The false alarm rate also decreased as SNR decreased, in contrast to the auditory

restoration task where the false alarm rate remained stable. Both these factors seem to indicate

that the zebra finches did not see these two tasks as identical and may have adopted different

strategies that weaken the ability of the masked condition to control for the presence of the

illusion. It was also difficult to obtain stable estimates for the performance at very low SNR be-

cause both the hit and false alarm rates were essentially zero. This is likely due to zebra finches’

known aversion to white noise (Tumer and Brainard, 2007); in such an extended dose, it may

have prompted the birds to simply abandon the task and wait for a more pleasant stimulus set.

An interesting finding of this study unrelated to the question of auditory restoration was the

evidence of complex statistical learning in our subjects. It is known that in an oddball detection

task, the oddball becomes easier to detect the later it occurs in the stimulus set, an effect known

as perceptual anchoring (Banai and Ahissar, 2010). We were struck by the fact that the zebra

finches appeared to take advantage of this as the SNR became more challenging by delaying

their response until the last stimulus of the set to make a decision (Figure 2.4, which allowed

them to continue to perform slightly above chance on the last interval across all tested SNR

levels (Figure 2.6).
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3
Population-level stimulus reconstruction of

occluded birdsong

Introduction

The previous chapter explored the perception-level illusion of auditory restoration in ze-

bra finches and demonstrated strong evidence for its existence. In human speech, the percep-

tual phenomenon of restoration has a corresponding neural hypothesis: that there should be

auditory neurons that have a response to the illusion-inducing stimulus that is indistinguish-

able from the continuous stimulus and shows no evidence of discontinuity (Bregman, 1999).
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Petkov et al. (2007) demonstrated neural responses in macaques consistent with the neural

hypothesis posited by Bregman (1999) using the paradigm of auditory continuity. Given the

limitations of the auditory continuity illusion in terms of acoustic complexity and behavioral

relevance, however, an analysis of auditory restoration of birdsong has the potential to provide

insights into the restoration of complex, speech-like vocalizations.

The potential complexity of the neural responses, however, represents an analytical chal-

lenge. To quantify a response to an illusory stimulus, we must assess its similarity to the missing

song syllable while accounting for its response to the syllable’s absence and its response to the

occluding noise. Furthermore, we expect large variability in the responses of single units, both

because of the high degree of song selectivity in high-level auditory areas (Calabrese andWool-

ley, 2015), which means that a neuron that restores one song well may fail to respond at all to

the other stimuli, and because some neurons inherently encode more information than others

based on their connectivity (Meliza andMargoliash, 2012, Yanagihara and Yazaki-Sugiyama,

2016). This is the type of computational problem that is well suited to machine-learning ap-

proaches.

The reconstruction of a stimulus given a set of neural responses is a machine-learning tech-

nique that has been used only sparingly in sensory neuroscience in contrast to the related tech-

nique of estimating spectrotemporal (or spatiotemporal) receptive fields (STRFs) and predict-

ing neural responses to stimuli (Sharpee, 2013). Stimulus reconstruction provides several ad-

vantages over STRFs, including the ability to use multiple neurons or recording channels in

the analysis as well as ease of interpretation. Particularly useful for the study of illusions is the

fact that it allows for quantification of discrepancies between the presented stimulus and the

stimulus as perceived by the brain. For example, Leonard et al. (2016) used this to show bistable

perceptions of an ambiguous word in a phonemic restoration experiment.

Applications of stimulus reconstruction have predominantly appeared in the human litera-

ture (Pasley et al., 2012, Schäfer et al., 2018, Alickovic et al., 2019, Broderick et al., 2019) where

it is seen as a promising approach toward a speech neuroprosthesis (Akbari et al., 2019). It pos-
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sesses equally strong potential, however, in animal research of sensory perception where simul-

taneous neural recording and behavioral reporting of perception is impractical or impossible.

Mesgarani et al. (2009), for example, use stimulus reconstruction to demonstrate the effects of

active and passive listening conditions.

Here, we use stimulus reconstruction to estimate zebra finch perception of birdsong that

has been manipulated to induce auditory restoration. We examine the effect of familiarity at

a population level and estimate the strength of restoration at different levels of the auditory

processing hierarchy.

Methods andMaterials

Animals

All animal use was performed in accordance with the Institutional Animal Care and Use Com-

mittee of the University of Virginia. Adult zebra finches were obtained from the University of

Virginia breeding colony. Fourteen zebra finches were used for extracellular recording.

Extracellular recordings

Extracellular stimuli The stimuli for the extracellular recordings had the same basic

structure as Chapter 2, but we allowed the duration of the critical interval to vary and included

some additional variants. Critical intervals were selected to overlap completely with a single

note in the motif but were never longer than 100ms. The design was 2×4: two critical intervals

per motif, and four variants (Figure 3.1a). The variants comprised the continuous stimulus

(CS), which was unaltered; the discontinuous stimulus (DS), which replaced the song note

within the critical interval with silence; the noise-only stimulus (NS), which was a segment of

white noise spanning the critical interval; and the replaced stimulus (RS), which replaced the

note within the critical interval with white noise to produce the illusory perception of the song
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Figure 3.1: Experiment design for extracellular recording. A. Subjects were presented with four variations of each song stimu‐
lus: Continuous stimulus (CS) is an unmanipulated song motif, Discontinuous stimulus (DS) has a silent gap during the critical
interval, Noise‐only stimulus (NS) is a burst of white noise the same duration as the critical interval, and Replaced stimu‐
lus (RS) replaces the song note in the critical interval with noise. The fifth variant, C+N (dotted box) was not presented to
the subjects but was used in subsequent analyses as an approximation of the expected illusory percept. B. The extracellu‐
lar probe was inserted at an angle to record from the entire avian auditory cortex. DiI was used to mark the probe track for
histological verification. The right panel shows the microcircuit of the avian auditory cortex (adapted from Calabrese and
Woolley, 2015).

continuing behind the noise. As with the behavioral stimuli, 3 ms ramps were applied to the

edges of the noise and gaps. The noise amplitude was +15 dB relative to the motif amplitude

and was not varied.

Surgery Birds were anesthetized with isoflurane inhalation (1–3% in O2) and placed in a

stereotaxic apparatus (Kopf Instruments). An incision was made in the scalp, and the skin was

retracted from the skull. The recording site was identified using stereotaxic coordinates relative

to the Y-sinus. A metal pin was affixed to the skull rostral to the recording site with dental ce-

ment, and the skull over the recording site was shaved down but not completely removed. The

bird was allowed to recover completely for several days prior to recording.

On the day of recording, the bird was anesthetized with three intramuscular injections of

20% urethane spaced half an hour apart. The bird was placed in a 50 mL conical tube as de-

scribed in Tremere et al. (2010), and the head pin was attached to a stand in the recording

chamber. The thin layer of skull remaining over the recording site was removed along with the
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dura, and a well was formed around the recording site and filled with phosphate-buffered saline.

Stimulus presentation Stimuli were presented with the sounddevice python library

(version 0.3.10) through a Samson Servo 120a amplifier to a Behringer Monitor Speaker 1C.

The RMS amplitude of the unmodified motifs was 70 dB SPL. Stimuli were presented in a

pseudorandom order to minimize stimulus adaptation, with 1 s between each song. Each stim-

ulus was presented 10 times.

Data acquisition Neural recordings were made using a NeuroNexus 32-channel probe

in a four-shank, linear configuration (A4x8-5mm-100-400-177-A32) connected to an Intan

RHD2132 Amplifier Board. Data were collected by the Open Ephys Acquisition Board and

sent to a computer running Open Ephys GUI software (version 0.4.6).

The recording electrode was coated with DiI (Invitrogen). The electrode was inserted at a

dorso-rostral to ventro-caudal angle that allowed for recording of all auditory forebrain regions

with a single penetration (Figure 3.1b). The probe was lowered into the brain until the local

field potentials (LFPs) across channels and shanks showed coordinated responses to birdsong,

and the probe was allowed to rest in place for half an hour to ensure a stable recording. Record-

ings of responses were made across all 32 channels. After the recording, the probe was moved to

successively deeper regions of the auditory pathway and additional recordings were made.

Histology After recording, birds were administered a lethal intramuscular injection of Eu-

thasol and perfused transcardially with a 10 U/mL solution of sodium heparin in PBS (in mM:

10 Na2HPO4, 154 NaCl, pH 7.4) followed by 4% formaldehyde (in PBS). Brains were imme-

diately removed from the skull, postfixed overnight in 4% formaldehyde at 4 °C, cryoprotected

in 30% sucrose (in 100 mMNa2HPO4, pH 7.4), blocked saggitally into hemispheres or on a

modified coronal plane (Chen andMeliza, 2018), embedded in OCT, and stored at –80 °C. 60

μm sections were cut on a cryostat and mounted on slides. After drying overnight, the sections

were rehydrated in PBS and coverslipped with Prolong Gold with DAPI (ThermoFisher, cata-
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log P36934; RRID:SCR_015961). Sections were imaged using epifluorescence with DAPI and

Texas Red filter cubes to locate DiI-labeled penetrations. Images of the electrode tracks were

used to identify the locations of recorded units (Figure 3.1b).

Spike sorting Spikes were sorted offline using MountainSort fromMountainLab (https:

//github.com/flatironinstitute/mountainlab-js), which provides automated selection

of high-quality units with high isolation and low noise (Chung et al., 2017). Single units were

additionally filtered by visual inspection for spheroid PCA cluster shape, very low refractory

period violations in the autocorrelogram, and stability of the unit throughout the recording.

These high-quality single units were included in the dataset if they showed a clear, phase-locked

auditory response to at least one stimulus.

Response rates We calculated the average response rates per unit to CS, DS, NS, and RS

within the critical intervals and log-transformed the rates to approximate a normal distribution,

adding one spike to each unit to set a non-zero baseline. We performed regressions predicting

RS from each of CS, DS, and NS with lme4, and we used theR2 of each model to generate con-

fidence intervals for the amount of variance explained using the psychometic package (version

2.2) in R.

Stimulus reconstruction

A linear stimulus decoding model was used to predict stimulus spectrograms from recorded

neural responses (Mesgarani et al., 2009, Crosse et al., 2016, Leonard et al., 2016). The model

is similar to the spectrotemporal receptive field (STRF), in which the expected firing rate of a

single neuron at a given time point t is modeled as a linear function of the stimulus spectrogram

immediately prior to t. In the linear decoding model, the relationship is reversed, and the ex-

pected stimulus at time t is modeled as a linear function of the response that follows. Using a

discrete time notation where st is the stimulus in the time bin around t, and rt is the response of

a single neuron in the same time bin, then
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E(st) = rtg0 + rt+1g1 + · · ·+ rt+kgk,

where k is the number of time bins one looks into the future, and g = (g0, g1, . . . , gk) are the

linear coefficients of the model. If the errors are independent and normally distributed around

the expectation with constant variance σ2, then this is a ordinary linear model. If there are n

time bins in the stimulus, then the stimulus is a vector s = (s0, . . . , sn) drawn from a multivari-

ate normal distribution. In vector notation,

s|g, σ2,R ∼ N(Rg, Iσ2),

whereR is the n × kHankel matrix of the response. Without any loss of generality, the model

can be expanded to include the responses of multiple neurons. If there are p neurons, then rt

becomes a p-element vector (r1,t, . . . , rp,t),R becomes a n× pkmatrix formed by concatenating

the Hankel matrices for each of the neurons, and g becomes a pk-element vector.

Because the model is simply linear regression, standard tools can be used to estimate the pa-

rameters g and σ2. Using a ridge penalty for regularization, the maximum likelihood estimate of

g is

ĝ =
(
R⊤R+ λI

)−1R⊤s,

where λI is the identity matrix multiplied by the shrinkage penalty for the ridge regression.

Additional regularization can be achieved by projecting the response matrixR into an alter-

native basis set, such as a non-linearly spaced series of raised cosines (Pillow et al., 2005). The

width of each basis function increases with lag, which gives the model high temporal resolu-
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tion at short lags and lower resolution at longer lags. This allows the inclusion of longer lags

without exploding the number of parameters.

In this study, the response matrix was constructed from the peristimulus time histograms

(PSTHs) averaged over 10 trials for each of the 407 auditory single units from all 14 birds, us-

ing a bin size of 1 ms. Stimuli were converted to time-frequency representations using a gam-

matone filter bank (Slaney, 1998) implemented in the Python package gammatone (version 1.0)

with 50 frequency bands from 1–8 kHz, a window size of 2.5 ms, and a step size of 1 ms. Power

was log-transformed with a constant offset of 1, giving the transformed signal a lower bound of

0 dB.

The parameters were estimated from the Continuous (CS), Discontinuous (DS), and Noise-

only (NS) stimuli, leaving out the Replaced (RS) responses for prediction, using the Python

machine-learning library Scikit-learn (version 0.23.0). We combined all 50 spectral bands into

a single multivariate multiple regression, and then used 4-fold cross-validation to determine the

best values for the ridge penalty λ, the number of time lags n, the number of basis functions,

and the linearity of the basis set. Basis functions were defined as in Pillow et al. (2005). Because

the models differed in the number of parameters, Aikake information criteron (AIC) was used

for scoring. For the reconstructions presented here, λ was 8.59, nwas 300, the number of basis

functions was 30, and the linearity factor was 30.

After fitting the model, we used the parameter estimates to decode the stimulus from the

responses to the RS stimuli. Using R̃ to denote these responses, the predicted stimulus is calcu-

lated as

E(S̃) = R̃ĝ (3.1)

To quantify how similar the decoded stimulus was to the actual stimulus and the other

variants, we calculated the correlation coefficient between S̃ and SCS, SRS, and SDS within the
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critical interval for each of the motifs. Additionally, we calculated the correlation coefficient

with SCS + SRS to simulate the auditory percept of the missing syllable co-occuring with noise

(C+N). As a baseline for how good the reconstruction could be, we calculated the correlation

between S̃ and SRS in an interval outside the critical interval (which was the same for all vari-

ants).

Area-level analysis

To understand how different auditory areas in the zebra finch auditory cortex influence the

overall reconstruction, we performed a leave-one-area-out analysis. Using the same cross-validated

parameters as the full reconstruction, we fit the model to the entire dataset minus the units

from one area. This technique allowed us to identify unique contributions made by each of

the auditory areas because if the responses of one area were redundant with those of another,

the model would shift its weights but the estimated reconstruction would remain unchanged.

Changes in the reconstruction seen with this method mean that the model lost irreplaceable

evidence when the units from one area were omitted.

To quantify the changes in reconstructions, we calculated correlation coefficients between

the reconstruction and CS, DS, RS, and C+N as discussed above, and subtracted the correla-

tion coefficient of the reconstruction without one area from the correlation coefficient of the

full reconstruction:

Influence = CCfull − CCleave-one-out

Here, the influence of a given area is positive if leaving that area out of the reconstruction

made the correlation coefficient between the reconstruction and a stimulus spectrogram worse;

that is, the data from that area generally tend to improve the reconstruction’s correlation with

the stimulus. We fit the influences of each area with a linear model using lme4 in R with an

interaction between area and stimulus condtiion and used emmeans to calculate the effects and

confidence intervals of the interactions.
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Figure 3.2: Single unit responses show auditory restoration. Two example single unit rasters of 10 trials of the RS stimuli (top)
showing evidence of auditory restoration during the critical interval (dotted lines).

Results

To test whether auditory neurons responded to the illusory song segment, we made extracellu-

lar recordings of 407 single units (N = 14 birds) across the avian auditory cortex, including the

caudal mesopallium (CM,N = 56 units), field L subunits L1 (N = 25 units), L2a (N = 33

units), and L3 (N = 59 units), and the caudomedial nidopallium (NCM,N = 90 units)

(Figure 3.1b). We presented anesthetized zebra finches with the illusion-inducingReplaced

stimulus (RS) as in the behavioral experiment as well as three control conditions: the Contin-

uous unmodified stimulus (CS); a Discontinuous stimulus (DS) where the note in the critical

interval was elided but not replaced by any noise; and a Noise-only stimulus (NS) (Figure 3.1a).

We observed a wide variety of response patterns to these stimuli, including many responses

that appeared to show auditory restoration (Figure 3.2). Across all single units, the average re-

sponse rate to RS within the critical interval was most tightly correlated to the response rate to

CS during the same interval, providing support for the hypothesis that these units are respond-
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ing as though the song is present (Figure 3.3).

To draw conclusions from the complex responses represented in our data, we employed a

machine-learning approach known as stimulus reconstruction (Crosse et al., 2016) to estimate

the stimulus encoded by the entire population of recorded units. Stimulus reconstruction uses

ridge regression to map between the neural responses of many units and a single stimulus spec-

trogram that best explains all of the observed responses. We fit our model with the three control

conditions (CS, DS, and NS) using cross validation and AICmodel selection to avoid overfit-

ting and estimated the stimulus that elicited the RS responses. Examples of the stimulus recon-

structions are shown in the bottom row of Figure 3.4a.

The stimulus reconstruction technique allowed us to test directly the hypothesis that the

neural responses to RS encoded the CS syllable that had been replaced by noise. If restoration

failed, we would expect reconstructions that look like white noise during the critical interval

and a high similarity to RS. If, on the other hand, neurons encoded the illusory syllable, we

would expect reconstructions with a high similarity to CS. In Figure 3.4a, we see both of these

possible outcomes represented: the first two reconstructions appear similar to the CS syllable in

the critical interval, while the last appears to show white noise.

For each critical interval, we calculated the similarity (correlation coefficient) between the

reconstructed spectrogram and CS, DS, and RS spectrograms in the critical interval (Figure

3.4b). We also included an additional comparison (C+N) which adds transparent noise to the

CS spectrogram, simulating the expected illusory percept of the noise and the restored syllable.

The C+N and CS spectrograms showed the highest correlations with the reconstruction, pro-

viding strong evidence that the neural population represented the critical interval as though the

elided syllable was actually present along with the noise. Correlation of the reconstruction with

RS, which was the stimulus that actually elicited the responses used in the reconstruction, was

significantly lower than C+N. The correlation with DS was significantly lower than the C+N,

CS, and RS correlations, indicating that these neurons do not show evidence of discontinuity

in their response, consistent with the hypothesis. An unmanipulated syllable was selected from
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Figure 3.3: RS response rates are most consistent with CS. A‐C. Log‐transformed response rates to the critical interval of RS
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each stimulus as a control, and the correlation between the reconstruction of that syllable and

the original spectrogram (0.76± 0.10) shows that all stimuli were well fit by the model.

Because of the effect of familiarity in the behavioral study, we tested whether our neural

data showed a similar effect. We fit the reconstruction model separately with data from birds

familiar with a given stimulus and data from birds unfamiliar with that stimulus and observed

no difference in familiarity on the strength of restoration (Figure 3.4c). However, we did ob-

serve a significant difference between the two socialization groups (Figure 3.4d). The birds in

these groups had similar distributions of sex (Group A: 3 males, 4 females; Group B: 4 males,

3 females) and ages (Group A: median 222 days, range 128 – 1126 days; Group B: median 163

days, range 122 – 599 days), but they were housed in separate rooms which may have provided

different auditory environments (Group A: large colony; Group B: breeding pairs).

Contributions of auditory areas to restoration

Next, we investigated whether the evidence of auditory restoration seen in the stimulus recon-

structions was driven by a particular auditory area or whether there was distributed support

for auditory restoration throughout avian auditory cortex. To test this, we fit multiple recon-

struction models, leaving out the neural responses from one of the auditory areas each time.

The advantage of this approach was two-fold: first, it allowed for similar sample sizes between

areas, producing reconstructions of comparable quality (Figure 3.5a), and second, it allowed us

to identify contributions unique to an auditory area. If the responses of one unit are redundant

with another, taking the former out of the model will result in a shift of weight to the latter and

no change in the model estimates. If we detect a change in the reconstruction after removing

data from one area, we know that area is producing a non-redundant effect on the model.

Figure 3.5b shows the unique influence of CM, L1, L2a, L3, and NCM on the correlation

between the reconstruction and C+N, CS, DS, and RS. Across all stimulus variants, only the

reconstruction of DS was significantly different between areas. The thalamorecipient area L2a

significantly decreased the similarity of the reconstruction to DS, providing early bottom-up
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Table 3.1: Model estimates of auditory area influences on reconstruction.

Condition Location estimate df t.ratio p.value LCL UCL
Continuous CM -0.0092442 360 -0.5734429 0.5956873 -0.0509890 0.0325006
Cont+Noise CM -0.0227901 360 -1.4137397 0.2638375 -0.0645349 0.0189547
Control CM 0.0085613 360 0.5310851 0.5956873 -0.0331835 0.0503061
Discontinuous CM 0.0490287 360 3.0413948 0.0126374 0.0072839 0.0907735
Replaced CM -0.0255557 360 -1.5852973 0.2638375 -0.0673005 0.0161891
Continuous L1 -0.0015809 360 -0.0980692 0.9359384 -0.0433257 0.0401639
Cont+Noise L1 -0.0066314 360 -0.4113682 0.9359384 -0.0483762 0.0351134
Control L1 0.0134334 360 0.8333122 0.9359384 -0.0283114 0.0551782
Discontinuous L1 -0.0012966 360 -0.0804319 0.9359384 -0.0430414 0.0404482
Replaced L1 -0.0039244 360 -0.2434429 0.9359384 -0.0456692 0.0378204
Continuous L2a 0.0069468 360 0.4309295 0.6667775 -0.0347980 0.0486916
Cont+Noise L2a 0.0171784 360 1.0656292 0.4788425 -0.0245664 0.0589232
Control L2a -0.0086476 360 -0.5364395 0.6667775 -0.0503924 0.0330971
Discontinuous L2a -0.0431451 360 -2.6764184 0.0389082 -0.0848899 -0.0014003
Replaced L2a 0.0276675 360 1.7162993 0.2174188 -0.0140773 0.0694123
Continuous L3 -0.0258075 360 -1.6009136 0.1673253 -0.0675522 0.0159373
Cont+Noise L3 -0.0242200 360 -1.5024398 0.1673253 -0.0659648 0.0175248
Control L3 0.0342946 360 2.1273986 0.1673253 -0.0074502 0.0760394
Discontinuous L3 0.0274592 360 1.7033767 0.1673253 -0.0142856 0.0692040
Replaced L3 -0.0117264 360 -0.7274218 0.4674404 -0.0534712 0.0300184
Continuous NCM 0.0034538 360 0.2142506 0.8304729 -0.0382910 0.0451986
Cont+Noise NCM 0.0152172 360 0.9439655 0.5955617 -0.0265276 0.0569619
Control NCM -0.0278333 360 -1.7265803 0.4255047 -0.0695781 0.0139115
Discontinuous NCM -0.0056949 360 -0.3532693 0.8304729 -0.0474397 0.0360499
Replaced NCM 0.0148571 360 0.9216334 0.5955617 -0.0268876 0.0566019

support for auditory restoration by providing no evidence of discontinuity in the stimulus.

Interestingly, CM shows the opposite pattern, increasing the similarity of the reconstruction

to DS. Neither effect, however, is large compared to the correlations of the full reconstruction

(Figure 3.4b), indicating that although these results point to some select differences in the pro-

cessing of ambiguous stimuli across the auditory cortex, they generally show a distributed re-

sponse that supports illusory continuity. For all area-level estimates, see Table 3.1

45



Discussion

In this study, we found that the responses of neurons in the avian auditory cortex to stimuli de-

signed to induce a perception of illusory continuity support the neural hypothesis put forth by

Bregman (1999). Neural response rates during the critical interval to RS were nearly identical

to CS response rates, in contrast to DS and NS response rates which were less well correlated

(Figure 3.3). Furthermore, stimulus reconstructions from the RS neural responses showed the

highest correlation to a spectrogram designed to approximate the illusory percept by combining

both the missing syllable and noise (Figure 3.4). The reconstructions also showed no support

for a discontinuous perception of the stimulus, which is one of the key requirements for induc-

ing auditory restoration (Bregman, 1999). Taken together, these findings demonstrate neural

responses in the avian auditory cortex that provide population-level support for the perception

of auditory restoration of zebra finch song.

There are two ways this illusion-encoding neural response could occur: auditory restoration

could be a distributed process that is supported by activity throughout the auditory cortex,

or auditory restoration could be driven by the responses of a specific area or group of areas.

Area-specific stimulus reconstructions provide evidence toward the more distributed view of

auditory restoration, as there was no one auditory area that made a large, unique contribution

toward this illusion (Figure 3.5). The response of L2a does indicate early evidence against dis-

continuity in the stimulus, which may contribute to further downstream refinement of the il-

lusory percept, while the responses of CM and L3 as the superficial and deep pathways, respec-

tively, may represent a suppression of the noise response, but a more sensitive method would be

needed to fully explore the differential effects of the auditory areas. The present model is a lin-

ear decoder, and it is possible that a more complex, non-linear decoder might be provide more

insight, especially with regards to secondary areas like NCM that are known to produce sparse,

non-linear responses to song (Calabrese andWoolley, 2015).

Evidence of restoration in this study did not differ significantly by stimulus familiarity (Fig-
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ure 3.4c). This finding adds further support for the interpretation that the behavioral famil-

iarity difference detected in the previous chapter may have been due more to specifics of the

training paradigm than a true difference in perception. The birds used for electrophysiology

were familiarized with the song stimuli in the same manner as that described in Chapter 2, but

they were naive to the behavioral task. This study provides evidence that at least at a neural

level, stimulus familiarity does not play a strong role in auditory restoration. If zebra finches do

have a strong top-down, knowledge dependent influence on their perception of these stimuli, it

either occurs outside of the auditory cortex, perhaps in an association area, or our analysis was

not sensitive enough to detect such a difference.

Interestingly, we did detect an effect of social group on auditory restoration (Figure 3.4d).

This was quite unexpected, as the two groups were balanced in both age and sex. The most

salient difference between the two groups was the rooms in which they were housed; they were

housed separately to avoid experimental birds hearing the unfamiliar stimuli before the record-

ing. Group A was housed in a room with several large flight aviaries, although the socializa-

tion group itself was housed in a smaller flight cage. Group B was housed in the same type of

flight cage in a room primarily comprised of breeding pairs in family cages. It is possible that

the acoustic environments of the two rooms affected these responses; strong evidence from our

lab has highlighted the importance of acoustic environment on intrinsic neuronal response

properties (Chen andMeliza, 2020). It is also possible that these groups differed with regard to

some other unidentified factor that affected these responses.

The stimulus reconstruction technique used in this chapter has great potential for studies

of neural coding in animal models. One of the challenges of sensory neuroscience in animal

models is lack of access to the animal’s perception of the stimulus it is experiencing without

using technically challenging and time-consuming procedures of behavioral training concur-

rent with chronic recordings. As shown here and inMesgarani et al. (2009), the reconstruction

technique, when fit with appropriate training data, can provide a powerful estimation of the

consensus population neural response represented in the stimulus space. This technique is
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already established in studies of human perception (Crosse et al., 2016, Leonard et al., 2016,

Schäfer et al., 2018, Akbari et al., 2019, Alickovic et al., 2019, Broderick et al., 2019) but has

not been widely adopted in animal research. Given the increasing availability of high-density

neural probes (e.g. Jun et al., 2017, Yang et al., 2020), a technique that can integrate the neural

responses of large datasets in an interpretable way is clearly welcome, and this becomes even

more important as neuroscience moves toward more naturalistic stimuli (Sonkusare et al.,

2019, Nastase et al., 2020). This mapping of neural responses to a stimulus becomes even more

important when investigating illusions where the presented stimulus and the perception of that

stimulus are misaligned; Leonard et al. (2016) used this technique with ambiguous stimuli to

demonstrate multiple perceptions of the same stimuli and their supporting neural responses.
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4
Illusory likelihood in zebra finch neural

responses

Introduction

The results of the previous chapter show strong neural evidence of auditory restora-

tion. Using a correlation analysis of stimulus reconstructions, we were able to demonstrate

population-level support for auditory restoration, and we identified a spectrogram that com-

bined the continuous syllable with noise (C+N) as a promising approximation of the stimulus

the neural responses are coding for.
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In this chapter, we extend the previous analysis with a predictive likelihood approach. Using

the reconstruction model from the previous chapter, we can further assess the validity of using

C+N as an approximation of auditory restoration using log likelihood ratios to predict how

likely it is that the C+N stimulus elicited the observed responses rather than RS, DS, or CS

alone. The likelihood approach can provide greater sensitivity than the correlation analysis as it

takes into account the uncertainty in the calculation of the probability distributions, and it can

also provide temporal resolution of likelihood over the course of the critical interval, revealing

fine-scale changes in stimulus coding. We use this approach to perform a time-course analysis

of the changes in log likelihood ratio between C+N and RS during the critical intervals of the

stimuli, and we also use the greater sensitivity of the predictive likelihood analysis to estimate

the contributions of auditory areas to the population-level restoration.

Methods andMaterials

Posterior predictive likelihood

Using a Bayesian approach to estimating posterior probabilities from regression models as de-

scribed by Gelman et al. (2020), we quantified the posterior probability that the predicted stim-

ulus E(S̃)was either the actual stimulus physically presented to the animal SRS or the illusory

percept SC+N.

For a linear regression model, the posterior predictive distribution conditional on the obser-

vations used to fit the model is a multivariate t distribution with a mean given by

E(S̃) = R̃ĝ,

n − k degrees of freedom, and scale matrix s2(I + R̃VgR̃⊤), where s2 is the sample variance of

the residuals,
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s2 =
1

n− k
(S−Rβ̂)⊤(S−Rβ̂),

andVg is the posterior variance of the parameter estimates,

Vg = (R⊤R)−1.

Thus, the posterior predictive uncertainty reflects both the unexplained variance in the

model (s2) and the posterior uncertainty in the parameter estimates (Vg). Because n − kwas

very large (27,725), we approximated this distribution with a multivariate normal. We then

calculated the log likelihood ratio ℓ between Pr(S̃ = SC+N|S) and Pr(S̃ = Sx|S); in other

words, given the response, howmuch more likely was it that the stimulus was the combined

continuous and noise stimulus (C+N) versus CS, RS, or DS. For Figure 4.1, we calculated the

joint distribution of p(S̃|S) over the entire critical interval. For Figure 4.2, this quantity was

evaluated using the marginal distributions of p(S̃|S) for each time point and spectral channel

to produce a spectrotemporal likelihood ratio plot. Outside the critical interval, SRS and SC+N

were by design equal.

To calculate the contribution of each area to the reconstruction, we recalculated the log like-

lihood ratio between Pr(S̃ = SC+N|S) and Pr(S̃ = SRS|S), using the area specific reconstruc-

tions from the previous chapter. Here, we used the joint distribution and compared this value

ℓ(i) to the log likelihood ratio ℓ for the full set of neurons. Negative values meant that the given

area caused Pr(S̃ = SC+N|S) to decrease relative to Pr(S̃ = SRS|S), implying that the neurons

in that area were encoding the noise that was actually present during the critical interval. Posi-

tive values implied that the neurons of the given area were encoding the internal expectations of

what was behind the noise.
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Figure 4.1: Predictive likelihood shows encoding of illusory syllable. The log likelihood ratio of C+N compared to RS, CS, and
DS was strictly positive for all stimuli, providing strong evidence that neurons are coding for the illusory syllable approximated
by C+N. Boxes show median and interquartile ranges. Lines connect the same stimulus variant.

Results

Because the C+N approximation of the illusory percept showed high similarity with the recon-

structions, we used the reconstruction model to calculate the posterior predictive likelihood

of the C+N stimulus having elicited the recorded neural responses and compared it to RS, CS,

and DS with a log likelihood ratio. The results of this approach showed strong evidence for

the missing syllable in the neural responses (Fig. 4.1) and suggested that the log likelihood ra-

tio could provide more sensitivity in measuring the strength of auditory restoration than the

spectrogram correlations. C+N showed greater likelihood than RS, CS, or DS for every motif.

For subsequent analyses, we focused on the log likelihood ratio of C+N and RS to characterize

evidence for or against the missing syllable over noise only.
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Time course of auditory restoration

We hypothesized that the illusory percept of the missing syllable is generated by a predictive

internal model and that the neural activity associated with this internal model is in conflict with

ascending sensory input. The strength of the illusion could therefore depend on how effectively

the response to noise is suppressed, and suppressing this activity could take time. To test this

idea, we used the decoding model to calculate the amount of evidence for the missing syllable

over noise. We quantified this as the log likelihood ratio of the posterior predictive likelihood

of C+N and RS, for each time point and spectral channel during the critical interval (Figure

4.2b).

Across the frequency spectrum, we saw differences in the log likelihood ratio (Figure 4.2b).

The high frequencies were more likely to show large differences in log likelihood; given the

power spectrum of white noise relative to zebra finch song, this result is expected, as the largest

difference in the power spectra occur at high frequencies. Specific bands of lower frequency

ranges also showed larger differences which may correspond to zebra finch song spectral struc-

ture.

Additionally, we saw a strong change in the log likelihood ratio over the course of the crit-

ical interval. Initial responses showed evidence for noise, as expected when a new, salient sig-

nal appears. By 20 ms, the evidence had shifted toward the missing syllable and continued to

strengthen over the course of the critical interval (Figure 4.2b,c), supporting the view of a pre-

dictive internal model driving the neural response after the initial onset of noise. In the few

cases where there was not strong evidence for the missing syllable (e.g., Figure 4.2c, 5th row),

the likelihood still became stronger with time but in the negative direction, emphasizing that

the neural coding tends to become more certain over time, either toward or away from an illu-

sory percept.
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Figure 4.2: Evidence of restoration increases during the critical interval. A. C+N and RS spectrograms showing the difference
in the two stimuli during the critical interval (white dotted lines). B. Average log likelihood ratio for all stimuli during the
critical intervals calculated for each frequency band and time point. Red shows the log likelihood of C+N> RS, and blue
shows RS> C+N. While neurons tend to respond to the onset of the noise, their responses ramp towards C+N within a few
tens of milliseconds. Bottom trace shows the log likelihood ratio averaged across frequency bands. C. Time course of log
likelihood ratio for the critical interval of each stimulus, summed across frequencies.
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Influence of auditory areas and single units

We tested how removing each of the five areas from the decoder impacted the evidence for or

against the missing syllable (log likelihood ratio of C+N versus RS) using the same area-specific

models from Chapter 3. Because the predictive likelihood analysis showed more sensitivity to

detect differences in the full model, it may also be able to detect subtle area specific differences

in stimulus coding as well. As in Chapter 3, if the likelihood of C+N decreases relative to RS

after removing data from one area, we know that area is making a non-redundant contribution

to the illusory response.

Across all the motifs tested, we found that L3 and NCM both non-redundantly increased

the likelihood of C+N relative to RS (Figure 4.3). In contrast, L1 biased the reconstruction

more toward the noise. CM and L2a supported the illusory percept in that they did not de-

crease evidence for the missing syllable, but they did not make strong, unique contributions.

These results point to both distributed support for the missing syllable as well as specific dif-

ferences in the processing of ambiguous stimuli between the superficial and deep pathways of

avian auditory cortex.

Discussion

This chapter introduced a more sensitive analysis of the reconstruction model and provided

some key insights into the neural basis of auditory restoration. In addition to strengthening the

findings from the previous chapter that auditory neural responses show evidence of the missing

syllable (Figure 4.1), the predictive likelihood approach facilitated a detailed view of restoration

over frequency and time.

From a mechanistic point of view, one of the most important findings of this chapter was

that the encoding of the ambiguous stimulus segment can change dynamically throughout

that interval and that the strength of restoration tends to increase (Figure 4.2). It is expected

that there would be an initial response to the onset of the noise, as the illusory percept does not
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Figure 4.3: The deep auditory pathway assists with restoration. Influence of the log likelihood ratio of C+N – RS using the
reconstruction models fit for Figure 3.5 for each of five auditory areas. Boxes show median and interquartile range, and
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NCM increased the evidence for restoration (p = 0.034, t60 = 2.38 and p = 0.002, t60 = 3.59, respectively).
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abolish awareness of the noise but adds the missing syllable to it. The rapid shift from evidence

for noise toward evidence for the missing syllable over the course of the critical interval sup-

ports the hypothesis of an internal predictive model gaining response weight over the ascending

auditory signal. This aligns well with the model put forth by Bregman (1999) which relies on a

lack of evidence contradicting continuity of the signal. An interesting extension of this would

be recording responses to increasingly long critical intervals. Neither the continuity illusion nor

phonemic restoration can be sustained indefinitely – in humans, the limit of illusory continuity

in speech is approximately 300 ms (Bashford andWarren, 1987) – and this method could be

used to characterize the full time-course of the illusion from onset to offset.

Log likelihood ratios of area-specific stimulus reconstructions provided evidence toward a

more distributed view of auditory restoration, with most areas supporting perception of the

missing syllable and no one area making a large, unique contribution toward this illusion (Fig-

ure 4.3). However, this analysis does highlight the importance of the deep auditory pathway of

L2a to L3 to NCM, as this pathway showed increasing evidence for the missing syllable. Previ-

ous research has identified NCM as an important secondary auditory area with high selectivity

for conspecific song (Meliza andMargoliash, 2012, Calabrese andWoolley, 2015) and which

contains a subset of noise invariant neurons that respond selectively to conspecific song even in

noisy listening conditions (Schneider andWoolley, 2013). These song-selective, noise-invariant

neurons could play a prominent role in the perception of auditory restoration.

In contrast, L1 tended to increase evidence for noise, which could point toward stream segre-

gation of song and noise within the avian auditory cortex. It has been hypothesized that stream

segregation of the ambiguous speech segment during phonemic restoration is an important

aspect of the illusion (Shinn-Cunningham andWang, 2008), and the present finding of increas-

ing evidence for the missing syllable along the deep auditory pathway and decreased evidence in

a portion of the superficial pathway would support this view.
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5
Conclusions

The studies described in the previous chapters establish zebra finches as an excellent model

for studying the neural basis of phonemic restoration and, more broadly, mechanisms em-

ployed by the brain to facilitate auditory processing of behaviorally important signals in com-

plex acoustic environments. Songbird models of speech have the potential to provide key new

insight to longstanding questions in the field of speech perception, and such studies have the

potential to uncover principles of neural coding in the avian auditory cortex as well.

Specifically, the present work demonstrated for the first time behavioral evidence for audi-

tory restoration in zebra finches. It extended that finding with single-unit neural recordings
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from zebra finch auditory cortex as birds were presented with the illusion-inducing stimuli. We

found neural responses consistent with auditory restoration of song syllables at both the single-

unit and population level. These results bolster the neural hypothesis of phonemic restoration

put forth by Bregman (1999) and previous work by Petkov et al. (2007) showing similar results

in primates experiencing the tonal continuity illusion. Using a linear decoder with a predictive

likelihood approach, we were able to identify the deep auditory pathway from L2a to NCM as

a potential circuit involved in the emergence of the illusory percept of the missing syllable and

show the dynamic increase of neural evidence for that missing syllable over the course of the

occluded interval.

More broadly, this work adds to a growing understanding of auditory processing of birdsong

co-occurring with noise – a type of stimuli that is undoubtedly a closer approximation to nat-

ural auditory processing than the high signal-to-noise stimuli more traditionally used for sen-

sory processing research. Studies of avian auditory cortex by Narayan et al. (2007), Moore et al.

(2013), and Schneider andWoolley (2013) have identified populations of neurons in multiple

areas that show invariance in their responses to background noise, even when that background

consists of songbird colony noise, which, according to the principles of the cocktail party prob-

lem, should cause the greatest interference due to the overlap in spectral structure between the

song signal and the colony background noise (Bee andMicheyl, 2008). At the same time, we

are gaining an increased understanding of how the complexity of acoustic environments can

cause profound changes in the avian auditory system (Chen andMeliza, 2020). These lines of

research present a complex picture of how the auditory system structures and tunes itself dur-

ing development to facilitate auditory perception of vocalizations in noisy social settings.

Additionally, the study of auditory illusions or other high-level auditory processes like sound

embedded in noise may be a promising avenue toward a more complete understanding of func-

tional differences in the regions of avian auditory cortex. Auditory tasks that present relatively

little challenge for the auditory system, such as discrimination of high signal-to-noise song stim-

uli, may not reveal many meaningful differences in high-level auditory areas, whereas tasks that
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deliberately lead to breakdowns in auditory processing, such as illusions, or tasks that present

extreme challenges like songbird cocktail parties may point to functional differences in areas

and pathways that will lead to a more complete understanding of auditory processing in the

songbird brain. It also highlights the importance of assessing the responses of as many of the

high-level auditory areas as possible to understand whether the response features of one area are

unique or part of a broader auditory processing strategy.

The work presented here also highlights the potential of human speech perception research

to inform and inspire research on songbird auditory perception. Both the research question –

a songbird correlate of phonemic restoration (Warren, 1970) – and the core analysis of stimu-

lus reconstruction (Crosse et al., 2016, Leonard et al., 2016) were drawn from work by human

researchers. Adapting paradigms created for understanding human speech perception to song-

bird vocalizations has the potential to advance our understanding both of songbird auditory

circuits and of fundamental principles of auditory perception across species. Bee andMicheyl

(2008) and Petkov and Sutter (2011) both argue persuasively for this approach to research on

animal communication, and the work presented here shows the benefits and challenges to this

approach. Adapting human perception paradigms, especially behaviorally, is often not straight-

forward, but it can lead to a deeper understanding of conserved mechanisms of auditory pro-

cessing and draw direct parallels to human perception.
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