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Abstract: 

 The electrochemical reduction of CO2 provides an alternative and sustainable route to 

the production of valuable fuels and commodity chemicals. Electrocatalysts are of paramount 

importance to improve the efficiency and selectivity at which useful products are formed. Copper 

has been widely accepted as a material with very high catalytic activity towards this reaction, 

producing large amounts of hydrocarbons, formate, and syngas. However, only few studies have 

been performed where copper is alloyed with a second metal to produce bimetallic 

electrocatalyst materials for the reduction of CO2.  In this thesis, we examine two such bimetallic 

systems for the electrocatalysis of CO2 to value-added products: copper-indium and copper-

bismuth. 

Dendritic copper-indium alloys of various compositions were electrodeposited and 

investigated for their catalytic activity towards the reduction of CO2. These electrocatalysts 

produce formate at high efficiencies (up to 62%) while enabling tuning the ratio CO/H2 to 

achieve the ideal syngas composition. The presence of intermetallics (namely Cu11In9) were 

confirmed, at/or near the catalyst surface, and the product distribution was found to be directly 

linked to the alloy composition. Furthermore, the observed product distribution, as a function of 

alloy composition and applied potential, can be rationalized in terms of the relative adsorption 

strengths of CO and COOH intermediates at Cu and In sites, and their variation with applied 

potential induced by the distinct electronic structure. 

Copper-bismuth dendritic materials were also electrodeposited and explored for their 

ability to electrochemically reduce CO2. The films were dendritic and the microstructure 

consisted of a mechanical mixture of nanocrystalline grains of Cu, Bi, and metastable BiCu. 

These films selectively produce formate at efficiencies as high as ~90%, while producing a much 
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lower fraction of CO and H2. Product distribution trends, with respect to potential, show that 

lower reduction potentials typically yield the largest formate production. The selectivity to 

formate, on these catalyst surfaces, is explained in terms of the low adsorption strengths of 

CO2 and COOH at Bi. 

The alloying of sp-metals (In, Bi) to Cu, has been shown to modulate the selectivity and 

shift the reaction almost exclusively towards syngas and/or formate. The addition of an sp-metal 

dopant is shown to alter the relative trends of binding energies of COOH and CO observed for 

pure copper, giving way to the product distributions observed here. Overall, these studies 

highlight the opportunities of using bimetallic catalysts to enhance control over the product 

distribution and further suggest that bimetallic materials could be promising catalysts for the 

inexpensive, efficient and sustainable production of fuels and chemicals.  
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Chapter 1: Introduction and Motivation 

As the world’s energy consumption continues to be centered on fossil fuels, especially in 

developing nations in Africa and Asia, relatively little has been done to offset the resulting 

growth of CO2 emissions (Figure 1.1) into the atmosphere [1]. As a result, ongoing CO2 

discharge has with great probability caused unprecedented climate change and warming of the 

Earth [2, 3]. Sea-surges, due to polar ice melting, as well as extreme weather events could uproot 

tens to hundreds of millions of people, especially those in large coastal cities, causing 

unparalleled socio-economic devastation [4].  

 

Figure 1.1: (left) Trends of atmospheric CO2 emissions stemming from human activity, from 

1850 to 2011. (right) Cumulative emissions of CO2 in two different timeframes highlights the 

overwhelming amount of discharged CO2 sent into the atmosphere, in recent years [1]. 

 

For the first time since CO2 concentration has been measured, the top of the Mauna Loa will 

average above 400 ppm CO2 all year, an iconic landmark in the monitoring of growing CO2 
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emissions. Even if society adopts an aggressive mitigation strategy, forecasts suggest that CO2 

concentrations, atop Mauna Loa, will not fall below this level during our lives [5]. Despite these 

recent alarming observations, the switch to renewables and clean energy may only be sparked by 

the ramifications of “peak oil.” 

Theories by Hubbert, and other experts in energy policy and energy economics, anticipate 

a time where global oil output peaks (i.e. “peak oil”) will be followed by steady decreases and 

long-term economic consequences on developing and developed nations, alike. In the past, 

recessions have been sparked by, or occurred simultaneously with, increases in oil prices and/or 

decreases in oil production such as the Arab Oil embargo of the 1970s, the Iranian Revolution in 

1980, and the recent economic depression (2007 to recent) [6]. It is extraordinarily difficult to 

pinpoint exactly when a global “peak oil” transition will occur, but it is believed to be happening 

during this century. Optimistic reports conclude this will occur after 2030; pessimistic reports 

anticipate this will happen before 2020; a few however believe that “peak oil” has already taken 

place [1]. Thus, the immediate need for adoption of cleaner renewable energy is evident for both 

economic reasons and aforementioned environmental implications -- CO2 emissions are expected 

to increase until at least 2045, despite the good intentions of the recent Paris Agreement and 

several projected scenarios in which humanity actively seeks this transition [7].  

Many technological solutions have been proposed in order to decrease the concentration 

of CO2 in the atmosphere, including the mineralization of CO2 (i.e. Iceland) and carbon capture 

and sequestration (CCS) [8-9, 10]. Advancements in CO2 conversion technologies, alongside the 

rise of CCS facilities, has catapulted CO2 recycling efforts into the spotlight of the global green 

energy community [11]. However, the most attractive process would be the transformation of 

CO2 into useful chemicals, including fuels, by chemical or electrochemical methods – in 
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particular, the electrochemical reduction of CO2 (ERC). The ERC has been shown to produce a 

variety of valuable products including hydrocarbons, syngas (CO + H2), formate, and small 

quantities of hydrocarbons and alcohols [12]. Recent economic feasibility analyses showed that 

the ERC under certain scenarios could be a profitable process, but could be made even more 

profitable with improvements in catalyst lifetime, reaction efficiency and selectivity, as well as 

reactor design and implementation [13]. 

The cost of fuel production (i.e. formate, methane, syngas) is significantly higher, 

compared to traditional fossil fuel processing, via the ERC due to the necessity for electricity, 

complex setup and materials, and relatively slow production rates. However, the ERC is a carbon 

neutral cycle when the products are utilized as fuel sources and the effluent CO2 is recycled. The 

process allows us to use carbonaceous fuels without the further detriment of the environment. All 

in all, the ERC may not only provide an environmentally clean alternative source of fuel and 

chemical production (assuming the use of renewables such as electricity from wind or solar 

supplies the electrical current) but could also benefit the long-term energy infrastructure when oil 

output and availability begins to decline. 

In this thesis, we focus on the electrocatalytic properties of two bimetallic systems, for 

the optimization of the CO2 reduction reaction. Our work, herein, aims to explore bimetallic 

effects on catalytic properties in order to selectively produce value-added products at higher 

efficiencies than previous work. In particular, Ch. 2 discusses the relevant theory and 

background on fundamentals of electrochemistry, electrodeposition of metals and alloys, and the 

electrocatalysis of CO2. Ch. 3 displays the various instrumentation, methods, and experimental 

procedures required to perform or reproduce the work presented. Ch.4 and Ch. 5 discuss the 

synthesis and performance of two specific bimetallic systems for use in the ERC; the former 
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being copper-indium (Cu-In) and the latter copper-bismuth (Cu-Bi). These two systems, and 

their pure metallic counterparts, are explored with respect to electrochemical characteristics, 

metallurgical and surface characterization, and electrocatalytic properties in the ERC. Ch. 6 

provides conclusions of the research performed and also provides recommendations for future 

research to further understanding of the CO2 reduction reaction.   
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Chapter 2: Theory and Background - From 

Electrochemical Fundamentals to Electrodeposition 

and Electrocatalysis 

 This chapter outlines the theory and background, relevant to the research and work 

performed in this thesis. The chapter starts with a discussion of electrochemistry fundamentals 

and moves to selected concepts on the electrodeposition of alloys; finally, electrocatalysis 

phenomena are discussed as the main topic of this work. Some sections in this chapter are 

reproduced from manuscripts currently under preparation.  

 

2.1) The Electrode / Electrolyte Interface and Electrochemical Equilibria 

 Electrochemical processes, including electrodeposition and electrocatalysis, occur at the 

interface between an electrode and an electrolyte. In order for any electrochemical process to 

occur and be controlled the system should include a working electrode WE (in our case 

performing a reduction process, i.e. a cathode), a counter electrode CE (or anode) to complete 

the circuit, a reference electrode (RE) to precisely measure applied potentials, and an 

electrochemical cell to house these along with an electrolyte.  Under equilibrium conditions, a 

charge separation at the electrode/electrolyte interface is present. Generally, electrons 

accumulate at the electrode surface (the WE) while a distribution of overall oppositely charged 

ions gather on the electrolyte side. Once the equilibrium between the ions present in the 
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electrolytes and the electrode is reached, the potential difference across this interface, referenced 

to a given RE (typically the standard hydrogen electrode, SHE [1]), is known as the half-cell 

potential for that particular ion/electrode system. 

 The Helmholtz model was the first physical model describing this interface, also called 

the electrical double layer. The model assumes behavior analogous to a capacitor, where two 

separated layers of opposite charge (+ and -) are separated by a finite distance, d, with nanometer 

scale. It is then assumed that the voltage drop across this surface is linearly related to d. This 

early model has worked relatively well experimentally, but has been unable to explain observed 

trends and has vastly been improved since its development in 1874 [2].  

 

 

Figure 2.1: Schematics comparing the Helmholtz model (top) and Gouy-Chapman model 

(bottom) with respect to charge distribution and potential profile at the electrode / electrolyte 

interface. [4] 
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The Gouy-Chapman model predicts that the charge in the electrolyte is not at a set distance from 

the electrode surface, but that ions are distributed in the surrounding electrolyte. This distribution 

is dictated by the Maxwell-Boltzmann statistics, that take into account thermal agitation and 

electrostatic forces in the potential distribution [3]. These two models are illustrated in Figure 

2.1. A later model of the double layer, that takes into account a combination of the two models, 

is capable to predict most of the observed features. 

As mentioned above, the half-cell potential is defined as the potential drop across the 

electrode/ electrolyte interface, in reference to the RE. The half-cell potential for a generic redox 

couple at standard state, E0, is the basis for determining the thermodynamics of electrochemical 

systems. The standard Gibbs free energy change (∆G0) of an electrochemical reaction (Eqn. 2.1) 

is defined as the difference between two redox couples, as shown below: 

∆𝐺° = 𝐺𝑟𝑒𝑑 − 𝐺𝑜𝑥   (Eqn. 2.1) 

∆𝐺° = −𝑧𝐹𝐸°    (Eqn. 2.2) 

where F is the Faraday’s constant (96485 C/mol) and z is the number of electrons transferred per 

ion (oftentimes the valency of the ion). If ∆𝐺° < 0, the given reaction is spontaneous; if ∆𝐺° =

 0, the reaction is in equilibrium; if ∆𝐺° > 0, the reaction is non-spontaneous and requires the 

supply of electrical energy to the system in order to occur. E0 is the potential at which a given 

reaction (i.e., metal dissolution/deposition) occurs in equilibrium and reversibly, at standard state 

conditions of T = 25 degrees C, P = 1 atm, with an activity of ~1.  

 

 



 
 

8 
 

 

2.2) The Electrodeposition of Metals and Bimetallic Alloys 

a.) Introduction to the Electrodeposition of Metals 

 Electrodeposition is the process of plating metallic films onto an electrode substrate, from 

an aqueous solution. The electroplating solution, contains metallic salts, sometimes together with 

complexing agents to maintain the metal ions in solution, and other additives that contribute to 

the formation of dense, continuous metallic films.  

Equations (2.3) through (2.6) list a set of redox couples, and their standard potentials, 

from most to least noble, relevant to this work [5].  

𝐶𝑢2+ + 2𝑒− ↔ 𝐶𝑢,  E0 = +0.34 V  (Eqn. 2.3) 

𝐵𝑖3+ + 3𝑒− ↔ 𝐵𝑖,  E0 = +0.31 V  (Eqn. 2.4) 

2𝐻+ + 2𝑒− ↔ 𝐻2,  E0 = 0 V (pH = 0) (Eqn. 2.5) 

𝐼𝑛3+ + 3𝑒− ↔ 𝐼𝑛,  E0 = -0.34 V  (Eqn. 2.6) 

The hydrogen evolution reaction (HER), portrayed in Eqn. 2.5, is added to the other metal 

reduction reactions as it is an important side reaction, sometimes competing with metal 

electrodeposition.  

In most cases standard conditions do not apply, and E0 differs from the equilibrium 

potential Er, called also the Nernst Potential. The Nernst equation determines the equilibrium 

between metal ion and deposited metal. Given an arbitrary metal, M: 

𝐸𝑟 =  𝐸0 + 𝑅𝑇
𝑧𝐹

𝑙𝑛 [𝑀𝑧+]
[𝑀0]

    (Eqn. 2.7) 
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where R is the universal gas constant, T is the deposition temperature, Mz+ is the metallic salt or 

ion with valency z, and M0 is the deposited metal on the substrate (where [M0] is unity for a pure 

metal). The Nernst potential, Er depends therefore among others on the concentration of metal 

ions in solution.  

Electrochemical equilibrium is purely dynamic in the sense that the opposite reduction 

and oxidation reactions, relevant to the system, are occurring at exactly the same rate or current 

density [1]. The sum of the two current densities is zero, so no net current flows through the 

system – hence the term “dynamic equilibrium”. The partial current density of either partial 

process, the reduction or oxidation reaction, is known as the exchange current density, i0.  

(Reduction) 𝑀𝑧+ + 𝑧𝑒− → 𝑀0, ired  (Eqn. 2.8) 

(Oxidation) 𝑀0 →  𝑀𝑧+ + 𝑧𝑒−, iox   (Eqn. 2.9) 

    𝑖𝑟𝑒𝑑 + 𝑖𝑜𝑥 = 0          (Eqn. 2.11) 

   |𝑖𝑟𝑒𝑑𝑜𝑥| = |𝑖𝑜𝑥| =  𝑖0      (Eqn. 2.12) 

The exchange current density affects the kinetics of a given reaction. Specifically, a higher 

exchange current represents a higher propensity for charge to flow across the electrode / 

electrolyte interface [6].  

 The overpotential, typically denoted as η, is the difference between the applied potential, 

Eapp and the Nernst potential of the redox couple, Er, as defined by: 

     η = 𝐸𝑎𝑝𝑝 − 𝐸𝑟           (Eqn. 2.13)   

The overpotential represents the driving force necessary to overcome the energy barrier for 

running the electrochemical process of interest. This quantity can be broken down into various 
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components due to the various phenomena occurring during films growth; they include 

activation of the charge transfer, nucleation as the initial process for film formation, and 

concentration gradients, related to diffusion of ionic species. If 𝜂 > 0, the oxidation reaction is 

favored, as shown above in Eqn. 2.13. If 𝜂 < 0, the reduction reaction is favored, and in the case 

of electrodeposition the metal will be deposited from an electrolytic solution. Note that the 

potential is a thermodynamic term in electrochemistry; in contrast, the overpotential is directly 

linked to the kinetics of an electrochemical process or reaction.  

 When an overpotential is applied, the electrochemical system is no longer at equilibrium, 

and a net current flows. The applied current density in these conditions is a combination of 

anodic and cathodic currents, of which both are a function of the exchange current density (𝑖0), 

overpotential (𝜂), temperature (T), numbers of electrons exchanged (z), and the symmetry factor 

(β) (Eqn. 2.14).  

𝑖𝑎𝑝𝑝 =  𝑖𝑎 − 𝑖𝑐 = 𝑖0𝑒
𝛽𝑧𝐹𝜂

𝑅𝑇 − 𝑖0𝑒−(1−𝛽)𝑧𝐹𝜂
𝑅𝑇  (Eqn. 2.14) 

This equation is known as the Butler-Volmer expression and relates electrochemical kinetics (in 

units of current density) to applied potential. The symmetry factor is a dimensionless parameter 

that quantifies the symmetry of the energy barrier for charge transfer in the anodic or cathodic 

directions, for a single-step reaction. The expression for ic from the Butler-Volmer equation can 

be manipulated to yield the Tafel expression, as shown in Eqn. 2.15: 

𝜂𝑐 =  −2.3𝑅𝑇
(1−𝛽)𝑧𝐹

log (𝑖𝑐
𝑖0

)    (Eqn. 2.15) 

The Tafel slope is equal to -2.3RT/(1- β)zF and is often used to compare an experimentally 

measured kinetics with a theoretical mechanism for the same reaction. Note that the Tafel 
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relationship can be used only at potentials sufficiently far from the equilibrium potential 

(typically 120 mV), and for a single electron exchange. In some cases however, reactions 

involving multiple electron exchanges exhibit a kinetics similar to that of the Tafel equation, 

only with the z being equal to the number of electrons being exchanged [1]. 

 Another important relationship, known as Faraday’s law of Electrolysis, allows to 

calculate the amount of a formed product (products from electrocatalysis or an electrodeposited 

material) using the charge passed through the electrochemical cell (Q), number of electrons 

involved in the reaction (z), Faraday’s constant, and the molecular weight (Mw) of the relevant 

product. The law is given by Eqn 2.16: 

𝑚 =  𝑄𝑀𝑤
𝐹𝑧

     (Eqn. 2.16) 

The mass can be interchanged with ρV, or the density multiplied by the volume. The expression 

can be shifted around to calculate the necessary charge, Qn, given a target mass, mn, of a product. 

The Faradaic efficiency (FE) of a product (1), is calculated from the following expressions: 

𝑄1 = 𝑚1𝐹𝑧
𝑀𝑤,1

     (Eqn. 2.17) 

𝑄1
𝑄𝑡𝑜𝑡𝑎𝑙

∗ 100% = 𝐹𝐸 𝑜𝑓 𝑃𝑟𝑜𝑑𝑢𝑐𝑡 1 (%) (Eqn. 2.18) 

The sum of all product charges (Qn) should equal the total charge (Qtotal) and includes both useful 

species and unwanted side products, such as HER during electrodeposition. The Faradaic 

efficiency allows to calculate the selectivity of products effluent from an electrochemical 

reaction, such as the electrochemical reduction of CO2. 
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b.) Electrodeposition of Bimetallic Materials 

 The electrodeposition of alloys consists in the electrochemical growth of films that 

contain more than one metallic element. As with the electrodeposition of single metals, multiple 

metallic salts in solution are reduced to metal atoms on the substrate (WE surface) and are co-

deposited. The relative nobility and the electrochemical kinetics of the metals being deposited is 

of utmost importance in understanding overall deposition behavior as well as the final film 

composition and crystallography. Let us assume that the metal ions deposit independently (that 

is, each one with its own kinetics). In this case the more noble metal A, having the higher 

standard potential, will typically be deposited with priority over the less noble metal B, and the 

alloy will be richer in A. However, the metal ion concentration may limit the maximum 

reduction rate due to diffusional limitations; in this case the composition will depend both on the 

relative kinetics and the relative concentration of A and B in solution. In some cases, the two 

metal ions in solution interact strongly through the formation of intermediates and adsorption 

processes, leading to anomalous or induced codeposition processes as described by Brenner [7]. 

Applying a given potential to a cathode immersed in a bimetallic electroplating solution results 

in the two metals being subject to two different overpotentials based on the distinct Nernst 

potentials of each metallic salt in solution.   

𝜂1 = 𝐸𝑎𝑝𝑝 − 𝐸𝑟,1   (Eqn. 2.19) 

𝜂2 = 𝐸𝑎𝑝𝑝 − 𝐸𝑟,2   (Eqn. 2.20) 

As mentioned, the more noble metal has the higher standard potential and in turn a higher 

overpotential for deposition. The difference in overpotential between the two depositing metals 
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can determine the composition of the bimetallic material and the resulting phase constitution and 

microstructure.  

Co-electrodeposition leads to the formation of alloys with identifiable phases and 

crystallographic structure; in many cases equilibrium phases may be obtained; however, in some 

cases metastable phases may be grown.  Additionally, the alloys being formed may not be simple 

solid solutions but they may form mechanical mixtures of the two elements. A high mutual 

solubility of the two elements usually results in the formation of solid solution phases; on the 

other hand intermetallic phases, and sometimes even metastable phases usually found at very 

high temperatures and pressures can be obtained [8, 9].  

The two relevant systems, discussed herein, show different deposition behavior. Figure 

2.2 shows a schematic current density vs. applied voltage (i-V) plot specific for the Cu-In 

system, where pure Cu deposition occurs at potentials between ECu2+ and EIn3+, followed by Cu-

In codeposition below EIn3+. The Cu-In system exhibits a wide gap between the Cu2+
 and In3+ 

(Eqns. 2.3 and 2.6) standard potentials, and limited changes can be achieved by varying the 

metal ion concentrations; therefore, once the redox potential of In is reached, Cu is being 

deposited already with 0.68 V of overpotential, at a high deposition rate and in most cases under 

diffusional limitations. In order to tune the alloy composition, the electrolyte must be very 

indium rich in order to deposit films across the whole composition range by varying the applied 

potential.  
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Figure 2.2: An example log (i)-V curve summarizing codeposition of Cu-In films. The 

occurrence of hydrogen evolution  is neglected in this plot.  

 

The Cu-Bi system in contrast exhibits a very small gap between the Cu2+ and Bi3+ (Eqns. 

2.3 & 2.4) standard potentials, leading to the composition of the plated film being almost 

identical to the concentration of these metal ions in the electrolyte. In practice, a propensity to 

form films with a slightly higher Cu fraction than its relative concentration in solution was 

observed. This arises due to differences in Tafel slopes between depositing Cu and Bi: Cu 

deposition on Cu, from an acidic sulfate solution, has a slope of 120 mV/dec; Bi on Pt, from an 

acidic perchlorate solution, has a slope of ~80 mV/dec [10-11].  Identical Tafel slopes for both 

species with similar redox potentials would yield films of identical composition of the solution, 

lo
g 

i

-VEIn3+ = 
-0.34 V

ECu2+ = 
+0.34 V

0

i0 (In3+) = 10-9

i0 (Cu2+) = 10-5
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while largely varying Tafel slopes can drastically affect deposited film composition, regardless 

of redox potential proximity.  

 

c.) Tuning Surface Morphology 

The metallic film formed on the substrate surface may exhibit varying surface 

morphologies, dependent on the plating solution chemistry, the deposition potential, the 

substrate, and the deposition conditions (including temperature, cell geometry, and size/shape of 

the CE). The growth of an electroplated film depends on the conditions of nucleation, dependent 

in turn on the applied overpotential, the presence of additives to hinder growth of large grains, 

and the surface mobility of adsorbed atoms (adatom) on the growing surface. By rationally 

selecting the growth conditions, the film may form a variety of morphologies, including compact 

and smooth films, rough films, or dendritic constructions.   

Two stages of electrodeposition may, in particular, determine surface morphology: 

kinetic control and diffusion control of growth. Cu and In, as mentioned earlier, show a large gap 

between their standard Nernst potentials, with Cu being the more noble metal. As shown above 

in Figure 2.2, Cu-In can only be codeposited at potentials more negative than the Nernst 

potential of In. At the onset of In deposition, a large overpotential is already achieved for Cu 

deposition, resulting in diffusion controlled growth and morphological growth instability [12]. At 

this point, In is being deposited via kinetic control and follows Tafel behavior. Typically, 

diffusion controlled growth results in roughening and formation of dendritic films such as in our 

case with Cu-In and Cu-Bi (see Chapters 4 and 5).  
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Smoother films require higher adatom surface mobility, and can typically be produced 

when substrate irregularities and the Schwöbel barrier (the energy barrier for an adatom to jump 

down from an island) are minimized [12]. Thus, at low overpotentials, growth can be more two-

dimensional and produce films that are more compact, depositing atoms layer by layer. This is 

the Frank van-der Merwe mechanism of growth (Figure 2.3). On the other hand, kinetic 

controlled growth typically results in smoother films as opposed to growth instability and rough 

surfaces when deposition occurs in the diffusion limited regime.  The addition of surfactants may 

contribute to attain 2-D compact growth, by adsorbing to surface sites, thus slowing down 

deposition and increasing nucleation density [13, 14].  

 

 

Figure 2.3: Two fundamental growth modes that apply to electrodeposition. Frank-van der 

Merwe shows more 2-D compact growth while Volmer-Weber reveals 3-D outward growth, 

resulting in rougher films. [15]  

 

Rougher and dendritic films can be produced by a variety of conditions or combinations 

of conditions. Three-dimensional growth, as seen with rough or dendritic morphologies, can 

occur via Volmer-Weber growth (Figure 2.3), at small overpotentials. However, dendritic films 
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can easily be produced at large overpotentials, where the probability for nucleation increases – 

especially on already deposited nuclei, leading to outward 3-D growth [12]. Dendritic growth is 

linked to the crystal structure and symmetry of the material being deposited. If a material 

naturally exhibits anisotropy, (i.e. hexagonal Zn, Figure 2.4), it is possible for it to grow 

dendritically. Dendritic growth typically occurs along the lowest energy plane for growth, which 

is (0001) in the case of Zn [16]. Also, the competing hydrogen evolution process, with the 

simultaneous hydrogen reduction on the substrate, may assist in achieving rough or dendritic 

films [17].  

High surface area materials (i.e. dendrites, nanoporous films, nanofoams) may be 

mechanically fragile, but are ideal for electrocatalysis applications due to a large surface area and 

larger number of catalytic sites capable of performing the relevant electrochemical reaction.  

 

 

Figure 2.4: The changes in surface morphology of electrodeposited hexagonal-Zn films. As 

overpotential increases, side branch growth and faceting are shown to increase. [16] 
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2.3) Electrocatalysis and the Electrochemical Reduction of CO2   

a.) Electrocatalysis on Bimetallic Surfaces 

 Electrocatalysis is utilized to facilitate a target electrochemical reaction; when more 

reactions are possible a catalyst may also shift the selectivity of an electrochemical reaction. In 

general, the catalyst is not consumed in the process. Similar to traditional catalysis, different 

types of electrocatalysts exist: surface (heterogeneous) and photoelectrocatalysts [18-20]. We 

will focus our attention on the first, more specifically electrocatalysis at metallic and bimetallic 

surfaces.  

 

Figure 2.5: A volcano plot showing the exchange current densities for HER on various metallic 

and bimetallic surfaces. DFT derived data suggests an optimal electrocatalyst for HER will have 

a ∆𝐺𝐻 = 0. [21]  

 

Different metals and alloy systems show differences in their inherent catalytic properties due to 

their specific electronic structure. This results for example in differences in binding energy of 
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reactants and intermediates, which eventually result in varying kinetics, products being formed, 

and selectivity [21]. A prototypical example of these effects is the activity towards HER on 

various metals and alloys as portrayed by a volcano plot in Figure 2.5. The exchange current 

density for HER (y axis) varies significantly with the catalyst material, due to the variation of 

binding energy of H at the selected surface (x axis). A higher exchange current density for HER 

reveals a greater propensity for this reaction to occur when an overpotential is applied. This type 

of analysis connects electrochemical kinetics of a given reaction (i.e. HER) to the adsorption 

properties of relevant chemical intermediates (i.e. H+, H). Note that many of these HER 

electrocatalysts are alloys, suggesting that a bifunctional catalytic mechanism for HER may be 

operative. 

 The concept of a bifunctional reaction mechanism calls on the cooperation of the two 

metals, each with its own adsorption or, more generally, catalytic properties that work 

synergistically to perform or shift an electrochemical reaction. The oxidation of methanol is one 

example in which Pt-Ru alloys are widely utilized. Pt is efficient to split methanol and adsorb 

CO strongly to the surface, while Ru in parallel splits water and adsorbs OH, then adjacent Pt 

and Ru surface atoms work together to produce CO2 [1, 22]. Bifunctional mechanisms work in 

multi-step reactions, where adsorption of different chemical species (i.e. C or O) at the catalyst 

may be required to see the reaction to completion. Neither individual metal could perform the 

reaction, but together they provide the means to successfully and efficiently do so. This 

bifunctional (or multifunctional) mechanism could be applied to many other important reactions 

such as those occurring in fuel cells and the electrocatalysis of CO2.  
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b.) The Electrochemical Reduction of CO2 

The electrochemical reduction of CO2 (ERC) has been studied thoroughly using various 

classes of catalysts [23]; metallic electrodes, in particular, require minimal manufacturing efforts 

and provide favorable electron transfer kinetics. Early on, Hori developed a classification 

(Figure 2.6) of the products formed by different catalyst materials; roughly, Au and Ag reduce 

CO2 only to CO, sp post-transition metals such as In, Pb, Sn, produce mostly formate, and late 

transition metals such as Pt, Ni, Fe form mainly H2. Copper is unique among the metals as it has 

been shown to convert CO2 to a wide range of products, including CO, formate, hydrocarbons 

and alcohols.  

 

Figure 2.6: An insight into the electrocatalytic properties of elements towards the reduction of 

CO2. [24] 

 



 
 

21 
 

Unfortunately, these transformations occur at copper electrodes only at high overvoltage, where 

the hydrogen evolution reaction (HER) is in competition with CO2 reduction, leading to a decline 

of the overall efficiency and selectivity [25, 26]. The ERC has been found to form CO or formate 

selectively with efficiency approaching 100%, although the formation of these species requires 

precious metallic catalysts [27, 28] or other impractical conditions and materials such as high 

pressures or temperatures and an ionic liquid environment [29, 30].  

The product distribution of the ERC as a function of applied potential has been initially 

rationalized by Norskov’s group utilizing the Computational Hydrogen Electrode (CHE) 

approach, whereby a given reaction step may occur when the applied potential decreases the 

thermodynamic barrier for that step to zero. The model is purely thermodynamic, and assumes 

that the energy barrier for such step is negligible. According to this theory the products obtained 

with increasing applied overvoltage are H2, HCOO-, CO and CH4 [31]. However, this model fails 

to take into account the influence of a bulk water environment. Norskov’s assumes a monolayer 

of water surrounds the catalyst surface – a strong generalization of a bulk aqueous environment. 

He concedes that improvements to the model can be made with respect to water [32]. 

Furthermore, the model never mentions the influence of the electrochemical cell (geometry, 

orientation, overall setup), which has a significant effect on the ERC process, as a whole. A 

catalytic loop demonstrating the reaction mechanism(s) to form the latter three products are 

shown in Figure 2.7. They occur via a series of successive PCET (proton coupled electron 

transfer) reactions with relatively positive redox potentials [31]. Proposed and modeled by 

Norskov, this mechanism proceeds through successive hydrogenation of CO to CHO, CH2O, and 

so forth, but doesn’t describe formation of ethylene.  
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Figure 2.7: An electrocatalytic loop visualizing the ERC by consecutive PCET steps to form (1) 

HCOO-, (2) CO, and (3) CH4. CH4 is then oxidized back to CO2 generating electricity, and the 

cycle repeats. Adapted from Kortlever et al. [33]  

 

 The ERC affords a couple reaction pathways that determine the end products and 

distribution. The formate pathway, as its name suggests, ends at formate, which cannot be further 

reduced or hydrogenated. Different from the pathway proposed by Norskov above, Hori [34] 

proposed a carbine (*CH2) intermediate which could also lead to methane but also ethylene via 

dimerization or reaction with another adsorbed *CO intermediate [33]. However, the formation 

of ethylene has been shown to occur without the co-evolution of methane, which cannot be 

explained by either mechanism. Thus, it is still unknown how these various products are formed, 
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but it is universally accepted that high value hydrocarbons are formed through a CO 

intermediate. 

 The pH is also an important measurement to understand the ERC in a specific system. 

Figure 2.8, shows the CO2 Pourbaix diagram which correlates stable phases of CO2 (pH) versus 

applied potential (V vs SHE).  

 

Figure 2.8: The CO2 Pourbaix diagram shows the difference between forming formic acid 

(HCOOH) and formate (HCOO-), when significant cathodic potentials are applied [35]. 

Many authors mistakenly report HCOOH as a product, but the typical conditions clearly point to 

the HCOO- predominance region. Furthermore, it should be noted that the local pH may be 

playing a role in the catalysis of CO2. Significant HER on the catalyst surface, as well as 

production of CO2 derived products, result in a drastic local pH increase. The local pH increases, 

due to the production of OH- anions, and thus heavily relies on the current density during the 

ERC. It has been shown, however, that the production of alcohols and ethylene on copper 
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surfaces is more favorable in high pH environments [36]. Little work has been done investigating 

the effects of pH, solution chemistry, and solution concentration on other metallic surfaces.  

Tailoring the surface morphology of metal catalysts has also been shown to vary the 

distribution of products formed via the ERC. Continuing our focus on Cu, the production 

efficiency of useful products typically increases upon nanostructuring, due to the general 

availability of a variety of facets with different surface energy, enabling adsorption of various 

intermediates. Cu nanoparticles for instance showed an efficiency as high as 75% for CO 

methanation, but only at high overvoltages [37]. In contrast, high surface area oxide-derived Cu 

surfaces show a propensity to form CO at low overvoltages, achieving over 90% efficiency [38]. 

Copper nanofoam architectures have shown promise in increasing the selectivity to formate [39]. 

Overall, the modulation of the surface topography is capable of exposing more catalytically 

active reaction sites, in turn benefitting the selectivity and the efficiency of the ERC.  

 

 

 

2.4) Recent Research and Motivation for Work on the Electrochemical Reduction of CO2 

 The amount of literature relating to the electrochemical reduction of CO2 has soared in 

recent years with over 1500 publications since the beginning of 2010. Figure 2.9 shows the 

publication count on this topic, evidencing a steady increase, due to the increased efforts in 

renewable energy and sustainability innovation.  
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Figure 2.9: The number of publications by year (since 2010) on “The Electrochemical 

Reduction of CO2.” Metrics taken from Web of ScienceTM and include results through the end of 

July, 2016.  

 

Despite the copious amount of research, in recent years, limited studies relating CO2 reduction to 

reaction mechanisms, bimetallic catalysis, and/or dendritic morphologies can be discerned. 

Besides the reaction mechanisms proposed by Hori [34] and Norskov [31], and reviewed 

recently with work by Kortlever [33] and Asthagiri [40], little has been done to provide links 

between the adsorption of intermediates to both the end product distribution and the atomic 

layout on catalyst surfaces. Single crystal Cu surfaces reveal varying product distributions and 

provide the inspiration for extending those studies to more complex bimetallic surfaces [41-43].   

 Cu is unique because it exhibits the lowest overvoltage for the CO* to CHO* step (an 

asterisk indicates that the species is adsorbed at the catalyst). Furthermore, it is predicted that 
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CO* cannot be kept adsorbed at high overpotential: a second metal with stronger oxygen affinity 

is needed to enable both adsorption of CO and H at suitable potentials [44].Therefore, it may be 

useful to couple to Cu more oxyphilic materials from the sp metals block: Sn, In, Bi, Sb. This 

could result in more sluggish hydrogen evolution while enhancing the adsorption strength of 

species like CO and CHO to facilitate successive hydrogen addition. Through DFT calculations, 

it was shown that alloying a d-metal (i.e. Cu) with an sp-metal (i.e. In) may assist in lowering the 

energy barrier for formation of certain products, more specifically CO and formate [45]. 

However, little has been done to prove this experimentally.   

 Finally, studies of electrocatalysts with dendritic surface morphologies have been scarce. 

Increased formate efficiency was revealed on nanofoams made of copper dendrites [39]. Palmore 

explored relative quantities of atomic planes, comparing nanofoams to bulk Cu with XRD. More 

recently, hexagonal-Zn dendrites showed a propensity to form CO at high efficiencies and 

current densities over traditional Zn electrodes [46]. XRD comparison of these Zn electrodes 

showed no noticeable differences, but in-situ surface characterization using XAS (X-ray 

Adsorption Spectroscopy) techniques provided new insight into connecting catalyst valency to 

product distribution. Furthermore, Sn dendrites have been explored for CO2 reduction activity 

[47]. Other than these select examples, CO2 electrocatalysis investigations on dendritic catalysts 

have been sparse, despite obvious advantages of very high surface area over traditional materials.  

Overall, economical and efficient electrocatalysts that slow down HER, tune the 

selectivity towards value-added products, and remain stable over time, are desired in order to 

enable widespread deployment of a practical process for the electrocatalysis of CO2. In order to 

fill the aforementioned gaps in knowledge, we provide insight into mechanistic events on 
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bimetallic catalysts with unique dendritic morphologies. The bimetallic systems of Cu-In and 

Cu-Bi are explored in this work.  
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Chapter 3: Experimental Instrumentation and 

Methods 

 This chapter outlines the various instrumentation, methods, and procedures used for all 

experiments performed in this work. Details of electrodeposition, characterization of deposited 

materials, the electrochemical reduction of CO2, and effluent ERC product quantification are 

described in the following.  

 

3.1) Electrochemical Setups, Instrumentation, and Software 

 A Biologic SP-150 single-channel potentiostat was used for all electrochemical 

measurements and experiments including: electrodeposition investigations, Cyclic Voltammetry 

(CVs) or Linear Sweep Voltammetry (LSVs), and chronoamperometry (electrolysis of CO2, 

ERC). EC-Lab software was used in conjunction with the Biologic Sp-150, to link and perform 

these techniques as well as collect and record data for further analysis.  

Electrodepositions and Electrochemical Impedance Spectroscopy (EIS) (see Section 

3.6d) were performed in cylindrical cell setups (Figure 3.1) while ERC experiments used a 

custom-designed electrochemical cell (see Section 3.3).  Various reference electrodes (REs) 

were used depending on the experiment and the electrolyte utilized, therein. Mercurous Sulfate 

Electrode (MSE = +0.64 V vs. SHE, saturated K2SO4), Saturated Calomel Electrode (SCE = 

+0.24 V vs SHE, saturated KCl), and Silver Chloride (Ag/AgCl = +0.21 V vs SHE, 3 M NaCl) 

were used. Various REs were used to avoid contamination (i.e. Cl- ions in SO4
2- solution and 
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vice versa) and degradation. For simplicity, all the potential values will be referred to the MSE 

RE. 

 

Figure 3.1: Simple experimental set up showing electrodeposition of metal M+onto the cathode 

from an electroplating solution with metallic salt MA in H2O. Taken from [1]. 

 

3.2) Synthesis of Electrocatalyst films 

a.) Copper 

 Dendritic copper was electrodeposited on Cu substrates (100 nm Cu on Si wafer), using a 

10 mM CuSO4 (Alfa Aesar, 99.99%) + 0.5 M H2SO4 (Sigma Aldrich, 98%) + 0.5 M NaCl 

(Fischer Scientific, 99.99%) solution. Depositions were performed at -0.95 V vs MSE to a charge 

density of 1 C/cm2 for a theoretical thickness of ~370 nm. The addition of chloride ions (from 

NaCl) to the copper sulfate solution has been shown to increase the degree of grain faceting 

predominantly at {110} planes. Furthermore, the rate determining step involving a copper (I) 



 
 

32 
 

chloride intermediate is believed to induce formation of dendritic copper versus smoother 

compact films [2]. 

 Pure copper films (100 nm thick) sputtered on Si wafers were also explored in ERC 

experiments. These were rinsed with acetone and methanol in an ultrasonic bath for 20 minutes. 

A brief cleanse using dilute (10% v/v) H2SO4, followed by a rinse in Milli-Q water (18.2 MΩ), 

was performed immediately prior to each electrolysis experiment.  

 

b.) Indium 

Indium was electrodeposited on Au substrates (40 nm Au on Si Wafer), using a 50 mM 

In2(SO4)3 (Alfa Aesar, 99.99%)+ 0.5 M H2SO4 (Sigma Aldrich, 98%) + 0.5 M NaCl (Fischer 

Scientific, 99.99%) solution. Depositions were performed at a potential of -2.05 V vs MSE. A 

charge density of 9 C/cm2 was required in order to obtain full coverage of indium on the 

substrate surface, due to the fact that Indium (E0 = -0.34 V) can be deposited only in parallel with 

hydrogen evolution .  

Pure indium foil (1 mm thick, 99.998% Alfa Aesar) was also used as a comparison. 

Before each ERC experiment, the foil was mechanically polished using SiC paper incrementally 

from 240 to 1200 grit. Once a smooth (Rf = 1.07) indium surface was achieved, it was cleaned in 

an identical fashion to that of the smooth (sputtered) copper surfaces. 
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c.) Bismuth 

Dendritic bismuth was electrodeposited on Au substrates, using a 25 mM Bi(NO3)3 (Alfa 

Aesar, 99.99%) + 1.3 M HNO3 (Fischer Scientific, 69%) solution [3]. The films were deposited 

potentiostatically at -0.85 V vs MSE to a charge density of 5 C/cm2, corresponding to a 

calculated thickness of 3.69 micron at 100% efficiency. Smooth bismuth was also deposited on 

Au, however using a 100 mM Bi(NO3)3 (Alfa Aesar, 99.99%) + 1 M HNO3 (Fischer Scientific, 

69%) solution (Sigma Aldrich, 70%)  [4]. The growth was performed at -0.5 V vs MSE to a 

charge density of 5 C/cm2.  

Increasing the Bi+3 concentration in the electroplating solution helped to attenuate 

diffusion limited conditions for the reducing metal ions that would ultimately induce a dendritic 

morphology. The more positive plating potential in the latter case also contributes to a slower, 

more compact, deposition process.  

 

 d.) Copper-Indium  

 Copper-indium alloys were electrodeposited from an acidic electrolyte containing 0.5 M 

H2SO4 (98%, Sigma Aldrich), 0.1 M In2(SO4)3 (Alfa Aesar, 99.99%), and 1 mM CuSO4 (Alfa 

Aesar, 99.99%) [5]. Alloy growth was carried out at constant potential onto 100 nm thick Au 

films sputtered on Si wafers, coated first with a 5 nm Ta adhesion layer. Alloy composition was 

tuned by varying the applied potential between -1.45 V and -1.75 V vs MSE, in order to 

determine appropriate conditions to prepare 20, 40, 60, and 80 at% indium alloys [5]. Deposition 

time was consistently 20 minutes, to produce dendritic constructions between 500 nm and 20 

micron in thickness across all compositions (see Figure 4.1).  
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 e.) Copper-Bismuth 

Dendritic copper-bismuth alloys were also produced using electrodeposition. Several 

copper-bismuth plating solutions, with distinct metal ion concentrations, were utilized in order to 

synthesize alloys across the entire binary composition range. The use of several solutions was 

made necessary by the close standard potentials of [Cu2+] (+0.34 V) and [Bi3+] (+0.31 V), which 

led to a limited sensitivity of alloy composition on potential. A 0.5 M HNO3 (Fischer Scientific, 

69%) base solution was used before adding metal salts to a given solution. Across all solutions 

used, the total metal ion concentration remained constant at 20 mM adding both [Cu+] and [Bi3+] 

(See Figure 5.1). Cu2O (Alfa Aesar, 99.99%) and Bi(NO3)3 (Alfa Aesar, 99.99%) were used as 

the metallic salts.  

 The copper-bismuth electrocatalysts were grown at a constant potential of -1.45 V vs 

MSE using gold substrates (40 nm) on silicon wafers. The alloys were deposited on substrates 

with a nominal area of around 3 cm2 and to a charge density of 4 C/cm2 corresponding to an 

average thickness of 4.57 micron. Alloys of selected compositions (20, 40, 60, and 80 at% Bi) 

were fabricated at room temperature with stirring.  

 

3.3) Custom Electrochemical Cell for the Electrochemical Reduction of CO2 

ERC experiments were performed in a custom electrochemical cell designed in house 

(Figure 3.2). This consisted of a two compartment cell with either an anion exchange membrane 

(Tokuyama A-006, 28 micron thick) or a proton exchange membrane (Nafion A117, 178 micron 

thick) separating the two compartments. The top compartment housed the electrocatalyst (WE) 

and RE (Ag/AgCl) which were placed approximately 0.5 cm apart. The bottom compartment 
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housed the CE, consisting of a Pt net. The electrolytic solution used in the ERC experiments was 

0.1 M KHCO3 (Alfa Aesar, 99.9% metals basis), which was purified using recrystallization and 

vacuum filtration laboratory techniques. A total of 60 mL solution was placed in the top 

compartment, and 120 mL in the bottom one. The volume of the outer cone headspace was 35 

mL. The cell was saturated with high-purity CO2 (99.99%, Praxair) and was pumped for 30 

minutes prior to every experiment.  

 The electrocatalyst was mounted onto a copper wire with conductive copper tape (3M, 

Ted Pella) and insulated with Pb-CrO3 paint so that only the electrocatalyst surface was exposed 

to the electrolyte. The electrocatalyst always faced down towards the membrane (and bottom 

compartment) to allow a uniform flow of current with minimal resistance.  

 
Figure 3.2: A schematic of the custom electrochemical cell used for ERC experiments. The 

yellow film represents the ion exchange membrane (Tokuyama or Nafion) separating the top and 

bottom compartments, while the red septa show where aliquots of gaseous products were 

extracted at the conclusion of an ERC experiment.(1) WE position, (2) RE position adjacent to 

WE (in outer cone), (3) CE position.  

11
22

3
3



 
 

36 
 

At the beginning of each ERC run the inner cone was filled with electrolyte, which was 

slowly replaced with gaseous products during a given experiment. Thus, a headspace is 

continuously formed for the duration of an ERC experiment. At the conclusion of an ERC 

experiment, the gaseous products were syringed out, volumetrically measured, and then analyzed 

using gas chromatography (see Section 3.5a). The volume of the evolved gaseous headspace 

varied with each set of conditions – electrocatalyst material, electrocatalyst composition, and 

reduction potential. A gaseous sample was also collected from the outer cone area where gas 

diffused from the electrolyte (Figure 3.2). The gaseous products in the outer cone were also 

measured to provide a more accurate and complete description of the result of a given ERC 

experiment. Liquid products were syringed out as well from the top compartment, but also from 

the bottom compartment if an anion exchange membrane was used for that ERC run. This 

becomes necessary because the anion exchange membrane slowed steady passage of ERC liquid 

products (i.e. formate), but did not prevent it altogether. On the other hand, the proton exchange 

membrane only allowed positively charged ions (i.e., H+ and K+ ions) to pass through and 

therefore liquid product crossover in the latter case was not a concern.  

 

3.4) Electrolysis – The Electrochemical Reduction of CO2 

ERC investigations were executed by performing a method adopted from Jaramillo et al. 

[6]. A series of measurements were performed in a predefined order for each ERC experiment in 

order to minimize systematic errors. The series of measurements consisted of: (1) resistance 

compensation, (2) LSV, (3) resistance compensation, and (4) chronoamperometry. The first 

resistance compensation was performed to provide an accurate assessment of the applied 

potential during the electrolysis of CO2. The same procedure was repeated after the LSV, as well, 
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due to changes on the electrocatalyst surface incurred during this technique (i.e. reduction of a 

native oxide layer, especially readily oxidized materials such as Cu). These resistance 

compensation steps take into account solution resistance, cell geometry, distance between RE 

and WE, distance between WE and CE, amongst other factors. LSVs were performed before 

each ERC run for two reasons: (1) to remove any oxide layer, exposing a truly metallic 

electrocatalyst surface to a CO2 saturated electrolyte and (2) to ensure qualitative consistency of 

identical electrocatalyst materials by observing the position of peaks and HER onset.  

 

3.5) Product Identification and Quantification 

 a.) Gas Chromatography and Calculation of Dissolved Gases via Henry’s Law 

 The gaseous CO2 reduction products were identified by GC-TCD (Gas Chromatography 

– Thermal Conductivity Detector) with a Shimadzu GC-2014 instrument equipped with a Restek 

RT-Qbond 30 m × 8 mm fused silica PLOT column (Figure 3.3). The instrument was equipped 

with a 0.5 mL injection loop in which the sample passed through three columns in series 

(Hayesep T 80/100 mesh 0.5 m × 2.0 mm, Supelco 60/80 Mesh 5 Å molecular sieve 2.0 m × 2.1 

mm, and Hayesep Q 80/100 mesh 1.5 m × 2.0 mm). GC-Solution software was used to record 

chromatograms of injected gaseous mixtures as well as subsequent quantification. 1 mL aliquots, 

of gaseous products were directly injected into the sample loop for quantification. If samples 

were less than 1 mL, CO2 would be used as the balance. This addition was required in order to 

completely saturate the sample loop as well as push out any gaseous sample that remained from a 

previous injection. Failure to do this may result in skewed quantification of gaseous products. 
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Figure 3.3: Shimadzu GC-2014 instrument used for gas product analysis. 

 

 Injected gaseous product samples were identified and quantified based on differences in 

thermal conductivity in reference to the carrier gas flowing through the GC. Most gases have 

thermal conductivities significantly less than that of He, the typical carrier gas used with GC, and 

therefore elicit a detectable signal that can be quantified. However, an Ar carrier gas was 

necessary in quantifying H2 gas, a significant by product in the ERC, due to H2 thermal 

conductivity being similar to that of He [7].  

The injected gas mixture shows peaks at different retention times based on the interaction 

of individual gases with each other as well as with the stationary phase (porous polymer resins 

within the three columns) of the GC. Other factors such as temperature, flow rate, column setup 
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and length, and relative amounts of gases can affect the retention time at which the product gases 

elute on the resulting chromatogram. Authentic standards (Praxair, 99.99%) of CO, CH4, C2H4, 

CO2, and H2 were injected individually to accurately pinpoint the retention times; in addition, 

selected gas mixtures were tested to determine any shift due to interactions. The retention times 

of the relevant products and air, in both carrier gases, are highlighted in Table 3.1.  

 

 

Table 3.1: Retention times of various gases regularly detected in the ERC. Air (O2 + N2) is also 

seen, and is a benign contaminant. H2 can only be detected when using an Ar carrier gas.  

 

 The resulting peaks for the products outlined in Table 3.1 are integrated and measured. 

Standards, of known concentration, of these product gases have an associated peak area, and are 

then used to quantify a product’s concentration in an injected sample from an ERC experiment,. 

Calculations are straightforward as concentration and peak area are linearly proportional to each 

other. Sample chromatograms showing various product peaks are shown in Figure 3.4. 

Gas Retention Time (min)
CO2 1.5
C2H4 2.1

H2 (Ar only) 5.2
O2 5.5
N2 5.7

CH4 6.4
CO 6.6
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Figure 3.4: Sample chromatograms using an Ar carrier gas. All products and air are shown.  

  

 Henry’s law states that the amount of gas dissolved is proportional to its partial pressure 

in the headspace. In our experiments, a non-negligible amount of gas is dissolved in the liquid 

phase. In order to accurately calculate the amount of dissolved gas in the electrolyte, at the 
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conclusion of a CO2 electrolysis experiment, Henry’s law analyses were performed. The 

proportionality factors of gas in the system (headspace and dissolved) are known as Henry’s law 

constants. Typical Henry’s law constants can be systematically converted to dimensionless 

Henry’s law constants (Eqn. 3.1) [8]. 

𝑘𝐻
𝑐𝑐 =  𝑐𝑎𝑞

𝑐𝑔𝑎𝑠
= 𝑘𝐻 ∗ 𝑅𝑇   (Eqn. 3.1)  

 Following gas product analysis using GC, the concentration of specific gases in the headspace, 

cgas, are easily calculated. From cgas we can calculate the concentration of dissolved gaseous 

products, caq using tabulated Henry’s law constants, kH
cc, from Sander et al. outlined in Table __ 

. Note that the amount of gases being formed during an ERC run is sufficiently small as not to 

vary significantly the pressure in the reactor. 

 

Dissolved Gaseous Products kh kh
cc 

Hydrogen, H2 7.8 x 10-4 1.9 x 10-2 
Carbon Monoxide, CO 9.7 x 10-4 2.4 x 10-2 

Methane, CH4 1.4 x 10-3 3.4 x 10-2 
Ethylene, C2H4 4.8 x 10-3 1.17 x 10-1 

 

Table 3.2: Tabulated Henry’s Law constants for relevant ERC products. These dimensionless 

constants, kH
cc, are defined in Eqn. 3.1 [8].  

 

 These constants therefore assume standard temperature and pressure (25 degrees C, 1 

atm) which is a safe assumption of conditions in the laboratory and in the cell, despite the 

evolution of gases and a subsequent slight pressure increase. This type of Henry’s law analysis 
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has been performed in similar applications – the ERC and photoelectrochemical water splitting 

[9, 10]. 

  

b.) Proton (1H) Nuclear Magnetic Resonance (NMR) 

Yields of aqueous products were determined by 1H NMR (10% D2O, Varian 600 MHz, 

Figure  3.5). Solvent suppression of the H2O signal was achieved by presaturation and double 

pulsed -field gradient spin echo pair after the last pulse with the 180° pulse replaced with a 

composite pulse. In other words, the enormous H2O peak is minimized in favor of greater 

sensitivity, especially for products that typically elute on the shoulders of this peak.  

 

 

Figure 3.5: A Varian 600 MHz NMR spectrometer. Dept. of Chemistry, University of Virginia.  
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Trimethylamine N-oxide was used as the standard in micromolar quantities to provide direct 

quantification of any liquid product identified in a given ERC experiment. The standard was 

chosen due to its placement between potential product peaks on the NMR spectra, as portrayed in 

Figure 3.6. Specifically, 0.1 mL of a 1.33 mM Trimethylamine N-oxide standard was added to 

0.5 mL of a liquid product sample, taken at the conclusion of an ERC experiment. Thus, the final 

concentration of the standard was approximately 0.222 mM and was used to directly quantify the 

liquid products, by integration and comparison of peaks. 

NMR is used to determine various chemical properties of molecules including structure, 

environment, geometry, and electronic configuration. More specifically, proton NMR is used 

with respect to 1H nuclei present in the target organic molecule. All organic molecules contain 

1H and therefore can be detected, identified, and quantified with this technique. Peak structure 

and position (known as chemical shift) as recorded on an NMR spectrum, is determined by the 

symmetry of molecule, interaction between H atoms, and electronegativity. The chemical shift 

(δ, in ppm) is determined by comparing the sample resonance frequency (ν) to that of a reference 

(see Eqn. 3.2). 

𝛿 =  𝜐𝑠𝑎𝑚𝑝𝑙𝑒−𝜐𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

𝜐𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
= 1 𝑀𝐻𝑧

106 𝑀𝐻𝑧
= 10−6 = 1 𝑝𝑝𝑚  (Eqn. 3.2) 

  Table 3.3 summarizes several ERC products (and our standards) in terms of these 

characteristics, while Figure 3.6 visualizes them on the output spectrum of NMR data 

processing.  
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Aqueous Product 
 

Peak Type 
 

Chemical 
Shift (ppm) 

 
Group 

 

Molecule 
Visualization 

 

   Acetaldehyde 
  

Doublet 2.25 CH3 

   Quartet 9.69 C-H 

Acetate Singlet 2.08 CH3   

Ethanol 
  

Quartet 3.67 CH2 

  Triplet 1.19 CH3 

Formate Singlet 8.38 C-H   

Methanol Singlet 3.37 CH3   

Trimethylamine 
N-Oxide Singlet 3.52 (CH3)3   

 

Table 3.3: Previously detected liquid products from the ERC [6] and associated peak locations 

and shapes using our in-house NMR (Varian 600 MHz, 1H NMR). 

 

Potassium formate was the only liquid identified as product of the ERC on the 

electrocatalysts under study, as confirmed by use of authentic standards. Formate and the 

standard (trimethylamine N-oxide) appear as singlets at 8.38 and 3.52 ppm, respectively. 

Formate has a single 1H nucleus while our standard has 9 1H nuclei in a symmetrical molecule 

with three methyl (CH3) groups. For quantification purposes in determining the concentration of 
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formate in a given liquid product sample, a 9 to 1 ratio of these 1H nuclei must be accounted for. 

By setting the standard peak area to 9, we account for this ratio and can take the formate peak 

area and multiply by 0.222 mM (the concentration of the standard) to calculate the concentration 

of formate effluent from the ERC.  

 

Figure 3.6: NMR spectrum showing various possible liquid products outlined in Table ___.  
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3.6) Characterization Instrumentation and Techniques 

 a.) SEM-EDS 

A FEI Quanta 650 Scanning Electron Microscope (SEM) using a SE-ETD (Secondary 

Electron – Everhart Thornley Detector) setup was utilized for examining and imaging the surface 

morphology of the various electrocatalyst materials. In conjunction with SEM, Energy 

Dispersive X-Ray Spectroscopy (EDS) with Aztec (Oxford Instruments) software was used to 

determine the composition of the electrodeposited alloys before (and after) their utilization in 

ERC experiments. An accelerating voltage of 15 kV and a spot size of 4.0 were used as the 

optimal SEM-EDS parameters to both image the materials successfully as well as quantify the 

compositions of these electrodeposited materials. These compositional data were confirmed by 

ICP-OES (Inductively Coupled Plasma – Optical Emission Spectroscopy) techniques which have 

a higher sensitivity. Unfortunately, ICP-OES (iCAP 7400 Analyzer) is a destructive technique 

and was used only on selected samples. That being said, EDS is typically accurate to 

approximately ±2 at% depending on observed elements and internal standards [11]. The Aztec 

software utilizes “ZAF” corrections in order to ensure this level of accuracy -Z is the atomic 

number correcton; A is the absorption correction; and F is the fluorescence correction.  
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Figure 3.7: Sample EDS spectra of compositionally varying Cu-In alloys used for ERC 

experiments. 22 at% In (a); 42 at% In (b); 56 at% In (c); 78 at% In (d).  

 

 

 

a b

c d
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b.) XRD – Powder and Grazing-Incidence 

Powder x-ray diffraction (XRD) was used to identify the crystal structure of the metals 

and alloy catalysts under study. A Philips PANalytical X’Pert Pro MPD (Multi-Purpose 

Diffractometer) was used with a Cu X-ray tube source (λ Kα = 0.154 nm), goniometer, and 

sample spinner configuration. Continuous scans were performed from 20 to 65 degrees (2θ). 

PDF-4 (ICDD, International Centre for Diffraction Data) software was used for identification of 

XRD pattern peaks. When the intensities of the substrate peaks were sufficiently strong to 

eclipse the reflections of the material being investigated GIXRD was employed instead.  

Grazing Incidence X-ray diffraction (GI-XRD) measurements were conducted also using 

a Philips Panalytical X’Pert Pro MPD with an Eulerian Cradle stage using Cu Kα radiation (λ = 

0.154 nm). The 2θ scans were acquired at fixed omega angle of 1o using a 0.05o step size at a 

1.4s/step rate from 20 to 80o (2θ). GI-XRD provides crystallographic information, just as typical 

powder XRD does, but is significantly more surface sensitive. In addition, GI-XRD does not 

give preferential orientation information because the direction of the k vector changes 

continuously with 2θ.  

 

c.) TEM 

 A FEI Titan HR-TEM (High Resolution – Transmission Electron Microscope) 

was also used for characterizing the dendrite morphology of the Cu-In and Cu-Bi 

electrocatalysts. The exposed dendrite surfaces have large surface areas and are highly faceted. 

FFT (Fast Fourier Transform) processing of atomic resolution images was performed on various 

spots on the dendrite tips in order to determine the crystallinity and atomic layout of the surface.   
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The distance between a point and the center, of an FFT image, represents the d-spacing 

(d) in reciprocal space. There also exists an identical point directly opposite on the other side of 

the center, and thus the distance between the two points through the center is equivalent to 2d. 

TEM software is used to analyze this length in units of nm-1, which can then be converted to true 

d-spacings in real space.  

In an identical fashion to identifying XRD peaks, d-spacings calculated from FFT images 

are used to identify crystallographic planes of the observed surfaces in TEM images. PDF-4 

(ICDD, International Centre for Diffraction Data) was used in these endeavors. The viewing 

direction, [ijk], of the plane being examined can also be pinpointed when there is more than one 

crystallographic plane of the same compound (i.e. Figure 3.7, Cu11In9 (313) and (400)) shown 

on the FFT image. Using the Miller indices of two reflections and by means of simple vector 

calculus, the viewing direction can be calculated as a vector intersecting the normal of these two 

reflections. Once the viewing direction, [ijk], is determined it can be plugged into the PDF-4 

database to simulate an FFT image that ideally would be identical to the one collected using the 

TEM. 
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Figure 3.8: Matching FFT patterns (left, computer generated from PDF-4 software; right, FFT 

taken from HR-TEM analysis on a Cu-In dendrite) confirming the intermetallic Cu11In9 (400) 

and (313) planes on the catalyst surface (83 at% In). The viewing direction was found to be [0 12 

-4].   

 

d.) EIS  

A Gamry Ref 600 potentiostat was utilized for EIS (Electrochemical Impedance 

Spectroscopy) investigations to determine the electrochemically active surface area (EASA) of 

the various electrocatalyst materials being investigated. A three-electrode setup using a WE, RE, 

and CE was used. Gamry Framework software was used to analyze the EIS data and perform 

mathematical fittings in order to determine the Cdl (electric double layer capacitance). EIS was 

run potentiostatically at OCP (open circuit potential) from a frequency of 100,000 Hz to 0.01 Hz, 

at a rate of 10 frequencies per decade. The potential was held at OCP for three minutes prior to 

(400)

(313)
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each experiment. A 0.1 M HClO4 electrolyte was used for determining the Cdl of Cu and Cu-In 

materials.  

The cell is modeled as a Randles circuit, shown schematically in Figure 3.8. The 

elements in the circuit include the solution resistance (Rs), a double-layer capacitance (Cdl) in 

parallel with the charge transfer resistance (Rc) and a Warburg impedance (ZW). The Warburg 

impedance describes a diffusion circuit element, with current 45o out of phase from the voltage 

signal.  

 

𝑍𝑊 =  1
𝑖𝜔(𝐶𝑑𝑙)

→ 1
(𝑖𝜔)𝛼(𝐶𝑑𝑙)

    (Eqn. 3.3) 

𝐶𝑑𝑙 = (𝐶𝑃𝐸) ∗ (𝜔𝑚𝑎𝑥)𝛼−1  (Eqn. 3.4) 

 

Figure 3.8: Ideal Randles circuit visualizing how EIS is performed on various surfaces with 

respect to electrical responses. The double-layer capacitance, Cdl, is calcualted based on the 

fitting of EIS data through Eqns. 3.3 & 3.4 
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The capacitive component, Cdl, is replaced with a constant phase element (CPE) due to the non-

ideal capacitive response. As a result, the impedance of a capacitor changes to Eqn. 3.3, with α 

as an empirical constant. When α = 1, the impedance ideally models a capacitor; when α = 0, the 

impedance ideally models a resistor; and when 0 < α < 1, the CPE is used as in this case.  Each 

fit of EIS data, assumes the Randles circuit form with CPE replacing the Cdl. Then, each Cdl 

value is obtained  via Eqn. 3.4) using the frequency at the apex on the semi-circular Nyquist plot 

(ωmax) as well as the CPE and α values obtained from the mathematical fitting of the EIS data. 

The ratio of the Cdl values is equivalent to the ratio of the exposed surface areas. The Cdl 

of the smooth sputtered copper film was used as a reference in order to calculate the true surface 

area of our high surface area catalysts (Eqn. 3.5) 

𝐶𝑑𝑙 (𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡)

𝐶𝑑𝑙 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒)
= 𝐴𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡

𝐴𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
  (Eqn. 3.5) 

 

e.) AFM 

A Bruker Innova atomic force microscope (AFM), used in tapping mode, was used for 

imaging the nanoscopic topography of various surfaces in order to determine the roughness 

factors. The roughness factor, Rf, is defined as the true surface area divided by the nominal 

(geometrical) surface area (Eqn. 3.6)  

𝑅𝑓 = 𝐴𝑟𝑒𝑎𝑙
𝐴𝑛𝑜𝑚𝑖𝑛𝑎𝑙

   (Eqn. 3.6) 

The roughness factor was used to determine the true surface area of the studied, smooth sputtered 

electrocatalyst materials. The determined Rf values, very close to unity as expected, were used in 

conjunction with EIS investigations, as Areference, to further improve accuracy in the calculation of 
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Acatalyst. Thus, instead of just assuming a Rf of unity, we determined the actual Rf values and 

referenced them to determine Acatalyst more accurately in EIS investigations.  
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Chapter 4: Electrochemical Reduction of CO2 – The 
Copper-Indium System 
 

In this chapter, we demonstrate the capability of copper-indium electrocatalysts to 

efficiently convert CO2 to syngas and formate at relatively high efficiency. The catalysts are 

characterized in order to determine crystallography, atomic surface structure, composition, and 

surface morphology. Furthermore, their catalytic performances are clarified in actual ERC 

experiments at various sets of conditions based on potential and composition of the catalyst. 

Electronic structure of these materials is also qualitatively discussed in order to investigate 

possible reaction mechanisms. Results shown are compared with the literature to show similar 

electrocatalytic behavior through experimental evidence and DFT simulations. A majority of this 

chapter is reproduced from published (or soon to be published) work written by the author.  

 

4.1) Structure and Morphology of Catalyst Materials: 

Cu-In alloys grow spontaneously with a dendritic morphology; in order to meaningfully 

compare the pure metals with Cu-In therefore we also targeted deposition of dendritic Cu and In. 

Electrodeposited Cu showed extensive formation of dendritic features upon chloride addition [1]; 

electroplated Indium in contrast exhibited only limited roughening, with a roughness factor of 

1.1, as determined by AFM (Figure 4.1). 
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Figure 4.1: SEM images of (a) dendritic Cu and (b) electroplated In. 

 

The composition of Cu-In alloys was changed by varying the applied potential between -1.45 V 

and -1.75 V vs MSE; the composition vs. applied potential is reported in Figure 4.2, showing an 

increase in In fraction with increasing overpotential. Oscillations in the applied potential were 

due to the intense hydrogen evolution; the alloy composition on the other hand varied slightly 

over different tests; a criterion of ±5 at% from 20, 40, 60, or 80 at% In was required for use in 

ERC tests. Due to the large difference in the redox potentials of Cu and In, In is codeposited only 

at a potential where Cu is reduced under diffusion limitations with simultaneous HER, leading to 

the formation of dendritic features [2, 3]. The applied potential determines the degree of growth 

instability, resulting in more complex dendrites with increasing overpotential. Thus, differences 

in the dendritic structure are shown in Figure 4.3, where Cu-rich alloys show scattered dendritic 

islands and indium-rich alloys indeed reveal more extensive dendritic architectures. 

a b 
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Figure 4.2: The compositional dependence of Cu-In alloys on deposition potential using the 

plating solution containing 1 mM Cu2+, 0.2 M In3+, 0.5 M H2SO4.  

 

 Using the secondary electron mode in the SEM, significant contrast is shown in the 

images in Figure 4.3. The dark contrast background represents a relatively smooth, continuous 

film while the bright features show the various dendritic constructions growing vertically out of 

the base film. Increasing the applied potential, the Cu-rich dendrites exhibited first {111} then 

{100} facets, with extensive twinning. Indium-rich dendrites in contrast show a more complex 

morphology with a variety of different facets, probably due to the formation of non-cubic 

intermetallic phases.  
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Figure 4.3:  SEM images of dendritic copper-indium electrocatalysts used in ERC experiments. 

Top images show overall morphology while bottom images at higher magnification highlight 

surface details and exposed facets. Indium content (at%) increases from left to right.  

 

Figure 4.4 shows the cross sectional topography of the various Cu-In electrocatalysts; the 

continuous layer at the base of the dendrites varies in thickness from 0.2 μm in the Cu-rich film 

to 1 μm in the In-rich film. Similarly, the thickness of the dendritic films ranges from 0.8 μm to 

>18 μm.  
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Figure 4.4: Cross-sectional SEM images of various electrodeposited Cu-In alloys. (a) 26 at% In; 

(b) 37 at% In ; (c)60 at% In; (d) 85 at% In. 

 

In order to explore the mechanical and compositional stability of the copper-indium 

electrocatalysts, morphological and composition studies were performed on all the samples being 

investigated before and after ERC experiments to quantify any possible degradation resulting 

from the testing process, exposure to electrolyte, and/or handling. Figure 4.5 shows the 

morphology of two representative copper-indium electrocatalysts before and after ERC 

experiments. No noticeable changes in surface morphology can be seen, suggesting significant 

mechanical resistance upon operation. Furthermore, little compositional changes are seen (Table 
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4.1). Despite the chemical and physical durability of these materials, extreme care should be 

taken due to the dendritic nature of these electrocatalysts. 

 

Table 4.1: EDS analysis on indium content before and after ERC experiments on two samples of 

different compositions.  

Sample 1: 

  

Sample 2: 

  

Figure 4.5: SEM images showing surface morphology of various Cu-In electrocatalysts before 

and after ERC experiments (see Table 4.1). 

Sample Potential (V vs RHE) at% In Before at% In After
1 -0.9 80 80
2 -1 39 40

Before 

Before 

Post-Reduction 

Post-Reduction 
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XRD patterns of Cu-In alloys are shown in (Figure 4.6). Copper rich alloys (up to 25 at% 

indium) show a dominant peak at 2T�~ 43º, identified as the FCC (111) reflection of the Cu solid 

solution. A small Cu11In9 (11-2) intermetallic peak is also seen but its intensity is very low 

relative to the (111) reflection. 37-38 at% In alloys exhibit more intermetallic peaks, including 

Cu9In4 (332) (a triclinic structure), Cu11In9 (711) and (402) (with monoclinic structure), and a 

further shift of the FCC (111) peak.  

 

 

Figure 4.6: X-ray diffraction (XRD) patterns for electroplated Cu-In films. Solid lines show the 

various substrate peaks associated with Au or Si. Dashed lines show reflections from the various 

phases. Note the logarithmic scale.  
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Figure 4.7a shows an enlargement of the region 2T = 40-44º, highlighting the FCC (111) alloy 

peak. Initially this peak shifts to lower 2θ angles with increasing In content due to In 

incorporation above the solubility limit (thermodynamically indium is only soluble in Cu up to ~ 

1 at% [4]). By assuming Vegard’s law, the actual fraction of In incorporated in the lattice is 

~12.5 at%, at an overall indium content of 57 at%. Supersaturation of In within the Cu (111) 

FCC lattice is destabilized when the internal stresses achieve a critical level, such that nucleation 

of an intermetallic compound (Cu11In9 or Cu9In4) becomes energetically favorable [5]. This is 

illustrated in Figure 4.7a as overall In content increases from 38 to 60 at%, and the (111) 

reflection begins to revert back towards smaller and more thermodynamically stable lattice 

constants (low In content) of the solid solution, along with the emergence of Cu-In intermetallic 

reflections. This is also displayed by the dashed line in Figure 4.7b where the (111) alloy phase 

reaches a critical lattice constant at 3.733 Å, before a sharp decrease is seen. Above 57 at% 

indium, higher order Cu-In intermetallics appear and the In (110) peak becomes much more 

defined. As total indium content continues to increase, the intensities of the (111) alloy and Cu-

In intermetallic peaks decrease substantially in the wake of elemental indium reflections. In-rich 

alloy (83 at% indium), exhibit only peaks of elemental indium, with the exception of the Cu9In4 

(332) reflection. 
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Figure 4.7: (a) A zoomed-in diffraction pattern of the Cu-In alloys. The overlaid black dashed 

line shows the shifting of the alloy (111) reflection with composition. (b) Lattice constant of the 

alloy (111) peak as a function of indium content in the electrodeposited Cu-In alloy. The blue 

dashed line shows the trend in lattice constant with average composition.  

 

HR-TEM images of Cu-In dendrites are shown in Figures 4.8 and 4.10. A low 

magnification view of a Cu-In dendrite (80 at% In) is seen in Figure 4.8a; uniform dispersion of 

Cu and In is confirmed via EELS/EDS mapping as shown in Figure 4.11. The dendrite tips 

(Figure 4.8a) reveal a consistent tip width of approximately ~50 nm.  
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Figure 4.8: HR-TEM images of an 80 at% In catalyst: (a) a typical dendrite network, (b) a 

dendrite tip, and FFT images from both (c) the thin (~5 nm) amorphous surface, and (d) the 

Cu11In9 intermetallic crystalline bulk. d(313) = 2.18 Å, d(400) = 2.64 Å.  

 

An atomic resolution image of a dendrite tip (Figure 4.8b) reveals an amorphous layer ~5 nm 

thick on the surface, and a well-defined crystalline structure in the interior. These features are 

confirmed by FFT analysis of the two regions, as shown in Figure 4.8c and 4.8d, respectively. 

The amorphous surface layer is an oxide film supposedly formed by exposure to air. Recently, it 

was shown that indium and indium oxide on the surface contribute to the catalytic activity and 

propensity to produce formate in the ERC [6].  In our case, any oxide layer that may be present is 

removed during the linear sweep voltammetry (LSV) prior to the ERC experiment, exposing the 

crystalline region to the solution. The FFT pattern in Figure 4.8d reveals measured d-spacings 

associated with the (400) and (313) reflections of Cu11In9 from XRD patterns shown above, 

without any evidence of the (111) alloy reflection. This should be expected due to the high In 

fraction. These assignments were confirmed by reconstructing the FFT images using PDF-4 

(400) 

(313) 

a b 
c 

d 
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crystallography software (ICDD, International Centre for Diffraction Data) as shown in Figure 

3.7.  

 

 

Phase Reflection d Spacing 
Alloy (111) 2.15 Å 

Cu11In9 (11-2) 3.71 Å 
 Cu11In9 (311) 3.03 Å 
 Cu11In9 (711) 1.60 Å 

Figure 4.9: (a) HR-TEM of a 60 at% indium dendrite tip and (b) the associated FFT image 

labeled with the relevant crystallographic reflections. The d spacings are assigned in the table 

below. 

 

 Figure 4.9a shows the surface region of a 60 at% indium Cu-In dendrite. Again, an 

amorphous surface layer is distinguishable with a thickness of ~ 3 nm, less than in the previous 

case, as expected due to the lower In fraction. The FFT pattern (Figure 4.9b) reveals a 

superposition of the Cu11In9 intermetallic and the (111) solid solution reflections. High-order 

crystallographic planes are seen in the diffraction pattern, including the (311), (11-2), and (711). 

a b Cu11In9
(311)

Cu11In9
(711)

Alloy 
(111)

Cu11In9
(11-2)
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As before, the oxide layer is removed prior to CO2 electrolysis and is therefore neglected. Figure 

4.10 shows a copper rich dendrite tip with atomic resolution and the associated crystallographic 

reflections obtained from FFT. The expected alloy (111) reflection is revealed but surprisingly 

the Cu11In9 (313) and (400) reflections are also seen. 

 

Phase Reflection d Spacing 
Alloy (111) 2.15 Å 

 Cu11In9 (313) 2.18 Å 
 Cu11In9 (400) 2.64 Å 

Figure 4.10: HR-TEM of a 25 at% indium dendrite tip and the associated FFT image labeled 

with the relevant crystallographic reflections. The d spacings, in Angstroms, are assigned below.  

 

Electron energy loss spectroscopy (EELS) was used in conjunction with EDS mapping to 

determine the distribution of copper and indium in the dendrites. This dendrite was produced via 

electrodeposition at -1.75 V vs MSE, and was scraped onto a carbon grid for TEM imaging.  No 

elemental segregation is seen, barring a few copper rich areas in the top right of the dendrite 

network shown in Figure 4.11.  

 

  

Cu11In9 

(400) 

Alloy 
(111) 

Cu11In9 

(313) 
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Figure 4.11: EELS (electron energy loss spectroscopy) mapping of a dendrite network (83 at% 

indium). The white color represents the detected element, copper (left) and indium (right). 

 

The high curvature of the dendrite tips is likely to expose a wide range of 

crystallographic facets to the electrolyte, including those with high Miller indices. It should be 

noted however that XRD and TEM diffraction are unsuitable to determine the facets exposed to 

the electrolyte, due to the fact that diffraction methods identify the orientation of crystallographic 

directions in the bulk, that generally do not coincide with the surface orientation. This 

identification has been unfortunately often mistakenly made in the literature. 

The grain size of various Cu-In reflections were estimated using the Scherrer equation, 

revealing grain size trends with composition (Figure 4.12). Higher order reflections such as Cu-

9In4 (332) and Cu11In9 (711) showed a larger grain size with increasing indium content. The alloy 
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(111) reflection showed relatively constant grain size around 15 nm before rising to 25 nm from 

60 to 80 at% indium. However, the Cu11In9 (11-2) reflection remained relatively stationary 

between 20 and 30 nm. Grain size determination from XRD analysis matched with direct TEM 

measurements of dendritic facets on various Cu-In alloys (length scale of 10s – 100s nm). 

 

 

Figure 4.12: Grain size of various crystallographic reflections as a function of overall indium 

content in the film (at% Indium). Grain size was evaluated using the Scherrer equation.  

 

4.2) Electrolysis of CO2 - Product Distribution and Conversion Rates 

Figure 4.13 shows product distribution as a function of In fraction for various applied 

potentials. Product distribution as a function of applied potential for the various compositions is 

displayed in Figure 4.14. Pure dendritic Cu produces more than 75% H2 at all potentials, while 

CO and formate are produced in significantly smaller amounts. Methane and ethylene are minor 
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products, formed at 0.1-1% efficiency (Figure 4.14). A tendency to produce predominantly H2 

and formate is revealed also on pure indium surfaces, with CO efficiencies below 10% across all 

potentials. As overpotential is increased, on pure In, formate reaches its peak efficiency at -1 V, 

just below 40%. As with pure copper, H2 is the dominant product on indium at all explored 

potentials, although not as overwhelming.  

 

 

Figure 4.13: Product faradaic efficiency as a function of indium content at various potentials (a, 

-0.8 V vs RHE; b, -0.9 V vs RHE; c, -1.0 V vs RHE; d, -1.1 V vs RHE).  
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At the most positive potentials of -0.8 and -0.9 V (Figure 4.13a & 4.13b), CO is produced 

steadily at 30% efficiency across a wide range of alloy compositions, while HER is concurrently 

suppressed to below 35% efficiency. Formate is produced in substantial quantities, with peak 

efficiencies above 60 % being achieved at 60 or 80 at% In alloys. At -1 V (Figure 4.13c), using 

a 40 at% In alloy composition, the proper ratio of syngas is obtained as well as 50% formate. 

These are the optimal conditions to enable utilization of the entire product stream, though 

separation would still be needed. CO peaks at 28% efficiency, using a 20 at% In alloy, before 

dropping off as In content increases. Furthermore, the highest reported formate efficiency (62%), 

in this study, is achieved using an 80 at% indium catalyst at this potential. At -1.1 V (Figure 

4.13d), hydrogen evolution dominates over all ERC products and therefore is typically 

undesirable given the higher energy consumption and lower ERC product yield. That being said, 

syngas can still be produced, at an appropriate ratio for Fischer-Tropsch applications, at -1.1 V 

using a 80 at% indium alloy. Formate peaks at 32% efficiency, as does CO at 17%, with a 60 

at% In catalyst. Overall, a complex tradeoff between CO, formate, and H2 yields is realized at all 

potentials and alloy compositions.  A synergistic effect between copper and indium is generally 

observed, as we note lower H2 efficiencies on the alloys, at all potentials, with respect to either 

elemental metal.  
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Figure 4.14: Product faradaic efficiency as a function of potential at various alloy compositions 

(a, pure copper; b, 20 at% In; c, 40 at% In; d, 60 at% In; e, 80 at% In; f, pure indium). Note that 

the data in (a) are presented in semilogarithmic format. 
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We attempted to determine the actual surface area of our electrodes at a constant cross-

sectional thickness by using electrochemical impedance spectroscopy (EIS), according to the 

method described in ref. [7] (Figure 3.8). However, at open circuit potential, the approach to a 

vertical line expected in the Nyquist plot at low frequency for porous electrodes is never 

achieved, and the roughness factors determined from the capacitance at low frequency are much 

lower than expected based on the SEM imaging of cross sections (Figure 4.4). We therefore had 

to resign to use geometric areas and nominal current densities, with the assumption that the 

surface areas of dendritic Cu and Cu-In would be similar, due to similar morphology, in order to 

meaningfully compare the available data. Outlined in Table 4.2 are the calculated double layer 

capacitances of various catalyst materials and their roughness factors, derived from EIS data and 

fitting.  

 

Material Double Layer Capacitance (μF/cm2) Surface Roughness (cm2 / cm2) 

Smooth Cu on Si 70.89 1.01a 

Dendritic Cu 240.65 3.39 

Cu-In (77-23) 1287.53 18.16 

Cu-In (61-39) 1451.28 20.47 

Cu-In (37-63) 3244.44 45.77 

Cu-In (26-74) 3974.73 56.07 

Cu-In (16-84) 5521.97 77.89 

Table 4.2: Calculated Cdl values and associated roughness factors, using smooth Cu on Si as a 

reference material. aDetermined using AFM (Section 3.6e) and used as a reference for 

determining surface area of all other films as per Eqn. 3.5.  
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Total and partial nominal current densities for the detected products (Figure 4.15) were 

determined using products yields, current data acquired during the electrolysis of CO2 on the 

various eletrocatalyst materials, and the geometrical area.  

 

 

Figure 4.15: Total geometric current density (a) and partial currents for (b) formate, (c) CO, and 

(d) H2 for Cu, In and the various Cu-In electrocatalysts as a function of applied potential. The 

current density is normalized to the geometric surface area for each specific material. A 

logarithmic scale is used in (a) and (d).  
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Pure Cu shows the largest total current density across all potentials, while for Cu-In alloys the 

nominal current decreases with increasing In content (Figure 4.15a). The trends for pure In 

generally mirrors that of the 60 and 80 at% In materials. 

Alloying of In to Cu resulted in a slower kinetics towards CO2 reduction, down by almost 

an order of magnitude. Formate partial current densities (Figure 4.15b) are shown to increase as 

overpotential is increased, even up to -1.1 V vs RHE for some alloys where the efficiency of 

formate production dropped off only due to the increased HER at this potential. A peak for 

formate partial current density is seen on several Cu-In alloys at -1.0 V vs RHE, corresponding 

to the highest Faradaic efficiencies for formate production. CO partial current densities for the 

various Cu-In alloys (Figure 4.15c) show the lowest conversion rates among the various 

products and some scatter as a function of potential, but they all perform better than pure Cu and 

In. Thus, a synergistic effect in Cu-In alloys was observed: all alloys produced CO at a higher 

rate than either pure metallic component. With regard to the H2 partial current density jH2 

(Figure 4.15d), the trends are intuitive – jH2 is increasing with larger overpotential on all 

electrocatalysts under study. Interestingly, pure electroplated In generally produces H2 at a larger 

rate than the 40, 60, and 80 at% In alloys, showing inhibition of HER upon alloying. 

 Prior to every ERC an LSV was performed, to ensure reproduction of electrochemical 

responses for identical catalyst materials. The LSVs shown in Figure 4.16 corroborate the 

expected HER suppressing behavior of indium, where addition of indium should result in a lower 

partial current density for HER and a lower H2 Faradaic efficiency. As indium content increases, 

onset of the HER occurs at a higher overpotential.  
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Figure 4.16: Linear sweep voltammetry (LSV) comparison of the various Cu-In surfaces and 

Pure In foil. The current density is shown with respect to the geometric surface area of the 

catalyst. The LSV was performed from +0.6 V to -0.8 V vs RHE, at a scan rate of 10 mV/s.  
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efficiencies as high as 35% [12]. Thus, alloying Cu with In in a similar dendritic surface 

morphology, allows for higher formate efficiencies (62%) as demonstrated in this work. 

Furthermore, nanostructured SnO2 particles were prepared, by a different method than in ref 

[13], and a formate efficiency over 80% was achieved [14]. These comparisons lead us to 

hypothesize that the oxide derived materials reported in refs. [9-11, 13] afford higher efficiencies 

simply due to nanostructuring and resulting formation of high energy crystal facets with 

enhanced activity, as exemplified by this work and [8, 12, 14].  

We attempted to find correlations between the structural properties and composition of 

the electrocatalyst vs. product distribution. We noted a rough relationship between the extent of 

formate production and the intensity of the high order reflections (400), (711), and (311) for the 

Cu9In4 and Cu11In9 phases. In contrast, as In content decreased the (111) Cu-In alloy reflection 

became stronger, correlating to a dominance of CO in the product stream, at potentials below -

1.1 V. In addition, selectivity to formate was seen to increase with grain size; this may suggest 

that defects such as steps and grain boundaries may not be the active sites, but it should be noted 

that twins may not be detected by XRD but may still be active sites for the reactions of interest. 

No correlation was however found between the phase constitution and the product distribution, 

suggesting that no definite conclusion can be inferred about microstructural correlations from the 

available data.  

On the other hand, the observed product distribution can be more directly explained on 

the basis of surface composition. The Cu-In alloy will tend to be enriched in Indium at the 

surface due to the larger affinity to –OH; this enrichment however is difficult to quantify due to 

the complex surface morphology. An overview of the literature shows that CO exhibits a strong 

adsorption strength at Cu ('Hads ~ -0.7 eV/at), when CO adsorbs on (100) facets through the C 
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atom [15]. In contrast, very limited (or no) adsorption of CO2 or CO occurs on In surfaces [16]. 

More recently, Lim et al [16] calculated by DFT the enthalpy of adsorption 'Hads of COOH and 

CO on Cu and In (see Fig. 3 in [17]): 'Hads of COOH on Cu was calculated to be -1.5 eV/at and 

on CO was -0.7 eV/at; in contrast 'Hads of COOH on In was ~ -1.0 eV, and on CO was ~ 0. 

These data show that the presence of two different elements at the surface, one a d-metal, another 

a sp-metal, may enable modulation of the relative variation of the strength of adsorption of –

COOH and –CO, resulting in a departure from the correlation discussed by Norskov between 

'Hads (COOH) and 'Hads (CO). This in turn may result in a variation of product distribution vs 

composition, as experimentally observed.  

The pathway for the formation of –COOH (detected as HCOOK in our system) and CO 

has been described as follows [18]: 

(1)   CO2 + H+ + e− ⟶ ∗ COOH 

(2)         ∗ COOH + H+ + e− ⟶  CO + H2𝑂 

In order to form HCOOK the adsorption strength of –COOH must be small so that the product 

may quickly desorb; at high Cu content the probability to adsorb on a Cu atom would increase 

and CO tends to be formed according to eq. (2). At high In content on the contrary the CO tends 

to decrease, as observed. The delocalized p orbital on In has a relatively low (compared with 

other metallic p block dopants) radical-preparation energy cost with regards to stabilizing the 2p 

orbital of C in the –COOH intermediate. The cost of stabilizing the covalent σ-bond of the p 

orbital of In with the 2p of –COOH is also relatively low, which ultimately steers the reaction to 

COOH and in turn HCOOK, after desorption. Furthermore, CO is formed in smaller quantities 

because an empty p orbital on In is required, for which the unbound electrons on the C in CO 
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must bond [17]. A larger amount of energy is thus required to catalyze the –COOH Æ CO step, 

as shown above. The discussed trends correspond with our product distribution, where generally 

formate is the preferred product, over CO, as In content increases. The product distribution vs. 

applied potential on the other hand is more difficult to predict due to the dependence of 'Hads on 

potential. Overall, the alloying of In with Cu inhibits HER and hinders the path of CO2 reduction 

reaction to CO (Figure 3.___).  
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Chapter 5: Electrochemical Reduction of CO2 – The 
Copper-Bismuth System 

 

In this chapter, we demonstrate the capability of copper-bismuth electrocatalysts to 

selectively and efficiently convert CO2 to formate at high rates. The crystallography and 

morphology of these materials is explored using various characterization techniques. With 

respect to product distribution, the catalysts are compared with their pure metallic components. 

Furthermore, their catalytic performance is tested at various sets of conditions based on potential 

and composition of the catalyst. Possible reaction mechanisms, relating to the adsorption 

strengths of CO2 and a key intermediate, *COOH, are discussed with respet to these Cu-Bi 

catalyst materials. A majority of this chapter is reproduced from published (or soon to be 

published) work by the author.  

 

5.1) Structure and Morphology of Catalyst Materials: 

 Electrodeposition of Cu-Bi films resulted in the formation of dendritic materials; in order 

to provide meaningful comparisons with the pure metal counterparts, dendritic Cu and Bi were 

synthesized by tuning electrolyte chemistry and deposition conditions.  Cu films showed a 

regular tree-like morphology with side branches protruding at 60o angles, as expected for the 

cubic structure of Cu, while Bi showed a 3-D growth with occasional 2-D dendrites, due to the 

hexagonal structure of Bi (Figure 5.1) [1].  

The differences between the two dendritic morphologies are linked to the inherent crystal 

structure and symmetry of FCC Cu versus hexagonal Bi. A mechanism, outlined by Shao et al., 
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discusses the deposition of Cu dendrites by introducing anisotropy through a rate-determining 

CuCl intermediate [2]. The addition of chloride ions, in a Cu plating solution, introduces 

anisotropy during growth. However, Bi naturally exhibits anisotropy due to its hexagonal crystal 

structure [3]; in particular, the Bi <012> direction  has been shown to be the most favorable path 

for growth, very different from the <110> growth in Cu [2, 4]. The differing growth mechanisms 

and resulting morphologies, of Cu and Bi, produced atomistically distinctive surfaces for the 

electrocatalysis of CO2. 

 

 

Figure 5.1: SEM images of (a) dendritic Cu and (b) dendritic Bi. The zoomed-in inset in (b) 

reveals a highly complex and faceted surface structure on dendritic Bi.  

 

 The film composition (at% Bi) vs. [Bi3+] concentration is plotted in Figure 5.2. Control 

of the alloy composition via the metal ion concentration was preferred to the applied potential 

since the standard potentials of Cu2+ (+0.34 V) and Bi3+ (+0.31 V) are very close and the Tafel 

5 µm 5 µma b
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slopes are also similar, resulting in an approximately constant composition while varying the 

potential [5].  

  

Figure 5.2: The composition dependence (at% Bi) of dendritic Cu-Bi films on [Bi3+] in the 

electroplating solution. Total metallic concentration remained constant at 20 mM. Error bars 

represent standard deviation of EDS confirmed compositions.   

 

The large applied overpotential during electrodeposition caused growth instability on the surface, 

in turn forming the observed Cu-Bi dendritic constructions. The same deposition potential was 

used for all solutions (-1.45 V vs MSE), resulting in similar surface morphologies across the 

entire composition range of Cu-Bi films. Figure 5.3 reveals the dendritic structure of the 

explored Cu-Bi films.  
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Figure 5.3: SEM images of dendritic copper-bismuth (23 at% Bi) films used as electrocatalysts 

for the ERC. A view of the macroscopic landscape (a), surface features (b), and cross section (c) 

are shown.  

 

SEM images in Figure 5.3 (a) show dense dendritic architectures, with branches of size ~ 100 

nm. Figure 5.3 (b) shows small features and facets on the surface of these dendrites, again 

measuring 100 nm or less. The result of these nano-sized features is a high surface area material 

advantageous for catalysis applications. The cross sectional image, in Figure 5.3 (c), shows a 

forest-like topography with dense structures. A base continuous layer with thickness of ~120 nm 

was present at the substrate interface. The overall film thickness of these materials varied from 

2.5 to 7 μm, with an average thickness of 3.7 μm. 

The mechanical and chemical durability of copper-bismuth electrocatalysts was explored 

with respect to visual surface morphology as well as composition, using SEM and EDS, 

respectively. Measurements and images were taken before and after ERC experiments in order to 

evaluate the effect of electrolysis on our various catalyst materials. Figure 5.4 shows the surface 

a b c
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structure of four Cu-Bi alloys before and after ERC experiments. The copper rich films hold up 

very well, while the two bismuth rich films show significant changes. These changes are made 

evident by a significant contrast of the large dendritic constructions. Interestingly, very little 

compositional changes are seen in these bismuth rich films, let alone any of the films, despite 

these changes in morphology. Overall, the integrity of these catalysts is maintained during CO2 

reductions but much longer lifetime analyses will need to be performed prior to use in industrial 

or large scale applications.  

 

 

Table 5.1: EDS analysis on bismuth content before and after ERC experiments on __ samples of 

different compositions.  

 

Sample 1: 

  

 

Sample at% Bi Before at% Bi After
1 23 25
2 44 48
3 60 60
4 78 79

Before Post-Reduction 
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Sample 2: 

  

Sample 3: 

  

Sample 4: 

  

Figure 5.4: SEM images showing surface morphology of various Cu-Bi electrocatalysts before 

and after ERC experiments (see Table 5.1).  

Before Post-Reduction 

Before Post-Reduction 

Before Post-Reduction 
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 Grazing incidence XRD patterns of Cu, Bi and Cu-Bi alloys are shown in Figure 5.5. 

Pure Cu films show (111) and (200) reflections, while the Bi XRD pattern evidences a variety of 

Bi peaks, suggesting a polycrystalline microstructure. The low symmetry of bismuth’s hexagonal 

crystal structure results in a large number of elemental Bi reflections. In the 20 at% Bi films, the 

only prominent Bi reflection is the (122) atomic plane.  

 

Figure 5.5: Grazing incidence x-ray diffraction (GI-XRD) patterns for electrodeposited Cu, Bi, 

and Cu-Bi films. All films shown have a comparable dendritic surface morphology. Dotted lines 

and arrows align with the various phases discovered in the films. Peaks labeled S, indicate 

reflections associated with the substrate. 
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In these films, the Cu (200) is barely above the baseline and immediately disappears with 

increasing Bi content. As the composition increases to 40 at% Bi, sharp Bi peaks emerge 

corresponding to the (101), (104), and (110) atomic planes. In the Bi rich films (60 and 80 at%) 

several more elemental Bi reflections materialize, although most of them are very small. Pure 

dendritic Bi shows the same elemental Bi peaks, as these Bi rich films, but are distinguishably 

sharper and more prominent. 

 Four peaks on the XRD pattern are assigned to a metastable hexagonal BiCu phase [6, 7]. 

Despite hexagonal BiCu typically being a metastable phase requiring heat treatment above 300 

ºC and pressures above 40 kbar [8], this phase was formed via electrodeposition at room 

temperature and pressure. The enthalpy of formation of several ordered metastable Cu-Bi 

compounds were found to be highly positive and thus unfavorable to form three-dimensional 

compounds [9].  

 With increasing Bi fraction the Cu-Bi alloys show initially two main wide peaks, 

centered around 30 and 43.5 degrees (2 theta); the first corresponds to a d spacing of about 0.3 

nm, close but not identical to the d spacing of the (012) planes, or closer to the d spacing 

between (101) BiCu planes; the second instead corresponds to the main reflection of Cu, 

widened by the nanostructuring of the resulting films.At higher Bi fraction these reflections 

remain, but over the background the crystalline peaks of Bi and the intermetallic BiCu increase, 

showing an increased crystallinity. This broad peak has been experimentally seen in amorphous 

Bi as well as in an amorphous Bi-SiO2 composite, where the center of this wide peak shifts with 

increasing SiO2 content [10].  
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Figure 5.6: HR-TEM images of a 20 at% Bi alloy catalyst: (a) macroscopic view of a dendrite 

network, (b) zoomed-in image of a dendrite tip revealing nanocrystalline grains, (c) resolved 

FFT image and table of associated phases, reflections, and d spacings. Spots of particular grains 

listed in (c) are circled in red in (b).  

 

HR-TEM was performed on selected Cu-Bi films in order to better determine the crystal 

structure, the grain size and morphology, as well as the distribution of the various phases at or 

near the dendritic surface. Figure 5.6 shows both a macroscopic view of a dendrite tip as well as 

various grains of elemental Cu, Bi, and metastable BiCu. Small grains about 4 to 10 nm in 

diameter are revealed, and a very thin (~2 nm) amorphous layer can also be discerned at the 
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dendrite surface. The small size (few nm) of the grains, as revealed by the various phases 

observed, results in a high density of grain boundaries, and contributes to the overall 

nanocrystalline nature of these materials. Discussion of crystallinity and structure will be 

examined further, in coming sections. 

 

5.2) Electrolysis of CO2 – Product Distribution and Conversion Rates: 

 Figure 5.7 shows the product distribution observed for pure dendritic Cu and Bi surfaces 

with respect to applied reduction potential. Dendritic Cu yielded a large majority of H2, above 

70% efficiency, at all potentials. Formate is steadily produced at ~9% efficiency while CO, 

methane, and ethylene remain minor products at or below an efficiency of ~2%. On the other end 

of the composition range, formate and H2 are the main two products on dendritic Bi, with ~1% 

CO as the minor product. A maximum, 62% efficiency, for producing formate is achieved at -0.9 

V vs RHE while other potentials maintain average efficiencies above 45%. Other than the peak 

formate production at -0.9 V, the overall trends remain relatively constant.  
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Figure 5.7: Product distribution (Faradaic efficiency) as a function of potential on dendritic Cu 

(a) and dendritic Bi (b). A logarithmic scale is used in (a) to show minor and trace products.   

 

 The product distribution as a function of potential for the various Cu-Bi electrocatalysts 

is shown in Figure 5.8. The films with the lowest Bi content (20 at%, Figure 5.8a) show high 

formate production, above 85% efficiency, at the most positive explored potential of -0.8 V vs 

RHE. As overpotential increases, formate efficiency decreases while HER increases (Figure 

5.8a). At -0.9 V, using a 40 at% Bi catalyst (Figure 5.8b) formate reaches its peak efficiency at 

~90%. Formate and H2 exhibit opposite trends with this composition, where formate decreases 

when H2 formation increases. Furthermore, we see an increase in formate efficiency from -1 to -

1.1 V, followed by a sharp decrease as the potential is pushed to -1.2 V (not shown).  
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Figure 5.8: Product Faradaic efficiency vs. applied potential (V vs RHE) for compositionally 

varying Cu-Bi alloys (a, 20 at% Bi; b, 40 at% Bi; c, 60 at% Bi; d, 80 at% Bi). 

Interestingly the 60 at% Bi films show almost identical behavior to that of the 20 at% Bi films, 

where formate production is maximized at -0.8 V, with approximately 85% efficiency. 

Additionally, a small peak in CO production is witnessed at -0.9 V, where CO efficiency reaches 

~8%. The 80 at% Cu-Bi films show the lowest formate efficiencies, hovering between 45 and 

50% independent of reduction potential. This composition also reveals the greatest propensity to 

form CO at lower potentials, where ~25% efficiencies are achieved.  
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Figure 5.9: Product distribution (Faradaic efficiency) as a function of composition. The CO2 

reductions were performed at (a) -0.8 V vs RHE; (b) -0.9 V vs RHE; (c) -1.0 V vs RHE; (d) -1.1 

V vs RHE.  

Overall, a balance is noted between HER and formate production on Cu-Bi electrocatalysts, 

while CO remains the minor product (except in the case of the 80 at% Bi material). The lowest 

reduction potentials (-0.8 and -0.9 V vs RHE) show the greatest efficiency towards formate 

production.  Figure 5.9 shows the product distribution as a function of Bi content at the four 

reduction potentials. A synergistic effect between Cu and Bi is observed, as formate is produced 

at significantly larger efficiencies than on either pure metal. Correspondingly, HER formation is 

reduced, reaching a minimum efficiency below 12%. 
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The total and partial current densities were calculated from the measured product 

distribution, the current data recorded during every ERC experiment, and the geometric area of 

the electrocatalysts. The geometric area was used, due to the difficulty to measure accurately the 

true surface area. This choice is supported by the observation of similar thickness and 

morphology across the entire composition range of Cu-Bi. 

The total and partial current densities of all three major products (H2, formate, CO) are 

shown in Figure 5.10. Dendritic Cu showed the highest overall current density followed by 

dendritic Bi and the Cu-Bi films, in order from highest to lowest Bi content. The addition of just 

20 at% Bi to a Cu matrix, decreases the current density by a factor of 5, despite a larger surface 

area and more complex surface morphology. These films show great catalytic activity for 

forming formate as partial current densities (Figure 5.10b) increase steadily with increasing 

overpotential. 
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Figure 5.10: The geometric current density (a) and partial current densities for (b) formate, (c) 

CO, and (d) H2 for dendritic Cu, Bi, and Cu-Bi films. Current density is plotted with respect to 

applied potential. A logarithmic scale is used in (c) and (d) for better visibility of trends.  

 

Dendritic Bi shows the largest partial current densities for formate production at -1 and -1.1 V, 

while remaining very significant at more positive potentials. 40 at% Bi films show a peak at -0.9 

V due to the extraordinarily high selectivity and efficiency for formate (~90%), at that potential 

(FE Figure 5.10b). CO partial current densities (Figure 5.10c) are approximately constant with 

respect to applied potential. Overall, the CO partial current densities are low compared to 

formate, except in the case of the 80 at% Bi films where CO efficiencies are the highest. 

Dendritic Cu and Bi show the highest catalytic activity for HER (Figure 5.10d), while the Cu-Bi 

electrocatalysts show significantly lower current densities. A synergistic effect of Cu and Bi 

suppresses the unwanted HER in favor of substantial formate production.  
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 We sought out connections between composition and crystallography of the various 

electrocatalyst materials with respect to product distribution and reaction kinetics. Small amounts 

of Bi, in the studied Cu-Bi films, allow for greater formate production than on either pure metal. 

The nanocrystalline structure portrayed by GI-XRD and imaged with TEM, is probably related to 

the unusual formate efficiencies (>80%) that have been achieved, herein. The nanostructuring of 

Bi, by Zhang et al., shows enhancement of catalytic activity and selectivity towards formate [11]. 

Identical Faradaic efficiencies (~90%) for formate production were found on a nanostructured Bi 

sheet, with particles as small as 10 nm. XRD, however, revealed that these Bi catalysts are far 

from nanocrystalline, as also observed in this work, despite the similar product distribution.  

Despite Bi being known as a predominantly formate-producing catalyst [12], 

experimental evidence suggests certain atomic planes of Bi favor the formation of CO. As Bi 

content increases to 80 at%, we see a noticeable increase in CO production. This increase in Bi 

corresponds to an increase in XRD peak intensity for the Bi (104), Bi (110), Bi (202), and Bi 

(116) reflections. Also, the Bi (012) peak is sharper at this composition, shedding light on what 

appears to be a higher degree of crystallinity. Recently, it was shown that Bi supported on a 

carbon substrate produced CO at high efficiencies (>80%) and current densities (jCO = 10 

mA/cm2) but in an ionic liquid environment [13]. Similar work, from the same researchers, show 

similar CO efficiencies (~75%) on an amorphous Bi catalyst material. The amorphous nature of 

the material was confirmed by XRD, with the appearance of a broad peak around 2T~ 28º - 

identical to our studied films [14].  

Investigations on other sp-metals, In and Sn, show that the major product can be formate 

with an aqueous electrolyte and CO with a non-aqueous electrolyte [15]. Sn nanoparticles show 

optimized formate efficiency (>80%) when the size is adjusted to around ~5 nm – quantitatively 
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similar to the size of Bi (104) and Cu (111) grains (Figure 5.6) [16]. Thus, the product 

distribution on sp-metal catalysts, potentially including Bi, appears highly dependent on the 

catalyst fabrication process and/or the electrolyte used in CO2 reduction investigations.  

Studies of CO2 adsorption on Bi, outside of the electrochemistry realm, reveal very weak 

chemisorption, or more appropriately physisorption to the surface [17, 18]. Despite this, the 

activity for the hydrogen evolution reaction (HER) is very low on Bi [19], which allows for the 

formation of small molecules to successfully compete. DFT calculations on alloys of a d-metal 

(Cu) with a sp-metal show the possibility to  steer product distribution towards formate (or CO) 

due to the modification of the adsorption energies of –COOH and –CO intermediates. Bi, 

unfortunately isn’t explored in this context, but the revealed trends (by row and column in the 

periodic table) indicate Bi would have the lowest energy requirement for the radical preparation 

and covalent bond stabilization steps [20]. The  –COOH intermediate is easily formed and 

requires only one proton-coupled electron transfer (PCET) step. Furthermore, it has been shown 

that Bi adsorbs –COOH very weakly, and thus may be the driving force for the likely desorption 

as formate into the product stream [21, 22].  

Overall, the preparation of bimetallic Cu-Bi electrocatalysts has ultimately provided 

increases in the efficiency and selectivity for formate production from the ERC. The amorphous 

nature and metastable phases on these films potentially provide greater catalytic activity towards 

CO2 reduction, although this has been very difficult to confirm. Furthermore, a distinct 

bifunctional effect of Cu and Bi on the electrocatalysis of CO2 can be concluded, due to a larger 

formate output on morphologically similar films of pure Bi and Cu.  
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Chapter 6: Conclusions and Future Research 
Prospects:  
 
 Parts of the conclusions were reproduced from work published (or soon to be published) 

by the author. 

 

Conclusions: 

 The electrochemical reduction of CO2 (ERC) was performed on both Cu-In and Cu-Bi 

electrocatalysts of varying composition within a potential range of -0.8 to -1.1 V vs RHE. These 

two bimetallic systems were investigated, with respect to composition, in increments of 20 at% 

of the sp-metal alloying material (In or Bi).  

Dendritic Cu-In alloys were obtained by electrodeposition; Cu-rich electrodes mainly 

consisted of a solid solution, while various intermetallics were formed at higher In content. TEM 

imaging evidenced the formation of dendrite tips of ~ 50 nm width, exhibiting a variety of 

surface facets including those with high surface activity. The ERC at Cu-In has been shown to 

produce formate at high efficiency while simultaneously enabling adjustment of the ratio of 

syngas components. Specifically, at 40 at% Indium and -1.0 V vs RHE, we achieve high formate 

production (49% Faradaic Efficiency, FE) as well as an optimal ratio, of 2.6:1 H2 to CO, in the 

effluent syngas produced. Furthermore, a maximum of 62% FE for formate is obtained at this 

potential with an 80 at% indium electrode. The selectivity towards formate synthesis is linked to 

the indium fraction at the electrode surface. On the other hand, the greatest CO efficiencies are 

achieved at lower reduction potentials and decrease with higher indium content. The fraction of 

In (sp metal) and Cu (d metal) at the surface varies the relative adsorption strength of –COOH 
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and –CO intermediates. A weak adsorption of –COOH leads to selectivity towards formate 

production, while a stronger –COOH adsorption proceeds to CO production. The combined 

effects from varied potential and catalyst composition change the adsorption trends; ultimately 

leading to the observed product distribution. 

Cu-Bi catalysts were grown via electrodeposition, from several acidic nitrate based 

solutions. SEM imaging revealed dendritic constructions, with features on the order of 50-100 

nm in size. GI-XRD investigations revealed nanocrystallinity across all compositons. TEM 

imaging supported this observation and revealed segregated grains of Bi and Cu, as well as a 

metastable BiCu intermetallic, near the catalyst surface. Cu-Bi materials selectively produced 

formate at efficiencies above 80% at several sets of conditions, specifically at less negative 

potentials, reaching a maximum of ~90% at -0.9 V vs RHE on a 40 at% Bi, Cu-Bi catalyst. 

Furthermore, CO was produced in significant quantities on 80 at% Bi, reaching efficiencies of 

~25% at partial current densities, larger than any other catalysts in this study. The high 

selectivity to formate, and not further hydrogenated products, is explained by the weak 

adsorption properties of –COOH and the slow HER on Bi surfaces.  

Overall, the alloying of Cu with In or Bi, provides a bifunctional electrocatalytic effect 

resulting in the significant production of formate and syngas, at greater efficiencies and rates 

than either pure metallic counterpart. Furtheremore, the existence of intermetallic surfaces, both 

stable and/or metastable, successfully fine-tuned the adsorption properties of CO2, -COOH, and 

–CO leading to increases in efficiency and selectivity of said products.  
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Research Prospects and Realization in Industry: 

 The electrochemical reduction of CO2 is far from being completely understood in the 

electrochemistry research realm. Reaction pathways and mechanisms, mass transport effects, 

electrocatalyst material selection and tuning, as well as incorporation into industrial applications 

are just some of the major areas that require further research and attention. 

 The use of GDEs in ERC research is very limited, but date back to the late 1980s when 

the ERC was first being explored as a viable CO2 conversion method. GDEs provide a three-

phase system with the solid catalyst, liquid electrolyte, and gaseous carbon dioxide reactant all 

working together to produce value-added chemicals and fuels. By increasing the area of this 

three-phase interface, it is possible to produce larger current densities towards the ERC, while 

reducing mass transport limitations [1]. Higher pressures of injected CO2 may result in higher 

Faradaic efficiencies for methane amongst other ERC products, while simultaneously reducing 

the HER. GDEs, especially those at higher pressures, can provide the ability to produce value-

added products, even with electrocatalyst materials (Ru and Pt) that preferentially reduce water 

over than CO2 under standard conditions [2-3]. That being said, higher pressures, up to 50 atm, 

provide further complications for electrochemical cell design and operation. The research 

performed herein was done using a batch type setup, while many research groups employ a 

continuous flow setup. Little has been done to compare these two significantly different setups, 

although mass transport effects surely have a larger effect on the former. 

 The work performed here only discusses the product distribution at the conclusion of a 

run and not over the duration of a given ERC experiment. In order to understand the lifetime of 

the studied catalysts future work must incorporate a study of product distribution over time. 
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Catalytic performance and sustainability are of paramount importance to the process’s 

economics as well as its potential scale-up in industry.  

 While a large majority of the commercially available metals have been explored 

individually, this work and some recent research has been done on bimetallic alloys for the ERC 

[4]. Research has been performed on various copper-alloys, Au-Pd, Ru-Pd, amongst other 

systems, however there are still many promising bimetallic systems yet to be explored [4-8]. 

Along with the vast number of bimetallic alloys to be investigated, it is also possible to change 

the exposed crystallographic surfaces and exploring those effects in conjunction with the catalyst 

material choice. The research presented herein provided a step in that direction – an attempt to 

correlate crystallography to adsorption strength of intermediates and overall product distribution. 

 Finally, the work performed on the ERC has been almost purely on the R & D side, with 

very little done in its realization on the industrial level. Start-up companies such as Dioxide 

Materials (Champaign, Illinois) and Mantra Venture Group (Vancouver, British Columbia) have 

already begun work to industrialize this process and use extraneous CO2 [9-10]. Rather than 

inject CO2 underground or in water, current temporary CCS solutions, CO2 could be utilized in 

an industrial ERC process – exactly what these innovative pioneers plan to do. Personally, I 

visualize a process that is directly connected to the CO2 exhaust of industrial plants, which 

immediately performs the ERC, with the effluent products being contained and sold or being 

recycled back into the plant for use, especially in Fischer-Tropsch processes, where the effluent 

from the ERC is syngas at the appropriate ratio of H2: CO. This is the ideal scenario for 

incorporating the ERC into industry, but we still have a lot of work to do in both R & D and the 

United States socio-political arena.   
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